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Zusammenfassung

Das Top-Quark spielt eine besondere Rolle im StandardrhdeeElementarteilchenphysik. Mit
seiner enormen Masse von etwa 170 GeV ist es fast so schweimioldatom und hat als einziges
Quark eine Masse in der Nahe der elektroschwachen Skala.Massen desV-Bosons und des
Top-Quarks erlauben gemeinsam Ruckschlisse auf dieeMiessvorhergesagten Higgs-Bosons zu
ziehen, das unter Umstanden die Frage nach dem Ursprundeadse selbst beleuchten kann.

Die Top Paarproduktion mit einem semileptonischen Zetfalk W*WT bb — qqlv bb ist auf-
grund des guten Verzweigungsverhaltnisses und derveladrigen Verunreinigung durch Unter-
grundereignisse verglichen mit anderen Zerfallskandlem’goldene Kanal” in der Bestimmung der
Top-Masse. Die Messungen der Top-Masse, welche auf diesefalldbasieren und mit der Matrix-
Element-Methode durchgefuhrt wurden, gehorten schandnzu den besten Einzelmessungen welt-
weit. Im Jahr 2007 hat der Weltmittelwert der Top-Masseneass eine Genauigkeit von besser als
1% erreicht und wird nicht mehr durch die statistische Umsibeit sondern durch systematische Un-
sicherheiten dominiert. Daher kommt der Verringerung gstesnatischen Unsicherheiten nun eine
Schliusselrolle bei der weiteren Verbesserung der TopsbtaBestimmung zu.

In dieser Arbeit werden zwei neue Entwicklungen in der Belhamy vonb-Jets vorgestellt. Die
erste Verbesserung stellt eine Optimierung der Art und &Veer, wie Informationen aus dér
Identifikation verwendet werden. Dadurch wird die Separaswischen Signal- und Untergrundpro-
zessen verbessert und die statistische Unsicherheit utbéa.verringert. Die zweite Verbesserung
bestimmt Unterschiede in der Detektorantwort - und damitl@e-Energieskala - zwischen leichten
Jets undb-Jets. Damit zielt sie auf die Verringerung der Hauptquadesystematischen Unsicherheit
in den letzten Top-Massen Messungen ab.

Die Methode wurde mit Hilfe von Monte-Carlo-Ereignisserf @eneratorniveau validiert, mit
vollsimulierten Ereignissen, die eine vollstandige Bétesimulation durchlaufen haben, kalibriert
und schlieRlich auf echte Daten angewendet, die einerrietégn Luminositat von 1 fbt entspre-
chen. Maogliche Ursachen systematischer Unsicherheitadem untersucht. Die Top-Massen Mes-
sung ergibt:

m = (1692+3.5(stat)+1.0(syst)) GeV.

Gleichzeitig wurden auch ein Skalierungsfaktor der Jegrgieskala fur leichte Jets und ein separa-
ter Skalierungsfaktor fiib-Jets bestimmt. Sie wurden gemessen @88+ 0.023 beziehungsweise
1.056+ 0.045. Dieses Ergebnis deutet darauf hin, dass die nominé€liddb-Energieskala, die auf
y+Jets Ereignissen bestimmt wurde, die Energie sowohl vichten Jets als auch vdmJets intt-
Zerfallen unterschatzt. Die verbesserte Analyse vgerite die grofdte systematische Unsicherheit,
die Jet-Energieskala vdmJets, von ca. 800 MeV auf etwa 150 MeV.
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Abstract

The top quark plays a special role in the Standard Model didkaPhysics. With its enormous
mass of about 170 GeV it is as heavy as a gold atom and is thegomlgk with a mass near the
electroweak scale. Together with Meboson mass, the top quark mass allows indirect constraints o
the mass of the hypothetical Higgs boson, which might hatdclhe to the origin of mass.

Top pair production with a semileptonic deday— W+WT bb — qaqlv bbis the "golden channel”
for mass measurements, due to a large branching fractioa egidtively low background contamina-
tion compared to other decay channels. Top mass measurebes®d on this decay, performed with
the matrix element method, have always been among the diegtemeasurements in the world. In
2007, the top mass world average broke the 1% level of pogcisis measurement is no longer dom-
inated by statistical but instead by systematic uncer&snilThe reduction of systematic uncertainties
has therefore become a key issue for further progress.

This thesis introduces two new developments in the tredtmoieh jets. The first improvement
is an optimization in the walp identification information is used. It leads to an enhanagEhsation
between signal and background processes and reducesttigcsiauncertainty by about 16%. The
second improvement determines differences in the deteetmonse and thus the energy scales of
light jets andb jets. Thereby, it addresses the major source of systemadiriainty in the latest top
mass measurements.

The method was validated on Monte Carlo events at the gemdeatel, calibrated with fully
simulated events, including detector simulation, andiegib DO Run |l data corresponding to 1 fb
of integrated luminosity. Possible sources of systematertainties were studied. The top mass is
measured to be:

m = (1692+3.5(stat)+1.0(syst)) GeV.

The simultaneous measurement of a scaling factor for thenjgtgy scale of light jets and a separate
scaling factor fob jets yields 10384+ 0.023 and 1056+ 0.045, respectively. This result indicates that
the nominal DO jet energy scale derived frgmjets events underestimates the energy of light jets and
b jets intt decays. The improved analysis was successful in reducenméjor systematic uncertainty
caused by thé jet energy scale from about 800 MeV to approximately 150 MeV.
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Chapter 1

Introduction

1.1 How Was the Top Quark Discovered?

On March 2nd, 1995 the discovery of the top quark was officialinounced by the CDF and DO
collaborations at Fermilab, Chicago. The decade-longchefar the last missing piece in the quark
sector of the Standard Model had come to an end and the Sthkttatel depicted in Fig. 1.1 had
tryly becomestandard

In the 1950's and 60’s hundreds of new particles called hegiveere discovered and a real zoo of
"elementary” particles emerged. Gell-Mann and others wleedirst to classify these by postulating
three new constituents of matter, the wp, down @) and stranges} quarks together with their anti-
particles (see, for example [1]). With the assumption that hew type of fundamental particle has
spin 1/2 and a charge of either -1/3 or +2/3 (in units of thenelletary charge), they could explain
the whole observed hadron spectrum. Nevertheless, théiquesmained wether this was only a
convenient abstraction for hadron classification or wettheffered a glimpse of a more fundamental
theory of particle physics. After the discovery of th&/Jh 1974 at a mass of 3.1 Gé\2, 3],
the existence of a fourth quark, the chara), (vas deduced. It became obvious that a symmetry
exists between quarks and leptons and that they can be graugairs belonging to either of two
generations. Theu( d) and the ¥¢, €) form the first generation of which all ordinary matter thag w
observe today is composed. The second generation is btiiled, s) quarks and thew,, L) leptons,
which only existed right after the Big Bang at very high temgperes. The Standard Model, although
not yet standard, was born. But the nice symmetry betweerksj@ad leptons did not survive very
long. In 1975 the taut] lepton discovered at SLAC [4] ushered in a third generabibieptons. Soon
after, in 1977, the discovery of the upsiloi) (hadron at around 10 GeV [5, 6] gave evidence for yet
another quark, the bottorb)(quark. In order to rescue the Standard Model, the existefiveo other
particles was predicted, the tap) Quark as partner of thequark and the tau neutrin®@) as partner
of thet lepton. The hunt for "the top” has begun.

First calculations, based on the mass ratios of the othergivenk generations and the known
hadron masses, predicted a heavy new hadron compostdabfaround 30 GeV. However, the

IHere, and in the rest of this document, so-catiatlral units(h=1,c= 1) are used.
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Figure 1.1: Overview of the content of the Standard Modelasfiple physics and the particle masses.

electron-positron colliders at SLAC and PETRA found no lifuch a thing. The baton was passed
to the next generation of colliders. At CERN in the early 79&0proton anti-proton collider at a
much higher center-of-mass energy of up to 540 GeV startedtdking. With this collider the im-
portant discoveries of thé/ [7, 8] andZ [9, 10] bosons were made. In the Standard Model, forces
are transmitted by particles serving as force carriershénunified electroweak theory, the massless
photon carries the electromagnetic force and the ma¥¥iand Z bosons mediate the weak force.
In the same way, gluons transmit the strong force betweerkgud his discovery was a great suc-
cess for the Standard Model because it demonstrated th&V thed Z masses had been correctly
predicted. However, the top quark remained an elusiveghaurtBy 1987, when the Tevatron proton
anti-proton collider at Fermilab started operation, thessramit of the top quark had been pushed to
41 GeV [11, 12], ruling out the first estimates oftehadron. The Tevatron collider with a center-of-
mass energy of 1800 GeV could improve this limit to 91 GeV [&Hn the beginning of the 1990's
(cf. Fig. 1.2, direct searches). This was an important nales as it excluded possible decays of the
W boson intath. With such a high mass, it became clear that the top quarklamiy be produced in
pairs of isolated quarks, each one almost allways decaypiad\t and ab (see, for example [17]). In
1992, the newly formed DO experiment at Fermilab enteredhtime. It was intended to provide an in-
dependent cross check of the ChEsults and had a complimentary experimental approachréslae
the CDF detector emphasizes the ability to accurately tpatks of single particles and measure their
momenta, the DO experiment relies on the energy measurémamprecisely segmented calorimeter.

2Collider Detector at Fermilab
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With these two huge, complicated instruments with hundmfdkousand of electronic channels, and
beam intensities improved by a factor of four by the Tevatiparation staff, the existence of the top
quark was finally verified in 1995 after nearly two decadesitérise searches. CDF found 49 events
with a chance of 1 in a million that this could be a fluctuatidrih® background [18]. DO observed
17 events with a 1 in 2 million chance that these were mimidkedackground [19]. These first mea-
surements indicated a top quark mass of £ GeV and 192 30 GeV, respectively [18, 19]. This
was in perfect agreement with the indirect prediction of*_]%‘g:BeV of the high precision electroweak
fits made possible by the LEP experiments [20] (see Fig. W&th such an enormous mass a single
top quark is 40 times more massive than the second heavias,dheb; it weighs nearly 200 times
more than a proton and has approximately the same mass arargeid atom.

1.2 What Makes the Top Quark Special?

The huge mass of the top quark suggests that it has a spdeidbrplay in answering the question
of the origin of mass. The Higgs mechanism, proposed in 1896dgests that particles acquire mass
via the interaction with a postulated Higgs field. At high es all fermions and bosons are mass-
less, whereas at low energies the electroweak symmetrpkgibrand the particles become massive.
However, the coupling to the predicted Higgs particle isamstrained for fermions and is thus an
adjustable parameter in the model. For the light electrba,iteraction strength is only-30-,
whereas for the heavy top quark it is almost unity. This meéhadop quark is the only fermion with
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Figure 1.2: Evolution of the indirect prediction and dires¢asurement of the top quark mass with

time [21]. (¢) Indirect bounds on the top-quark mass from precision elesak data. M) World-

average direct measurement of the top-quark masy;CDF and ) DO measurements. Lower
bounds from direct searches jpp (dashed) and*e~ (solid) colliders.
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a mass near the electroweak scale (cf. Fig. 1.1). It imphiasthe top quark is the most influential
quark in studies of electroweak symmetry breaking. Precisneasurements of th boson mass
and the top quark mass allow indirect constraints on the $liggss. This is the only way to infer the
existence of the Higgs before direct observations are niade to the fact that precise measurements
of theW mass are difficult to make in a hadron collider environmdm, tbp mass is the best handle
for improvement in the Higgs predictions. This statementasfirmed by the higher precision of
the top mass measurements and the simultaneous improventkatHiggs mass estimate during the
course of this thesis (cf. Fig 1.3).

These improvements would be impossible without anotheguenproperty of the top quark. As
explained above, due to the nature of the strong force baaekg|inave never been observed. They
hadronize rapidly and can only be detected as particle fetigh energy collisions. In contrast,
the top quark has a tiny lifetime ef 10-2° s, an order of magnitude smaller than the timescale for
hadronization. Thus, it decays before hadronization clem péace, giving us the unique opportunity
to study a bare quark. Although we cannot detect it direttly,decay products of the top quark, the
W and ab quark, carry information about its properties. Hence, passible to infer the mass of
the top quark simply by measuring the four-vectors of itsagigaroducts and summing them up. Of
course, this is much more complicated than it sounds becsiter the/V nor theb can be measured
directly in the detector; instead only their decay prodacesvisible. Nevertheless, it is a much more
promising approach than infering masses from bound stéigsanks in hadrons. Due to this unique
decay in the quark sector, the top quark mass today is knovenhigher precision than any other
quark mass despite the fact that it is a little more than tems/&®ld”. This makes the top quark a true
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high precision testing tool of the Standard model (and bdy.on

One should not forget to mention, that it is due to the strdfayts of the CDF and DO collabora-
tions to improve their detectors and reconstruction, réfieemeasurements and develop new analysis
methods, that such large progress has been made in theseatsnof study. As a consequence, the
top mass world average broke the "magic” 1% level of preaisibout a year ago. Also, the precision
is no longer limited by the statistics of the data set but l@ptktical and experimental systematic un-
certainties. Hence, the improvement of the mass estimatteot® has become a key issue for further
progress. This work will introduce two such improvemenisyiag at the reduction of the systematic
uncertainty due td jets. The first one is an optimization in the whydentification information is
used in top mass measurements. The second one addressdfethaad in the detector response
and thus the energy scales of light quarks argliarks and thereby reduces the largest systematic
uncertainty of the latest top mass measurements.






Chapter 2

Experimental Setup

The DO experiment is located at the Tevatron proton-arttpraollider at Fermilab near Chicago. It
is an omnipurpose detector designed to perform particlstiftigation and precision measurements
of individual particle momenta ipp collision final states. It consists of three major subsystetine
central tracking detectors for vertex identification andmeatum measurement of charged particles, a
uranium/liquid argon calorimeter for the energy measurgroéelectromagnetic and hadronic show-
ers and a muon spectrometer for the detection and moment@sumeenent of muons. The following
chapter will give an overview of the experimental setup m®un lla period that lasted from 2001 to
2006, when 1.2 fb! of data were accumulated, being analyzed in this study.

2.1 The Tevatron Collider

The Tevatron accelerator complex is situated at Fermild&aiiavia, Illinois. To date it is the world’s
highest energy particle accelerator with a center-of-neassgy of 1.96 TeV and it is the only collider
with sufficient energy to produce top quark pairs. Two experits are located at interaction points on
the 6.3 km ring, CDF and DO. The Tevatron is a synchrotron isting of superconducting magnet
coils and warm iron magnets. It started operatiorppscollider in 1992 with the so-called Run |
period lasting until 1996. During Run I, the center-of-masgrgy was 1.8 TeV and the collider was
filled with six bunches each of protons and anti-protons W880 ns between bunch crossings. After
the discovery of the top quark in 1995 the Tevatron was upmgtdd achieve a higher center-of-mass
energy and higher luminosities by increasing the numberadiigles per bunch and decreasing the
bunch spacing. In Run Il, started in March 2001, 36 bunchesaibns and anti-protons are filled into
the Tevatron in each store divided into three bunch traiparsged by large abort gaps. The distance
between bunches is 396 ns and their length is 38 cm resutimg the accelerator RF system. Peak
luminosities lie generally around 1000%° cm2s~1 corresponding to 10Qb-1s~1. The high bunch
rate and large luminosities made substantial upgrade®itwih experiments DO and CDF necessary
for Run Il. The integrated luminosity design scenario wapassed in 2005 and up to the end of Run
lla more than 1 fb' of data was recorded by the experiments. In summer 2006 Rustdited after
upgrades of the accelerator complex and the two detectaitsaio even higher luminosities. 4-9tb

of integrated luminosity is expected before the end of Tevabperation in 2008/2009.

7
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[m]

-5 —

Figure 2.1: DO detector side view. The tracking detectolcmas the beam pipe. It is surrounded
by the calorimeter cryostats (white), which are themsebrabedded in the toroid (blue). The muon
system consists of muon scintillators (violet) for trigger and muon chambers (magenta) for the
muon trajectory measurement.

2.2 The DO Detector

In this section, an introduction to the DO detector will beegi. A more detailed description can

be found in [23, 24]. In the first subsection, the coording&tesn used throughout this document is
defined. The following subsections describe the differatector subsystems. At the end, a short
overview of the trigger system is given.

2.2.1 Coordinate System

The coordinate system used for the DO detector is a rightldhione with its origin at the center of
the detector. The axis is parallel to the proton beam direction, thexis is vertical and the axis
points towards the middle of the accelerator ring. For plrtlirections the azimuthal angfend the
pseudorapidityn are widely used. The pseudorapidity is defined as

= —In(tang) (2.1)
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where8 is the polar angle. It is an approximation of the Lorentzanmant rapidity

y:}<E+pZ> 2.2)

2\E—-p;

when the particle mass is ignored, i.espm. Distances in the detector are typically given in the (
o) plane by
AR = 4/(An)2+ (A@)2. (2.3)

Attention must be paid to the origin of the coordinate syst&anerally, two different systems are in
use depending on the purposthysics coordinatesriginate in the primary vertex of a hard collision,
whereagletector coordinatebave their origin at the nominal center of the detector. érfmainder
of this document a subscripet will be given to observables in detector coordinates (g«:). The
termforward will be used for the detector region at larigg. A radius will be denoted byin contrast

to distances indicated by (see above). A subscripts given to variables in the transverse plane (like
p; for the transverse momentum).

2.2.2 Tracking System

Excellent tracking is necessary for top quark, electrowaaét b physics as well as the search for
new phenomena including the Higgs. The central trackintesyonsists of the Silicon Microstrip
Tracker (SMT) and the Central Fiber Tracker (CFT) within a 3dlenoidal magnet. It surrounds
the DO beryllium beampipe which measures 38.1 mm in diam2i87¥ m in length and 0.508 mm in
thickness. The primary interaction vertex resolution ig85in z-direction and the impact parameter
resolution needed for secondary vertex identification iallenthan 15uminr — @ (for p; > 10 GeV/c,

In| = 0). The high resolution allows good measurements of leptoiet E; and missing transverse
energy ). The expected transverse momentum resoludipii p; in the central regionr < 1.5) is

as follows:

op/pp >2% for p=1GeV
opi/pp >4% for p=10GeV
opi/pr >10% for pr=100GeV

Silicon Microstrip Tracker

The SMT allows tracking and vertexing over nearly the fulcoverage of the calorimeter and the
muon system. Its design was dictated to a large extent bycttedexator environment, e.g. the length
of the interaction regions¢ 25 cm) sets the length scale of the device. With such a lomgaotion
region it is a challenge to deploy detectors such that trackgenerally perpendicular to the detector
surfaces at alh). This lead to the design of barrel modules interspersed diitks in the central
and assemblies of disks in the forward region. The barretatet measures primarily the— @
coordinate whereas the disks can measure betlp andr — z. A difficult mechanical challenge was
the arrangement of detector components: it should minirdezd areas while providing sufficient
space for cooling and cables. Therefore, the SMT considtareé different detector types:ifrrels
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Figure 2.2: The Silicon Microstrip Tracker in a 3D visualipa.

in the central region each with 4 readout layersiiRiskseach with 12 double-sided wedge detectors
and 4 large-diametét-Disksconsisting of 24 full wedges each constructed of two sirsgled "half”’
wedges. This leads to a total of 912 readout modules with 782hannels. The inner radius of the
SMT detector is about 2.6 cm, the outer radius lies betweeantd26 cm (barrel/F-Disks and H-
Disks, respectively).

Central Fiber Tracker

The CFT consists of scintillating fibers mounted on 8 comiesupport cylinders. It occupies the
radial space 20 to 52 cm from the beam pipe center. The twaritost cylinders are 1.66 m long
to accommodate the SMT H-Disks whereas the six outer cylintdave a length of 2.52 cm. Their
coverage extends up tg| = 1.7. Per cylinder there is one doublet layer of fibers orientedgathe
beam direction, the so-calleakial layers and one doublet layer at a stereo anglepjrthe stereo
layers There are two different stereo orientations:” tG-layer) and -3 (v-layer). The sequence of
layers from innermost to outermost cylinder is the follogrin

ZU— ZV— ZU— ZV— ZU— ZV— ZU— Z\.

The scintillating fibers are optically coupled to clear fibeveguides carrying the scintillation light
to Visible Light Photon Counters (VLPCs) for readout. Thiedrent doublet layer resolution is about
100 um under the condition that the location of individual fibesknown to better than 5@m. The
good resolution is due to the small fiber diameter of 886 In total there are 200 km of scintillating
and 800 km of clear fibers built into the CFT accounting for 6 8&adout channels.

Solenoid

A superconducting solenoidal magnet with a central field @f\as added in the DO upgrade after
Run |. It was designed to optimize the momentum resoludipi p; and improve the tracking pattern
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recognition. The physical size of the magnet was determiydtie available space within the central
calorimeter vacuum vessel: 2.73 m in length and 1.42 m in eiam(cf. Sec. 2.2.3). The current
density in the magnet windings becomes larger towards tde ehthe coil to maximize the field
uniformity inside the bore of the magnet. Besides the sateria0 has a toroidal magnet which was
installed prior to Run | (cf. Sec. 2.2.4). When only the soldns energized the calculated magnetic
field needs to be scaled by 0.09% to match the measuremenen bWéth magnets are operating this
difference increases to 4.3%. The overall field hag)(diagonal symmetry at fixegmeaning

|B(+X, +2)| = |B(—X,—2)].

There is no vertical symmetry as the toroid itself is not syetno and the detector sits on a magnetic
steel platform. The relative alignment between solenoiitaroid is known to 0.5-1.0 cm. Based on
aJ/¥Y — ppmass measurements as function of location within the fiblel,hagnetic field map is
estimated to be accurate to better than 0.3% at the detesiterc

2.2.3 Calorimeter

Divided into three sampling calorimeters and an interaigtodetector (ICD), the DO calorimeter is
primarily made of uranium as absorber and liquid argon ageantedium. It was designed to provide
energy measurements for electrons, photons and jets astlingke identifications of these particles
and muons. It is capable of measuring the transverse enaigyde in events, needed for neutrino
(F:) measurements (cf. Sec.3.7). The relatiyaesolution for jets atn| < 0.4 and a cone size of

1the intercryostat region is referred tol&R in the remainder of the document
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Figure 2.3: Overview of the full tracking system.
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Figure 2.4: Schematic view of a quarter of the DO calorimskt&wing the transverse and longitudinal
segmentation pattern. The shading pattern indicates grafugells ganged together for signal readout.
The rays indicate pseudorapidity intervals from the ceoténe detector.

R =0.7 (inn — o) is as follows [25]:

o(p)/pr ~15% for p=30GeV
olp)/pr ~ 10% for p=100GeV
op)/pp ~ 5% for p=400GeV.

The sampling calorimeter consists of three separate agoshe central calorimeter (CC) covering
arange ofn| < 1 and two end calorimeters ECN and ECS, whér@nd S stand for north and south,
respectively. They reach up fn| = 4. The cryostats maintain a detector temperature of 90 Kh Eac
one is divided into three sections: the electromagnetic)(Eddtion closest to the interaction region,
followed by the fine hadronic (FH) and coarse hadronic (CHjise. The active medium is in all
cases liquid argon whereas the absorber plates considtaredit materials. The EM is made of thin
plates (3 mm) nearly purely depleted uranium, the FH is baseglmm thick uranium-niobium (2%)
alloy and the CH has 46.5 mm thick copper plates in the CC amdisss steel ones in the ECs. The
electric field is established by grounding the metal absgpkstes and connecting resistive surfaces
of signal boards to positive high voltage, typically 2 kV.€Talectron drift time across the 2.3 mm
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Figure 2.5: Calorimeter unit cell.

wide liquid argon gap is around 450 ns. Readout cells fpsaudo-projectiveaowers subdivided
in depth, meaning the cell centers of increasing showerhdepbn rays projecting from the center
of the interaction region but the cell boundaries are aligperpendicular to the absorber plates.
The transverse sizes of the readout cells are comparable tivansverse size of showers: 1-2 cm
for electromagnetic showers amrd 10 cm for hadronic ones. The tower sizes Arg= 0.1 times
A@=2m/64~ 0.1. Only the third of four EM layers (EM3) which is located aétshower maximum

is segmentated twice as finely. This allows a more precisgitmt of EM shower centroids. In total
the DO calorimeter has 55 296 electronics channels of whidb32 are connected to physical readout
modules in the cryostats. For Run Il completely new predieps and baseline subtractor (BLS)
boards were installed to cope with the significant redudtiaine Tevatron’s bunch spacing.

2.2.4 Muon Spectrometer

The Run Il muon spectrometer uses the original Run | centtedmsystem, proportional drift tubes
(PDTs) and toroidal magnets. The wire chambers are indtalléhree layers: the A-layer is located
between calorimeter and toroid whereas the B- and C-layerplaced outside the magnets. The
central scintillation counters were partly replaced fomRuand a completely new forward muon
system was installed. The coverage is uprto= 1 in the central andh| = 2 in the forward region.
The new forward detector uses mini drift tubes (MDTSs) anduides trigger scintillation counters as
well as beam pipe shielding. The so-callEmsmic caps a set of scintillation counters on top and on
the upper sides of the outer layer central PDTs. This wasdgtbto the lower sides and the bottom
of the detector in Run Il by theosmic bottomThe so-called Ag@ counters are additional scintillation
counters installed on the A-layer PDTs which provide a fasector for associating muons with the
appropriate bunch crossing. The scintillation counteesused for triggering only whereas the wire
chambers additionally give a precise coordinate measurerBackground rejection is achieved in the
scintillators by considering timing information and in tiwe chambers by building track segments.
The advantages of a standalone muon system momentum neastii@e the possibility of a lovgr
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cutoff in the muon trigger, cleaner matching with centratks, rejection oftandK decays in flight
and an improved momentum resolution at high muon momenta.

Toroidal Magnet

The central toroid is constructed in three sections to aloeess to the inner detector. The center-
bottom section consists of a 150 cm wide beam, fixed to thettgtplatform. The annulus is closed
by two C-shaped sections, movable perpendicular to the lag&nThe toroidal magnet is completed
by two end toroids located between 454 cm and 610 cenBoth have a square hole of 183 cm width
centered on the beamline and extend up to 426 criandy. The central magnets are wound using
20 coils of 10 turns each; the end toroid windings consist cbi& of 8 turns each. As in Run I, the
central and end toroids are operated in series but the ¢wmasreduced from 2500 A to 1500 A in
Run Il. This led to a 6% decrease in the 1.9 T magnetic field. réason is a substantial cost saving
due to the reduced current. This is acceptable in Run Il agrthary muon momentum measurement
is performed by the new central tracking system. The magplatity is regularly reversed during run
periods.

2.2.5 Trigger Setup

The increased luminosity and higher interaction rate ofuihgraded Tevatron made a significantly
enhanced trigger necessary for Run Il to select interegingics events to be recorded. This led to
the design of three distinct trigger levels with each sudicgglevel examining fewer events but in

greater detail with more complexity.

e Levell
The first trigger layer L1 is a collection of hardware triggégments. The input rate is 1.7 MHz
based on the bunch crossing frequency. The acceptance aatmund 2 kHz.

e Level 2
L2 is built by hardware engines and embedded microprocesssociated with specific sub-
detectors. The trigger decision is based on individual abjas well as correlations between
objects. L2 provides information to a global processor. attseptance rate is about half the
input rate, 1 kHz.

e Level 3
L3 consists of a farm of microprocessors and makes use ofstamalted reconstruction algo-
rithms. At this stage a code similar to the one employed iroffime reconstruction is run. The
accept rate is¢ 50 Hz. L3 provides the events to be recorded on tape.

The trigger system is closely integrated with the readoutlaif. Each event satisfying all three
trigger levels is sent by the data acquisition system (DAQQg-term storage in Fermilab’s Feynman
Computing Center where it awaits offline reconstruction andlysis as described in the following
sections.



Chapter 3

Event Reconstruction

This chapter will give a brief introduction to the reconstian of objects as performed at DO. Al-
though the reconstruction details are specific to the expari, the succeeding chapters only refer
generically to jets, charged leptons @fdand thus are transferable to other experiments.

Due to the fact that four out of six reconstruction objectghal+jets final state are jets - of
which two areb jets - jet reconstruction arlgidentification are crucial points for this analysis. They
are described in Sec. 3.5 and Sec. 3.6, respectively. A stiatuction to the reconstruction of other
objects of interest, including a charged lepton (either lanoteon or a muon) and a neutring§, is
given in Sec. 3.3-3.7.

3.1 Tracks

Since the implementation of a solenoidal magnetic field inRaM Il, tracks are essential for most

of the reconstruction objects. Vertices are reconstrubtedlustering of tracks, electron and muon

identification (ID) requires a central track match, photareidentified by the absence of a track, and
jet reconstruction can be improved by combining calorimatel tracking information.

Track finding is the process of building tracks from hits, gthare energy deposits in the track-
ing modules, when a charged patrticle traverses the detelttoonsists of two steps. First, pattern
recognition builds a list of candidate tracks. This is perfed by two distinct algorithms, the AA al-
gorithm [26], finding paths originating in the beam spot kayg layer, and the Histogramming Track
Finder [27, 28], making use of the fact that the trajectory aharged particle is a circle in the plane
perpendicular to the magnetic field with its curvature amdadion at the distance of closest approach
as parameters. Track candidates from the two lists are cmdland duplicates are removed. In a
second step, a Kalman fit [29—32] is applied to each trackitigtong the correct propagation through
the detector and calculating final track parameters. Baodloks with and without SMT hits are con-
sidered.

15
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3.2 Primary Vertices

Primary vertices indicate the presence and location of angeveeral inelastiqp collisions along
thez direction in a given event. As the luminous region has a Ganshape with an RMS of about
30 cm centered arourrk: 0, a significant fraction of interactions take place pbsitions considerably
displaced from the detector center. The position in thestrarse plane on the other hand is restricted
by the transverse beam size as small as aboutl0

Reconstruction of primary vertices comprises three stepsk selection, vertex fitting and vertex
selection [33—35]. Track selection requiregdarger than 0.5 GeV and 2 or more SMT hits in the
SMT fiducial region. Outside this region in tlme— z plane no SMT requirement is imposed on the
tracks. Vertex fitting uses a newly developed method at DOAiaptive Vertex Fitting [36,37]. Asin
the Kalman filter algorithm used previously, tracks are fitgstered along starting with the highest
p; track and including all tracks within 2 cm. In a second stégratks in a cluster are constrained
to a common vertex and the vertex position and track paramate recalculated. In contrast to the
old method where all tracks were weighted equally, the nehrtigjue weighs each track according
to its x? distance to the new fitted vertex. The fitting is repeated| tinéi weights converge. The
hard scatter vertex is finally selected from the list of cdatk vertices by finding the vertex with the
lowestminimum bias probability Here, minimum bias events refer to all collisions withoutaad
interaction, i.e. with low transverse momenta. The prooednakes use of a simulated template of
the p; distribution of associated tracks. Additional qualitysédr goodprimary vertices require 3 or
more associated tracks and distance smaller than 60 cm from the nominal detector center

The new method significantly improves the primary vertexretruction, specially at high lumi-
nosities and in heavy flavor decays, where mis-associasaeksifrom minimum bias interactions and
secondary vertices can significantly degrade and bias tiexvessolution and position.

3.3 Electrons

Electrons as electromagnetic objects deposit nearlyeill #mergy in the EM layers of the calorimeter.
Thus, they have a large EM fractidam = Eem/EcalL. In contrast to neutral EM objects like photons
andt® mesons they produce as charged particles a track in the dietector. Both features are used
to identify electrons [38]. For this analysis the so-callepllooseselection is used, it requires:

. % track match withx2 > 0.0

o figo— Etot(AREIng()A—REfg(Z?R<O.2) <015

o fEM>0.9
e H-matrix(7) < 50
° pErack >5GeV

° ptCAL > 15 GeV
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® Niet <11

Here, fiso denotes the energy fraction deposited in a hollow cone ardne EM candidate. The
H-Matrix(7) is calculated for each EM cluster and is basegeven variables describing the shower
shape of electrons obtained from simulation [39—41]. Swalllies indicate electrons. To further
decrease backgrounds from neutral particles, a 7-varidgihood is built, where a value near 1
indicates an electron [41-43]. tAp_tight electron is required to additionally fulfill:

e Likelihood > 0.85

Since the efficiencies for electron selection are diffefentdata and Monte Carlo (MC) simula-
tion [44,45], scale factors are applied to Monte Carlo toaindhe data. Also, the electron resolution
is better in Monte Carlo and simulated electrons need to eased to reproduce the data resolu-
tion [46].

3.4 Muons

In contrast to Run |, where due to the lack of a solenoidal frelton momenta could only be re-
constructed from hits in the muon spectrometer, in Run llatiditional information from the inner
tracker is used. This leads to a much better muon momentustutiess compared to Run I. Muons
are classified using two parametegeandquality [47]. The muon type is given by thesegvari-
able. A positive value indicates thatacal muon, i.e. an object reconstructed in the muon system, is
matched to a track in the inner detector and thus helps toaepaoise and cosmic muons (if these
do not fly through the tracker). In this analysis, nse§ muons are used, required for the so-called
MediumNSeg@guality. The latter is defined by the following specificason

e > 2 Alayer wire hits
e > 1 Alayer scintillator hits
e > 2 BC layer wire hits

e > 1 Alayer scintillator hits

Additionally, requirements on track quality and isolatiare made. Medium tracks used here are
defined by their distance of closest approdcia (in x— y) with respect to the primary vertex and the
X2 per degree of freedom of the central track fit in the followiway:

e dca< 0.2 cm (tracks without SMT hits)
e dca< 0.02 cm (tracks with SMT hits)

o x2/d.of.<4
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To separate W~ pv signal from heavy flavor background (B pX), isolation cuts are applied, as
muons from heavy flavor decays tend to be embedded insideBgtt track and calorimeter isolation
cuts are used:

e AR(l,jet) > 0.5
e |ScensE/pit| < 0.08 (within a hollow cone of @ < AR(track,,cell) < 0.4)

® | Sother tracksPt/Pe"| < 0.06 (within AR(tracky, trackother) < 0.4)

Muons, fulfilling the first isolation cut and all of the othauts above are calleldose Loose muons
also fulfilling the other two isolation cuts are labekight. Both loose and tight muons require:

e p >15GeV
® Naet < 2.0

e isCosmic = false

wherenget is the pseudorapidity at the muon system A-layee=(292059 cm). To veto cosmic
muons a timing window of 10 ns, starting at the expected tifrarival from the collision, is applied
to scintillator hits. If hits in any of the three layers lietsige this window thesCosmidflag is set to

true.

As for the other reconstruction objects, the simulatedlwienm is better than the one measured
in the actual data and additional smearing needs to be dpienuons in simulation [47]. The
parameterization depends on the presence of SMT hitgnthe| direction (larger or smaller than
1.6) and the run period. The latter distinction is due to #wt that the resolution in data changed by
about 15% in runs taken before and after the fall 2004 shutdolis is partly due to a change in
the toroidal field that was decreased after the shutdownrdinperiods are separated by run number
200 000 and will be referred to gse- andpostshutdown throughout this document.

3.5 Jets

Energetic quarks and gluons produced in high energy amtisshadronize before entering the detector
and are reconstructed as particle jets. Their reconstruativolves several steps from jet building to
energy scale corrections described in the following.

3.5.1 Calorimeter Cells Selection

In eachpp collision energy is deposited in a large number of caloreaneells. Additionally, cells

are subject to all kinds of noise ranging from the intrinsianium noise due to uranium decays in
the absorbers to electronic noise. Typically, 1000 to 308 are affected by this in each event.
To suppress the noise, the average of the pedestal is deBregt@in the hardware. As the noise
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distribution is asymmetric around zero, with a larger @ipositive energies, the so-calledline zero
suppressiorsets a threshold at 1dgeq, Whereopeq denotes the RMS of the pedestal distribution.
To further improve noise suppression the so-called T42rdkgo is used [48-50]. It rejects all cells
with negative energies and positive ones belowa2da. Cells between 2.6peq and 40eq are only
kept if they have a neighboring cell (in 3D space) with an gnebove 4peq. Cells above 4peq
always pass. The idea behind this method is that in a finelypeplacalorimeter isolated cells with
small energies are likely to originate from noise whereasdoergy cells beside high-energy cells
are probably physical energy deposits. The T42 algoritHowala better rejection of noise and thus
better jet energy and missing transverse energy resofutitinrejects about 36 60% of all cells

in each event, in good agreement with the expectation. Time zero suppressiois used for the
combined effect of hardware and T42 thresholds.

3.5.2 Calorimeter Cluster Building

To build calorimeter clusters each cell is first given a "diien” which is calculated from its detector
position and the reconstructed primary vertex in the evadeuconsideration. From the cell energy
and its direction the cell transverse energy can be catmlilhile assuming a massless object. Cells
sharing the samg — @window are combined to form calorimeter towers in the nesppsEach tower
exceedings; = 500 MeV is used as seed for cluster forming. Neighboring teveee added to each
seed if their energy surpasses 50 MeV and their positionlitgn a cone ofAR = 0.3 in the central
region (or within a 10 cm cone radius in EM3 of the end caps$et. 2.2.3). The obtainguteclusters
are used as starting points for the final clusters if theirggnexceeds 1 GeV. To these preclusters any
EM tower withinAR < 0.4 is added. The center of the final cluster is calculated asrbegy weighted
mean of all cells in EM3 assigned to this cluster.

3.5.3 Jet Reconstruction

In DO Run Il thelmproved Legacy Cone Algorithia used for jet reconstruction [51]. As seeds this
algorithm uses the final clusters formed as described al#dtleough a seedless approach is theoret-
ically favored it is computationally very expensive. Theguster approach reduces the number of
seeds to a feasible level. The algorithm starts forming & @frcertain radiuseqne in N — @ around
each precluster centroid. In the next step, a new energghteri center is computed from all cells
within the cone. The procedure is repeated iterativelyl timéi jet center is stable. These stable solu-
tions are calleghrotojets To reduce sensitivity to soft radiatioB;-weighted centers between protojets
calledmidpointsare used as seeds as well and the iterative procedure iseddeathese. The last
step of the algorithm is splitting and merging of overlagpprotojets. If more than 50% of the

of the least energetic jet is contained in the overlap regiom two protojets are merged into a new
jet and the old ones are removed from the list of jets. Otrsawihe two jets are split, meaning the
energy of each cell in the overlap region is assigned to theasgjet. Finally, all jets witlp, < 6 GeV
are discarded.

The jet algorithm is not only applicable to preclusters big also used to form particle jets. This
means the algorithm usetableMonte Carlo particles as input, where "stable” denotesigiag with
a lifetime long enough to traverse the DO detector voluméauit decay. All stable particles from the
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hard scattering and underlying event are included excephfmons and neutrinos. Particle jets are
clustered from the list of stable particles and define théigiarlevel jet energy. The goal of the jet
energy calibration described in Sec. 3.5.5 is to corredrirakter jets to the particle jet level.

3.5.4 Jet Identification

The jet identification was revisited recently [52] taking ttietailed geometry and noise characteris-
tics of the DO calorimeter into account. Cuts were optimithave uniform and high efficiencies
for all jet kinematics. The efficiencies for physical jetsantie at the 98- 99% level compared to
inefficiencies above 10% in the past. In the central regioh< 0.8) the cuts are as follows:

e CHF < 0.44 (coarse hadronic fraction)
e EMF > 0.05 (electromagnetic fraction)

e Ll4o > 0.5 (level 1 confirmation)

where CHF and EMF denote the energy fraction deposited iodaese hadronic and electromagnetic
calorimeter, respectively. The |, compares the energy obtained from triggered level 1 toveers t
the energy obtained in the precision readout and helps timdigate against noise not appearing
simultaneously in the two independent readout chains [S&nilar cuts are applied in the more
forward|n| regions; the exact criteria are given in [52]. To remove aEbetween jets and electrons,
all jets matched to a loose electron (see Sec. 3.3) ARfe, jet) < 0.5 are rejected. In this analysis,
goodjets are used, requiring (beside the above):

e p >15GeV

® Nget<25.

3.5.5 Jet Energy Scale

The goal of the jet energy scale correction is to relate, @rage, the measured jet energy in the

detectorEjgf?to the energy of the final state particle tf'. This can be obtained via the following

equation:
gpe _ Bl Fo (3.1)
Jet RjetSjet

The different terms are defined as follows:

Offset Energy Eo The offset energy includes contributions from noise, aoldétl pp interactions
(minimum bias) and previous bunch crossings (pile-up). dimergy contributed by spectators
(underlying event) is not subtracted as being attributethéohighf; event. Eo depends on
the cone siz&.one jet pseudorapiditynger, NUmMber of primary verticespy and instantaneous
luminosity L.
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Calorimeter Response Rt The energy response to particle jets is smaller than unigytdenergy
loss in material in front of the calorimeter, uninstrumehtegions, lower response to hadrons
compared to EM objects and module-to-module inhomoge@seitt is a function of jet energy,

Reone@ndnget.

Showering Correction Se¢  The showering corrections account for the fraction of epelgposited
outsidethe jet cone by particles originating from the correspoggarticle jet as well as energy
depositednsidethe cone by particlesot belonging to the particle jet [54]. The net correction
is typically smaller than unitySiet depends strongly oRcone andnget but only mildly on the
jet energy.

Since the Monte Carlo simulation does not model all of theaff described above precisely, different
jet corrections are applied to data and Monte Carlo. Therjetgy scale at DO is approved for two
different cone size®.one = 0.7 andRgne= 0.5 [55]. In this analysisR.one= 0.5 jets are used and
the so-calledinal p17 JESs applied.

Heavy flavor jets are expected to have different JES coorsthiecause their harder fragmentation
leads to a different response and showering correctionaiSthiere is no dedicatddljet energy scale
certified by DO. The only correction applied is concerning jgontaining a muon withifRsgne In
these cases, the muon is supposed to stem from a semi-leptaieicay and the jet is corrected to
account for the momentum carried by the muon and the neutiindhis instance the neutrino is
assumed to have the same momentum as the muon.

3.6 Identification of Bottom Quark Jets

At hadron colliders, multijet events have the largest potidnn cross sections and hence constitute a
major source of background to many decay signatures. Muéijents can be significantly suppressed
by identification ofb jets in signal final states containibguarks. Due to their relatively long lifetime

b hadrons can travel several millimeters before decaying thlee main ways to identifly jets are

i) secondary vertex reconstruction from tracks, ii) langgact parameter significance of tracks with
respect to the primary vertex and iii) a muon reconstructétinvthe jet cone [56, 57]. In the past,
four tools were certified at DO to identifyag) b jets:

Counting Signed Impact Parameters (CSIP) Is based on the number of tracks matched to jets (i.e.
lying within Reone) With a large impact parameter significances(dPwith respect to the primary
vertex [58-61].

Tag: IPsjg > 3 for > 2 tracksor IPsjg > 2 for > 3 tracks.

Jet Lifetime Probability Tagger (JLIP) Combines impact parameter information from all tracks
belonging to a jet into a single variable, giving the proligbof all tracks to originate in the
primary vertex [62—65].

Tag: Small probability (e.g< 0.002= very tighttag)

Secondary Vertex Tagging (SVT) Uses tracks significantly displaced from the primary vetex
reconstruct secondary vertices [66—70].
Tag: Secondary vertex is located withiRyone Of the jet.
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Figure 3.1: Distribution of the neural network output fayht, c- andb jets. The cut values of the 12
certified operating points are indicated by the solid lines.

Soft Lepton Muon Tagging (SLT) ldentifies muons withirfR.qne Of the jet [71].
Tag: Associated muon found in jet.

All taggers calculate different variables containing eddie information on the likelihood of a jet to
originate from ab quark and hence lead to a powerful discrimination betweels,g andb,c jets.
Combining such variables by means of multivariate techesgran further enhance the descrimination
power. In the neural network (NNy-tagger implemented at DO, seven variables from SVT, JLIP an
CSIP enter [72—74]. The SLT does not provide input as it isl lster in the determination dftagging
efficiencies (see below) as independent tagger and onhaicsninformation for a small fraction of
jets. In order to be independent of any particular jet retrans8on algorithm, variables that depend
on the details of the algorithm such as thegeare avoided. The seven input variables ranked by their
discrimination power are:

1. Decay length significance of the secondary vertex witheaeisto the primary vertex (SVT).

2. Combination of all positive and negative decay lengtmificance variables with different
weights (CSIP).

3. Probability of a jet to originate from the primary vertel (P).
4. 2 per degree of freedom of the secondary vertex (SVT).
5.  Number of tracks used for the secondary vertex recorgiru¢SVT).

6. p corrected mass of the secondary vertex (combined rest rhaasks, assuming pions and
correcting for neutral particles) (SVT).

7. Number of secondary vertices reconstructed wiRye of the jet (SVT).

The output of the neural network is a single value for eaclcgetstrained between 0 and 1 (cf.
Fig. 3.1). The distribution for light quark jets (i.e. jetstiva fake tag) peaks at values near 0, while
that for b quark jets peaks near 1 ardet distributions exhibit an intermediate behavior. The NN
tagger is evaluated and certified for 12 operating pointBne by a lower cut on the NN output.
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Theb jet efficiencies are determined for all of them from data. Blgstem&nethod described in [75]
uses a system of 8 equations with 8 unknowns to solve for fi@egicies of two taggers. For the
formalism to work the two chosen taggers need to be unceectlavhich led to the choice of SLT
together with the NN tagger. Efficiencies dependmrandn and are assumed to factorize into the
corresponding components.

Due to the fact, that effects of dead material and noise itréoking system are not fully modeled
in the DO Monte Carlo simulation, applying the NN tagger torito Carlo leads to significantly
higher tagging rates than observed in datalQ%) [75]. Thus, so-called Tag Rate Functions (TRFs)
are introduced to tag Monte Carlo events [76]. These cons$igte tagging efficiency measured in
Monte Carlo multiplied by a scale factor determined in dM&/ b efficiency comparisons. It is
assumed that the scale factor determined with the Systenti@thenb jets containing a muon is
applicable to any Monte Carlo. With this procedure, taggatgs can be corrected over the fult p;
space. They are derived for bdihandc jets.

To estimate the fake tag rates (FTRs) from data, so-calégphtive tag rate§NTRS) are used.
These are obtained by using negative impact parameteffisagrie or negative decay lengths, de-
pending on the tagger, as input to the NN. Thus, every jetsgasd a negative and positive tagged
result. Since the negative tag rate is not a perfect appatiom of the positive tag fake rate, two
correction scale factors are applied to yield the data fagedte, both determined on Monte Carlo:

FTR= SFy x SR x NTR. (3.2)

Sk, denotes the ratio of the light jet negative tag rate to thal totgative tag rate and plgives the
ratio of the light jet positive tag rate to the light jet negattag rate.

In order to get the correct tagging probabilities in Montel@aamples, the tagging efficiencies
need to be multiplied by thiggability, the probability to be taggable [77,78]. A jetis callaggable
if it is matched to a track jet withifR:one Which contains at least two tracks. This twofold probayilit
decouples the tagging efficiency from detector effects sicheometric acceptance and calorimeter
noise. Taggability depends on the (calorimeter)jet) and thez position of the primary vertex. The
latter one is important due to geometrical constraints efttacking detector.

3.7 Neutrinos

As a result of their vanishing cross sections for reactioitl thie detector material, neutrinos escape
the detector without producing any signal. Therefore, ttey only be reconstructed by considering
the assumed momentum balance in the transverse plan@stapingnissing transverse energy;

is attributed to neutrinos. This of course has several daakd First of all, the neutrine momen-
tum remains unknown (or can only be solved with ambiguiti@s)the momentum of the reacting
incoming partons is not measurable. Secondly, severagetiemeutrinos cannot be distinguished.
Last but not least, the neutrino transverse momentum resolis affected by calorimeter noise, re-
construction inefficiencies and the resolutions of the oteeonstruction objects. Thul; is subject

to multiple corrections including CH correction, EM scaleetectrons, JES for good jets and muon
corrections [79, 80]. Thé, is calculated from all cells with the exception of CH calogier layers
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given that these are very noisy. Hence, Bheneeds to be corrected for the CH energy contained in
jets. As the muon is amimimum ionizing particlét hardly deposits energy in the calorimeter. This
fake F; needs to be subtracted as well. An issue is the treatment ofiimb decays. These contain
"real” neutrinos and thus tru. In the DO Top Group this missing energy is attributed to #teand

the jet is corrected for both the missing energy and the muomemtum. The; is therefore only
corrected for muons not contained in jets. ForBaeselection a minimum of 15 GeV is required.
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Top Quark Events

4.1 Top Quark Production

Due to the large mass of top quarks high center-of-mass iesesge needed to produce them. These
energies can to date only be achieved in proton anti-pratisions at the Tevatron and will be easily
obtained at the even higher energies of the LHC in the neardutAs a matter of fact, these high
energy collisons can be described by perturbative ®@&mi the interaction is factorizable into long
distance pieces describing the constituents of the inocgrhadrons and the hadronization process
of the outgoing particles and a short distance part in batvaescribing the hard scattering process
producing the top quarks and their decay particles. A scliemigaw of the factorization approach is
shown in Fig. 4.1.

Because of the large amount of energy availablg@ncollisions at the Tevatron, the internal
structure of the (anti-) proton is resolved and the intéoactakes place between the constituents of
the hadron, namely valence quarks, sea quarks and gluorse Tibjects are modeled by parton dis-
tribution functions (PDFs), which cannot be calculatedrfriirst principles or perturbatively but are
derived from global QCD fits to deep-inelastic scatterind ather data. The PDFs give the probabil-
ity density to find a parton of a certain flaviaand longitudinal momentum fractiofin the incoming
hadron, probed at a factorization scgle(see Fig. 4.2). This arbitrary scale separates the low mo-
mentum (long distance) regime from the high momentum (stlistance) one. The dependence on
this scale becomes weaker when including higher order tefringe perturbation expansion. In these
higher order calculations infinities such as ultra-violsedyences appear, which need to be removed
by a renormalization procedure. This introduces anothéicaal scale, the renormalization scalg,
which is typically chosen to be equivalent to the factoi@atscale,Q? = 1z = 3. Although phys-
ical observables cannot depend on the scale chosen, arl @egrandence remains if calculations
are not performed to infinite order. This systematic unaagas addressed by probing experimental
observables (e.g. the top quark mass) with simulationdfetelnt scale values.

The total cross section for a-22 process is given by its partonic cross sectiofolded with the
appropriate parton distribution functioriig;5(x), integrated over the full initial state phase space and

1Quantum Chromo Dynamics
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Figure 4.1: Schematic illustration of the factorizatiorpagach [81]. Two hadrons with momerfa
andP; initiate a hard interaction at a scal¥. The hard-scattering process takes place between two
constituent partons with momentum fractionsandx, and is described by the partonic cross section
0, which can be calculated perturbatively. It depends oné¢hemmalization and factorization scales
& andp2. In the hadronization process, independent of the hardegsythe particles observable in
the detector are produced.

froF

Figure 4.2: TheCTEQ6Lparametrization [82] of the parton distribution functidos different parton
flavors in the proton as a function of the momentum frackarf the proton carried by the parton, for
a factorization scalg = (170 GeV)2.
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Figure 4.3: Leading order Feynman diagramstf@roduction at hadron colliders. (g annihilation,
(b) gluon-gluon fusion.

summed over all contributing incoming parton species:
o(pLP2)= > /dXi dxj (%, Q%) (%2, Q%) & (%P1, Xj P2, as(Q?), Q%) (4.1)
i,j=0.0.9

Here, p; and p; label the momenta of the colliding hadromsandx; denote the momentum fraction
of the interacting partons aru is the strong coupling constant at sc@le

Top quarks can be either produced in pairs at hadron cdilioken 2-2 QCD process as described
above or as single tops via the electroweak interaction.ldttexr one has only recently been observed
[83, 84] and has not yet been used for top mass measuremerissthérefore only mentioned for
completeness. Th pair production can take place either via gluon-gluon fasioquark-anti-quark
annihilation (cf. Fig. 4.3). The fraction of each contrilout depends on the center-of-mass energy
available in the interaction. As can be seen in Fig. 4.2 thermglPDF is steeply rising towards small
momentum fractions, whereas at high momentum fractién3.1) the valence (anti-) quarks of the
(anti-) proton dominate. At the Tevatron, the top pairs acelpced predominantly at threshold as the
probability of finding a parton with a certain momentum frawctfalls off with increasing x. Since
a momentum fraction of at least 0.18 is needed to produce pawptheqq annihilation dominates
with about 85% of the totdt production rate. At LHC energies, the picture looks differas only a
momentum fraction of 0.025 is needed for top pair productlarthis regime, the gluon PDF prevails
and leads to a fraction of about 90% gg-fusion. Due to theesming PDFs towards small momentum
fractions, a small decrease in necessary momentum fralg@ms to a sizable effect in production
cross section. This was the case at the Tevatron, when sugtlom 1.8 TeV center-of-mass energy
(Xmin = 0.19) in Run | to 1.96 TeVXmin = 0.18) in Run Il resulted in a cross section increase for top
pair production of 30%. At the LHC, the same effect will leadatcross section that is two orders of
magnitude higher than at the Tevatron.

4.2 Top Quark Decay

In the Standard Model the top quark with a mass abové\tidhreshold decays almost exclusively
to an on-shelW-boson and d quark via the weak interaction. The branching ratio is piedi to
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Figure 4.4: Overview of top pair decay channels and bramcfractions.

exceed 99.8% at the 95% confidence level. Neglecting higltr derms and assuming thdo be
massless the total decay width can be written as [85, 86]:

S R EY e

whereGg denotes the Fermi coupling constant ang andm indicate the//-boson and top mass,
respectively. For an assumed top mass of 170 Gelfn. 4.2 yields a width of; ~ 1.5 GeV£?,
corresponding to a lifetime of about 0.5 x ¥d s. As Eqn. 4.2 indicates, the top decay width increases
with its mass. With the decay width being much larger thaap = 217753 MeV the top quark decays
before hadronizing and thus not forms any bound states. Vidre eopology of dt decay is thus only
determined by the decay modes of WWeboson. TheWN can decay hadronically into an up- and
down-type quark of the first and second generation or lepdigiinto either electron, muon or tau
and their corresponding neutrinos. Fermion universailityhe elektroweak interaction leads to an
equal rate for each of the leptonic decays. As quarks conteée tcolors the branching fraction for
a leptonic decay i8(W — Iv) = 3/9 = 1/3 and for a hadronic dec&(W — quqq4) = 6/9 = 2/3,
whereqy, andqq denote up- and down-type quarks, respectively. A detailenview of the decay
channels and their branching fractions is given in Fig. e twob quarks plus possible quarks
from hadronidVV decays hadronize and are reconstructed as jets in thealet€onventionally, three
topologies are classified: the dilepton channel, where Wéthdecay leptonically, the all-hadronic
channel, where botklV's decay hadronically and the semi-leptoniejéts) channel, where orl&/
decays leptonically and the other one hadronically. Aleéhchannels have their advantages and
disadvantages in measuring the top quark mass. These ¢ogeith some details of topology and
backgrounds are given in the following:

All-Hadronic Events

Topology 6 jets of which 2 ard jets, no isolated leptons, rif
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Backgrounds multijet events (i.e. QCD background)
Pros highest branching fraction, over-constrained kinematics

Cons huge multijet background is difficult to model,
large combinatorical background due to 720 possible jebpaassignments
(can be reduced via identification bfets)

Semi-Leptonic Events

Topology 4 jets of which 2 ard jets, 1 isolated leptor

Backgrounds W+jets, multijet events

Pros good branching fraction, nice signature, over-constakiaematics
Cons dependence on JES and bJES, 24 possible jet-parton assitgnme

Dilepton Events

Topology 2bjets, 2 isolated leptons, lardg

Backgrounds Z+jets, WW+jets

Pros very clean signature, low backgrounds

Cons low branching fraction, under-constrained kinematics

As taus are difficult to identify in the detector, they are nohsidered in most top mass analyses.
They either decay hadronically to form jet-like structuceshey decay leptonically, in which case
the decay products cannot be distiguished from the prodiiaither leptonic decays. Therefore, the
word leptonwill denote only electrons and muons throughout this doatrnaless stated otherwise.

4.3 Top Mass Measurements

Many properties of the top quark have been studied over #teléxade and with higher statistics new
possibilities arise. As evidence for single top quark patidun has been obtained only recently [83,
84], all top properties have been studied in pair produciimfar. The best studied features are the top
pair production cross section and the top quark mass - tte lzing described in detail below. Other
aspects of top measurements are the determination of tbieieleharge, investigation of branching
fraction ratios, examination of forward-backward charggnametry and tests of the helicity of W
bosons in top decays. These studies mainly probe and attengainfirm properties predicted by
the Standard Model. Searches for new physics are performedelh. They include searches for
anomalous production and decay modes such as decays irge btigons, stop production predicted
by supersymmetric models attdresonances from e.g. leptophoBichosons predicted in technicolor
models. An overview of the latest results can be found atg8J/,

The top quark mass is studied with various methods in allettttecay channels described in
Sec. 4.2 by both the CDF and DO collaborations. For simpliciily the so-called template method
and the matrix element method will be introduced here asithesgrate two somewhat extreme cases.
The template method is the classical approach which caésuka mass estimator for each possible
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permutation. In the semileptonic decay channel there ango24ible jet-parton assignments of the
four jets and 2 solutions for the neutriromomentum leading to a total of 48 permutations. The
mass estimator can either be a single number or a vector einaides. Here, only the simplest
estimator shall be considered, in which the invariant mas$¢he two top quarks are reconstructed
explicitly. In this case, one calculates the reconstruoteds for all possible permutations and chooses
the kinematic fit with the smallest®>. This value is filled into a histogram for every selected éven
and then compared to template distrubutions. These distiibare obtained from Monte Carlo and
predict the reconstructed top mass for various assumedsalthe assumed mass of the best fitting
distribution (or an interpolation) gives the measured tagssn This method has several drawbacks.
First of all, the "correct” permutation is only chosen in abd0% of the events. Also, each event
is weighted equally when filled into the estimator histogratthough the mass prediction obtained
from different events are not in general equally accuratensitler for example a hypothetical two-
body decay into a jet and a muon. If the jet carries a largdifnaof momentum and the muon a
low one, the detector resolutions will be good in both casésSec. 3). If the fractions are the other
way round, both jet and muon will be poorly reconstructedug;tin the first case the mass of the
hypothetical particle can be obtained with good resolutitrereas in the second case the information
is much less precise. Another point is that depending on ithenkatics (and-tagging quality) the
likelihood to be a top event is different for different ev&ntTo circumvent these drawbacks and
extract the mass information contained in every single eletter, the matrix element method was
developed at DO Run | [89]. It calculates for each event tediiood to have arisen from a top quark
decay under the assumption of different top masses and oesail event likelihoods into a sample
likelihood for each assumed mass. The top mass is then &dras the most likely one (i.e. the one
with maximum sample probability). In this method all 48 pbks permutations contribute and each
possibility and each event is weighted according to itsrmition content. This allows for optimal
use of the information in each event.
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The Matrix Element Method

The matrix element method was developed at DO in Run | afeedigcovery of the top quark [89]. As
statistics were tiny, sophisticated analysis methods weeeled to extract the largest possible amount
of information out of each event and thereby allow a top masasurement. Until now, measurements
in the semileptonic decay channel performed with the malerment method were always among the
single best measurements in the world and have a strong irmpalce world average of the top quark
mass. The name matrix element method comes from the facttthrtkes use of the topological
information concealed in the matrix elements of signal aadkground reactions. It compares the
predicted event topologies to measured ones in order td bkélihoods which distinguish one sort
of reaction from another. To yield higher precision measumets, the method has been improved in
several ways over the last years, includmglentification and a simultaneous fit of the top mass and
a jet energy scaling factor [90, 91]. This study will show himther improvements can be achieved
by includingb identification probabilities and another fit dimension, e&ma specific energy scaling
factor forb jets.

5.1 Topological Likelihood

The key element of the matrix element method is the calauaif a sample likelihood whic is maxi-
mized with respect to the observabket® be measured. This sample likelihood decouples intoidikel
hoods for each event in the data sample:

n
L (Y1, YniSLs-- - Sm) = rlfevt(yi:sl,..-,sm) : (5.1)
=
Here,n stands for the number of events in the sampgldor the measured kinematic quantities in a

certain event, anthis the number of observablss

The event likelihood in principle needs to be composed opadisible processes leading to the
final state under consideration

gevt = z fproc gproc (5-2)

proc

31
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with Zproc being the likelihood of one such process dpgc denoting the corresponding event frac-
tion in the sample. Nevertheless, in practice only one $ign@ one background process is calculated
explicitly leading to

Lo = Tt L+ (1— fif) Log (5.3)

for tt decays. Other background processes with small fractianseglected and the fit results need
to be corrected accordingly (cf. Sec. 6.3). The calculadiir and.%q is described in Sec. 5.3 and
5.4, respectively.

According to Fermi’'s Golden Rule, transition rates, i.eergMikelihoods, are proportional to the
differential cross section of the corresponding reactiom.collider experiments, where two initial
state particles are involved in a hard scattering and pm®dno-body final state, the differential cross
section can be expressed as
(2% 4z

44/ (p1p2)® — M3

wherep; andp, denote the four-momenta of the two initial state particléd wassesm andn, and
Mo is the matrix element of the process incorporating all iteekiatics. The-body phase space
dg, for final state momente;, ..., q, is given by

d0-2_>n == dq)n 3 (54)

n no dg
dPn(p1+ P2; G, Gn) =3 | P+ P2— Y G (2m)32E; >
n(P1+ P2;0L:-- -, 0hn) (pl P2 i;q'> il:l (2m)32E; 59

At hadron colliders, the initial state of the two collidingnons is not known precisely and must
be described by Parton Density Functions (PDFs) takingaatible parton flavors and initial state
momentum fractiong; into account. Thus, the differential cross section (5.4dseo be convoluted
with the PDFs in the following way:

do® (Yparton) = / z dx1dxo fppr(X1) fpor(X2) do2—p - (5.6)

X1.Xo flavors

As any real detector leads to finite energy resolutions ferrtteasured particles, the energy of
the final state partons is also not known precisely. The fanailating the true energy of an inci-
dent parton to its measured energy is knowrdeector responser transfer function It gives the
probability density of a certain partonic statgon to be measured ag,:. In our case, the observed
energy does not refer to the energy deposit in the deteataediut to the reconstructed energy with
all corrections applied, e.g. jet energy scale correct{ses Sec. 3.5.5). According to that, the differ-
ential cross section (5.6) leading to a certain final sfgig,n Needs to be convoluted with a transfer
functionW (Yparton, Yewt) t0 give the differential cross section for observing a gikeronstructed event

Yeut:
dcgin(Yew) = / do—gin(yparton) W(yevb)’parton)- (5.7)
Yparton
A description of transfer functions and their determinatifor this analysis is given in Sec.
5.2. In general, the transfer functions themselves canmiepsm the parameters to be fitted,
W (Yewt, Yparton; St - - - ;Sm)-
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Figure 5.1: Schematic overview of the signal probabilitglaation.green: The initial state consisting

of the colliding proton and anti-proton, of which two cohgéint quarks take part in the reaction. This
part is described by thearton Density Functions blue: The hard scattering interaction leading to
a partonic final state with B quarks, 2 light quarks, a lepton and a neutrino. The tred [@oeess

is encoded in thenatrix element. red: The measured event in the detector consisting of four jets, a
lepton and#;. The transition from the partonic final state to the recartséd objects is given by the
transfer functions.

In order to properly normalize the sample likelihood thifedtential cross section must be divided
by the totalobservablecross sectiomgﬂsn, i.e. the production cross section within the acceptance.
Due to both the intrinsic geometrical detector acceptandelze applied selection cuts, this is smaller

than the theoretically predicted cross section for the ggsainder consideration:

Ugisn = / dyewt / dogin(yparton) W (Yewt, Yparton) facc(Yewt) » (5.8)

Yevt Yparton
where fae(Yeut) = 1 for selected events arfgec(Yevt) = O otherwise.

Bringing all bits and pieces together we finally arrive atlikelihood for observing an event of a
certain process, e.tft production, age in the detector under the assumption of certain values of the
observables; to be fitted:

g(yevh Sﬂ.a7$'n)

doo_.n(Yewt; St,---,Sm)
Bs (5.9)
0-2—)n(sl> cee 7Sm)
1

obs
03
—n flavors
X1,X2 Yparton

Figure 5.1 depicts a schematic representation of the diftgparts in the above equation. How these
likelihoods are evaluated for signal and background pseEeand which observables are included in
the fitting procedure will be discussed in Sec. 5.3-5.4 ard 5¢.
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Figure 5.2: Top mass resolution witbp: electron reconstructedniddle: muon reconstructedjot-
tom: bjet reconstructed.

5.2 Transfer Functions

The matrix element method likelihood procedure only yieddsustworthy error estimate if the finite
object resolutions are accurately described. In this aedtiwill be shown which transfer functions
need to be considered and how they are determined by meanerdéNarlo events. As described
above, the transfer functio® (Yew, Yparton) Yield the normalized likelihood for a parton with kine-
maticsyparton t0 be reconstructed with kinematigs;::

dP = W(Yewt,Yparton S0; - - -»Sm) (5.10)
normalized as: /dP = /dyew W (Yewt; Yparton; S0;---,Sm) = 1. (5.11)
Yevt

In the above normalization it is assumed that any partonal-Btate leads to some measured event
Vet (Cf. Sec. 5.5).

In order to judge which transfer functions must necessalyncorporated into the analysis and
which ones are negligible, one can study the impact of tHereifit decay products on the top mass
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Figure 5.3: Top mass resolution for several energy interwath left: electron reconstructedyiddle:
muon reconstructedight: b jet reconstructed.

resolution. This is done by means tfMonte Carlo events decaying semileptonically in order to
have access to the generated energy of the final state pahtotie leptonic decay branch, the four-
momentun of the top quark is the sum of the four-momenta of the decagiymtsb, v andl:

G =0p+ Qv+, (5.12)

whereb denotes thd quark p jet), v the neutrino ;) andl the lepton (1 or €). The top quark mass
can be deduced from its four-momentum. In order to reveaktfeet on the mass resolution of one
decay product individually, the generated four-momentavofdecay products and the reconstructed
four-momentum of the one under consideration are used. dar€i5.2 the results are shown for
reconstructed electrons, muons dmgets. As expected from the known detector resolutions (cf.
Chapter 3), the jet reconstruction widens the top mass peak significantly. The electron and muon
resolutions are nearly a factor of 4.6 and 2.7 better, reisedc

For evaluating the importance of a certain resolution ndy tdme average behavior is important
but the energy dependence needs to be considered as wefl. isTtione by dividing the sample
into subsamples of certain energy ranges of the generatédlgm The results can be seen in Fig.
5.3. The plots show that the energy dependence of the muotuties is much stronger than for
electrons and jets and becomes comparable to jet resaudioove 100 GeV. This is due to the fact
that electron and jet energies are reconstructed fromioater energies, whose resolution improves
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with higher energies (cf. Sec. 2.2.3) due to the decreasmmpitance of noise contributions and
stochastic fluctuations in the showering process. For mushese momenta are mainly measured
in the tracking system the trend is reversed (see Sec. 2.2t momentum measurement is based
on the curvature of tracks in the solenoidal field. Althouphk &bsolute error on the curvature is
constant, its relative importance increases with straigtnacks, i.e. more energetic particles, since a
small absolute error on the track curvature leads to largert&inties on the muon momentum.

As jets have by far the worst resolutions their inclusiow itfite probability calculation by transfer
functions is most important. In early top mass measurentéetsinite resolutions of electrons and
muons were neglected and they were assumed to be "perfecstigsured compared to jets. From the
energy dependence of the resolutions it becomes cleahthatstsumption for muons only holds at low
energies. Therefore, muon transfer functions were deeeland included in the latest measurements
with the matrix element method. Studies with electron ti@m&inctions were also performed but
no significant improvement could be achieved [92]. Thus,dswlecided to keep the assumption of
perfectly measured electron energies and save the corgoutie that would be needed for another
integration over the electron energy.

In principle, transfer functions should consider all aspet particle detection, i.e. energy resolu-
tions, directions and particle identification. Due to liedtcomputing resources, in practice all particle
directions are assumed to be identical to the measured dhissis a good assumption because small
effects on the top mass arising from this approximation areected for in the calibration with fully
simulated Monte Carlo events. An example how to account dotigle identification in the case of
b jets is given in Section 5.6. For all other measured padjdiee probability to have arisen from
the corresponding final state particle is supposed to beid aksumed that all transfer functions fac-
torize into contributions from each measured final stat¢éiggarand hence can be treated separately.
In the following two sections the determination of jet andamuransfer functions will be described
with emphasis on the latter as they were developed mosttig¢88]. For both caseRYTHIA [94]
Monte Carlo samples were used due to their larger availdhbléstics compared t&LPGEN[95]
samples at the time of these studies.

5.2.1 Jet Transfer Functions

For describing jet resolutions a double gaussian as a functi the energy differencAE = Ejet —
Eparton between the parton and the jet energies is used, with pagesngepending linearly on the
parton energy:

W(AE) = exp —M> + mexp(—M)} (5.13)

1
V211(p2 + Psps) [ ( 2p3 2ps
Pi = & + b - Eparton (5.14)
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Different transfer functions are derived for fogie; ranges:

INdet| < 0.5
0.5 <|Nnget| < 1.0
1.0 <|nget| < 1.5
1.5 <|nget| < 2.5

and three different jet types:

light partons (u,d,s,c andg)
b-quarks without soft muon tag
b-quarks with soft muon tag

leading to 120 parameters describing the jet transfer ilmmet The soft muon tag is used as indication
for a semimuonid or c decay. The corresponding transfer function accounts armgedor the energy
carried away by the unreconstructed neutrino. Semieleictiiecays are not treated explicitly as it is
much more complicated to identify an electron lying in orm&get. This is because both objects are
reconstructed in the calorimeter and, in contrast to themsystem, no external trigger identification
is available. These decays are corrected for on average igetherid transfer function.

Studies orPYTHIA tt Monte Carlo have shown [96] that jet masses are an impoiangiin the
reconstruction of masses. If one assumes perfectly mehsamresfer functions, these would correct
all jet energies back to the parton level. However, if onesusdy Monte Carlo events where all jets
could be matched to a generated parton and replaces thejgtesnby the parton energies to see what
is the best one can achieve, one obtains the di-jet invamass distribution shown in Fig. 5.4, left. As
one can see, the reconstruct#dmass is shifted by more than 1 GeV. This effect can be explaiye
parton showering in the Monte Carlo due to final state raatatif for instance thé quark from the
top decay radiates gluons, the resulting parton showehailé a mass which is significantly different
from the original mass of the parton (e.g. 15 GeV instead of 4.75 GeV). Due to this, the energy
and direction of théd shower will no longer be identical to that of thequark it started from. As
a result of energy and momentum conservation of the parenthé is also true for thgv, which
"recoils” against theb shower. The same explanation holds for the two quarks framtrdecay
shown in Fig. 5.4. Therefore, in contrast to former analyestransfer functions are derived in such
a way that they correct the jets back to the parton showel, leeéto the parton level. This means
the reconstructed jet masses are assumed to be correcteandear instead of the parton masses in
the matrix element (cf. Equations (5.23-5.25)). With thimge applied, the di-jet invariant mass
distribution looks like in Fig. 5.4, right. It can be seenttllae W mass is much more accurately
reconstructed than it was using parton masses.

The jet transfer functions used in this analysis are dervefllly simulatedPYTHIA events. Nine
samples with top masses ranging from 155 GeV to 195 GeV in 5 &eps are included in the fit.
The events are selected according to the preselectionildesgon Sec. 6.1. This implies that all events
containing at least one good jet are included in the trarfisfetion determination. As the momentum
cut for good jets is 15 GeV compared to 20 GeV in the final selacthis requirement assures a
smooth behavior of the jet transfer functions below the fieemomentum cut. The jet and parton



w
oo

CHAPTER 5. MATRIX ELEMENT METHOD

£ 300 £ PO 1935 + 32 2 pO 2018 33
I p1 79.16 +0.07 S 300 |- p1 80.37 + 0.06
5 250 p2 5.098 +0.117 5 - p2 4.917 +0.106
* - s 250 [
200 -
C 200 [
190 150 |-
100 - 100 —
50 |- 50 |-
0" 0=
50 60 70 8 90 100 110 50 60 70 8 90 100 110
Mqq (GeV) Mqq (GeV)

Figure 5.4: Di-jet invariant mass distributions for the tauearks of th&V decay for jet-parton matched
events. Left: generated parton energies and quark massesRight: generated parton energies and
reconstructed jet masses used.

energies of all jets in the Monte Carlo sample are fed intorasinined likelihood fit, minimizing the
product of W(AE) for all jets in a certain event with respectapandb;. The parameters obtained
for the fournqet regions and three jet flavors listed above can be found in in5Ib. Plots of the jet
transfer functions as a function Bfe; for different input values oEparton are shown in Fig. 5.5.

In general, the jet transfer functions can depend on allrebabées that should be fitted in the mass
measurement. The dependence on the top mass is due to cliratigegvent topology leading to a
varying angular separation of the jets. However, this ¢ffesmall [81] and can be dealt with in the
calibration with fully simulated events at different geaied top masses. In contrast, the dependence
on jet parameters such ds)jet energy scaling factors is much larger and needs to teuated for
properly in the transfer functions. In this analysis, thaligg factorssies ands,jes are chosen to be
independent for technical reasons. The paranmsgteis only applicable to light partonsyjes only to
b quarks. Thus, the light transfer function depends;gqin the following way:

Whight (AE, Sies) = ——2= (5.15)

(5.16)

The transfer functions depend on the scaling factors age teson top of the nominal DO jet energy

scale and change the energy differedde between parton and jet energies. Additionally, the nor-
malization of the transfer functions $s and s,jes dependent as well. This is due to the fact that,
according to Eqgn. (5.11), any partonic final state leads t@asurable event. Since jet selection cuts



0.0 < |nget| < O. 0.5 < |nget| < 1. 1.0 <|nget < 1.5 1.5 <|nget < 2.5

g bi g; bi g bi g bi
p1 -1.51x10° -7.54x1073 4.18x10°1 -3.42x10°? 7.91x10° -2.13x101 1.55%x10" -2.26x10 1
P2 3.78x10° 1.09x10 1 3.20x10° 1.40x10°1 2.93x10° 1.35x10°1 3.90x1° 1.39x10 1
D3 0.00x10° 3.64x10°4 0.00x10° 3.55x10°4 0.00x1° 7.34x10°3 0.00x10° 3.60x10°2
P4 2.34x10t -2.29x10°1 2.47x10 -1.46x101 7.90x10° 1.93x102 2.25x10t -4.63x10 2
Ps 1.89x10" 1.34x107% 1.91x10* 1.21x1072 1.10x10t 8.19x1072 1.68x10" 7.45x1072

(a) Light quarks.

0.0 < |nget| < 0. 0.5 < |nget| < 1. 1.0 <|nget < 1.5 1.5 <|nget < 2.5

g bi g; bi g bi g bi
p1 -6.91x10° 6.47x10°3 -4.60x10° -4.68x10 2 2.75¢<10° -2.24x10°1 8.00x1° -2.18x101
P2 4.41x10° 9.84x10°2 3.26x10° 1.41x10°1 3.33x10° 1.32x10°1 2.77x10° 1.57x10°1
D3 0.00x10° 1.23x10°3 0.00x1° 1.57x10°3 0.00x10° 7.62x10°3 0.00x1° 3.28x10°3
P4 9.24x10° -2.96x101 -3.29x10° -3.69x1072 -4.70x1071 -3.92x10°3 1.24x10* -3.38x1072
Ps 1.69x10! 8.43x10°2 1.70x10" 4.23x10°2 1.10x10" 9.95x102 1.78x10" 7.40%x10 2

(b) b quarks.

0.0 < |nget < 0.5 0.5 < |nqget| < 1.0 1.0 <|nget < 1.5 1.5 < |Nget) < 2.5

g bi g bi g bi g bi
1 5.87x1(° -1.35x10°1 7.46x10° -1.50x10°1 1.01x10* -1.68x10°1 2.31x10" -3.12x10°1
P2 2.18x10° 1.59x10 1 2.57x10° 1.62x10°1 3.67x1° 1.57x10°1 1.09x10" 8.91x10 2
P3 0.00x1¢° 8.09x107° 0.00x1¢° 1.56x10~* 0.00x10° 1.85x1074 0.00x1° 2.18x10°3
P4 4.32<10 1.74x107% 3.03x10* 1.58x10°1 3.72x10 1.82x10°1 2.67x10 -5.67x10 2
Ps 1.92x10t -1.26x10°1 2.00x10" -5.39x102 1.95x10! -6.95x10°2 2.24x10" 1.24x102

(c) b quarks with soft muon tag.

Table 5.1: Jet transfer function parameters derived fothtee jet types considered in fogge: ranges.
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Figure 5.5: Jet transfer functions for the three jet flavorfour nget regions.
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Xcut @re applied to reconstructed events, this leads to theafmitpnormalization:

/dP = / dyevW (AE; Sjes, Shjes) = 1 - (5.17)

Yevt>Yeut

As the transfer functions are factorizable into individaamponents from each final state par-
ticle, Egns. 5.15 and 5.16 are used respectively for eaditplar jet depending on the jet-parton
assignment under consideration.

5.2.2 Muon Transfer Functions

The muon transfer function gives the probability densitydoonstruct a certain muon momentum
Ptevt for a given muon momentum in the final state of the top dggay. The resolution is parame-
terized in terms of the muon chargalivided by its transverse momentupt

*(3)-() &) 619
P P evt P fs
This is chosen because the resolution in the tracking aetelefpends on the track curvature in the

magnetic field, which is proportional & p;. The inclusion of the muon charges takes charge misiden-
tification, whose probability increases at larger momeptaperly into account.

To obtain an appropriate muon sample, the same selectigrasuh the top mass measurement
are used. A transverse momentym> 20GeV is required, corresponding tg@ < 0.05GeV 1.
The pseudorapidity cut isn | < 2.0. The distance between the generated and reconstructed muo
track should be small in order to obtain matching tracks. Weaf AR < 0.005 is required, where
AR denotes (cf. Egn. 2.3):

AR = \/(8d)%+ (An)? (5.19)
with  Ad = ¢(Hewt) — d(Hrs)
and AN = n(Hkewt) —N(Hrs) -

Different cut values ofAR were studied and no bias depending on this choice was found.

An important step is to map corresponding generated andhsétoted muons. This is done on
a one-to-one basis using their topological informationr &ary generated muon the reconstructed
muon with the closest track is chosen. Afterwards for evecpnstructed muon the closest generated
one is searched for. The muon is selected only if this mappingambiguous. In contrast to the mass
measurement more than one muon is allowed in a single evira ébove selection requirements are
fulfilled to enhance statistics. For the same reason not tinlonte Carlo samples generated at
different top masses are used but other samples suZh-asiu leading to muonic final states are
included as well. To study potential biases, transfer fiongbarameters for samples with and without
top quarks were derived separately and compared. Withiiststal uncertainties no significant effect
was found.
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Figure 5.6: Muon resolution fitted by a gaussian fod £ |new| < 1.2 and 0025 < (1/pt)oy <
0.030 GeV'L.

The muon transfer function is parameterized by a single Sans

W“<<%>f<§>w rm): e %exp<_%((q/mew;l(q/mfs)j’ -

with the muon resolutioro, depending on the measuredy and (1/pt).. The full Monte Carlo
sample is divided into 1& 10 bins of these two parameters and a Gaussian is fitted todéstdbu-
tion. Figure 5.6 shows an example. To stabilize the fits offheand (1/p ) ~dependencies a cut is
introduced on the number of events per bin. If less than 1@teware within a certain bin, the bin is
excluded from further fitting.

In Figure 5.7 the Gaussian widths for each of the bins are showdependence dfie,t and
(1/pt)e- One observes that the muon resolution is almost constattieinvhole(1/pt)qfange.
The main dependence lies in a strong rise abpye> 1.4. At smaller pseudorapidity values the
resolution is constant as well. This strongdependence can be explained by the tracking detector
geometry. Above a certain pseudorapidity value the traeksno longer produce hits in all detector
layers. Hence, the resolution degrades. The muon resoligitherefore parametrized by a transfer
function with a constant valuey beneath a thresholgh and above this is given by the quadratic sum
of the constant and a straight line with slope(cf. Fig. 5.8):

0o for [Nget| < No

Oy (5.21)

\/0(2)+[C'(\ndet\—n0)]2 for [ Ndet| > Mo

Due to the effect caused by the tracking detector geometsyiriportant to use the pseudorapidity
in the (tracking) detector coordinate systg@: for the parameterization and evaluation of the muon
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Figure 5.8: Schematic of muon transfer function describgthb quadratic sum of a constant and a
straight line.
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Figure 5.9: Dependence of tlwg andc parameters o1/ p )., for the post-shutdown period.eft
Muons without SMT hitsRight Muons with SMT hits.

transfer function. The thresholgh is fixed to a value of 1.4, corresponding to the region wheee th
muon track resolution becomes worse due to CFT detectardraffects. As the parameters and

c are correlated, the fit otherwise is unstable and leads thysigal values fong instead of varying
the slope c.

To allow for a weak Ip;-dependence of the muon transfer function, the two freenpatersog
andcare permitted to vary witkil/p )., and are fitted by a straight line (see Fig. 5.9). Equationl(5.2
is extended as follows (witk € {0p, c}):

X =a+Db- <%> . (5.22)
evt

As described in Sec. 2.2.2, the DO tracking system consligtsiticon microstrip tracker (SMT)
surrounded by a central fiber tracker (CFT). Since the sitimniancorporates an idealized geometry
of the tracking system and some of the dead material is nigt implemented, the Monte Carlo is
tuned to describe the data by smearing the transverse muoentom. For the muon identification
only a CFT track is required and therefore about 10% of themaumthe samples lack SMT hits. As
these muon tracks do not contain inner hits the track curgatod thus the track; is less precisely
known. Therefore, the resolution is worse than for muorksancorporating SMT hits. To improve
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their resolution, the muons without SMT hits are constraitee come from the primary vertex and
the p; is corrected accordingly. The smearing on Monte Carlo ifopered for all muons regardless
of SMT hits and it is carried out after applying the primarytes constraint for muons without inner
hits. The influence of the smearingnfeal and primary vertex constrainpytx for muons with and
without SMT hits was studied and the results are shown in Bigj0. It is apparent that the primary
vertex constraint improves the resolution of muons witf&M(T hits by a factor of three whereas it has
much less influencex 5%) on muons with SMT hits. The smearing corrects the intrionte Carlo
resolution by about 40%. Due to the strong influence of theearee or absence of SMT hits, separate
transfer functions are determined for the two subsampldsapplied to the corresponding muons.

Another non-negligible effect on the muon resolution isnseetwo different run periods. Fol-
lowing a shutdown in fall 2004 the muon resolution degradgd-til5%. This was partly due to a
reduction in the magnetic field. The resolutions before dted the shutdown are shown in Fig. 5.11.
For this reason, transfer function parameter sets areatefiwr each run period and referred to as
pre- andpost-shutdowithroughout the rest of this document. In order to take tHiceproperly into
account all muon samples need to be divided into subsampéesdang to the two run periods and
have to be treated separately.

'1OX-1-0--:-3 —TTT T L T —TTT T L T T T T T
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Figure 5.10: Muon resolution vs. @/ (a, b) andn (c, d) with and without SMT hits (smear = MC
smearing, pvtx = primary vertex constraint).
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Figure 5.11: Comparison of the muon resolution for pre- amstgshutdown data, separated by run
number 200 000.

In total there are 20 parameters specifying the muon trafsgfietions for muons with and without
SMT hits, before and after the 2004 shutdown. They can bedfauiiable 5.2.

Nsmt > 0 Nsmt=0
Parameter pre post pre post
Og, a 3.16e-03 3.27e-03 5.23e-03 4.76e-03
Og, b -2.77e-02 -2.09e-02 -5.27e-02 -3.11e-02
c, a 4.24e-03 9.40e-03 2.04e-02 2.07e-02
c, b 1.38e-01 3.87e-02 -1.73e-01 -1.78e-01
No 1.4 1.4 1.4 1.4

Table 5.2: Muon transfer function parameters for muons it without SMT hits in the pre -and
post shutdown run periods.

5.3 Topological Signal Likelihood

The topological signal likelihood is calculated accordind=gn. (5.9) with the differential cross sec-
tion obtained from the matrix element farproduction. Althougtit pairs can be produced either via
quark-antiquark annihilation or gluon-gluon fusion, th&ér production mechanism is neglected in
(most) top mass measurements at the Tevatron. This is @altéds it contributes only 10% of the top
pairs and most of the top mass information resides in theydpags of the matrix element, which
are the same for both production mechanisms. For the ei@iuat the differential cross section
Egn. (5.4), correlations between the top and antitop quarkseglected and a leading order matrix
element forgg — tt is used [97]:

4
| Mgl = %‘Fﬁ (2-B) - (5.23)
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Here, g2/ (4m) = as denotes the strong coupling constadiis the velocity of the top quarks in the
tt rest frame, andy; stands for the sine of the angle between the incoming partdrtree outgoing
top quark in thet rest frame. The factorg andF incorporate the kinematics of the top and antitop
decays. If one chooses an event, in which the top quark deodygts include a leptonically decaying
W boson, while the antitop decay includes a hadronically yiagaw, they are given by:

) (i) o

Fo G Mz~ M s (1~ G + (L + G (5.25)
’ (mgdu ) (my)? (M=) + (Ml w)? ’

whereg,, denotes the weak chargég/+/2 = g2,/8mg,), m andmy are the masses of the top quark
and theW boson, respectively, arid andl"yy are their corresponding decay widths. Invariant top and
W masses in a particular event are denotedrky andm,,, respectively, wherg, y, andz are their
decay products. The cosine of the angle between particesly in theW rest frame is denoted by
Cyy- Here and in the followingd andu denote down-type and up-type quarks, respectively, amdi sta
as placeholders for all possible hadrowlcdecay products (i.ay, d, ¢, sandb quarks).

For the reverse case, in which the top quark decay producisdie a hadronically decayirgy,
and the antitop decay the leptonically decaying one, tHeviithg substitutions need to be applied to
Egns. (5.24, 5.25):

b—b | —d V< u. (5.26)

The correct assignment of reconstructed jets to the fins sfaarks is not known. Thus, all
24 possible jet-parton assignments need to be taken intuatc Egn. (5.9) is evaluated for each
combination and the signal likelihood is given by the sumlbparmutations. An overview of these
jet-parton assignments (in the order used in this analysigjven in Fig. 5.18. The jet transfer
functions are evaluated according to this assignment ds kwdbrmer analyses [98], a symmetrized
matrix element was used which reduced the number of periongato 12. It combined analytically
the two solutions where the quarks from the hadronicallyagley W are interchanged. Due to the
use ofb identification in this analysis as described in Sec. 5.6, ¢tlonversion is no longer applica-
ble, since th&V decay products containi(and a very small fraction db) quarks and it is therefore
important to know which jet was assigned to which of theseakgia

As mentioned before, besides the top mass, a jet energpgdatitorsies and ab jet energy scaling
factorsyjes shall be measured in a 3-dimensional fit. The dependence tdfiological likelihood on
the assumed top mass can be seen in Egns. (5.24, 5.25)|ydifeat the other two observables the
influences are not as obvious. The JES scaling factor is reamstl by the nominal mass of thé
boson which is incorporated in the matrix element. Thusfigamations in which the light quarks
from the hadronic decay yield too high or too low invaridfit masses result in lower likelihood
values. Over many events, the scaling factor which must béeabto obtain the nominalV mass
can be deduced. The more events used, the better the estirharefore, the JES uncertainty is not
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systematically but statistically limited. Ttsps factor as given in Eqn. (5.15) is constructed such that
a factor of 1.1 means that the DO jet energy scale overegsig jet energies by 10% and they need
to be scaled down by this factor. On the other hand a factorQin@icates an underestimation of the
jet energy scale by 10%.

For the constraint of the observalsiges not only the hadroni®V decay but the full event kine-
matics need to be taken into account. If both the (light) redrgy scale and jet energy scale were
known precisely, the event would be balanced indgeest frame and the two top masses from the
top and antitop decay would be approximately equal (desipiéntrinsic top mass resolution). If the
b jet energy scale is not perfectly corrected for, khets are reconstructed with too high or too low
momenta and the balance is disturbed. As all decay produaess Ioe considered for this constraint,
it is weaker than the JES one but still contributes valuabfermation. Also, thesjes fit is more
correlated with the top mass than tgg fit is. This is due to the fact that the first two are based on
the same information, whereas & only part of the event information is needed.

A visualization of the two constraints is given in Figure &.1In the first plot, Fig. 5.12a) a
fictitious event display of particle four-vectors projettento a 2-dimensional plane is shown. The
event contains the two light quarks from the hadronicdecay, the lepton and neutrino from the
leptonicW decay and thé jets from the two top decays. For simplification, particlad antiparticles
are not distinguished. The neutrino direction and momergtenderived from the balance of the other
decay products in the transverse plane. The kinematicseanlted up to two possible solutions for
the neutrinoz momentum. As another simplification, from these two poss#idlutions only one is
considered here. In Fig. 5.12 b) the construction oMthemomenta from the&- andd-quark on the one
hand and the lepton and neutrino on the other hand is showecdastruct the top quarks, the tW
bosons (or rather their decay products) and thehyjats are needed. This is shown in Fig. 5.12¢). To
simplify the picture, the decay products from which the Wdosons were reconstructed in 5.12 b)
are not drawn. As one can see from this picture, the two réearied top quarks have the same
four-momenta and are balanced (i.e. back-to-back). Heddrathe following explanations, a total
transverse momentum equal to zero is assumed for simpfimitihe tt system. For a four-vector
p= (E, p), the following equation holds for the mass of the particle:

p?=E2—|p®>=n?P. (5.27)

Thus, if the four-momentum of a particle is reconstructea hagh or too low, the same is true for
its mass (in the limit of massless jets). This is sketched@lbdwer two plots for overestimated jet
energy scales.

In Fig. 5.12d), the DO jet energy scale is assumed to overatdi the light jet energies by 50%.
This not only affects the two quarks in the hadronic decaydabut also the neutrino in the leptonic
one, as it is obtained from the balance of all other objectthintransverse plain. To reduce the
complexity of the picture, the neutrino (i.&) is also scaled by 1.5. This of course does not hold in
reality, as the vectors are four-dimensional and the neutmomentum could change by any amount
in this two-dimensional projection. The important pointtigt due the overestimation of the jet
energies, th&V mass in the hadronic decay branch is overestimated as wdlenWomparing the
reconstructedlV mass with the mass intrinsic in the matrix element, it is fbtiat a factor o§es= 1.5
would regain the "correct” picture in Fig. 5.12 b). That meaan average, all light jets need to be
scaled down by 1.5 to reconstruct the coridtcmass.
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Figure 5.12: Schematic representation of$agands,jes constraints in the topological signal likeli-
hood evaluation. See the text for details.

a) Fictitious event display of a semileptorttadecay.

b) ses = 1. Reconstruction of th&/ momenta from their decay products.

C) Shjes = 1. Reconstruction of the top quarks from thgets and/V bosons reconstructed in b).

d) ses= 1.5, hjes= 1. Theu-jet, d-jet andF; are affected by an overestimated JES. In grey the nom-
inal W momenta from b) are sketched. The reconstructed moriéhsme overestimated.

€)Ses= 1, hjes= 1.5. Theb jets andi; are affected by an overestimated bJES. They lead to overes-
timated top momentt that are not balanced in contrast to the correct ones (itetida light red).
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The same would hold true for the top masses, but unfortundkedse are the ones to be measured!
Nevertheless, Fig. 5.12 e) shows how khecaling factor can be constrained. If thget energy scale
overestimates thé jet energies by 50%, the reconstructed top mass would beighg &s in the
previous example for thé/ mass. As stated, this does not help, since the true top massksown.
But this is not the only effect. In addition, the reconsteattop momenta are no longer balanced in
p.. When assuming differersh jes values, it is found in this case, that a factor of 1.5 on avetagds
to a balanced event as in Fig. 5.12 c). This factor would hésaxto higher likelihoods, i.e. it would
have the highest probability to be the correct one. It shbeldhentioned that once again the neutrino
is affected by the overestimation of theenergies. The effect could be different from the case where
the light jets are overestimated. This is disregarded lzew the same reconstructed (leptoé)is
taken as in Fig. 5.12 d).

For underestimated jet energy scadRs andsyjes, the picture is qualitatively the same. Jet mo-
menta are underestimated and thus the reconstrifé¢téehd top) momenta are also too small. As in
the case of overestimated bJES, theair is no longer balanced in the transverse plane. Aga@, th
appropriate correction factors can be derived by assurhmgadrrectV mass andt p; balance.

It should be stated clearly that Figure 5.12 only gives aitpisle representation of the scaling
factor constraints. The real picture is much more complekauit the simplifications made here,
however all necessary information is still encoded in thérxalement.

With all the ingredients described above, the signal Iikadid fortt production can be calculated
according to Egns. (5.4), (5.9) and (5.15), (5.16), (5.20):

1
Lt (Yeut; M, Sjes, Sojes) = 5obs / Z dx1dx fppr(X1) frDR(X2) (5.28)

qg—tt X1 %0 flavors

21| Mg ii]
X /dq)n ( )| A td W (Yewt, Yparton; [Sies]; [Sojes]) -

Yparton 4 (pl p2)2 - nﬁrng

This means that a multidimensional integral over 6-bodysplspace and all possible final states needs
to be evaluated. To reduce the integration dimensionsyaesxgsumptions are made:

* pi(00) = pi(tt) =0 B
The transverse momentum of the initial state quark systeihance of the final staté system
is zero.

o fi(jet) =i(qrs) , M(lew) = Mi(lts)
The particle directions (symbolized by their normal 3-eedt) of the final state quarks and
lepton are assumed to be perfectly measured.

o E(eewt) = E(ers)
The energy resolution of electrons from leptowicdecays is neglected, i.e. the reconstructed
electron energy is assumed to be exact.

The first assumption of zero transverse momentum is appdical most of the top quark pairs
at Tevatron energies are produced at threshold and the gpase for an additional jet in the final
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state is small. The second assumption is only an approximégcause the reconstruction of the jet
directions has a finite resolution just as the jet momentaidavever, compared to the jet momentum
resolution the effect is small and can be neglected. In madib this detector effect, there is also

a physical uncertainty in the jet direction. First of allethadronization process itself can lead to
differences between the jet and the quark direction. Sdgoeffiects of color reconnection between

the parton shower and the beam remnant can influence thegetidn. Studies of color reconnection

with several test models in Monte Carlo simulations areantty underway [99]. Nevertheless, the

effect is supposed to be tiny and will be neglected until theiss indicate the contrary or a realistic

model is found and is incorporated into the simulations. fhel assumption is a trade-off between
a more correct description of detector effects and comgutiguirements for the multidimensional

integration as mentioned in Sec. 5.2.

With these simplifications, an integration over the quarkmeata, the lepton momentum (in the
p-channel only) and the longitudinal neutrino momentum riesdt is performed numerically by the
Monte Carlo routine/EGASJ100-102]. This algorithm works most efficiently if the igtation vari-
ables exhibit well localized peaks. For the signal liketildhis is the case for the transfer functions
and even better for the Breit-Wigner peaks ofWidoson and top quark masses. Thus, to satisfy this
criterion, the following integration variables (and capending limits) are chosen:

e 0<|pY <500 GeV
the magnitude of one of the quark momenta from the hadiMhaecay

o 0<mg;< (400 GeW?
the squared mass of the hadronically decayihg

e 0<m < (500 GeV)?
the squared mass of the top quark with the hadr@dnidecay branch

e 0<m, < (500 GeV?
the squared mass of the top quark with the leptdidecay branch

e —500 GeV< p¥ < +500 GeV
the longitudinal projection of the momentum sum of thquark and neutrino in the leptonic
decay branch

e —1/(100 GeV < (q/pr)"* < +1/(100 GeV)
the charge over transverse momentum ratio of the muon (lfcaiybe)

For details about the choice of variables refer to [98].

In each integration step, the kinematics need to be soleed fine integration variable values, the
measured directions and the electron energy (if appli¢ablee matrix element and the parton density
functions can then be evaluated. The transfer functions tijig probability to observe the kinematic
final stateyparton Under consideration as the measured sfafein the detector. Finally, a Jacobian
determinant is included for the transformation from meeduCartesian coordinates and momenta to
the 6-dimensional integration space variables.
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The event likelihood (5.28) is computed on a 3-dimensionad gf hypotheses fom, Sies
and s)jes.  For each of these grid points, the 24 possible jet-part@mgasents have to be con-
sidered. For every one of those, numerous points in the @uional integration space spanned
by {|p], Mgz mE,» mB,. P, (a/ )"} are evaluated, as described above. This necessitates a huge
amount of computing power for the full likelihood evaluatioThus, only a limited number of hy-
potheses and a highly optimized code environment make difgsilation feasible (cf. Sec. 6.2).

5.4 Topological Background Likelihood

In principle, the topological background likelihood candaéculated exactly as the signal one accord-
ing to Eqgn. (5.28) by using the corresponding matrix elenfi@nthe background process. Neverthe-
less, for the background likelihood there are several deak

e Many different background processes may contaminate tteesdanple. For the semileptonic
decay signaturV production in association with (four) jets (W+jets) and Q@iltijet pro-
duction (where one jet is misidentified as a lepton) are thstmngportant ones.

e Even atleading order hundreds of Feynman diagrams coteribielectroweak W+jets produc-
tion and need to be evaluated in the matrix element.

e In contrast tat production, théV mass leads to the only well localized Breit-Wigner peak in
W+jets events. In multijet background there is none at all.

These three points would lead to a significant enhancemesdnputing time which cannot be pro-
vided even by large computing farms. Thus, several simpliffassumptions have to be made:

e Consider only W+jets background in the likelihood evaloatand weigh it by the full number
of all background events (cf. Eqn. (5.3)). This assumptiold$ as W+jets and QCD back-
ground have similar event kinematics. However, this appraiion needs to be validated in
pseudoexperiments and incorporated in the calibration.

e Use theVECBOS)enerator [103] to evaluate the background likelihood sTWonte Carlo gen-
erator accounts for the relative importance of differeripsocesses and performs a statistical
sampling of all possible spin, flavor and color configuragion

e Neglect contributions from subprocesses other than W+iddp \V production in association
with 4 light partons). These can be either subprocessegioorg more (or fewer) partons or
contributions with heavy flavor content. Again, this need®¢ studied and corrected for in
pseudoexperiments and the calibration.

e Assume the background likelihood does not depend on then@ises to be fitted. Famn this
is true. For the scaling factosgs ands,jes it is an approximation (see Sec. 6.2). This means in
practice that the likelihood is only evaluated s = Syjes= 1 but is used in combination with
all assumed values in the signal likelihood in Eqgn. (5.3).
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To obtain the background likelihoo ECBO®valuates the matrix element\y4p atN phase space
points that are randomly chosen according to the transfectitns. The likelihood%g is then
estimated as the mean of all evaluations. Between 100 ardl il€¥@tions are performed until the
result is stable. The minimum of 100 iterations correspdadsstatistical uncertainty of 10%. As will
be shown in the next chapter, despite these simplifyingrapsans the fitting procedure shows much
better results when including this background likelihobdrt when neglecting it completely. Also,
the calibration demonstrates a very good performance aablésto cope with the approximations
made here.

5.5 Normalization

The topological likelihoods for signal and background nésdbe normalized by the total observ-
able cross section, i.e. the cross section of events witkiectbr and selection cuts acceptance (cf.
Egn. (5.8)):

O-gisn(MaSjeSasojes) = /dyevt / dGE‘in (Yparton; [Mt]) W (Yewt, Yparton; Sies Sojes) facc(Yevt; Sjes; Shjes) -

Yewt Yparton

(5.29)
The normalization is not only top mass dependent througlertbes section (in the signal case), but
due to the jet energy selection cuts, the acceptdgedecomes dependent on the scaling facsps
andsyjes as well. That would make a 3-dimensional normalization ssag. However, this can be
circumvented by normalizing the jet transfer functionsniselves. Instead of normalizing as

/dP = / dyevt W(AE| Sjes73bjes) =1 ) (530)
Yevi=0

by integrating from zero to infinite momentum, the normalia given in Equation (5.17) runs from
the momentum cut to infinity. This makes use of the fact thiy s with momenta above the cut
threshold have a non-vanishing probability to be reconstdi Hence, it is sufficient to calculate
a 1-dimensional normalization depending only on the topsmakhis is verified by the following
calculation for the signal likelihood and is visualized iigF5.13.

The event likelihood%g is such that the probability to obsergaay eventye,; above the selection
cut is equal to one:

dE; =1 (5.31)
Ej=20GeV

For the following consideration, only the parts dependingttte scaling factor, i.e. the jet transfer
functions, are taken into account. For thegg: is equivalent to the reconstructed jet enefgy
According to Sec. 5.1,%t can be written in the following way (with the unit GeV omittéor
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Figure 5.13: Schematic comparison between 3D and 1D narati@n. The plots show the probability
density versus the quark or jet energyeft: with a jet transfer function normalized according to
Eqn. (5.30), any partonic stakg has a probability of 1 to be reconstructed as a jet withB; < co.
When the acceptance cut is applied, the probability to benscucted is smaller than Right: if the

jet transfer function is normalized according to Eqn. (3, 1ffe probability for any partonic stafg

to produce a measured evéh < Ej < « is 1. No additional acceptance cut for the jet energy needs
to be applied in this case.
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abbreviation):
’ 5.6-5.9 1 7 7
/ G % O : / dE; / 05 (Eq) W(E,Eq: Sies,Sojes)  (5.32)
E;=20 MM 220 E=0
= /dcppﬁtt‘(Eq /dEj Equ, SJesﬁbjes)
O'norm 720
= / dopp—ii(Eq)
O'norm
1 total
= ol -
Onorm PP t
With Egn. (5.31) it follows:
Onorm = O-tp%ti!tt (5.33)

That means the jet acceptance is absorbed by the jet trdosf@ion normalization and no scaling
factor dependence remains in the likelihood normalizatiohcourse, this is only correct, if none of
the other kinematic quantities depend on the jet scaleshésnissing transverse energy is derived
from the jet momenta and thus indirectly depends on the gescthis is only an approximation.
However, this small dependence can be handled in the dadibreasF; is only used for the cut.
For the normalization, the acceptance cuts for all finalesterticles except the jets and also for
the jet directions, i.enje cuts, still need to be applied. This decreases the obseresd section
compared to the total cross section foproduction. However, these selection cuts no longer ehibi
a dependence on the scaling factor:

Sgitt = / dyevt / dopp—tt(Yparton; M) facc(Yew) - (5.34)

Yewt Yparton

In the case of the muon transfer function, no integrationr dgép;)ev: is performed as the muon

transverse momentum resolution is very narrow in the regfdahe applied selection cut and hence
can be neglected. The normalizations for the e+jetsafetstt decay channels with respect to the
top mass are evaluated in Sec. 6.2.3 and Sec. 6.3.3 for ttendavel studies and Monte Carlo

calibration, respectively.

For the background likelihood, the dependence on the gcédictors is neglected as described
before (cf. Sec. 5.4). The normalization could be obtainealagously to the signal normalization
according to Eqgn. (5.34). However, as for the likelihooelftsthis would be computationally inten-
sive and thus a different approach is chosen. It makes udeedftt that the fitted signal fraction
in Egn. (5.3) will be underestimated if the background ltkebd is overestimated and vice versa.
Therefore, the relative background normalization can pested in pseudoexperiments by varying it
until the correct signal fraction is obtained. This appto&conly valid if no external constraints on
the signal fraction are applied (e.g. from the measuredasigind background cross sections), which
is the case for this analysis.

It should be noted, that both signal and background likelitsocan only be calculated up to some
constant factors. In the estimate of the background nozat#din as described above, these relative
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Name L6 L5 L4 L3 L2 Loose
Cut 0.1 0.15 0.2 0.25 0.325 0.45

Name oldLoose Medium Tight VeryTight UltraTight MegaTight
Cut 0.5 0.65 0.775 0.85 0.9 0.925

Table 5.3: Operating points and cut values certified for theld\agger.

constant factors are taken care of as well. For the liketihfits of the observables to be measured
only the relative difference between various hypothes@sportant. Therefore, an overall constant
factor (and hence the absolute normalization of the evksliliood) is irrelevant.

5.6 Db ldentification Probabilities

Using b identification in top measurements has several advantdgessignature of top pair decays
contains twab quarks which form jets. In semileptonic decays there aretiaddlly two jets from
light quarks. In contrast, the background stemming from &sHpr multijet background contains very
few hardb jets. Thusb-tagging helps to separate signal from background and eelkahe sample
purity. Additionally, identifyingb jets allows one to find the best jet-parton assignments andehe
reduces combinatorial background as well. This is due téattethat combinations in which a tagged
jet is assigned to & quark are much more likely to be the correct combination thamutations
where taggedb jets are assigned to light quarks from iWedecay.

In former studies, varioub identification methods, and also a combination of themainigj a
neural net (cf. Sec. 3.6), were used. In all cases, the datpleavas split into subsamples according
to the number ob-tagged jets per event. Samples with 0, 1 and 2 or more tagge@gr event were
commonly used. Events withobittagged jets or with only one were then either dropped cotalyle
e.g. in the all-hadronic channel [104], or measurement® werformed on all subsamples and com-
bined afterwards with higher weights for samples with magged jets. Details given for the top
mass analysis in the semileptonic decay channel can be foj#d, 91]. As a rule of thumb, at most
~ 50% of trueb jets are tagged ib identification algorithms, leading to largely reducedistgts in
tagged samples and a substantial amount of signal in Odagigesamples.

In this analysis, a qualitative improvement over the abawecept is achieved. For each jet, the
b-tagging neural network output is used directly to calailatprobability for the jet to stem from
a bottom, charm or light quark. In each jet-parton assigrimée probabilities of all four jets are
combined, leading to a separation of "good” and "bad” peatiahs. Thereby, combinatorial back-
ground is reduced. In addition, different flavor combinatassumptions for signal and background
b identification probabilities improve the discriminatioovger of the method. As the neural network
output forb identification is only certified for several individual opéing points (i.e. cut values) at
DO, theb identification probabilities are not fully continuous butaised in a binned manner.

In Figure 5.14 the neural net output is exemplified fat Monte Carlo sample. The NN output
is restricted between 0 and 1, entries at -1 correspond st being taggable (see Sec. 3.6, last
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Figure 5.14: Distribution of the neural network output foit &1C sample (i = 170 GeV). The red
lines indicate the position of the cut values for the 12 ofpeggooints.
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Figure 5.15: Distribution of the highest operating pointigg a tag for MC samples with and without
b jets. Left: tt sample i = 170 GeV).Right W4jets sample.

paragraph). The large peak at 0 is due to events where theildd &nd did not give any output. An
operating point is defined as a certain cut value on the NNubutpghere all events with an output
above that threshold are called tagged and all events wittubbelow the threshold are untagged.
This meand-tagging is defined inclusively so that a "tight“jet fulfills all looser requirements. So
far, 12 operating points were studied and certified at DO,[@kjen in Table 5.3. As the cut values
are non-equidistant to allow for cross-checks with oldedigts, the number of entries in exclusle
tagging bins, given in Figure 5.15, shows artefacts of thaibg (see bin 5 for example). In this plot,
only the number of the highest operating point giving a tagfased for each jet, leading to exclusive
b-tagging bins (humbered from 0 to 11). Jets in the bid"are either non-taggable, failed the NN or
have a NN output below the loosest possible threshold (aeag at all).
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Figure 5.16: Tag Rate Function (TRF) output for three exangplerating pointsTop L6, Middle:
Loose,Bottom MegaTight; for the three possible parton flavokeft fake, Middle: ¢ quark,Right

b quark.
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Figure 5.17: b-tagging probabilities vs. NN output of alkogiting points for the three jet flavors fake,
¢, b. The first bin contains non-tagged jets.

There are two possible methods for applyimépgging to Monte Carlo. The obvious way is to
apply the samé-tagging algorithm on Monte Carlo as the one used for anadyttie data and "really
tag” the Monte Carlo jets. Studies have shown [75], thatghig€edure leads to overestimated tagging
rates on Monte Carlo compared to data due to various deteffemts not modeled perfectly in the
simulation. To address this issue, tag rate functions (JRiese developed [76], parameterizing the
tag rates in the fulh — p; space (cf. Sec 3.6). With those, the second way to apjdientification
to Monte Carlo is "random tagging”. For this procedure, ad@n number uniformly distributed
between 0 and 1 is thrown and compared to the probability tadiged according to the TRF for each
operating point. If the random number is smaller than the PRIbability, the jet is called tagged and
untagged otherwise. Again, only the tightest operatingtpgiving a tag is used for each jet to yield
exclusive bins. As the tag rate functions are flavor depeneic or fake, i.e.u/d/s/g), the flavor of
the generated Monte Carlo parton is used for finding thedgjtiossible tagging point.

The next step is to calculate b-tagging probabilities fopatmutations and events under different
flavor assumptions. As the TRFs only givelusive probabilitiesP; ¢ (i), the exclusiveprobabilities
for each b-tagging bifyag(i) Nneed to be calculated in the following manner:

pbtag(—l) = 1—Ptrf(o)

Potag(n) = PRrr(n) (5.35)
Potag(]) = PRrt(j)—PRet(j+1) je{0,1,...,n—1}
Here,i = —1 denotes 'no tag’ as stated above arsfands for the highest operating point. Figure 5.16

shows the TRF probabilities for the three different flavore and fake in three exampletagging
bins L6, looseand megatight(cf. Thl. 5.3). As mentioned before, even with loose opampoints
one hardly exceeds 50% tagging probability for b-jets (&g® column, top and middle plot), leading
to reduced statistics in tagged data samples. If one goeslfrase to tight operating points, i.e. from
top to bottom in the plots, one sees that the tagging prababibecrease with tighter cuts but much
faster for fakes and quarks than fob quarks. This leads to the good discrimination power between
signal and background mentioned above. In Fig. 5.17btlgkentification probabilities are shown
for all operating points according to equations (5.35). Sehplots are based on the mean values of
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Perm Qup Qdn bhad brep
1 jet1 jet2  jet3
2 jet1 jetd3  jet2
3 jet2  jett jet3
4 jet2  jet3  jetl
5 jet3  jett jet2
6 jet3 jet2  jetl
7| jetd jet2 jet3
8| jetl jet2  jet3
9| Jett jet3 jet2

10| jetd jet3  jet2
11| jet2  jet3 jetl
12| jet2  jet3  jetl
13| jetd jet2  jet3
14| jetd jet3  jet2
15| jet2 jet1 jet3
16| jet2 jetd  jetl
17| jet3 jet1 jet2
18| jet3 jet2  jetl
19| jet2  jetl jet3
20| jet2  jetl jet3
21| jet3  jetl jet2
22| jet3  jetl jet2
23| jet3  jet2 jetl
24| jet3  jet2  jetd

Figure 5.18: Possible 24 jet-parton assignments in theleptonictt decay channel.

Fig. 5.16 and only serve illustrative purposes. For indigidets theb identification probabilities are
calculated from the appropriate TRF values based on the@gg and pseudorapidity.

To combine the different jdi identification probabilities to form a permutation probaai flavor
assumptions need to be made. In theemi-leptonic decay channel the assumption for the foar jet
is u-d-b-b, meaning two b-quarks stemming from the (aoip-Xecay and an up-type and down-type
quark from theW decay. The up-type quark can be eitharguark or ac quark (and the down-type
quark either al or s, neglectingb contributions), each with a probability of 50%. Hence, thaso
flavor assumptions need to be properly combined:

1
Pu= > (Pfake+ Pc) . (5.36)

The down-type quark probability is simply given by the priitity for a fake tag which can be used
for all light flavor assumptions q. Accordingly, the flavosamption for background is g-g-g-q in the
| +jets channel, neglecting contributions from real heavyoilaontent.

In Figure 5.18 the 24 possible jet-parton assignments ftttsemileptonic decay channel are
given. For each of these permutationisidentification probability is calculated in the followingay:

Psgn(Jis ik, Jts im) = Pu(Ji) - Pa(jk) - Po(i1) - Po(jm) (5.37)
Pokg(i» Jks J1> Jm) = Pa(Ji) - Pa(ik) - Pq(i1) - Pg(im) - (5.38)

for signal and background, respectively. A concrete exarigobxamined in Appendix A.
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Figure 5.19: Descrimination power of signal vs. backgrolikelihoods betweert signal (red),
W+4lp background (blue) and/+bb+jj background (green)Left Topological likelihoods alone.
Right Topological and identification likelihoods combined. The study is perfochun parton level
events, where the correct jet permutation is known (cf. 6&).

Including theb identification probabilities into the matrix element methis simply done by
multiplying them with the topological probabilities detd in Section 5.1 for each permutation
individually, both for the signal and background assumptio Figure 5.19 the discrimination power
betweertt semileptonic event¥\V+4lp events antlV+bb+jj events is shown. Here, j’ indicates a light
parton (Ip). It can be seen that the discrimination agaWisttlp becomes orders of magnitudes better
by includingb identification probabilities, whereas tWé+bb+jj background cannot be removed by
tagging, as expected. The separatiott @ihdW-bb+jj is caused only by the topological differences.
As events with heavy flavor content account for less than 20%ed\Hets background, this does
not indicate a general drawback of the method. Even for thesasts it is at least as good as previous
analyses which did not includeidentification probabilities.

The good discrimination power against combinatorial baskgd by combining topological and
b-tagging probabilities can be seen in Fig. 5.20. For thésts the number of permutations needed
to obtain 95% of the full event probability is calculated.r we b-tagging probabilities alone there is
a strong peak at 12 permutations. This can be explained bfathéhat on average one of the b-jets
is identified while the other one is not. The 12 permutatiomere the "tagged” jet is assigned to
ab quark therefore have high b-tagging probabilities, whetba other permutations are negligible.
For the topological probabilities there is a strong peak pednutations and smaller ones at 6 and 8.
As the exchange of the two light quarks stemming fromthdecay leads to very similar topologies
these permutations have similar probabilities as wellciteads to an even number of permutations
being preferred. The strong peak at 4 permutations cometspto the four cases where thgets are
correctly assigned tb quarks and the light jets to the decay products o#the\ll other permutations
are much more unlikely. The combination of both probaliitshows that the average number of
permutations which must be summed to obtain 95% of the evebapility is only 2.8 with peaks at
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Figure 5.20: Number of permutations needed to obtain 95%eofitll event probability in &t parton
level test. Top: b-tagging probabilities, middle: topadtzd probabilities, bottom: combined proba-
bilities.

2 and 4. This indicates that bolthidentification and topological probabilities tend to prefee same
("good”) permutations and lead to a very good discrimimatigainst the other ones.

As a consequence of the inclusionbafientification information and the hence better background
separation, the expected measurement uncertainties daththe fit observablesy, Ses and Sjes
decreases by about 15% as will be shown in Section 6.2.4.

5.7 The Fitting Procedure

The aim of the matrix element method as described here, sitidtaneous measurement of the top
massm, the jet energy scaling factajes, the b jet energy scaling factas,jes and the fraction oft
eventsfiin the event sample. For the signal likelihood a 3-dimeralignid of hypotheses fan, Sies
andsyjesis evaluated. At each grid point, the following calculasare performed:

1. Determination of the signal likelihood for all 24 possiljet-parton assignments and the two
solutions for the longitudinal componept of the neutrino momentum according to Eqn. (5.28).
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2. Calculation of the background likelihood for alk24 kinematic solutions. This is performed
only once forsjes = Shjes= 1 and is applied to all signal hypotheses.

3. Evaluation of théd identification probabilities for all 24 jet permutationstivboth signal and
background assumptions. Multiplication with the correxging topological likelihoods.

4. Computation of the mean signal and background eveniHikedl using all %24 individual
solutions.

5. Combination ofZirand.Zy. 4 to an event likelihood according to Eqn. (5.3).

6. Combination of all event likelihoods to a sample likethklaZ (M, Sies, Sojes; fit) according to
Egn. (5.1).

7. ldentification of the top fractiori?®>' which maximizes the sample likelihood. Use of the cor-
responding likelihood value and signal fraction for allther calculations.

To obtain the final result for the signal fraction, all likediod values in the 3-dimensional hypotheses
grid are compared and the global maximum is determined. tTHection corresponding to this
maximal likelihood value is the quoted one. Its uncertaiatgvaluated by varying the signal fraction
at fixed (m, Sjes, Shjes) until A(=In.Z) = +%. In this approach, no correlations betweln m, Sjes
andsyjes are accounted for.

For the fits of the other three observabtas sjes andsyjes, the likelihoods of all hypotheses in
the grid are transformed inteln_# values. With these, projections onto each observable agis a
obtained in the following way for the example of the top ma$sKig. 5.21):

1. For eachm hypothesis find the minimumIn_# value in thesjes — Shjes plane.

2. Fill the according-In.# value into a 1-dimensional plot versos.

3. Fit the —In_Z distribution with a second order polynomial in a symmetaage around the
minimal value. This corresponds to a Gaussian in the likelih+Z .

4, Them value that maximizes the fitted likelihood# is taken to be the measured value of the
top mass.

5. The upper and lower uncertainty is determined such tH#t 68the total likelihood integral is
enclosed by the corresponding top mass values, with edgetihibod values at both limits.

For the other two observableges andsjes, the fits are performed correspondingly.
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Figure 5.21: Overview of the fitting procedure for the exaenpl the top mass. The minimalln.#¥
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of the top mass mt. Its uncertainty is derived as thelo region of the corresponding likelihood

Gaussian.



Chapter 6

Top Mass Measurement

To measure the top mass in data, several studies on Monte &ariples are required beforehand.
In a first step, a validation of the method on so-called pal@wal events is performed, described in
Sec. 6.2. Parton level events are simulated events whichoamein through any detector simulation
but are simply smeared according to the transfer functidhss, they represent an idealized test case.
In a second step, the method is tested on fully-simulatedt®&@arlo events including a complete
detector simulation. This is described in Sec. 6.3. Thesat®¥€arlo samples are used to derive a
calibration curve that can finally be applied to data evestsxlained in Sec. 6.4. For all studies and
the final measurement events are selected following therierigiven in Sec. 6.1.

6.1 Event Selection

In order to reduce the total number of events and increassigimal purity, the event selection is
performed in several steps. The preselection stage is a corsglection developed by the top group
for the semileptonic top pair decay channel. Itis performét top _cafe inthe Common Analysis
Framework CAF). The DO software release p18.10.00 is utilized togethén thie packages listed in
App. C. For the jet energy scale the analysis could rely offitta JES for the considered run period,
published in [55]. The event preselection comprises theatlguality cuts described in Chap. 3 and
the following selection cuts:

e e+jets channel

one loose electron

no second loose electron

no loose muon

vertex cut: Az(e,PV) <1 cm
triangle cut: A@(e, B ) > 0.7- 11— 0.045- [F4/ GeV]

e t+jets channel

65
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one loose muon

no second loose muon

no loose electron

vertex cut: Az(p,PV) <1cm
triangle cut: A@(W, B ) > 2.1—0.035- [K:/ GeV]
— Zveto: 70<my, < 110 GeV

Both channels require at least one good jet. The triangléoceiectrons and muons helps to suppress
multijet background. It makes use of the fact tBatn such events tends to be small and points along
the direction of the lepton. Th2 veto rejects events where the loose muon and any second muon
(with even looser requirements) have an invariant massdizZ tmass window. This is to suppress

Z — UH-jets background.

The preselected events are written into smdl@OTirees calledVETrees that contain only the
information needed for the matrix element method and are éasier to handle thadAFtrees. On
these, the final selection is applied. It contains the falhgacuts:

e e+jets channel

exactly one tight electron

electron in the fiducial calorimeter volume

exactly four jets
p(e) > 20 GeV
pi(jet) > 20 GeV
- B > 20 GeV

e tHjets channel

exactly one tight muon

exactly four jets
pt(p) > 20 GeV
pi(jet) > 20 GeV
- B > 20 GeV

Requiring exactly four jets helps to reduce the systemateetainty due to initial and final state ra-
diation. The selection of electrons in the fiducial calorienezolume ensures that only well measured
electrons for which smearing and scale factors were deewmer our samples. This cut replaces the
integration over an electron transfer function, which vested in another analysis [92].
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6.2 Method Validation

As described in Chapter 5, the matrix element method is a Etpol to extract the top quark
mass and other parameters of interest. In this analysisralanodifications to the method have been
applied for the first time. Therefore, an accurate validatizat the method behaves as expected is
essential.

To create an idealized test case, parton level events atiediurhese events are generated with
the Monte Carlo simulatdviadgraph [105] for the signal process al.PGEN95] for theW+jets
background, respectively. In order to accurately refleetrttodel used in the method, leading-order
generators are chosen and no initial or final state radiasioncluded in the events. For the same
reason, the events are not run through a detector simulatitthe particle momenta are only smeared
according to the corresponding transfer functions. Thes.energy resolutions observed in data are
modeled correctly, but the particle directions remain amgjed from the parton ones as assumed by
the method. With this procedure, there exists a one-to-caqe lmetween quarks produced at tree-level
and "jets”, i.e. smeared partons. The same holds true feohspand? (= smeared neutrinos).

In order to get a good coverage of the phase space of signabakdround decays a large number
of Monte Carlo events is necessary. Nevertheless, thelpessient pool sizes are limited to the
order of thousands of events. For the background processstiiue to the fact that the selection
requirements of exactly four jets and momenta above 20 Ge\hard cuts fokV+jets production.
Thus, no larger background samples can be practically \&sthieln the case of the signal process
this is not an issue. However, for these events the comptitimg becomes a limiting factor. The
calculation of signal and background likelihoods for a éamgimber of Monte Carlo events in a three-
dimensional grid is highly CPU intensive. Therefore, onlynaited amount of Monte Carlo events
can be analyzed with the matrix element method even though tomputing farms are available.

6.2.1 Ensemble Testing Procedure

For measuring the top quark mass and jet energy scale faasons data,pseudo-experimentsr
ensemblesieed to be created from Monte Carlo event pools. This is dgneaihdomly drawing
events from the pools. The total number of events taken fhendlifferent pools is chosen to reflect the
number observed in data. In order to make optimal use of thigeld available Monte Carlo statistics
resampling techniques are applied. These allow an indaVidvent to appear in different ensembles
as well as several times in one ensemble (redrawing). As m@grsin [106,107] resampling helps to
reduce the bias and improves the precision of the estimatedsignificantly. Generally speaking, it
is always best to have the largest Monte Carlo statisticsilples In case of limited statistics, however,
increasing the number of ensembles will always help to ivgrbe estimate of the uncertainties.
In the Monte Carlo studies presented in the following, oreuiand ensembles are used for each
ensemble test. The number of events in each ensemble varididférent tests and will be given for
each case.

In order to obtain calibration curves, ensemble tests arenpeed for several calibration points,
representing different input parameters. For a mass adililor curve, for example, events at five dif-
ferent top masses between 160 GeV and 180 GeV in 5 GeV stegeaeeated. As defaults a top
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Parameter Default Range Step SizeNnypo
m 170GeV +£9GeV 15Gev 13
Sjes 1.0 + 0.06 0.01 13
Shjes 1.0 +0.12 0.02 13

Table 6.1: Parameters for the three-dimensional grid obthgses. The default values (i.e. origin),
range, step size and number of hypotheses in each dimensigivan.

mass of 170 GeV and scaling factorsspk = syjes= 1.0 are assumed. The three-dimensional grid of
M, Sjes aNdsyjesassumptions in the likelihood integration is chosen to weragtric around the corre-
sponding generated values. Table 6.1 gives an overviewegiahameters of the hypotheses grid used
in all ensemble tests. The total number of hypotheses irgtiisis 13 = 2,190, leading to 5718
signal likelihoods to be calculated for each event with 2pg@mutations per event considered.

To summarize, Fig. 6.1 gives an overview of the three necgssaps for a full Monte Carlo test:

1. Likelihood Fit

e build one ensemble with N events
o fit fi; m, Sjes aNdsyjes (S€€ Sec. 5.7)

2. Ensemble Test

e repeat Step 1 with 1000 ensembles
o fit mean results, expected errors and pull widths

3. Calibration

e repeat Step 2 for all generated input values
e parameterize calibration curve to obtain biases and slopes

The relevant quantities for ensemble tests are the fittechsnafethe three observables under study
(M, Sjes: Sjes), their expected statistical error as estimated by thdiliked fit, and their pull width,
the latter one being a measure of the quality of the errome$éd. The pull is defined as:
<Xrec> _ W

Ox
Here,(xX*¢) denotes the mean of the fit of one individual ensemisjeghe corresponding fit error (i.e.
the width of the parabola in Fig. 6.1, top left) aké° the mean of the fits of all ensembles in the test.
In the case of parton level test$eC is replaced by the generated vak#" of the fit observables to
show a possible deviation of the fit from the input. When daliing the errors of the ensemble tests,

resampling has to be taken into account. For the mean of gtebditions, the error is simply given
by the width divided by the number agidependenensembles that can be built out of the event pool:

pull = with X € {M, Sjes, Sojes} (6.1)

o . N
X with Nind = pool .
ind Nevts

Xerr = (6-2)

The following naming convention is used here and througlitistdocument:
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Figure 6.1: Overview of the ensemble testing procedurehekample of the top mass. 1.) likelihood
fitof 1 ensemble, 2.) ensemble test with 1000 ensembles [yatson curves for 5 calibration points.
See text for details.

Npool Number of events in the event pool

Nevts Number of events in one ensemble

Nens Number of ensembles in the test

Ning Number of possible independent ensembles

As stated above, redrawing improves the estimate on thst&tak error. According to [106] the error
on the width of the pull distribution is given by:

1/ 1 1
B 1 ' 6.3
(OpultJerr = Opul \/2 <Npool * Nens— 1) >

6.2.2 Overview of the Event Pools

As stated above, only a limited number of Monte Carlo eveats lme achieved in the event pools.
In this study, pool sizes of around 2000 events for ttheignal processtilj) and 1000 events of
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Decay ttl)  ttlj  wijjjj whbbjj
etjets 1500 800 850 425
ptjets 2000 — 1000 500

Table 6.2: Event pool sizes available for the parton levelist.

W+4lp backgroundwijjjj ) are available. Here, the background only contains lightopa. Half of the
background sample is "reused”\As-bb+2Ip events\bbjj) by randomly assigning two light partons
asb partons and smearing them according to lthieansfer functions. With this sample, effects of
heavy flavor content in the background not modeled by the MEhatkecan be tested. Another test
sample is composed of 800 semileptottievents, which contain an additional parton in the final
state (labelledtljj in the following). These decays serve as a test case for®wtit initial or final
state radiation in data, also not modeled by the method. deraio minimize computing time, the
parton level studies were mostly performed on e+jets evdimis means the generated lepton was not
smeared according to the muon transfer functions, avoittiagadditional integration over the muon
momentum resolution. Nevertheless, a mass calibratianveesperformed for smeared lepton events
to show that the method works for semileptonic decays coimgumuons as well. An overview of the
pool sizes used for the parton level studies is given in Talfle

6.2.3 Normalization

The normalization of the signal and background likeliho@mfsthe parton level studies follows the
procedures described in Sec. 5.5. For the signal likelihmwdhalization the observable cross section
was calculated by applying all kinematic selection cutegiin Sec. 6.1 and Chap. 3 except the jet
momentum cut. These are as follows:

e pi(l) > 20 GeV

F > 20 GeV

AR(, jet) > 0.5

AR(jet, jet) > 1.0

Ndet(€) < 1.1

Ndet(M) < 2.0
e Nget(jet) < 2.5

TheAR cuts follow from the minimal possible distance to jets, lpgiestricted by the chosen jet cone
size of 0.5. To model the initial stafgp system with a center-of-mass energy of 1960 GeV, parton
density functions of th€ TEQCollaboration in the versio@TEQ5Lare applied [108]. Because the
matrix element method uses leading order matrix elementseicurrent version leading order PDFs
are chosen. Figure 6.2 shows the signal likelihood normatdin as a function of top quark mass for
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Figure 6.2: Normalization of the signal likelihood for tharpon level studies.

the e+jets angli+jets decay channels. The normalization is fitted byfacBder polynomial with the
parameters given in the same figure. The difference betwesetwb decay channels results from the
differentnget cuts for electrons and muons, limiting the respective plsasee.

For the background likelihood normalization, ensemblds different signal fractions are gener-
ated. To minimize statistical fluctuations, the ensemhe s maximized with respect to the available
pool sizes. In this case, the ensembles contain 1000 eviémisray for background fractions of up
to 85% in the e+jets channel. Ensembles are generated githldractions of 20% to 80% in steps
of 10% in the e+jets and between 10% and 70% ingthets channel. The background likelihood
normalization is fitted with a$l-order polynomial. The normalization and its parametdiorais
shown in Fig. 6.3. The dashed line indicates the signalibmaised in the ensemble tests. It is
apparent that the background normalization depends lslightthe signal fraction. This might be
caused by the fact that the background likelihoods are ateduvithYECBOSwhereas the simulated
samples are produced wil PGENASs described in Sec. 5.4, several approximations are nmettie i
calculation of background likelihoods which could influeribe background normalization as well.
Nevertheless, this effect does not represent a possibleesof uncertainty as the method and thus
the normalization need to be fixed, whereas all possiblesyatics have to be evaluated by changing
the input parameters. Hence, this effect is taken care didgdlibration of the signal fraction and its
systematic uncertainty (cf. Fig. 6.29 and Sec. 6.5.1).

6.2.4 Pure Signal Studies

As the method contains several innovations compared teeareasurements the parton level studies
are used to validate the method. In a first step, tests arerpexfl on ensembles being composed of
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Figure 6.4: Ensemble fit for an arbitrary ensemble with gateer values ofn, = 170 GeV,Ses = 1.0
andsyjes = 1.0. Top negative signal log-likelihoodBottom signal probability, with the filled area
indicating the integral of 68% probability.

pure signal events. This is the most idealized test caselamddsshow no deviations from the ex-
pectations. Thus, the reconstructed fit observables shes&imble the generated input values within
statistical uncertainties and the pull widths are expettddak equal to unity (within errors). For these
studies, ensembles are composed of 100 events each. Aftb@@ensembles is produced and fitted
per calibration point. If not stated otherwise, the enseslobntain e+jets events only as there is no
intrinsic difference for the method between the two typedeaifays. The background likelihoods are
not included in this study.

Mass Calibration

Masses are generated at 160 GeV, 165 GeV, 170 GeV, 175 Ge\Bar@el/. The 170 GeV mass point
With Sies = Shjes = 1 is taken as default. Figure 6.4 shows the likelihood fit fogbitrarily chosen
ensemble. The minima of the log-likelihoods are set to zsrtha absolute likelihood normalization
is unimportant. The error bars indicate the integrationeutainty and are considered by the fit.
However, the statistical uncertainty of the fit observabgedased on the width of the likelihood
gaussians. As one can see, the log-likelihood points ageHenith a parabola. No deviations in the
tails can be found in this ideal case. The fluctuations in tigerhass points are larger than for the
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Figure 6.5: Ensemble test for the = 170 GeV calibration point. For each of the observabigssies
andsyjes the distributions of the reconstructed value, its error twedpull are shown.

other two fit observables. This can be explained by the fattttie integrations for alljes andsyjes

points are performed in one turn, whereas for the top masmtégration is restarted for each input

value. The sampling points used by the numerical integratie thus fixed fosjes andsyjes, but they
are rederived for evergn, hypothesis. This is due to technical reasons. In the ensetasis, these
integration fluctuations cancel out on average due to tlge laumber of ensembles included.

In Fig. 6.5 the ensemble test for all 1000 ensembles fomthe 170 GeV calibration point is

shown. In order to prevent any biases due to quality cutdijtthenge for the different observables is
very wide, as shown in the histograms. It is chosen such tleat for extreme conditions where the
distributions become very wide not more than about 10% oktieembles are lost. These extreme
cases are for instance background tests, where the sigotbfis approach zero. For the same reason

and in contrast to former measurements [98] no cut orxfef the likelihood fit is applied.



6.2. METHOD VALIDATION 75

g T T T T T g g T T T T T g g T T T T T
Pg” L04F p0  0.9996 + 0.002406 %6 104F p0  0.9977 +0.003458 1 ®»™ 104} po  1.004+0.005662
~ ~ ~
o 8 2 (8] 4
QEH 102} W 10 + g EU)% 102} l }
1f -é é * I - f-oo=-- T = = e l - 1t -g-------=+---=-9----1-1
¢ t 1t :
098} g 098} E 098 |
096} E 096} E 096 |
L L L L L L L L L L L L L L L
10 5 0 5 10 ET) 5 0 5 10 710 5 0 5 10
en en en
(mtg - 170) GeV (mf’ - 170) GeV (mf’ - 170) GeV
g 0.05T T T T T g @ 0.05 T T T T T o4 0.05 T T T T T
e . Qo gL
S p0  0.0152 +0.000656 2 p0  0.0213 +0.000315 L(I)_Q pO 0.0353 +0.00127
~ ~
bé 004} bm"i 004} E w% 004 g
° SR I
003 0.03f E 003f E
002} E 002} ° ® ® | 002
0015 £ 3 3 T 0015 + 3 5 T 001l + 3 3 15
en en en
(mtg - 170) GeV (mtg - 170) GeV (m? - 170) GeV
% T T T T T % T T T T T § T T T T T
o o o
o 12f po  0.989+0.0128 1 © *2f po o0988:00128 1° *fr0  100+00130
11} * : 1k g 11f * :
f-ooo- & ... -* ------- 1--£ --------- - ----l—---*-- 1f - ----+— ------------- +--
i : ¢ ! ¢ ¢
oof * E oo ] oo
osf E osf g os}
L L L L L L L L L L L L L L L
10 5 0 5 10 T10 5 0 5 10 710 5 0 5 10
en en en
(miJ - 170) GeV (mtg - 170) GeV (m:" - 170) GeV

Figure 6.6: Mass calibration for pueetjets signal events withoui identification probabilities in-
cluded.
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Figure 6.7: Mass calibration for pues-jets signal events includinigidentification probabilities.
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The full mass calibration can be found in Fig. 6.6 and Fig. @f7e first figure only includes the
topological signal likelihoods, whereas the second oneamalse of thé identification probabilities
introduced in this analysis as well. The top row shows thedittalues of the three observablas
(red), ses (blue) andsyjes (green) divided by their respective input values. Thus, éRpectation
is a flat line at the value of 1.0 for all calibration pointsdiicated by the dashed lines). It can be
seen that this expectation is well fulfilled within errorshelmiddle row gives the relative statistical
errors for the three fits. They lie in the range between 1.58638% for the three observables. The
bottom row presents the pull widths. As stated above, if tieghod works, they should be equal
to one (indicated by the dashes line). Again, within errbis expectation is well fulfilled. Due to
the additional information used, the statistical errorghi@ middle row decrease as expected. The
effect is about 16% for all three fit observables. In additmihis reduction of the expected statistical
uncertainties, the inclusion ofidentification information also improves the quality of ttedibration.
This effect is shown in Fig. 6.8, where the mass calibrati@n, reconstructed versus the generated
top mass, is presented for the two cases. The fit with solelgldgical likelihoods exhibits a slope of
0.94+0.06. The fit withb identification probabilities included improves that t88+ 0.05. Although
the difference is small and the two values agree with eacér @hd with unity within errors, this is a
general trend in all calibrations.

Jet Energy Scales Calibration

The jet energy scale factors are set up in such a way that teepd@ependent from each otheges
only applies to light jetss,jes only affectsb jets. Therefore, the calibration can vary one of them
exclusively or both simultaneously. These three caseshamgrsin Fig. 6.9-6.11. In the first orggs

is varied between 90% and 110% in steps of 5%, where 100%ssfanthe nominal DO jet energy
scale. Fig. 6.10 modifies the jet energy scalelfgets between 80% and 120% in 10% increments.
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point# 1 2 3 4 5
Ses 09 09 10 11 11
Sjes 08 09 10 11 1.2

Table 6.3: Calibration points for the simultaneous vapiabf Sies andsyjes.

The larger range and step sizes)es cOmpared tses is motivated by the fact that the constraint
for syjes is weaker and thus the likelihood distributions are widene Dther scale factor is fixed to
1.0 in both cases. As the nominal jet energy scale represesypiecial point in the hypotheses grid,
also a simultaneous variation (from unity) of both scalédexis studied. The five calibration points
in Table 6.3 are chosen to allow such a simultaneous vaniatigile still keeping them reasonably
similar. As the nominal DO jet energy scale is a good apprakion for all jets (in first order), the
difference between the two is not expected to be large.

Figures 6.9-6.11 exhibit a good agreement of the fits withettgectations. The statistical errors
agree in all three calibrations. The pull widths are someavghaaller than the expectations of one
(0.92-0.99) indicating that the statistical errors haverbeverestimated slightly. The calibration
curves for the same three cases are drawn in Fig. 6.12. ABdanass calibration, the slopes exhibit
perfect agreement with unity and the biases lie in the p&mahge.

ut-jets Mass Calibration

In order to show that the method works for smeared leptontsyea. u+jets decays as well, a mass
calibration is performed (cf. Fig. 6.13). It demonstratgaia the power of the method, although
the fluctuations especially in the pulls are somewhat latigan in the case of+jets events. A
possible explanation is the additional muon momentum matémn which introduces a new source of
fluctuations. Thees fit agrees very well with the fits in thet-jets case as it is only constrained by the
two jets stemming from the/ decay. In contrast, th& ands;jesfits incorporate the (smeared) lepton
in their constraints and are thus affected by the additisnatce of uncertainty. It is apparent that in
these cases the statistical errors are underestimatedinychr%. Nevertheless, the calibration curves
in Fig. 6.14 with a comparison of thetjets andp+jets mass calibration still exhibit a reasonable
slope of 0974 0.04 for the latter decay. The bias increases from about 400 {eA00 MeV when
switching the lepton smearing on.

6.2.5 Studies Including Background

For the studies including background the 1000 ensemblescanposed of 200 events each. Due to
the limited statistics available for thMéjets sample, ensemble tests are performed for a signaibinact
of 50%. This corresponds to the same number of signal everits the pure signal studies. In the
following, the dependencies on various sources of backgtamd on the estimated signal fraction are
studied. For completeness, the calibrations for the thtedb$ervables are added in App. B. As they
give no qualitatively new information compared to the sésddresented so far, they are not discussed
further.
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W+4lp Background

In order to study the effects of background on the fits and t it how much the introduction of
background likelihoods helps, Fig. 6.15 and Fig. 6.16 shalibations with the fraction div+-4lp
events varied between 0% and 90% in 10% steps. The first figuyeirrcludes signal likelihoods
whereas the second calibration additionally makes useeob#itkground likelihoods. When back-
ground likelihoods are not included, the mass fit starts goicantly deviate from the generated
values at fractions of around 30% background. At 90% backgtdraction the deviation reaches
6%. Thesjes andsjes fits exhibit a more linear behavior, leading to deviation§%f and 4%, respec-
tively, at fokg = 90%. The pull widths of up to 1.5-2.0 show that the error eat@nfails in this case as
well.

On the other hand, if background likelihoods are includedegsicted in Fig. 6.16, the top mass
fit works very well up to background fractions of 80%. The mestoucted mass agrees with the
expectation and the error estimates are much better as daneted by the nearly flat distributions of
the pull widths. Only thesies and syjes fits still exhibit steeply falling distributions. This shidube
attributed to the fact that the background likelihoods arevaried in the twasies ands,jes hypothesis
dimensions. As stated before, the independence of the tagokd likelihood on the top mass is a
good assumption, whereas it is only an approximation foother two observables.

W+-bb-+j Background

An important aspect of the background which was not cons@lantil now is the fraction aiV+bb-Hj
events. As these contain two "redd’juarks, they resemble the signal more tiéardlp events do and
the b identification probabilities cannot help in their case.f&6.17 depicts the dependence on the
(absolute)V-+bb+j fraction. The ensembles are built in such a way that theaifraction is fixed

at 50%, while thaN+-bb+j fraction varies between 0% and 50%. The rest of the evartslawn
from theW-4lp pool so that the total background fraction is fixed to 508well. The calibration
makes clear that the dependence on this background comtpisnemall. Even if the background
consists of 100%V-+bb+jj events, the top mass deviates less than 1% from the gexevatue. The
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Figure 6.13: Mass calibration for pupe-jets signal events.
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Figure 6.14: Mass calibration curvdseft e+jets decayRight p+jets decay.

distributions for theses andsyjes fits show the same behavior: they are almost flat compareceto th
large dependence of the fits on the total background fraction

tt Events with an Additional Parton

A different kind of background ari events with an additional parton from initial or final staaelir
ation {tljj, following the nomenclature in Table 6.2). In this case,tthasverse momentum of tiie
system is nonzero and the balance in the transverse planenbsdisturbed. Thus, neither the top
mass fit nor thes, jes fit are expected to work perfectly. Figure 6.18 contains thiébration versus
(absolute) ttljj fraction. Again, the signal and backgrduractions are fixed to 50%, but in this case
the signal part is mixed from the standatgbool (ttlj) and the ttljj pool, whereas the background con-
tains onlyW+4lp events. The plots exhibit a similar behavior as in theadsncluding background
events without background likelihoods (cf. Fig. 6.15). 1 not surprising because the situation is
comparable: the signal events with an additional partorstitoie a new source of background which
is not described by the method (i.e. neither signal nor baxkdl likelihoods). Thus, with growing
fractions of this process the deviations from the expematicrease. However, as this "background”
is more signal-like and the additional parton is considénetie ses ands,jes hypotheses, their fits are
hardly affected, exhibiting nearly flat distributions.

Signal Fraction Dependencies

When background is included, the reconstructed signatifras become an important aspect of the
fits. Figure 6.19 gives an overview of the reconstructedusegenerated fractions for the three differ-
ent types of background discussed above. In Fig. 6.19@Jalibration of the signal fraction itself is
shown. As the matrix element method only considirsdlp events in the background likelihood, the
signal fraction calibration contains only+4Ip background as well. It can be seen that the calibration
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Figure 6.16: Background fraction calibration includingckground likelihoods.
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Figure 6.19: Signal fraction calibration curves for theatiént types of background.

curve follows the ideal case with a slope of 1.0 quite wetha@ligh its slope of 0.92 is slightly smaller.
The discrepancy to the ideal curve can be explained by thieHatthe background normalization is
only correct for the assumed signal fraction of 50%. For otlaues the background normalization
deviates as can be seen in Fig. 6.3. In the opposite sensrjdeethe background normalization is a
constant factor in the method, the signal fraction is nofgatly reconstructed for values other than
50%. If one checks Fig. 6.19a in detail, one observes a srealdi the nominal signal fraction of
50%. Here, the reconstructed signal fraction gives 50.98@&6h small discrepancies can be easily ex-
plained by fluctuations in the background normalizationaslwe found in Fig. 6.3 for théygn = 0.6
point.

For the other two types of background shown in Fig. 6.19(b) ti{eir different nature becomes
visible in the signal fraction calibration. If none of thedkrbb+j or ttljj events are included, the
signal fraction is reconstructed at the 51% value expectad theW+4lp calibration. However, as
more of these events are included the reconstructed sigaeldn diverges from this expectation.
Due to the fact that thé&/+bb+jj background looks more signal like thakt+4lp, the reconstructed
signal fraction rises with highef,npjj. In contrast, the ttljj signal process resembles the backuf
more than puré+jets events. Thus, the signal fraction falls with higligg;. In addition, the figure
reveals that the effect &aV+bb+jj events on the signal fraction is stronger than for ttljpats. At
fwobjj = 0.5 (absolute), which corresponds to a background compositid 00%W--bb-+j events,
the signal fraction is 27% higher than for pihé-4lp background. In the ttljj case, the difference is
only 5.5%.

In Figure 6.20 the reconstructed signal fraction is showisug them, Sies andsjes calibration
points. For the default valuer( = 170 GeV,sies = Shjes = 1), the reconstructed signal fraction is 51%
as for the background calibrations mentioned above. Nesiegs, deviations from this default value
yield different reconstructed fractions. All three dibtriions exhibit a falling behavior, i.e. the signal
fraction decreases with higher valuesf Sies Or Spjes. FOrm andsies the deviation infsrieg"0 between
the default and the most extreme input values is 3.8%. Irsjjagcase one obtains a difference of
5.8%. Thus, for the matrix element method the signal looksenbackground like for higher values

of the fit observables.
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6.3 Method Calibration

In order to obtain a calibration applicable to measured,datasemble tests on fully simulated events
need to be performed. For this analysis, Monte Carlo sangfl&¥+ets background antt signal

are used. They are generated according to the "'mateh&{EN+ PYTHIA” scheme. This means
ALPGENB95] is used to generate the parton-level matrix eleménhtg,HIA [94] performs the shower
evolution and hadronization and tMe.Mmatching scheme [109] is applied afterwards. The matching
removes possible overlap between the hard partons cregtétetmatrix elements and the parton
shower in an event. ThELMmatching also attempts to fill gaps in the phase space lefipuiated

by less sophisticated event generators.

An overview of the Monte Carlo samples used in this analygsgven in Sec. 6.3.1. The determi-
nation of the signal and background fractions can be foursem 6.3.2, followed by the normalization
of the signal and background likelihoods in Sec. 6.3.3. Tiisemble tests are constructed according
to these fractions and the calibration curves for the da@sorement are finally derived in Sec. 6.3.4.

6.3.1 Overview of Monte Carlo Samples

To obtain a meaningful Monte Carlo sample exclusive andisice light parton multiplicity bins must
be combined. For the signal process thesetarell p, tt + 1lp (both excl.) andt + 2Ip (incl.). The

tt system is forced to decay semileptonically in the event ggoeand the number of light partons
indicates the presence of additional partons in the hardess For the event generation a scale
defined bym? + 5 p2(jets) is used. Five signal samples at generated top quark masdée @eV,
165 GeV, 170 GeV, 175 GeV and 180 GeV are available. An overeiethe subsample composition
and size of the event pools for the different input massesbeaiound in Table 6.4. As is the case
for the parton level studies, the event pool sizes are laiitg the computation time needed for the
likelihood evaluation in the signal process case and by ¢k& humber of selected events in the
background process case.

Both signal and background samples are produced @iEQ6L1parton density functions [82]
and run through a fulGEANTJ3110] detector simulation witlibOgstar [111]. The reconstruction
and analysis chain described in Sec. 6.1 is the same onecfouske data samples.

TheWets background is composed of 11 subsamples listed in BableombiningMj, W-+bb
andW+-cc contributions. ThéV is forced to decay leptonically during the generation, #te gtem
from the additional light or heavy partons. In order to obtaiclean sample in which all heavy flavor
contributions are produced by t_PGENgenerator, events in which heavy flavor quarks result
from the PYTHIA showering are removed from the samples. For\thgets generation a scale of
mg, + > p2 (W) is applied. As a result of the hard requirements in the evalaton, it is not possible
to produce enough statistics in thé+ Olp andW + 1l p subsamples to obtain reasonable (selected)
event numbers. Thus, the handful of events selected wogqldreeextremely high weights compared
to the other subsamples. This would lead to artefacts initenatic distributions and finally in the
mass fit. As this is not a physical effect but is simply causgthk low statistics, the two subsamples
are excluded from the analysis.

Due to differences in the produced statistics comparedein thspective cross sections the sub-
samples are given a Monte Carlo weight. As this leads to deatfins throughout the analysis, the
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Top Mass Sample cross Nevt

section efjets p+jets
(pb) pre  post pre  post
ttj+Olp | 2.042| 610 1220 900 1286
tt160 ttj+1lp | 0.866| 251 503 334 476
ttj+2lp | 0.665| 139 277 167 238
Total 3.573| 1000 2000 1400 2000
ttj+0lp | 1.732| 622 1244 905 1291
tt165 ttj+1lp | 0.735| 248 495 331 474
ttj+2lp | 0.556| 130 261 164 235
Total 3.023| 1000 2000 1400 2000
ttj+0lp | 1.505| 629 1258 924 1320
tt170 ttj+1lp | 0.629| 239 479 322 459
ttj+2lp | 0.469| 132 263 154 221
Total 2.603| 1000 2000 1400 2000
ttj+0lp | 1.300| 629 1258 920 1315
tt175 ttj+1lp | 0.540| 284 569 379 459
ttj+2lp | 0.265 86 173 101 221
Total 2.105| 999 2000 1400 2000
ttj+0lp | 1.122| 638 1275 941 1343
tt180 ttj+1lp | 0.468| 241 482 318 455
ttj+2lp | 0.345| 121 243 141 201
Total 1.935| 1000 2000 1400 1999

Table 6.4: Event pool sizes of tiiesignal available for the MC calibration.
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Subsample Cross HF Nevt
section scalg etjets U+jets
(pb) factor| pre post pre post
W+2Ip 298.6 —| 22 41 24 34
W+3lp 70.56 —| 36 68 40 60
W+4lp 15.83 —| 113 210 129 193
W+-5Ip 5.760 —| 202 375 227 341

W+ibb+Olp| 1918 117/ 1 2 1 2
W+ibb+1lp | 7939 117/ 6 10 6 9
W+bb+2lp | 2637 117/ 9 16 11 17
W-+bb+3lp | 1.069 1.17| 32 60 33 50
W+cc+O0lp | 7115 117/ 1 1 3 4
W-cC+1lp | 29.85 117 8 14 11 17
W-cc+2lp | 13.74 1.17| 95 177 115 172
Total 536.3 525 974 600 899

Table 6.5: Overview of th&/+jets background available for the MC calibration. Crosdieas, heavy
flavor (HF) scale factors, sample composition and pool saredisted.

event pools are constructed with respect to the subsampds sections and their acceptance in such
a way that an unweighted/+jets sample is achieved. The cross sections taken for taisted in
Table 6.5. As this analysis makes usebatientification, the relative fraction of heavy flavor versus
light flavor contributions in the background becomes imgatt It is known [112] that Monte Carlo
and data samples disagree in the amount of heavy flavor Wwegging is applied. This is partly
caused by the fact th&tL PGENuses leading order cross sections and the heavy flavor loatibris
are expected to be higher at next to leading order. To deéltwis discrepancy heavy flavor scale
factors are derived [112] and applied to increase the velatbntribution of theNV+bb andW+-cc
subsamples. For this analysis, it was decided to use a heawy 8cale factor of 1.17 with a relative
uncertainty of 25% for all heavy flavor subsamples [113].

For thesjes ands jes shifted samples, the reconstructée) {ets of thett sample withm = 170 GeV
and theAHets sample are multiplied with the respective scalingdiecbefore the selection aif is
corrected for the shifted jets. After the selection, the glanaomposition with respect to the different
subsample fractions is slightly changed due to the shiftsisTthett andW-jets pool composition is
adapted accordingly for each calibration point.

6.3.2 Signal Fraction Determination

Before ensemble tests can be performed to obtain calibratioves that can be applied to a data
measurement, the ensemble composition needs to be estimatte data. The procedure described
in this section was developed for the top quark cross seeatiatyses at DO. Since these analyses use
slightly different event selections and in particular ordyguire four or more jets, the method needs
to be reapplied to this analysis. The signal fraction deiraition procedure makes use of kinematic
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quantities that show reasonable separation between sagdabackground processes and combines
them into a topological likelihood discriminant. The fallmg variables are included:

Hr The scalar sum of thpr of the four jets.
Centrality The scalar sum of transverse energies divided by the saataro$ energies of the
four jets.
Al ) Azimuthal opening angle between the lepton &nd
T min Defined as o
KT min = ARMET/EYY . (6.4)

Here, AR™ denotes the minimum separation between any pair of ) is the
minimum transverse energy of these two jets E?ﬁbl = E'T + H.

Aplanarity The normalized momentum tensef is defined as:
Il
Yilp'?
wherep' is the momentum vector of a reconstructed object paddk are Cartesian
coordinates. By standard diagonalizationsaf one may obtain three eigenvalues

A123, Which fulfill A1+ A2+ Az = 1. The aplanarity is defined as= 3)\3, wherehs
is the smallest eigenvalue. Therefore, it is restrictedhéoringe 6< A3 < 0.5.

ik (6.5)

Sphericity Defined ass = %()\2 + A3) with A, andA3 being the smallest eigenvaluesaf. The
sphericity is defined in the range<0s < 1.

The aplanarity is a measure of the flatness of an event. Sadaks correspond to planar events,
whereas large values indicate more spherical eventsvents tend to be spherical as is typical for
decays of heavy objects. In contraatijets and multijet QCD backgrounds demonstrate more planar
event topologies caused by the fact that the jets in thesgseaeise predominantly from initial state
radiation. The sphericity essentially gives the sumrp%dvith respect to the event axis. Thus, a 2-jet
event corresponds to= 0 and an isotropic event to~ 1. As in the case of the aplanarity, decays of
a heavy object such astend to be more isotropic than the background processes.

In order to obtain probability density functions for sigri§l) and backgroundg;), the variables
given abovex) are histogrammed fdt signal and\+ets background and normalized to unity. To
be less sensitive to statistical fluctuations of any of thpuirvariables, these are transformed in the
following way for the histograms:

In(a) In(s) In(c) In(Hr) IN(KTmin) ~ AQ(lL,E) .

The logarithms of the probability ratios (@WE—LS) are parameterized with functional fits to obtain

probability density functions Ié% for the input variables. The likelihood function can be apxpr
mated in the following way, if the input variables are assdrtebe uncorrelated:

, Sxa, -, Xe) . mS  expsiing))
©S(X, e X6) TB(XL, %) T TS HTiB exp(Ti(ng)) +1

(6.6)
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Figure 6.21: Templates for the topological likelihood fiidiee+jets andu+jets decay channels.
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Figure 6.22: Topological likelihood fits or thet-jets andu+jets decay channels.

The QCD multijet background tends to be small and of simid@otogy as thé\+ets background.
Hence, itis not treated separately in the fits of the topckldikelihood input variables. Nevertheless,
it is included in the topological likelihood fit for measugirthe signal fraction. Since QCD multijet
background is not easy to model by Monte Carlo, the QCD saisplbtained from data by inverting
the tight isolation cut for the lepton, i.e. selecting lodmga-not-tight leptons. The topological likeli-
hood discriminant (6.6) is calculated for all events intih&\Hets and QCD multijet samples. In this
way one obtains the likelihood discriminant templates showFig. 6.21 for the three processes.

For estimating the signal fraction in data, the three tetaplare fitted to the data distribution of
the likelihood discriminant. The fit results for tleg-jets andu+jets decay channels are depicted in
Fig. 6.22. In the fit, the ratio d\+jets and QCD multijet background is not varied freely. laste
their relative fractions are fixed to the values obtainediftbe so-called matrix method (cf. App. G).
The absolute event numbers and obtained fractions of tee samples together with their one sigma
errors are given in Table 6.6. For tlee-jets channel a signal fraction of 28.6% is determined and
35.5% is measured for thetjets channel.



96

CHAPTER 6. TOPMASS MEASUREMENT

Decay tt Whiets QCD
g New 79.171%2 1493™151 489774
o fn (%) 286728 539783 176712
viets New 9467128 15607173 152724
K] f (o/) 355+5.9 58 6+6‘7 57+240
N 70 57 -0 66 -f_19

Table 6.6:

Fitted fractions df signal,Wijets and QCD muiltijet background.
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Figure 6.23: Normalization of the signal likelihood for tbalibration.

As both the procedure described above to determine theldigiwdion in data and the whole
matrix element method rely heavily on Monte Carlo sampteshould be shown that the Monte Carlo
simulation describes the data, in the first place. A data/M@marison study is performed and the
results for all relevant kinematic quantities are shown ppAG for the four jet exclusive bin with the
Monte Carlo sample fractions fixed to the values determinetthis section. The same studies were
performed for events with fewer jets as well and are sumredria [114]. All data/MC comparisons
show good agreement for the kinematic distributions andarger discrepancies are observed in any

of them.

6.3.3 Normalization

The normalization for the fully simulated events follows ttame procedure as described in Sec. 5.5
and Sec. 6.2.3. It needs to be rederived as several difieséndhe simulation and likelihood calcu-
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Subsample etjets p+jets
pre post pre post

it 28 54 39 56

Wijets 67 128 70 101

Total 95 182 109 157
Sum 277 266

Table 6.7: Event numbers for the eight event pools used tgosmthe calibration ensembles.

lation between the parton level studies and the fully sitedlaamples exist, e.g. the versions of the
CTEQparton density functions. The result and parametrizatoithfe signal likelihood normalization
are given in Fig. 6.23. The normalization of the backgroukelihood can be found in Fig 6.24. As
was shown in Sec. 6.3.2, the signal fraction in data is 28@%-fjets and 35.5% fop+jets. Hence,
the background normalization is performed for these points

6.3.4 Calibration for the Data Measurement

The ensembles used for the data calibration are composegcina way, that they resemble the
observed data contributions. As will be shown in Sec. 6.d stflected data sample consists of 543
events distributed over pre- and post run periodsearjdts andu+jets decay channels. Table 6.7 lists
the respective event numbers for the eight event pools. ibmalsfraction is fixed to the values for
etjets andu+jets derived in Sec. 6.3.2.

As stated in the description of the matrix element methodQbtiap. 5), several assumptions made
in the calculations of signal and background likelihoodsrast perfectly true. For instance, the back-
ground is assumed to be independensi@fands,jes. Furthermore, the fully simulated Monte Carlo
contains contributions from underlying event, pile-up @mtal and final state radiation, which are
not modeled in parton level events. Finally, as was showherparton level studies (see Sec. 6.2.5),
the method degrades if processes are present which are weileddy the likelihoods, e.giV+bb
or tt+Nlp contributions. Both processes are included in the faliyulated events. Hence, perfect
agreement between generated and reconstructed obsereahleot be achieved in the calibration and
the calibration slopes, offsets and pull widths are expketiedegrade compared to the parton level
studies.

Figure 6.25 shows the background calibration. Wagets background fraction is varied between
0% and 90%, the other events dtesignal withm = 170 GeV andsies = Shjes = 1. It is apparent,
that the relative offsets with pure signal events are beloaround 1% for the three fit observables,
showing good agreement with the expectation. When inargasie background fraction, the same
effects observed in parton level studies occur:gheands,jes reconstructed values instantly start to
decrease, whereas the reconstruction shows a flat distribution (meaning goodmstraction) up to
background fractions of around 60%. At higgk,, them fit starts to degrade as well. Agxg=90%
the reconstructed values are about 95% of the generated ®hegull widths are around or below
1.1 without background included, indicating a good errdingstion. Again, for higher background
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Figure 6.25: Background calibration for fully simulateckats.

fractions the pulls start to degrade slowly, reaching \@lolaround 1.2 afyg = 70%. At higher
background fractions, the error estimate @k andsjes can no longer be trusted.

The mass calibration is depicted in Fig. 6.26. The mass fiivshgerfect agreement with the
expectation, whereas tlsps ands,jes fits exhibit reconstructed values which are too low45%).
This is in good agreement with the offset seen for the backgtdraction used in the background
calibration curve given above. The errors and pulls are fitht k@spect to the generated top mass, de-
spite statistical fluctuations. The pull widths are 1.1@6land 1.22 fom, Sies andsyjes, respectively.
These are still very good values if the drawbacks describduegbeginning of this section are taken
into account.

The next picture, Fig. 6.27, depicts thgs calibration. The distributions show in general the same
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flat behavior as in the top mass calibration. Nevertheléssetis a rise in the pull widths in thg
andsyjes fit for low generatedses values. Also, the reconstructegles decreases towards lowsggs
inputs. This trend is already indicated in the parton letadlies including background (cf. Fig. B.5),
although it is not as striking due to the larger statistiagatartainties. In contrast, it is not visible in
the parton level studies on pure signal events (cf. Fig..619)is leads to the conclusion, that the
behavior might be connected to the assumptions made in tigiwaund likelihood, in particular the
neglected dependence on the JES scaling fasjgrands,jes. However, this effect only appears at
large deviations from the nominal jet energy scale (-5% 696}, whereas the uncertainty on the jet
energy scale lies in the few percent range (cf. Table 6.32adHition, previous measurements have
shown, that thesies fit for tt events tends to the direction of highs values [92]. Thus, it is not a
drawback for the data measurement, in which the main focos the fitted top mass. The fact, that
deviations only appear in th&jes fit can be explained by the strong constraint of lienass in the
Sies fit and the weaker constraint of tisgjes. Thus, if events are deformed in such a way that they
appear "unphysical” to the matrix element method fit, disdois are likely to show up isyjes, first.

The last calibration, Fig. 6.28, gives the results for the@rsussyjes Again, the reconstructed
fit values show no (significant) dependence on the input gabfes,jes. The error and pull width
distributions are also flat. Only in the pull width a dependence ogjes is visible. However, no
distortions such as those in tisgs case are found in the ensemble tests. Instead, botmtHi
distribution width and the error estimate increase withdowalues o es. It can thus be concluded
that the fluctuations im increase with decreasing input valuesgts.

For completeness, the reconstructed signal fractionsisehgm;, Ses andsy jes calibration points
are displayed in App. H, Fig. H.1. The distributions exhibi¢ same behavior as in the parton level
studies. The reconstructed signal fractions decreaseimdtkasing input values for all three fit ob-
servables. At the default calibration poimt = 170 GeV,Ses = Shjes = 1, the reconstructed values
agree perfectly with the expected value of 32.6% within rstroThis implies, that the calibration
samples are very well normalized.

The calibration curves which can finally be applied to datadepicted in Fig. 6.29. They show
the reconstructed versus generated values for the fourdéroablesfsig, m;, Ses andsyjes and are
parameterized by a straight line. With their help, any retaeted valuee: can be turned into a
calibrated valuey by the following equation:

Xrec — Xoff — Po(X)
P1(X)
Here, po(X) and py(x) are the respective parameters of the straight line fit gindfig. 6.29, ando

is the offset subtracted from each input value in the grapés,fsigott = 0, m ot = 170 GeV and
Sjesoff = Shjesoff = 1.

Xcal = + Xoff X € { fsig, M, Sies, Sojes} - (6.7)

6.4 Data Measurement

For the top mass measurement presented in this analysisaffaetawith the DO detector during the
so-called Run lla between 2002 and 2006 is used. It amountsowt 1 fo! of integrated luminosity,
split into electron and muon decay signatures and run petiefore and after a Shutdown in 2004
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Figure 6.28:s,jes calibration for fully simulated events.

Signature Delivered Recorded Good Quality
etjets 1312.14  1195.82 1035.64
ptjets 1349.20 1146.31 994.14

Table 6.8: Integrated luminosities in ph
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Figure 6.29: Calibration curves for the four fit observalitesfully simulated events.

Decay| pre post| Total
efjets| 95 182| 277
ptjets | 109 157 266
Total | 204 339| 543

Table 6.9: Selected event numbers for 8igets andp-jets decay signatures in the pre- and post-

shutdown run periods.
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FitrangeNys m (GeV) om (GeV) Ses Osjes  Shjes Osbjes

3 169.4 29 0.981 0.018 0.999 0.037
4 169.5 29 0.982 0.018 1.002 0.036
5 169.4 3.3 0.982 0.018 1.005 0.038
6 169.4 3.1 0.982 0.018 1.007 0.038
7 169.1 29 0.982 0.018 1.009 0.038
Mean 169.4 3.0 0.982 0.018 1.004 0.037

Table 6.10: Measurement results vs. fit range. The rangeyala@nsists of 2Ny + 1) points to be
fitted and is symmetric around the absolute likelihood mimim

Observable Reconstructed Calibrated External Ao Ref.
m (169.4+ 3.0) GeV (169.2+ 3.5GeV) (172.6+ 1.4GeV) 0.9 [115]
Sies 0.982+ 0.018 1.038% 0.023 1.030+ 0.017 0.3 [55,92]
Shjes 1.004 4+ 0.037 1.056= 0.045 1.048+ 0.018 0.2 [92,116]
fsig (34.6 + 2.4)% (35.2+ 2.4)% (32.0+ 8.1)% 0.4 Sec.6.3.2

Table 6.11: Reconstructed and calibrated data measurewmiits and external measurements for
comparison. Thé&o values between this analysis and the external results &eeld by adding both
uncertainties in quadrature.

(referred to apre andpos). An overview of the delivered, recorded and good qualitggnated lu-
minosities can be found in Table 6.8. As stated in Chap. §,amis in which all detector components
were working well during data taking are used for a top masasm&ment, as all subdetectors are
needed for reconstructing the top decay products. A moraildétlist of thel+jets triggers used
and their specific integrated luminosities is given in App. @ut of 1,849,900,000 events initially
recorded, 143,399 are preselected, separated-jets (99,473) andli+jets (43,926) decays. Only
543 events, nearly equally distributed between the twoydsimatures, survive the final selection
stage. The final event numbers are listed in Table 6.9.

Figure 6.30 shows the uncalibrated result of the likelihfibtbr 15 data points being fitted. As
described in Sec. 6.2.4, statistical fluctuations of the emical integration especially show up in the
top mass likelihoods. This effect can be seen here as wellileVigbssible biases in the top mass
estimate cancel out on average in ensemble tests, this isecessarily true for individual pseudo-
experiments or correspondingly for the data set. In ordezdace a possible effect on the data result,
the data measurement is repeated for several fit ranges.e$hksrare listed in Table 6.10. It can be
seen that, as expected, the fluctuationsyiare indeed larger than those in the other two observables.
To average over the fluctuations, the mean values of theséisese quoted as the reconstructed
values.

Table 6.11 applies the calibration derived in Sec. 6.3 taiabthe final results. The statistical
uncertainties of the fit observables are inflated by the geepall widths obtained in the calibration.
The external results listed for comparison are the curremtdiaverage for the top mass (as of March
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2008) [115], the jet energy scale and its error provided kyJES group fosies (derived for ay+jets
sample) [55], the expected discrepancy in the jet responBe@rsus light jets fos,jes[116] and the
signal fraction obtained from the topological likelihootféir fsig (cf. Sec 6.3.2).

The measurement yields:

m = (1692+35)GeV (6.8)
Ses = 1.038+0.023 (6.9)
Sjes = 1.056+0.045 (6.10)
fsg = (352424)%. (6.11)

As one can see, the results agree very well with the extereakaorements, showing deviations that
are around or belowd. Figure 6.31 shows a comparison between the extractedt&tatiuncertainty
in data and the error distribution obtained in Monte Cartdl{a default calibration point).

6.5 Systematic Uncertainties

For the studies of systematic uncertainties different@esiconcerning detector and physics modeling
and the uncertainties of the method itself need to be takeraiccount. The procedure for extracting
the individual components is described in the followingteecwith a summary of all significant
systematic uncertainties given at the end.

Due to the fact that most of the uncertainties involve eitle@reighting of events or reintegration
of likelihoods, the ensembles need to be redrawn for thertaingy evaluation. Thus, the statistical
uncertainty in them, estimate needs to be taken into account. For the 1000 psymoinents used
in each ensemble test, the uncertainty on the mean of theigaugted to them, distribution is about
0.1 GeV. For the two ensemble tests used to evaluate an amtgiithe default and the modified one),
the quadratic sum yields 0.14 GeV. Hence, shiftenimuch less than this value can be completely
attributed to the statistical uncertainty of the evaluati®Guch small uncertainties indicate that the
method is insensitive to their source and thus they are aeglen the total systematic uncertainty.
Nevertheless, for completeness their studies will be dised in the following as well.

The uncertainties that involve either reweighting of egamta change in the sample composition
are determined by rederiving the mass calibration curveematuating it at the reconstructed top
mass in data (169.4 GeV). The attributed systematic unogrts defined as the difference between
this slightly shifted value and the default calibrated m@$9.2 GeV). Systematic uncertainties that
require reintegration are instead evaluated at a singleratibn point. Here, they = 170 GeVSjes =
Sjes = 1 point serves as reference since the background normaiizatderived for it and it is the
origin of the hypotheses grid. In this case, the differemcéhe fitted top mass between the default
ensemble test and the modified one is taken as systematigainte

6.5.1 Method

In this section all systematic uncertainties caused by thgixrelement method as it is applied in this
analysis are derived.
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Reco. Calibr. Po p1 Asys
up down up down
fsig 0.346  0.3524] 0.3475 0.3573 0.3496  0.35530.006
m  169.4 169.209 168.758 169.660 169.257 169.154.454
Ses 0.982 1.0376/ 1.0328 1.0424 1.0373  1.03780.005
Sjes 1.004  1.0559 1.0477 1.0642 1.0530 1.05930.009

Table 6.12: Systematic variation of the calibration curaeapetersup anddowndenote a variation
in positive or negative direction.

Calibration

As shown in Fig. 6.29, the calibration applied to the dataeisved by a straight line fit to the cal-
ibration points of all four fit observables. The two parametef the fit can only be derived with a
certain accuracy caused by the statistical errors of thierefibn points. To extract the uncertainty on
the top mass that is caused by the calibration, the calibratsults are rederived by scaling the two
parameters up and down by their uncertainties one at a tirhe.rdsults are listed in Table 6.12. A
systematic uncertainty of 0.454 GeV is assigned to the togsrdae to this source.

Signal Fraction

The ensemble tests for extracting the calibration curveganstructed with a signal fraction fixed to
the value measured in data. This signal fraction can only éasored with an accuracy of 3.5% for
etjets events and 3.7% far-jets events. The mass calibration curve is rederived withrépective

fractions varied up and down by this amount. The extractpdrass varies by 0.340 and 0.605 GeV,
respectively. A symmetrized uncertainty of 0.473 GeV isgas=d to the top mass due to this source.

Luminosity Reweighting

As the underlying event models in the Monte Carlo generaisesl for this analysis do not perfectly
describe the data, a zero bias overlay is applied to the MGatéo samples [117]. This means,
"events” measured in the detector when no hard collisioniggered, are added to the generated
Monte Carlo events to simulate the underlying event. As tiopgrties of the underlying event (e.g.
total transverse energy) are luminosity dependent, the lziess data set used for the overlay should
resemble the luminosity distribution of the full data setinich the top mass is measured. As this is
not exactly the case, Monte Carlo events with zero bias ayente reweighted to match the "correct”
luminosity distribution. In order to study the effect of ghieweighting on the top mass, the mass
calibration curve is rederived with these weights removeéHis leads to a shift in the top mass of
0.178 GeV being assigned as systematic uncertainty duéstedbrce.
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QCD Contamination

In the description of the matrix element method (Chap. 5)yas stated that the kinematic distri-
butions ofWHets and QCD multijet background events look very similad #me QCD background
does not need to be modeled separately in the method. Thessalmble tests are performed with a
background composed of pué¢Hets events. To study the effect of this assumption on thertags,
the ensemble tests for deriving the mass calibration cuweepeated with QCD events included.
The QCD fraction is hereby fixed to the value obtained in tip®logical likelihood fit (cf. Sec. 6.3.2,
App. G). As QCD multijet Monte Carlo simulation does not jgeify describe the kinematic distri-
butions observed in data, the QCD events are drawn from a Qithed data sample instead. This
sample is selected by applying all selection requiremeuntsdversing the lepton isolation cut (i.e.
selecting loose butot tightleptons). The comparison of the top mass measurement wdtiwenout
QCD multijet events being included in the calibration y&ehl systematic uncertainty of 0.268 GeV
due to this source.

Signal Contamination

SinceALPGENt samples used in this analysis are exclusive samples dogsistly of | +jets events,
possible contamination from the other decay channels isaken into account in the ensemble tests.
To evaluate the effect of this contamination on the top qumdss, the ensemble test for the=
175 GeV mass point is repeated while includth@vents in the dilepton channel. This mass point is
chosen for practical reasons.

Like thel +jets samples, the dilepton sample used also consi#ttBGENt events composed of
the following three parton multiplicity subsamples:+ 0l p, tt + 11 p, andtt + 2l p. The total number
of dilepton events to be included in the background is detexchfrom the relative weights of the
dilepton tol +jets samples:

tt+2lp
(o (tt_—> ) x Ei(tt_—> )
i=tt+0lp
tt+2lp
oi(tt — | + jets) x g (tt — | + jets)
i=tt+0lp

Rl : 1+ jets) = (6.12)

where the sum runs over the three parton multiplicity sulmasnand theo;'s and g;’s represent,
respectively, théALPGENcross sections and efficiencies to pass the final selectiomtdtal number
of tt dilepton eventsNgiiep) is then given by:

Naiep = Rl @ 1+ jets) x Niijets (6.13)
= Rl : I1+jets) x (fropxN) (6.14)

whereN| | jets is the total number oft |+jets events fsig is the signal fraction used in the ensemble
tests and\; is the number of events passing the final selections. Inofudilepton events in the
background shifts the top mass by -0.190 GeV [92], which $gagd as the systematic uncertainty
in both directions due to this source.
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6.5.2 Detector Modeling

In this section all systematic uncertainties attributetheimperfect modeling of the DO detector are
derived.

Residual JES Uncertainty

In the analysis presented here, the jet energy scalingrfagtds a free parameter in the top mass
fit. Thus, absolute shifts between the JES derived in DO aadtthe” jet energy scale in our (top-
enriched) data sample are measured (with statistical taier) and do not harm the top mass mea-
surement as has been shown in the ensemble tests. Nevesthtbkre is still the possibility that the
real jet energy scale cannot be achieved by a simple scate fad shows a more complicated behav-
ior over the jet energies. To study such contributions taJte8, the uncertainties provided by the DO
JES group are parameterized versus the jet energy sepdatéhe fournge regions used in the jet
transfer functions. Figure 6.32 shows the results for thative JES erroojes/ jes As one can see,
in general the errors range between 1.2% and 3% dependingeatetector region. However, they
display a non-trivial behavior with respectiq. For the determination of the systematic uncertainty
on the top mass, all jets in the Monte Carlo calibration pémism = 170 GeV) are scaled up by the
parameterized errors on the jet energy scale. For thessliE&d samples, the signal and background
likelihoods are recalculated. An ensemble test performigldl tvese pools results in a top mass shift
of 0.265 GeV compared to the standard pools. This shift igaed as residual JES uncertainty.

Residual bJES Uncertainty

As for the general jet energy scale (JES), absolute shiftseeJES foib jets (bJES) are accounted for
in the top mass fit by the fregjes parameter. Therefore, only differences in the responségeit
(Ro) compared to all jetsR;) which vary with the jet energy represent a possible sourc@certainty

for the measurement presented here. As studies of suchewt kfive just been started by the JES
group [118], no estimate of the residual bJES uncertainist®so far. Hence, several slope values
and their effect on the top mass fit are evaluated and presentég. 6.33. Here, a slope of 0.1, for
example, stands for a 10% increaseRyyR; per 100 GeV in the jet transverse momentpﬁf. Itis
apparent that for a slope of 10% or less the effechpiis small, whereas at higher values the mass
estimate degrades. As tisges parameter can only cope with a constant shift between the digd
theb JES, the matrix element method fails, whenever large @iffees in the responses between two
(b-) jets exist. One could argue that a slope as applied heetesréunphysical” events, which can
no longer be made to agree with the matrix element by the fit &s0 Sec 6.3.4). The method thus
breaks down when the slope is large. For small slopes, theofitswvell as it simply averages the
bJES over the twob jets in each event.

For the residual JES uncertainty described above, slogeds #ne range of 0.5% per 100 GeV
as can be inferred from Fig. 6.32. Therefore, a slope of 5%entJES should give a conservative
estimate of the mass uncertainty due to this source. Theiskmit for this slope is 0.145 GeV, listed
as residual bJES uncertainty in Table 6.13.
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Figure 6.32: Parameterized distributions of the relat8 &rror for the founge; regions used in the
jet transfer functions.

Jet Resolution

The reconstructud jets used in this analysis include antiaddl smearing which improves the
data/MC agreement in the jet resolution (cf. Chap. 3). Tduata the effect of a residual un-
corrected difference between data and Monte Carlo, thelatdrsample is resmeared with a reso-
lution increased by its uncertainty [92]. Likelihoods aeevaluated and the ensemble test for the
m, = 170 GeV sample is repeated, leading to a top mass measurdifiening by 0.061 GeV com-

pared to the default [92]. As this shift is smaller than thatistical uncertainty on the top mass
estimate £ 0.1 GeV), it is not considered in the total systematic uncetyai
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Figure 6.33: Uncertainty om, caused by a slope in bJES \pé?t. The shift inm is parameterized by
a second-order polynomial.

Jet Identification

The scale factors used to achieve good data/MC agreememt jettidentification efficiencies rep-
resent another source of uncertainty. To study this, theigfities are decreased according to their
uncertainties separately for the CC and ICR calorimeteionsgand likelihoods are evaluated for
events migrating into the ensemble pools due to this caomrectAn ensemble test is performed on
the events surviving the final selection and the top masslisrineed. It is shifted by 0.072 GeV and
0.317 GeV for the CC and ICR test, respectively [92]. Addihgse shifts in quadrature leads to a
total systematic uncertainty of 0.325 GeV.

b identification

In order to estimate the uncertainty on the top mass causdtiebyse of tag rate functions, the
bidentification probabilities are recalculated on taggedMdCarlo. This means thbeitagging based

on the jet properties is applied the same way on the MonteGarhples used for the ensemble tests as
on data. As stated before, this is known to overestimateatiedtes in Monte Carlo compared to data
(cf. Sec.3.6). Hence, on average it leads to shifts of tlsatgethigher working point bins. Redoing the
ensemble test for the default calibration point leads tafaeh0.041 GeV on the top mass compared
to the case with tag rate functions applied. This is much lemgdan the statistical uncertainty of the
top mass estimate. This study and the parton level testSi¢cf6.6 - 6.7) show that theidentification
probabilities do not lead to a bias on the top mass. Henceysteraatic uncertainty due to this source
is considered in the total systematic uncertainty of thenti@igs measurement.
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Trigger

The effect of the trigger on our Monte Carlo samples is matlbleapplying a weight which represents
the probability for a certain Monte Carlo event to be trigagkrif it was real data. This information
affects the frequency of the event to be drawn into the enkmbhe influence of possible discrepan-
cies between the trigger probabilities in data and Montéo@an be studied by omitting these weights
in the ensemble drawing. Ensemble tests performed on thérigger-weighted samples are used to
rederive the mass calibration curve. A shift in the top mdd3.688 GeV compared to the default
measurement is observed. As there is no estimate on thetaintgof the trigger weights available,
but not applying them at all certainly overestimates theicartainty, half that shift (0.344 GeV) is
attributed as systematic uncertainty due to this source.

Lepton Identification

As for the trigger probability, the efficiency for a (MC) lept to be identified if it were a measured
lepton in data is modeled by assigning an event weight. Theetef evaluated again by excluding
this weight in the ensemble drawing process and rederiviagrtass calibration curve. The top mass
shift obtained is 0.141 GeV. As for the trigger weights, nsihg lepton identification weights at all
is an overestimation of their uncertainty. Again, half thétg0.071 GeV) is attributed as systematic
uncertainty due to this source.

Primary Vertex z-Reweighting

In order to reproduce the primary verteprofile measured in data, Monte Carlo events are reweighted
according to their primary vertexposition. To determine wether this procedure has any infleen

the top mass measurement, ensemble tests without thistveeggperformed and the mass calibration
curve is rederived. The nanweighted calibration yields a shift on the top mass of 0.G&8/. With

a statistical uncertainty et 0.1 GeV on this value, no significant systematic uncertaihug to this
source can be found and it is neglected in the total systeraatertainty.

6.5.3 Physics Modeling

This section lists systematic uncertainties attributegbhgsics effects which are only known to a
certain precision.

Signal and Background Modeling

The composition of signal and background samples is detennby the cross sections built into
the Monte Carlo generators. The differences between lgaafiler and next-to-leading order cross
sections on the theoretical side and the uncertainties @suned cross sections on the experimental
side lead to uncertainties in the compositions. For ingatie quantity oft events with additional
light partons is known to be higher at next-to-leading arééso, estimates evaluated brtagged data
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samples show that the amountf-bb in theWHets process is higher than expected. Several studies
were performed on ensembles by varying the signal and bagkgrcompositions, all showing shifts
on the top mass smaller than the statistical uncertaintyeoéstimate. As an example, the heavy flavor
scale factor applied to increase the contributiomefbb andW--cc in the background is shifted by

its uncertainty of 25% resulting in a top mass shift of onl§7@& GeV. In addition, the ensemble tests
described in Sec. 6.2.5 which consider the influence of@iffesources of background, have shown
that their effects on the top mass are small up to fractiorsewéral times higher than the expected
ones. Since none of the backgrounds in question has su@udagrtainties, there is no systematic
uncertainty included due to this source.

b Fragmentation

Uncertainties in the simulation df fragmentation can affect the top mass measurement thrasigh i
effect on various aspects of the analysis such-tgging and thé jet transfer functions used in the
likelihood calculations. Such effects are studied by rgheing the simulatedit events used in the
calibration of the method to simulate the choice of othegrinantation models for thk jets. All

the default Monte Carlo samples used in this analysis coo§ievents that have been reweighted
from the defaulPYTHIA b fragmentation function to a Bowler scheme [119] tuned to WEPEPH,
OPAL, and DELPHI) data [120]. To evaluate the systematiceuiainty caused by the choice of the
fragmentation model, these events are further reweigloted¢ount for differences in SLD and LEP
data [121]. Ensemble tests are repeated to derive a moddlémtation curve resulting in a shift of
0.327 GeV omm relative to the calibration with standabdragmentation.

PDF Uncertainty
The uncertainty of the parton distribution functions isgraetrized by % 20 error PDFs provided for

CTEQ6L82]. Ensembile tests are repeated for each of these vawsadind the uncertainty is evaluated
using the following formula [92]:

Am =2 (20[mt($+) - m(éT)F) - (6.15)
2\ ’ |

where the sum runs over the 20 error PDF eigenvectors in tre@) and minus §) directions.
Am is found to be ®40 GeV [92], indicating the systematic uncertainty duehts source.

6.5.4 Summary of Systematic Uncertainties

Table 6.13 summarizes the systematic uncertainties dkenveéhe last sections and lists the total
uncertainty. Systematic shifts smaller than the stasibtimcertainty of the mass estimate are not
considered in the total as explained above.
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Source Uncertainty (GeV)
Method:

Calibration 0.454
Signal Fraction 0.473
Luminosity Reweighting 0.178
QCD contamination 0.268
Signal contamination 0.190
Detector Modeling:

Residual JES 0.265
Residual bJES 0.145
Jet Resolution (0.061)
Jet identification 0.325
b identification (0.041)
Trigger 0.344
Lepton identification (0.071)
Primary Vertexz Reweighting (0.056)
Physics Modeling:

Heavy Flavor Scale Factor (0.076)
b Fragmentation 0.327
PDF uncertainty 0.240
Total systematic 1.02
Total statistical 3.5
Total uncertainty 3.6

Table 6.13: Overview of the systematic uncertainties ofttipemass measurement presented in this
analysis and their combination with the statistical uraiaty. Systematic uncertainties listed in brack-
ets are not considered in the total as they are statisticalgnificant.
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Chapter 7

Conclusions

In the previous chapters, it was shown how the matrix elemmatihod for a top mass measurement can
be improved by optimizing the use bfidentification information and by simultaneously measgrin
the top massn, a scaling factor for the jet energy of light jedgs and a scaling factor for the JES
of b jets. The DO experiment, the reconstruction objects of émileptonic decay channel and their
selection were introduced. The method was validated orpaeivel events and calibration curves
were derived on fully simulated Monte Carlo events inclgdietector simulation. The analysis was
applied to about 1 fb! of DO Run Il data. Possible sources of systematic unceigsintere studied.
The measurement yields:

m = (1692+3.5(stat)+1.0(syst)) GeV (7.1)
m = (1692+3.6) GeV. (7.2)

In order to illustrate the power of the newly developgeddentification likelihoods, Table 7.1
compares this result to the result one would obtain bitagging analysis. The latter is derived by
requiring twob-tags at the loosest possible operating point (L6) (cf. AppThis selection reduces
the statistics from 543 events to 164 events while incrgasia signal purity substantially. However,
it can be seen that the result in all three observables idyhafiécted and the statistical errors are
nearly the same. This indicates that the likelihoods ala@ain all necessary information about
b identification and thus that the result cannot be improvedyplying a tag. The improvement one
would expect due to the higher purity is obscured by the byreacreased statistics. It should be noted
that no full analysis as in Chap. 6 was performed forlitagging result. In particular, no calibration
curves were derived. Instead, the "calibration” was deireech from Fig. 6.25 and Fig. 6.29 for the
fitted signal fraction. Therefore, the result permits onlglalitative statement about the effect of
b-tagging.

As the statistics of the selectédsample were tiny in Run | of the Tevatron, the matrix element
method was developed at DO in order to gain as much informadlmut the top mass out of an
individual event as possible [89]. In Run II, the method waprioved to address the then largest
systematic uncertainty, the absolute jet energy scaleastextended to simultaneously measure the
top mass and the jet energy scale. The method thereby tumeesystematic JES uncertainty into a
statistical one. This analysis has shown how this approantbe extended to constrain the absolute
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Analysis fsig m Sies Sijes
ibidem (85.2£2.4)% (169.2+- 3.5+ 1.0) GeV 1.038t 0.023 1.056+ 0.045
btag* (94.7+£ 3.8)% (169.0+ 3.5+ n.a.) GeV 1.014 0.025 1.054+ 0.046
2D (325£8.5% (170.6+2.2+1.1) GeV 1.030+ 0.017 —

Table 7.1: Comparison of the measurement presented inrthlgsas to the result one would obtain
by requiring twob-tags and the 2D measurementafandses on the same data set [92]. (*) For the
b-tagging result no calibration curves and systematicseterived (cf. App. I).

jet energy scale ob jets as well. With a three dimensional fit o, Ses and syjes, the systematic
uncertainty of the bJES is reduced from 800 MeV to 150 MeV atdbst of increasing the statistical
uncertainty. From Table 7.1 it can be seen that the 2D amsa(ysi Sies measurement) and the 3D
analysis (i, Sies, Shjes Measurement) presented here have similar uncertaintigs. afialysis has a
slightly larger statistical uncertainty, which can be [yaeixplained by a statistical fluctuation, as the
expected uncertainty from Monte Carlo simulation is 2.5 G&lthough both analyses are performed
on the same data set, they are not 100% correlated becau2® taealysis utilizes a preliminary
version of the DO jet energy scale while this analysis cay @althe final JES for the corresponding
data taking period. Therefore, about 10% of the selectedtg\hiffer. The statistical uncertainty will
of course be reduced when more statistics are availablef W@y 4 fo~! have already been delivered
to DO. This means four times the statistics analyzed hergasadle. With the plan to double this
amount of data again before the end of the Tevatron run, teregood prospects to reduce the
statistical uncertainty by a factor of about three. For #nalysis, the statistical uncertainty would
then decrease to about 1 GeV. If no further improvementsarointg the method were developed, the
systematic uncertainty would stay in the same range. Aaegri this conservative estimate, it will
be possible to determine the top mass with less than 1% teeision in a single measurement.
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Mass of the Top Quark (*Preliminary)

Measurement My, [GeVic?]
this analysis |+] —@h 169.2 + 3.6
CDF-I di-| ® 167.4+11.4
DO-I  dil | 168.4 + 12.8
CDF-II di-I* —o-| 1712 + 3.9
DO-Il  di-I* —Hp— 173.7 + 6.4
CDF-l 14] e 176.1+ 7.3
DO-l |4 | —e— 180.1+ 5.3
CDF-II I+j* lot 172.7+ 2.1
DO I+j/a* —r 170.5+ 2.9
DO-Il I+j/b* 9— 173.0+ 2.2
CDF-I all-j : @ 186.0 + 11.5
CDF-II all-j* —0— 177.0+ 4.1
CDF-II Ixy o 180.7 + 16.8

x2/dof = 6.9/11
Tevatron Run-I/II* .b. 1726+ 1.4

B o 1%
Mygp [GeV/CZ] March 2008

Figure 7.1: World average of the top quark mass as of Marcl8 2005]. Preliminary results are
indicated by a star. The result of this analysis is plotteccanparison.
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Chapter 8

Outlook

In this analysis, several assumptions and approaches pliecagrhich will no longer be valid in the
high energy, high luminosity environment of the LHC. At Taea energies, there is hardly any phase
space for the production of an additional (energetic) jairtltermore, the selection requirement of
exactly four reconstructed jets reduces the fraction ofisveith initial or final state radiation. Thus,
the assumption of zero transverse momentum ofttipair is a valid approximation. In addition, the
effects of next-to-leading order vs. leading-order caltiahs in the Monte Carlo generators and the
matrix element implemented in the method are kept smatifyirsy the usage of leading-order terms.

Another important point is the statistics of the data samph the LHC, thett cross section
is two orders of magnitude higher than at the Tevatron. Mughdr statistics will therefore be
available within a comparably short runtime. This allowsdmmpler cut-based analyses. The matrix
element method was developed in order to obtain as muchmafiton from a low statistics sample as
possible. However, the increase in information is assediatith the requirement of large computing
resources (both CPU power and storage capacities). Witthtiee-dimensional fit presented here
and the Monte Carlo statistics needed for the calibratiob4&f events, the method is at the limit of
today’s available computing capacities. A much larger dataand larger MC calibration samples can
no longer be easily accommodated. The future of the matemeht method therefore probably lies
in other regimes with low statistics data sets. At DO, it iségample adapted to single top analyses
which have smaller cross sections tharproduction and a difficult background environment. For
the LHC, it will surely play a major role in first mass estingatd whatever new particles or excited
states might appear. Especially in the startup phase, wigeddtector calibration is still converging
andb identification is being developed, the methodbdtientification likelihoods can be useful. As
this analysis has shown, such methods help to profit toadentification without the drawbacks of a
hard cut concerning loss of statistics and systematic teiogy. Hencep identification likelihoods
represent a valuable tool for all signatures includinguarks.
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Appendix A

Example Calculation for b Identification
Probabillities

Let's assume for the real tagging case the fictitious NN dstgiven in Table A.1. If one compares
these outputs with the cut values for the operating poistediin Table 5.3, one obtains the highest
operating points with tag levels given in the row labelled®’@n Table A.1. The next step is to read
the probabilities for these operating points from Fig. Sdr7a fake and a b-quark assumption. This
leads to the numbers in the last two lines of Table A.1. Fopaity the c probabilities are neglected
in this example. One should note that the probability to bany of the (exclusive) operating point
bins for each jet is equal to unity (including the non-taghed but the sum of the probabilities for
the different flavors for a specific operating point need obe unity. For the non-tagged bin the
sum reaches nearly 200% as there is a substantial propdbilitll flavors not to be tagged. On the
other hand the probability to be in the highest bin reaches tlkan 50% in the sum of all flavors. If
one calculates the probabilities for the first and the lasihpéation given in Fig. 5.18 and assumes

jet 0 1 2 3
NNow 0.12 0 099 058
oP 0 -1 11 6
R, 002 0.30 0.35 0.05
Piake 0.03 0.90 0.001 0.006

Table A.1: Example of b-tagging probabilities for 4 fictimjets.
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d-d-b-b as parton flavors, one obtains the following result:

1
PSSEE = P?ake(o) : P%Lake(_l) : Pg(ll) : PS(G)
= 0.03-0.9-0.35-0.05 =0.47-103
24
Plabs. =  PPe(0) - Plye(—1)-P2(11) - B3(6)
- 0.02-0.30-0.001-0.006 =0.36-10"1
Pdddd = P?ake(o) ’ P%ake(_l) ’ szake(ll) ’ P?ake(G)
- 0.03-0.9-0.001- 0.006 =0.16-10°°

The last two lines give the b-tagging probability for a backad assumption of d-d-d-d, being of
course independent of any permutation. This simplified gtarshows that includinb tagging prob-
abilities into the analysis can separate the signal fronm lbla¢ combinatorical and physics back-
ground. This is confirmed by studies on parton level eventh tie full b tagging probabilities
(including ¢ quarks) described in Sec. 6.2.4, where random tagging isedpp
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Appendix B

Parton Level Studies Including
Background
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Figure B.1: Parton level calibration curves including kgrckind likelihoods.
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Figure B.3: Mass calibration includingy+4lp events.
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Appendix C

CAFPackage List

Package \ersion Comment
DORunlI p18.10.00

cafe pl18-br-132

tmb_tree pl18-br-91

cafesam p18-br-07

met.util p18-br-01

emid.cuts p18-br-03

caf_util pl18-br-47

caf-mc_util pl18-br-51 final JISSR
mc_dup.evt pl18-br-01

caf_pdfreweight v00-00-05

caf.dq v02-02-02

da.util v02-03-00

dg.defs v2007-03-09

caf trigger pl18-br-15

caf_eff_utils p18-br-07

eff_utils p18-br-13

emid eff v7-preliminary-06

muid_eff v04-00-06

jetid_eff v01-01-03

jetcorr pl18-br-11 final JES
top_cafe v01-03-00

top_me.cafe

Table C.1: List of allCAFpackages used in this analysis.
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Appendix D

Monte Carlo Request IDs

Subsample Request IDs
tt160+0Ip 72866-72868
tt160+1lp 72872

tt160+2Ip 72875

tt165+0Ip 32384-32385, 34188-34189
tt165+1lp 32386, 34190-34191
tt165+2Ip 32387

tt170+0Ip 38689

tt170+1lp 38691

tt170+2Ip 38692

tt175+0lp  29249-29250, 29265-29268, 37340-37341
tt175+1lp 29251, 29269
tt175+2Ip 29888, 29890
tt180+0Ip 72893-72895
tt180+1lp 72896-72897
tt180+2Ip 72912

Table D.1: List of DO Monte Carlo request IDs for tltesample.
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Subsample SAM-Definition Request IDs

W+0Ip, excl. TOPWOIp_.qMWPtW_ph* vl 28472-28473, 28864, 28894-28895,
28914-28915, 29152-29153, 31063-
31064, 31067-31068

W+1lp, excl. TORPW1lp_.gMWPtW_ph*_vl 28474-28475, 28895-28897, 28916-
28917, 29154-29155, 30176-30179
W+2lp, excl. TORPW2Ip_.gMWPtW_ph*_vl 28476-28479, 28866-28869, 28898-
28901, 28918-28921, 29156-29159
W+3lp, excl. TORwW3Ip_.gMWPtW_v1 28908-28913, 28922-28923, 29160
W+4lp, excl. TORwWAlp_.gMWPIW_v1 28752-28753, 28874-28881, 28904-
28907, 28924-28927, 29161-29162
W+5lIp, incl. TORPwWSIp_gMWPtW_v1 28754, 28863, 34959

W+bb+0Ip, excl. TOBw2bOlp.gMWPtW_v1 28548-28551, 28892-28893, 30779-
30780, 30803-30804

W+bb+1lp, excl. TOPw2bllpgMWPtW.v1 29252-29255, 30801-30802
W+bb+2Ip, excl. TOBw2b2lp.gMWPtW_v1 29258-29261

W+bb+3lp, incl. TOPw2b3lp.gMWPtW.v1 29881-29884

W+cc+0Ip, excl.  TOBPw2cOlp.gMWPtW_v1 31707-31711

W+cc+1lp, excl. TOBPw2cllpgMWPtW_v1l 31712-31718

W+cc+2Ip, incl.  TORPw2c3lp.gMWPtW_v1 31732 - 31739

Table D.2: List of DO SAM-Definitions and the correspondingie Carlo request IDs for the W+jets
sample.
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Appendix E

Overview of Trigger Lists and Integrated

Luminosities
etjets ptHets

Trigger List Trigger J Lumi | Trigger List Trigger J Lumi
(pbh) (pbh)
Vv8.0-V9.0 EM152JT15 23.35| v8.0-V9.0 MU_JT2QL2MO 24.63
V9.0-V10.0 EM152JT15 24.73 V9.0-V10.0 MUJT2QL2MO 24.77
V10.0 - V11.0 EM152JT15 9.81| v10.0-Vv11.0 MUJT2QL2MO 10.70
V11.0-V12.0 EM152JT15 63.40, V11.0-V12.0 MUJT2QL2MO 65.83
V12.0-V13.0 E1SHT152J20 227.35 V12.0-V13.0 MUJT25L2MO 231.14
V13.0-V13.3 E1SHT152JJ25 54.86| V13.0-V13.2 MUJ2JT25 31.84
V13.2-V13.3 MUJ2JT25LM3 15.74

TOTAL Pre-Shutdown 40350 TOTAL Pre-Shutdown 404.64
V13.0-V13.3 E1SHT152JJ25 0.35| V13.2-V13.3 MUJ2JT25LM3 0.35
V13.3-V14.0 EI1SHT152JJ30 298.21| V13.3-V14.0 MUJ2JT3QLM3 255.33
V14.0 -V15.0 E1SHT152JJ25 333.57| V14.0-V14.2 MUJLIT25LM3 0.01
V14.2 -V14.3 MUJLIT25ILM3 21.89
V14.3-V15.0 MUJ1LIT35LM3 311.92

TOTAL Post-Shutdown 632.14TOTAL Post-Shutdown 589.50

Table E.1: Trigger Lists and the corresponding integratednosities for the e+jets and-jets chan-
nel of the data sample used in this analysis.
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Appendix F

Input Variables for Topological
Likelihood Fits
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Figure F.1: Aplanarity.
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Appendix G

Data to Monte Carlo Comparisons

In order to compare kinematic distributions between dathMonte Carlo simulation, the different

signal and background processes need to be combined awgdaliheir measured fractions. As
stated in Sec. 6.3.2, the QCD multijet background is diffitolsimulate and therefore is estimated
from data. This is done by selecting a loose and a tight santpére, the loose sample selection
comprises all cuts described in Sec. 6.1 despite the tigibreisolation cut. The tight sample is
obtained from the loose one by applying that cut. To estirttaeQCD multijet background fraction

from these samples, the so-calletatrix method[122] is used (not to be confused with the matrix
elemenimethod!).

The number of events in the loose and tight data samples aatetewithN, andN;, respectively.
NW+ indicates the combined number tfandW-ets events an®iQCP gives the event number of
QCD multijet events, all in the loose data sample. To obta@rréspective numbers in the tight sample,
the efficiency for a real lepton to pass the tight selectidnegy and the efficiency for a fake lepton
to pass the same cajcq are required. These are listed in Table G.1. Their derimasodescribed
in [123,124]. With these definitions, the event numbers efldose and tight sample can be written
as:

N = g T ggeaN™™ (G.1)
9" qcary

Ne = esigNVHT 4 g™ (G.2)
g qcaty

The number of multjet events is extracted by solving thisdinsystem. One gets:

noed _ EsigN — N (G.3)
€sig— €qcd .

NW+tt_ _ N — SquNl (G 4)
Esig — €qcd . .

As no efficiencies for the four jet exclusive bin are avaiglthe values from the four jet inclusive bin
are used to derive the number of QCD multijet events usedisratimalysis. The fitted QCD multijet
fractions for thee+jets andu+jets channels from the topological likelihood fit are givarTable 6.6,
together with the respectiW'Hets andt fractions. The following data/MC comparison plots for the
four jet exclusive bin use these compositions. For the geteoins, the contribution oft signal is
expected to be negligible. Thus, the QCD multijet backgdbisnsubtracted bin-by-bin from the data
sample and the result is compared to\igets Monte Carlo sample. The plots can be found in [114].
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Table G.1: Efficiencies for signal and QCD background to assight lepton isolation cut fa+jets

andp+jets.

Number of Events

Number of Events

Efficiency Njet efjets p+jets
1 0.836+0.035 0.915+ 0.011
. 2 0.846+0.015 0.887+ 0.008
s'9 3  0.848+0.003 0.873t 0.006
>4 0.840+ 0.018 0.845+ 0.022
1 0.207+0.003 0.350+ 0.010
. 2 0.192+0.004 0.285t 0.014
dcd 3  0.200+ 0.010 0.235t 0.030
>4 0.213+0.026 0.354 0.082
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e+jets

Figure G.1: Data-MC jep comparison for the+jets channel.
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Figure G.2: Data-MQ@(jet, ;) comparison for the+jets channel.
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Figure G.12: Data-MC lepton comparisons for {hgjets channel.
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Appendix H

Additional Monte Carlo Studies

0.4

04T 0.4 L

rec
sig

rec
sig

/{;
- O
]
S o
nNn w o
a N
W U
o o 4

T T T T T T o T T T T T T
po 0.3232 | - po 0.3249

p1 -0.002409 p1 -0.4317
0.351 \ 1 0.35 B 0.351 i
03 \\é ] 03r \* 1 e \ |

0.25} ] 0.25F 1 0.25

f

0.2 T 0.2 L oobt—
-10 -5 gen 5 10 “ .01 -005 0 0.05 0.1 “ 02 01 0 01 02
(mt -170) GeV sden _ 4 s%en _ 4

jes bjes
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Appendix |

Data Measurement requiring b tags

In the following, the measurement described in Chap. 6 ieatgul with the additional requirement
of 2 btags. This means, two of the four jets must have the loosessile tag (L6) or tighter. This

is expected to increase the signal purity substantialljerdecreasing the number of selected events.
The rest of the analysis is kept fixed (e.g. normalizatiorrafige). The fit is shown in Fig. I.1. The
selection is fulfilled by 164 events compared to 543 eventhéndefault selection. The fitted purity
indeed increases from 32.6% to 78.8%. As the calibrationeswere not rederived for this study, the
result is calibrated with the signal fraction calibrationFig. 6.25 and Fig. 6.29 at the corresponding
reconstructed signal fraction (ing-0.2 GeV,ses + 0.01,Sjes + 0.02, fsig — 94.7%). For the statistical
error calibration the same pull widths as in the default da¢asurement are applied (cf. Sec. 6.4).
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Figure 1.1: Likelihood fits ofm, Sies andsy jes for the data measurement with the requirement of two
b tags (uncalibrated)Top negative log likelihoodsBottom Probability distributions..
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