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Chapter 1

Introduction

Aristotle saw the world composed of a distinct number of objects provided with two types of attributes. One type of attribute was accidental and fleeting, the other type of attribute was fixed or slowly changing. The peculiarity of objects was made up by some attributes, whereas other attributes determined the categories to which the objects belonged. Therefore, the possession of a common set of attributes was an invariant property over the objects within one category. That is, in the Aristotelian view objects were assigned to categories according to attributes they have in common with other occurrences (see Russell, 1962; Watanabe, 1985, chap. 2).

Ludwig Wittgenstein was the first to point out that a category like game has neither clear boundaries nor is it defined by a set of common properties, thus challenging the 2000 year old Aristotelian concept of categories (see Glock, 1996). He wondered what a game of darts, for instance, might have in common with the game of soccer. This led Wittgenstein to conceive of the concept of “family resemblance”, according to which attributes are distributed across the members of a family, or category, in a probabilistic fashion. Thus, games, tables, and trees are natural families, each constituted by a criss-cross network of overlapping resemblances. In particular, categories of natural languages are characterised by family resemblance (see Lakoff, 1987).

In accord with the Aristotelian view of categorisation, strategies of pattern and object recognition by machines typically relied on the representation of patterns and object views (images) as vectors of characteristic features, or attributes. Such vectors may establish representational uniqueness of views of objects from different categories. If so, object recognition, or classification, is achieved by partitioning feature space into regions associated with different object classes. This approach, of which neural networks (e.g. Haykin, 1994) are prominent examples, worked well for simple and complete objects.
occurring in isolation but not for complex and maybe only partially visible objects embedded in scenes. To solve the latter type of problems, strategies of recognition-by-parts were developed in the domain of machine intelligence. Here, patterns or views are decomposed into constituent parts and represented in terms of attributes of parts and part relations, thus generating relational structures that define their correspondents uniquely. Classification is then achieved using relational graph matching, where similarity functions between sample structures and model structures are maximised through learning. In brief, formal strategies based on the notion of family resemblance enable the recognition of objects or structures composed of parts in complex scenes as well as image understanding in general (see Bischof and Caelli, 1997a; Caelli and Bischof, 1997b).

In the medical domain, strategies of relational or structural pattern and object recognition are of interest for a number of reasons. First, the question concerning the strategies underlying human object recognition is generally unresolved (e.g. Osaka et al., 2007). Second, disturbances of the visual sense of form recognition, object recognition, and scene understanding are frequently encountered as a consequence of brain pathology (e.g. Grüsser and Landis, 1991). Third, imaging technologies are of ever increasing importance for medical diagnosis, but theories of image understanding by humans are few and typically restricted to a type of schematic drawings that have little resemblance with, say, photographs made by X-rays (e.g. Biederman, 1987). For these reasons, the present dissertation explores the potential that computer-aided relational strategies have for studying visual object recognition and image understanding by humans.
Chapter 2

Neuroanatomy and Neurophysiology of Visual Object Recognition

Neuroanatomical and neurophysiological data is mainly based on the examination of mammals, especially of monkeys. Modern imaging techniques, such as functional magnetic resonance imaging (fMRI), have only recently allowed imaging of human brain functions with sufficient resolution in time and space. Other techniques are PET, evoked potentials, and transcranial magnetic stimulation.

2.1 Vision as Analysis

2.1.1 Precortical Visual Processing

The first step of processing visual stimuli already takes place in the retina. The retina is a part of the brain, which has been secluded early in development, but has kept its connections in a bundle of fibres – the optic nerve. The retina consists of several layers, three neural layers and two separating layers containing synapses.

At the rear of the retina one finds the light receptors, the rods and cones. Three types of cones, which are sensitive to different wavelengths of light, provide the basis for colour vision. Cones, however, do not function well in dim light. Rods are responsible for vision in dim light, but in turn they do not contribute to colour vision. Rods and cones are not distributed equally over the retina. Cones are densely packed within a central region of the retina, the fovea, whereas the majority of receptors in the periphery are rods.
The light receptors are connected to the bipolar cells, which in turn are connected to the retinal ganglion cells. The ganglion cells determine the "output" of the eye so providing the connection between eye and brain. Bipolar and ganglion cells already possess a very important property of neurons in the visual system – a receptive field. Loosely speaking, the receptive field defines the type of stimuli and the area of presentation in the visual field, which evoke a response of a neuron. It is a powerful but shorthand description of the behaviour of a neural cell. The two main types of receptive fields of retinal ganglion cells are on-centre and off-centre. They are circular with a centre and an outer ring. On-centre cells respond to a bright central spot with a dark surrounding, whereas off-centre cells respond to a dark centre with bright surround. The size of receptive fields varies systematically being smallest in the centre of the visual field, within the fovea, and increasing in size as the retinal eccentricity grows.

The optic nerve connects the retina with subsequent stages of the visual brain. In the optic chiasm half of the fibres of each eye cross over. The fibres from the medial area of the retina lead to the contralateral hemisphere of the brain, the fibres from the lateral area of the retina lead to the ipsilateral side. This implies that the information from either the left or the right half of the visual field is transmitted to the contralateral hemisphere of the brain, a fact which is exploited in experiments on cerebral lateralisation.

There are two major pathways, the retino-collicular pathway containing about 10% of the afferent axons and the retino-geniculate pathway comprised of the remaining 90%. The retino-collicular path leads via the superior colliculus to the pulvinar, which in turn is connected to many cortical areas. Its function is mainly the control of eye movements and attention. The retino-geniculate path leads via the lateral geniculate nucleus (LGN) to the primary visual cortex. It is associated with visual pattern- and movement-analysis.

Already in the precortical processing of visual information four main principles become obvious. (1) There is clearly a hierarchical processing, starting in the retina and leading to the cortex. (2) There is a division in several processing streams – besides the aforementioned split into two major pathways – filtering and structuring the visual information in different ways. This starts with different types of ganglion cells – alpha, beta and gamma (Boycott and Wässle, 1974) – and continues with the magno- and parvo-cells in LGN. (3) The retinal ganglion cells and the cells in LGN are organised retinotopically – neighbouring neurons correspond to neighbouring locations on the retina and, therefore, in the visual field. (4) The majority of connections between LGN and primary visual cortex are not afferent but on the contrary corticofugal.
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2.1.2 Primary Visual Cortex

The main pathway for the cortical processing of visual information leads via the LGN to the primary visual cortex, which is also called striate cortex and corresponds to Brodmann area 17, also called V1.

In V1 the processing of visual information is continued. The neurons are mainly divided into three different classes (Hubel and Wiesel, 1962, 1968):

**Simple cells** respond best to lines of a certain location and orientation.

**Complex cells** respond best to lines moving in a certain direction. They are sensitive to orientation of lines and edges, but they ignore the spatial position of such stimuli.

**Hypercomplex or endstopped cells** respond best to line segments of a certain length, which move in a specific direction.

It should also be noted that there is an increasing number of reports in the literature about cells in V1 displaying a far more complex behaviour – thus giving rise to the concept of “extraclassical receptive fields”. (see p. 23).

Cells in V1 again show a retinotopic organisation and furthermore a columnar functional organisation, which extends vertically to the cortical surface. Orientation sensitive neurons of similar orientation selectivity are organised in vertical columns. These columns are organised as bands extending tangentially to the cortical surface. The orientation selectivity of neurons changes continually, as one moves perpendicularly to these bands. A complete orientation sequence of 180° forms a hypercolumn, which is about 1mm in size. Further cytoarchitectural structure is added by the presence of columns of ocular dominance. Finally, V1 can be divided into blobs, assuming a high level of cytochrome oxidase in appropriate staining, and interblob regions. Blob neurons are predominantly monocular, sensitive to colour, but not to orientation. Interblob neurons, on the other hand, are mostly binocular, sensitive to orientation, but not to colour. This suggests that a single area can be heterogeneous regarding its function.

V1 is the first stage in the hierarchy of cortical visual processing, projecting to all other occipital areas. Lesions in V1 tend to cause a total loss of conscious vision, although patients may still react to visual stimuli (blindsight). There are three major projections for further visual analysis: (1) The blob regions project to V4, which can be viewed as a colour (and form) processing area. (2) The regions with magnocellular input project to V2 and to V5 – the latter area being mainly concerned with motion processing. (3) Finally, V1 projects to V3, which is considered to be a form processing area.
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The next stage in the hierarchy of visual processing is V2 (Brodmann area 18), also projecting to all other occipital areas. Anatomically V2 also shows regions with different concentrations of cytochrome oxidase – now appearing in stripes. Thick stripes contain neurons, which are largely selective to orientation, movement and disparity. In thin stripes one mostly finds neurons sensitive to colour information. Finally, the interstripe regions contain end-stopping cells, spot-cells, sensitive to dimension and wavelength, and also cells reacting to illusory contours (von der Heydt et al., 1984).

Following V1, projections to extrastriate areas split into a multitude of different pathways, leading to about 30 visually engaged centres for further processing (Desimone and Ungerleider, 1989; Felleman and van Essen, 1991). Although these paths are mostly hierarchically organised, there are many cross-connections and back-projections to “lower” areas.

2.1.3 Inferior Temporal Cortex (IT)

Based on the work of Ungerleider and Mishkin (1982) two major pathways of visual processing have been identified beyond V1 and V2: (1) The dorsal stream, leading via V3, MT (middle temporal) and MST (medial superior temporal), and VIP (ventral inferior parietal) to area 7a in the parietal cortex. This system is mainly concerned with the location of visual information in space – the “where pathway”. (2) The ventral stream leads via V4 to regions in the inferotemporal cortex – TEO and TE. It is largely concerned with the recognition of objects – the “what pathway”.

The inferotemporal cortex is a visual area known to be essential for object vision. Patients with lobectomies in the temporal lobe usually show no signs of loss of visual abilities such as contrast sensitivity, acuity or colour discrimination. Nevertheless they develop deficits in visual perception (Milner, 1958, 1968), among them impairment in recognising objects, i.e. object agnosia (Farah, 1990).

The posterior part of IT, called TEO, receives its input primarily from V4, but also directly from V2 and V3. Feedback connections to TEO exist, among others, from TE, from the parahippocampal area TH, and the perirhinal cortex. TEO itself projects largely into area TE; back projections to V2, V3, V4 exist, and TEO is interconnected with a number of areas of the dorsal stream. Input to TE comes primarily from TEO, but also from V4.

The inferotemporal cortex has a large number of interconnections. Four major cortical connections, most of them reciprocal, can be identified: (1) Projections from the primary visual areas in the occipital lobe, leading via TEO to TE. They can be identified with the stream of visual information down the processing hierarchy. Neurons tend to react only to increasingly
complex stimuli, they display invariance to position, size, and other types of invariance become more common and more pronounced. (2) Projections to the multimodal areas of STS. Tanaka (2000) calls TE in the monkey the “final purely visual stage” of the ventral pathway. (3) Projections to the medial temporal region, including amygdala and hippocampus. They are important for affective associations and long-term memory functions. The anatomical connection between IT and memory structures indicates the importance of IT for object recognition. (4) Projections to the prefrontal cortex. They are important for solving visual tasks accessing short-term memory – delayed matching to sample for instance. Neurons in the prefrontal cortex, the association cortex of the frontal lobe, react to stimuli depending on their relevance for behaviour.

Significant contribution to the knowledge about IT was achieved by the single-cell studies of Tanaka and co-workers on anaesthetised monkeys (Tanaka, 2000). They found that cells in TEO responded to simple stimuli, for instance geometrical figures of certain size, orientation or colour, or textures (Tanaka, 1996). TEO is characterised by a mixture of cells with various levels of selectivity to moderately complex stimuli. Neurons in TE are rather activated by complex stimuli, i.e. stimuli possessing a spatially complex structure. After isolating spike activities from a single cell, a set of plant and animal models was presented, to find the optimal stimulus. In a heuristic manner the optimal stimuli were simplified step by step to determine which feature or combination of features was essential for maximal activation (Fig. 2.1). Tanaka and co-workers found that the critical features were in general of moderate complexity, being not sufficient to code complete objects. Exceptions were the discovery of cells reacting specifically to faces and hands. Tanaka (2000) claims that invariance in object recognition can in part be explained by the invariant properties of single cell responses in TE. The receptive fields, with sizes from $10^\circ$ to $30^\circ$, are larger than in earlier stages allowing for positional invariance. Other types of invariance found in a varying number of TE-cells are stimulus size, contrast polarity, and aspect ratio.

Using single cell recording and optical imaging a columnar organisation was found in TE with a horizontal extent of about 0.5mm and a vertical extent from layers 2 to 6 (Fujita et al., 1992). Neighbouring cells respond to similar stimuli. It was found that columns with similar properties can overlap. Sometimes columns can map transformations of stimuli such as rotation. This was most clearly observed for faces (Fig. 2.2).

These observations provide remarkable insight into the functional characteristics of visual object recognition, but it has to be kept in mind that the selection of optimal stimuli and their reduction as well as the definition
Figure 2.1: 12 Examples for the reduction process applied to stimuli to determine the critical feature for the activation of individual TE cells in monkeys. The images to the left of the arrows represent the images of the most effective object stimuli, the corresponding reduced stimuli are shown right of the arrows. Further reduction reduced the activity of the measured cells. (From Tanaka, 2000, p. 149)
Figure 2.2: A model of columnar organisation in TE for non-face stimuli (from Tanaka, 2000, p. 154). Multiple columns representing different but related features could be partially overlapping, the borders not necessarily being distinctive.

of similarity for stimuli has no formal basis. It is done by using heuristic methodologies.

Tanaka (2000) further found that the selectivity of cells in TE in adult animals can be changed by learning. Training monkeys to solve a categorisation task enhanced the representation in IT of task relevant features relative to irrelevant features (Sigala and Logothetis, 2002).

Other researchers have found similar results. After extensively training monkeys with views of artificial 3D objects in several thousand trials over several months, recording from the anterior IT revealed a number of cells that were highly selective to familiar views of those objects (Logothetis et al., 1995; Logothetis, 2000). Responses decreased when the objects were rotated away from the learned viewpoint. Only a minority of the cells showed viewpoint-invariant object-specific responses. Since the objects used – wire- and amoeba-like objects – were novel for the animals, these results indicate a high degree of plasticity in IT. In contrast to the results obtained by Tanaka and co-workers, the results from trained monkeys showed similarities between face-specific cells and neurons selective for wire- or amoeba-like objects. They both showed selectivity to complex configurations, which cannot be further reduced, at the same time being invariant to changes in position and size (Logothetis et al., 1995; Logothetis and Pauls, 1995). It is unclear
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whether these differences to Tanaka’s results come from using awake animals, from using different recording locations, or from the type of stimuli used.

An approach different to those used by Tanaka (2000) and Logothetis (2000) was used by Booth and Rolls (1998). Their monkeys were allowed to familiarise themselves with a set of real world objects for a certain amount of time. Thereafter single cells in IT were recorded, while the monkeys performed a fixation task. Booth and Rolls (1998) found both neurons selective to features or single views of objects, but also a significant number of object-selective (view-independent) cells. The latter did not form a separate population, but were intermingled with view-dependent cells, supporting the hypothesis, that their responses are built by associating the outputs of several feature- and view-selective cells. These object selective cells are not to be identified as “grandmother cells” (Barlow, 1972), since they do not respond to a single object exclusively, but to views of one or more objects, or also to single views of other objects. The information-theoretic analysis performed by Booth and Rolls (1998) suggests that the coding of objects, as well as faces, in IT uses a sparse, distributed representation, where a great deal of information is conveyed by the firing rates of the neurons.

A central stage in the ventral visual pathway in humans is the “lateral occipital complex” (LOC), an occipito-temporal region. It is seen as a putative homologue in humans to monkey IT and can be loosely defined as the cortical region responding more strongly to views of objects and object fragments than to textures or scrambled objects (for a review see Grill-Spector et al. (2001)). LOC is a largely non-retinotopic area, activated by both the contralateral and ipsilateral visual fields. Recent studies using fMRI show, that regions in LOC are to a certain extent invariant to changes in stimulus size, position, and contour cues (Grill-Spector et al., 2001; Vuilleumier et al., 2002). It is not clear whether there exist several modules, which are specialised for different categories. A region has been identified, reacting selectively to faces, the fusiform face area (FFA) (Puce et al., 1995), but there is also evidence that activation in FFA might just reflect a high level of expertise for a certain category (Gauthier et al., 2000). There is further evidence, that object representations are distributed and overlapping, since regions responding maximally to a certain category also respond significantly to views from other categories (Ishai et al., 1999). Moore and Engel (2001) have found that activity in LOC increased with the presentation of 3D volumes relative to 2D shapes. The increase also occurred when 2D shapes were perceived as volumetric objects. Further, data exists linking activity in LOC with behavioural performance in various recognition tasks (Avidan-Carmel et al., 2000; Grill-Spector et al., 2000; Duhoux et al., 2005). LOC certainly plays an important role in object recognition, although the fact that
both novel and known objects activate LOC, suggests this cortical area to be a kind of general system for perceiving the shape of objects (Grill-Spector et al., 2001).

### 2.1.4 Prefrontal Cortex (PFC)

The frontal lobe can be seen as the target region for the spatial and object recognition pathways originating in the occipital lobe. Its function is the selection of behaviour depending on context and internal knowledge (for an overview see Kolb and Whishaw, 1996).

![Integrative anatomy of the macaque monkey prefrontal cortex](From Miller, 2000). Numbers refer to Brodmann areas.

**Figure 2.3:** Integrative anatomy of the macaque monkey prefrontal cortex (From Miller, 2000). Numbers refer to Brodmann areas.

The PFC, the association cortex of the frontal lobe, is connected with most of the neocortical sensory systems, motor systems, and a wide variety of subcortical structures (see Fig.2.3). It thus integrates sensory information from different modalities with information about the internal environment – arousal, drives, and motives – as well as motivational significance and emotional content of sensory input. This puts the PFC in an ideal position to control the cognitive processes resulting in the correct action being taken at the right time and place (for reviews see Fuster, 2001; Miller, 2000). Projections back to these areas allow the PFC to exert a “top-down” influence.
on a range of brain processes. In monkeys for instance, where the posterior part of the corpus callosum was severed, leaving only the anterior connection between the cortex hemispheres, an activation of IT neurons by a top-down signal from PFC was found (Tomita et al., 1999). Neurons in PFC are able to sustain their activity for several seconds, forming associations between events separated in time, and ignoring potentially distracting intervening events. This active performance distinguishes working memory from simple short-term buffering. In contrast, sustained activity for instance in IT is more easily disrupted by distractors (Miller et al., 1996).

Neuropsychology of frontal lesions shows how the loss of social context integration with ensuing inappropriate behaviour is being brought about (Fuster, 2001).

2.1.5 Haptic and Visual: Multimodal Processing

Information processing in early sensory areas is believed to be strictly modality specific. Also LOC was assumed to be an area dedicated to purely visual processing, where different processing streams converge to infer object shape – or rather volume\(^1\) – in a manner partly invariant to size, position and contour cues (Grill-Spector et al., 2001). Recent fMRI studies have shown that sensing objects in the haptic modality activates areas abutting and overlapping regions of LOC (Amedi et al., 2001; James et al., 2002). Amedi et al. (2001) compared the differential activation of areas by viewing objects and textures\(^2\) with the difference in activation between touching objects and haptic textures. They found somatosensory activation in the occipito-temporal region, with tactile objects creating greater activation than tactile textures. Most of the voxels overlapped LOC, the others were abutting. In a further experiment it could be shown that this crossmodal overlapping is not general, but specific in several ways: (1) The voxels activated by tactile and visual stimuli tend to prefer graspable objects over faces or houses and (2) auditory stimuli – meaningless and object-related – do not elicit a substantial activation in these areas (Amedi et al., 2002). A further fMRI study investigated crossmodal haptic and visual interaction using novel clay objects (James et al., 2002). Haptic exploration produced an activation in known somatosensory regions, but also in occipital regions. Activation during visual and haptic exploration overlapped in the middle occipital area of LOC. Viewing visually and haptically primed objects produced stronger activation in the middle occipital and lateral occipital regions of LOC. The authors of

\(^1\)findings of priming experiments support the hypothesis of the integration of volume information in LOC (Moore and Engel, 2001)

\(^2\)This is a common method to locate LOC in fMRI studies
these studies assume the exploitation of visual object related representation systems for haptic object perception

2.2 Vision as Inference

So far, visual processing has been considered largely to be an analytical process. Information enters the cortex – largely via LGN and V1 – where it is split into specialised streams, each organised in an hierarchical manner. Neurons do increasingly more complex filter operations as one proceeds from one cortical centre to the next within the hierarchy. The neurons themselves are characterised by their receptive fields, the properties of which solely depend on how the input of neurons from lower stages is combined. The classical example for this view is the construction of orientation selective simple cell properties from the arrangement of radial symmetric neurons in LGN by Hubel and Wiesel (Hubel and Wiesel, 1977; Hubel, 1995). This view is also confirmed by properties of IT neurons, which – being at a comparatively high stage in the hierarchy – typically possess receptive fields which are large and specific to complex stimuli. These properties are assumed to result from the convergence of neurons from V4 and TEO (Tanaka, 1996).

The visual system is thus considered to be a feedforward network, where more and more complex properties of the input visual information are extracted, until finally, for instance, the identity and pose of a seen object can be handed to decision making centres, such as the prefrontal cortex. This is a functional interpretation of an arrangement of cortical centres in the visual system, defined by their connectivities (van Essen et al., 1992). Within each centre of processing within the hierarchy, there are lateral connections, tempering the purely bottom-up defined properties of receptive fields. Furthermore the effects of attention call for a certain amount of top-down control, which is not so much qualitative as quantitative in nature, modulating the activity of neurons down to V1.

This interpretation of the brain enacting feed-forward analysis largely ignores, that feedforward connections are only a small part of the overall connections. In the V1 layer receiving input from the geniculate only 5% of the total excitatory synapses on the average neuron originate from LGN (Peters and Payne (1993) as cited by Young (2000)). The others are connections from within V1 and from other subcortical and cortical centres, which are necessarily higher up in the processing hierarchy. The fact that so many resources are given to cross- and feedback-connections within a – presumably – highly optimised visual system, warrants the assumption, that these connections have more functions than merely modulating neurons depending on
their immediate surroundings (lateral connections within a cortical centre) and the given attention (feedback from higher centres).

Several authors have proposed the idea, that vision might be largely a process of inference (Young, 2000; Barlow, 2001; Neisser, 1976; Rao and Ballard, 1999). Inference is indeed mandatory to recognise 3D objects based on their 2D projections on the retina, since this is an ill-posed problem\(^3\) (Pizlo, 2001). Vision is thus — according to some theories — largely based on the internal knowledge about objects of the outside world. Within an inferential framework neurons signal the probability of the presence of a feature in the outside world, based on the context, the statistical structure of the visual world, and internal knowledge as the memory of learned categories.

That such a framework would be possible is shown by the sometimes short latencies of neurons in higher cortical areas such as MT, MST, and FEF (for an overview see Bullier (2001b). It has further been shown that neurons in V1 can encode different information with different latencies. Whereas first local information is encoded (the orientation of bars comprising a texture), with longer latency the global property of a stimulus is encoded. Hereby information is combined over larger areas of the visual field, than can be accounted for by the known length of lateral connections within V1 (Lee et al., 1998; Bullier, 2001b). In a pop-out experiment Lee et al. (2002) showed, that neurons in V1 became significantly more sensitive to shape-from-shading stimuli, after they had been used in behaviour. Long-latency neural signals in V1 and V2 were correlated with the behavioural performance of the monkeys. The authors speculate, that the sensitivity to 3D shape, which the neurons in V1 show, “may be mediated by recurrent feedback connections from V2 and/or other extrastriate areas” (Lee et al., 2002, p.596). In a discrimination task using line segments Li et al. (2004) found that neurons in V1 took on novel functional properties related to the attributes of the trained shapes. These properties furthermore depended on the performed perceptual task, meaning that neurons in V1 responded very differently to an identical visual stimulus under different visual discrimination tasks. Similar findings have been obtained in IT, where neurons first code global properties of a stimulus (human vs. monkey face) and with a delay of about 50ms encode more detailed properties (identity and facial expression). The authors hypothesise that the global information acts as a “header” for switching the processing stream in an higher area, thus preparing cortical destination areas for the exact nature of the following more detailed information (Sugase et al., 1999). Also experi-

\(^3\)An infinite number of different objects can create the same 2D projection on the retina. Therefore it is, in general, impossible to solve the inverse problem of determining the object creating a specific image on the retina, without applying constraints.
ments using transcranial magnetic stimulation (TMS) showed that activation of the lowest cortical levels by feedback from higher stages is necessary for conscious vision (Bullier, 2001a; Pascual-Leone and Walsh, 2001).

All these findings support the view that descriptions of purely feedforward processing based on an hierarchical filtering of increasing complexity might not be sufficient to capture essential properties of the human visual system. Instead adaptive behaviour needs to be taken into account, where the function of certain visual areas depends on context and internal knowledge, but may also change during the time-course of visual analysis.
Chapter 3

Psychophysics and Model Predictions of Visual Object Recognition

3.1 Introduction

The special difficulty of modelling object recognition and classification is its high flexibility. Observers can not only distinguish between very dissimilar objects, but also between objects that seem to be very similar. Properties of an object that are important in one context (recognising a certain car model) may be completely irrelevant in another (discriminating between a horse and a car). Further an observer can recognise objects in the early morning, at noon, with a variety of different artificial light sources and sometimes even at night (no colour vision). All this is not only done with the object held in a fixed position, but also from a variety of different viewpoints and from different distances. To this day, these demands pose considerable difficulties for models of human visual object recognition, as well as for object recognition in computer vision.

3.1.1 Common Constraints

Although existing theories of object recognition differ in many respects, they all have to address, in varying degrees, how perceptual representations are derived from visual input, how these percepts are encoded in memory and how the matching between an unknown input signal and those encoded in memory is achieved. In their review on visual object recognition Tarr and Vuong (2002) list some constraints, which, as the authors claim, all models
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of human object recognition need to consider.

Object recognition models have to account for transformations of the input images. Such transformations can be purely 2D-affine, such as scale, translation and rotation in plane. More demanding are transformations based on the three dimensional character of objects, a rotation in depth, or a change of the character of the light source, especially its position.

Object recognition models need not only be able to generalise over different views, but also over different instances of a visual object class. An observer must be able to determine from learned instances of a class, whether an unknown view belongs to this class. There is no more basic process in perception, since whenever something is seen as a kind of thing, categorisation is happening (Lakoff, 1987).

With categorisation, there comes the need to define the level of specificity, at which objects are to be classified. Categorisation processes studied by cognitive scientists are often structured hierarchically (Rosch et al., 1976). In categorising his German shepherd Rex, an observer can go from the superordinate level (animal), over the basic level (dog), the subordinate level (German shepherd) to the individual level (Rex). In this hierarchy basic level is the default level of access. Spontaneously an observer would categorise something as a dog, not an animal or a mammal and not as a German shepherd. Visual categorisation has some distinctions. For one it relies purely on visual properties and second there is a different default level of access. Joliceur et al. (1984) point out that objects are not always recognised at their basic level, but at the “entry level”, where people seeing a sparrow label it “bird” and seeing a pelican label it “pelican” and not “bird”.

3.1.2 Distinguishing Principles for Models

Marr (1982) defined three criteria of efficiency for object representations: Accessibility, scope and uniqueness, and stability and sensitivity. What they say in plain words is: Can a shape description be efficiently computed from an input image, what kind of shapes can be represented, does one and the same shape possess several descriptions, do different shapes always have different descriptions, and is the degree of similarity between two objects reflected in their descriptions, while at the same time subtle differences can be expressed?

Further Marr saw three design issues: the choice of coordinate system, primitives, and their organisation. Is the coordinate system used to describe objects viewer-centred or object-centred? What kind of primitives, the most elementary units, are used to describe a shape, what information do they carry and at which size? How are the primitives organised, in the simplest case not at all, all elements have equal status, or are they grouped, for
instance, into modules of spatially adjacent elements of roughly the same size?

Another distinction, which also considers how the right object can be chosen from the database of all the objects stored in memory, comes from Dickinson (1993). For different models he compares the “indexing primitives”, which are the image structures that are matched to object models. He finds a number of factors, which depend on the choice of the indexing primitive: The complexity of the model itself, the complexity of the search for the right model, the reliance on verification, i.e. verifying that the correct model was indeed found, the flexibility of the model, and the ease of recovery of the primitive from visual input. As can be seen in Fig. 3.1, the tradeoff between primitive complexity and the other factors mentioned needs to be considered. As the indexing primitives for a model become more complex (Fig. 3.1, 1), the number of primitives needed to describe an object decreases, since an object can be described by a few complex parts or by many simple ones, thus the model itself is less complex (2). Also the number of possible combinations decreases for complex features, which means that the search for the correct stored model becomes easier (3). As Dickinson (1993) notes, for that reason most systems using simple indexing primitives confine themselves to small object databases (e.g. Huttenlocher and Ullman, 1990). Since simple indexing primitives allow a more ambiguous interpretation of an object view – many different objects can be composed of the same simple parts – top-down verification is necessary to disambiguate this information (4). The reliance on top-down verification also implies that the relative locations of indexing primitives are well known. The model thus becomes very sensitive to minor changes in the object shape, the flexibility decreases (5).

So far, all criteria have favoured complex parts over simple ones, but there is a price to pay: The reliable recovery of complex features, particularly from a single 2D view is a difficult problem, especially in the presence of noise or occlusions (6). This major obstacle is probably the reason, why many object recognition systems use simple indexing primitives.

Since object recognition is the process of matching the representation of a 2D image of an object to the representation of the object stored in long-term memory, another distinction can be made, according to how emphasis is placed on the two parts, which jointly determine the properties of this process: Representation and matching. The more complex the representation is, the simpler the matching process could be and vice versa (Hummel, 2000). What is not considered by many theories is the actual process used for coding the input image, which includes figure-ground segmentation, the (optional) segmentation of the actual object into parts, and the extraction of features
Figure 3.1: A list of possible indexing primitives ordered by their complexity and the influence they have on several properties of a recognition model: With increasing complexity of the indexing primitives (1), the model complexity decreases (2), the search complexity decreases (3), the reliance on verification decreases (4), the flexibility of a model increases (5), and the ease of recovery for such primitives decreases (6) (from Dickinson, 1993).

The existing psychophysical models of object recognition can be roughly sorted into two classes. The first approach assumes that objects can be decomposed into their constituent parts and explicitly specifies the relations between those parts. As far as the parts of an object (and the process of decomposition generating them) and their relations are invariant to changes in viewpoint so also the model of the object will show this invariance. Since the best known examples of such a model use volumetric primitives, showing invariance to viewpoint changes, models of this type are often called viewpoint invariant, since they are able to recognise objects with approximately constant performance, regardless how the image of an object on the retina

and their relations. Also the dependency of this coding process on the amount of information a given view of an object provides needs to be regarded (Liu et al., 1995).
3.2 Structural Description Models

A solution to the problem of recognising a 3D object from its 2D projection on the retina, proposed by Marr (1982), is reconstruction of the 3D scene. After consideration of several efficiency and design criteria, Marr and Nishihara (1978) assumed the internal representation of 3D objects (1) to use a 3D object centred coordinate system, (2) to be assembled from volumetric primitives, and (3) to have a modular, that is hierarchical, internal organisation. The design goal was to arrive at a stable representation, being largely invariant to changes in viewpoint. For this end Marr and Nishihara (1978) designed a model based on the axis of elongation of an object. Generalised cylinders express size and orientation of these axis, which are themselves composed of smaller cylinders in an hierarchical fashion.

The process of reconstruction starts from local features and continues with combining lines into contours, contours into surfaces, and surfaces into volumes. The strength of this model is the complete algorithmic description of the recognition process, where the processing of the input image and the extraction of a 3D model are completely data-driven. Nevertheless, this is also one of its disadvantages, since this makes it a completely deterministic process. This means the same types of features are combined to complex descriptions using always the same types of rules, regardless of the nature changes – of course within certain limits (Marr and Nishihara, 1978; Biederman, 1987). The second approach represents object features as they are seen when originally viewed and do not make the relations between them explicit. Such models preserve object shape information in a viewpoint-dependent manner. Features in the input image are compared to features in learned object representations. This is done by transforming either the input image or the stored representations to produce a match (Tarr, 1995; Ullman, 1998) or by determining a statistical evidence for matching the input image to a representation (Bülthoff and Edelman, 1992; Riesenhuber and Poggio, 1999; Perret et al., 1998).

Models based on the decomposition of an object into parts and their relations are often referred to as structural description models. They often use primitives of high or very high complexity and the emphasis is on the representation part of object recognition. Models making direct use of 2D image features and their spatial locations are often referred to as view-based or image-based models. Image-based models use primitives of low complexity and accordingly the emphasis is on the matching part of object recognition (Tarr and Vuong, 2002; Hummel, 2000).
of the input image. Further, a feature within an image is either existent or not, there is no scope for probabilistic or partial statements. Finally, the difficulties of reliably extracting 3D generalised cones from a single 2D image have not been mastered yet (Tarr and Vuong, 2002).

Further studies of high-level vision were strongly influenced by Marr’s work and one of the theories, building on Marr and Nishihara (1978) is the “Recognition-By-Components” (RBC) theory (Biederman, 1987), also termed “geon structural description” (Biederman and Bar, 1999). Much as the hierarchical model by Marr and Nishihara (1978), the geon structural description model (GSD) is a specific example for a structural description model. It also holds that objects are represented by volumetric parts, but introduces several modifications. The potentially infinite number of possible volumetric primitives has been reduced to a fixed set of 36 volumetric primitives, called “geons”. The geons themselves are defined by the non-accidental properties (NAP) of 2D contours. According to Biederman and Bar (1999), NAPs (such as whether a given contour is straight or curved) are rarely produced by accidental alignments of viewpoint and object features. This implies that they are generally unaffected by slight changes in viewpoint. By enumerating the possible combinations the 36 geons are derived, each with a different signature of NAPs. With this method, the problems in the model of Marr and Nishihara (1978) like deriving depth information and extracting generalised cones from 2D images, and the transformation into a 3D object-centred coordinate system are avoided.

NAPs are assigned a special status in GSD, since they enable instant viewpoint-invariant recognition, as opposed to metric properties (such as
an object’s aspect ratio or its degree of curvature), which can be affected significantly by rotations in depth. Comparing the performance of subjects in a same-different matching task, where objects either differed by a change in a metric property or in a NAP – both changes dimensioned for equal detectability – a striking advantage of NAPs for object recognition under rotations in depth was found (Biederman and Bar, 1999).

The GSD, finally, consists of a small set of geons, which are not organised hierarchically, but are represented within a “flat” structure. The relations between these geons are qualitative (e.g. “is above”, “is beside”) and are specified within a viewer-centred frame (see Fig. 3.3). The GSD model is therefore not really a 3D object-centred model.

![Figure 3.3: Some examples of possible geons and how the can be combined to objects. Qualitative relations can differentiate between objects composed of the same parts (e.g. “small curved cylinder above large straight cylinder” and “small curved cylinder beside large straight cylinder” describe a bucket and a cup, respectively) (From Biedermann, 1985).](image-url)

To apply the geon structural description model (GSD) three preconditions for invariance have to be met, as proposed by Biederman and Gerhardstein (1993): (1) objects are decomposable into parts, (2) each object must be composed of a distinct configuration of parts, and (3) different viewpoints of an object must show the same configuration of parts. The application of these principles to stimuli, which elicited a strong viewpoint-dependent behaviour in human subjects, to so-called wire-frame or bent paperclip stimuli
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(Edelmann and Bülthoff, 1992; Bülthoff and Edelman, 1992), had a striking effect. When one of the segments of the wire-frame stimuli was replaced by a distinct geon, rotation costs were dramatically reduced (Biederman and Gerhardstein, 1993).

Biederman himself has conceded, that a GSD model cannot be totally viewpoint-independent (Biederman, 1987, 2000). Rotations in depth would alter the GSD of an object, since parts can be occluded or revealed, so that a cost function is required, based on the similarity of GSDs. This implies, that objects with views which are substantially different need more than one GSD for their representation.

Major limitations of GSD were also pointed out by other authors (e.g. Tarr and Bülthoff, 1995). One is the difficulty in deriving 3D volumetric parts from a 2D projection in a reliable and stable fashion. Depending how an object is decomposed into parts, the resulting structural description can vary considerably. This argument is countered, however, by noting, that humans have no major problems with this task. So it is actually a research problem of finding and implementing an algorithm that can solve the segmentation problem (Biederman, 2000; Hummel, 2000). Another problem arises from the fact that detailed information of the shape present is lost since many different possible shapes are reduced in their description to a single label, the name of the geon (Tarr, 2002). It is claimed, that this renders GSDs useless for subordinate or individual level categorisation (Tarr and Bülthoff, 1995). However, Biederman and Bar (1999) claim, that the changes in NAPs introduced in their experiment are so small, that the respective matching task actually does concern the subordinate level. Another point of criticism is the “determinism” of GSD (Tarr and Bülthoff, 1995). Regardless of the input, the same procedures lead to an absolute statement about the presence or absence of geons and the relations between them. Consequently there is no room for representing uncertain knowledge, arising from noisy images, which also may contain occlusions. Other critics claim that the scope of the GSD model is severely limited by two factors: (1) Additional information about geons, such as size, colour, and texture is neglected. (2) Different objects must have distinct configurations of parts, excluding a large number of scenarios, where similar objects need to be distinguished (e.g. recognising different cups) (Wallis and Bülthoff, 1999).

As is acknowledged by proponents of the GSD model, there is a further problem with viewpoint-independency resulting from the type of categorical relations defined between parts. They are of the form: “VERTICAL CYLINDER ABOVE PERPENDICULAR SMALLER THAN X”, which would describe the qualitative relationship between two adjacent cylinders, which are part of the same object. Such relations are based on a viewer-
centred frame (Biederman, 2000; Hummel, 2000) and are therefore not object-centred. It is obvious, that the relation “is above” is in no way viewpoint-independent. A rotation in the picture plane of more than 45 degrees can invalidate this relation. It is claimed therefore, that by using viewer-centred relations the model can account for the sensitivity of human object recognition to rotation in the image plane, but retains invariance to rotation in depth, translations, scale changes and mirror reflections (Hummel, 2000).

An extension of the geon structural description introduced by Hummel and Stankiewicz (1996) is based on a hybrid representation of objects, where image-based representations are integrated into the structural description, making them one type of components. Since image-based components are obtained faster than the other components and are also more sensitive to viewpoint changes, this model makes, as the authors claim, correct predictions about the time dependency of object recognition performance.

A further extension of this model (Stankiewicz and Hummel, 1996; Hummel and Stankiewicz, 1998) represents the shape dimensions of the geons not in a categorical manner (e.g. curved or straight primary axis), but by continuous variables. It can thus differentiate between different degrees of primary axis curvature and the other independent dimensions used to describe geons.

### 3.3 Image-Based Models

The second major class of object recognition models contains image-based models. They all represent 3D objects by multiple 2D views, but there are variations regarding the primitives used, how they are organised, and in which way matching of an unknown view occurs. Since the representation of objects is tied to specific views, some mechanism of normalisation or generalisation is needed, to keep the number of views feasible. It is assumed that in human object recognition no decomposition of an object into parts takes place, with their relations being specified explicitly. Instead objects are recognised by matching their views to stored image-like views in memory.

Image-based models were inspired by the large body of experimental results reporting viewpoint-dependent performance in visual object recognition. This is expressed, especially at the subordinate level of categorisation, by the existence of so-called canonical views for familiar objects (Palmer et al., 1981). However, since the image-based models, used to explain viewpoint-dependency, tend to predict a near viewpoint invariant performance for highly familiar objects most experiments use unfamiliar stimuli which are novel to the subjects.

In a task of matching same or mirrored novel objects, a nearly linear
relation between the angular difference – either in plane or in depth – of the two objects and the reaction times of the subjects was found (Shepard and Metzler, 1971). Introspectively, the subjects felt like mentally rotating one version of the object and matching it to the other version. This finding gave rise to the “mental rotation” theory of object recognition. In a different experiment, using novel 2D “character-like” stimuli rotated in the image plane, subjects learned to recognise them from several orientations. When new orientations were introduced, naming times increased monotonically with the angular distance from the nearest familiar orientation (Tarr and Pinker, 1989). The authors hypothesised, that the same mental rotation process as found by Shepard and Metzler (1971) was used to normalise the input images. This finding was corroborated by later experiments using 3D versions of the initial stimuli (Tarr, 1995). This increase of reaction time with the angular difference, between learned and tested views of an object has also been found in other experiments (Edelmann and Bülthoff, 1992; Humphreys and Kahn, 1992), but the interpretation was different (see below).

The concept of mental rotation was criticised by some authors. One claim was that the main evidence, the increase in reaction time, could be caused by any process that takes more time the greater the differences between learned stimulus and test stimulus are (Perret et al., 1998).

The immediate and most evident problem with mental rotation that someone already needs to “know” (i.e. have recognised) an object to determine the necessary transformation is addressed by the alignment model by Ullman (1989). The approach of recognition by alignment compares the input image with a projection of a stored model. The necessary transformation of the model is computed by matching a small number of local features in the image with the corresponding features in the model. The model can be a full 3D model, or the alignment can rely on pictorial descriptions, using multiple views. In recognition every stored model is aligned with the input image and the difference between them is computed based on the pixel values. The model which minimises this difference is assumed to be the correct match. Note that this model can, in principle, achieve viewpoint-invariant recognition, though the problem of occluded features needs to be solved. The major problem is to solve the correspondence problem: Which feature in one image corresponds to which feature in another image. This is by no means a trivial task.

Ullman’s work was extended into a model using a linear combination of 2D views (Ullman and Basri, 1991; Ullman, 1998). The model is based on the assumption that the locations of corresponding pixels or features of an arbitrary view of an object can be described by the linear combination of a set of suitably chosen views. The number of views depends on the type and range
of allowed transformations and the nature of the represented object. It varies from two and three to five and possibly more (Ullman, 1998). For recognition the unknown coefficients of the linear combination need to be recovered, then they are used to produce a new model image from the stored ones. Finally, this synthesised model image is compared with the input image. Methods proposed for recovering the coefficients are iterative and exhaustive search, both computationally expensive, especially, when it is considered that a large number of objects are learned. An alternative is to recover the coefficients based on a small number of matching image and model features. How the correspondence between the features is to be determined – which some would claim already solves the most difficult part of the recognition problem – is not specified.

As mentioned above, in generalising from learned views of novel objects, other experimenters found a dependency of error rates and reaction times on the angular difference. Using wire-frame objects – also termed “bent paperclips” – which were generated randomly, Edelmann and Bülthoff (1992) showed the existence of canonical views and a monotonic increase in response time with angular distance from such a view. This effect was shown to disappear with training. In a different setting, using the same stimuli, the authors found a dependence of error rates on the size and the direction of the angular difference to learned views. After training two views of an object, a novel view was presented, which was either between the two views (interpolation), outside the two views, but on the same circle (extrapolation) and, finally, outside the two views, but in a direction orthogonal to the circle, connecting the two learned views (see Fig. 3.4). Again the authors found a dependency on the angular difference between learned and novel views, but also a dependency on the direction, with interpolation yielding the smallest error rates and the orthogonal direction resulting in the highest. The results were interpreted as evidence for a theory of view interpolation. In the latter theory objects are represented by multiple views, based on the features as they appear in the learned 2D views, and recognition performance for novel views depends on the distance to the nearest learned views (Bülthoff and Edelman, 1992).

HMAX is an example for the view interpolation algorithm, and uses a multi-layered feedforward network (Riesenhuber and Poggio, 1999). Starting with local feature detectors, HMAX uses in alternation two types of operations, namely feature disjunction and feature conjunction. Feature disjunction is brought about by a maximum operation, which results in translation and size invariance. Feature conjunction results from the computation of a weighted sum and corresponds to the combination of simple features to more complex features.
The HMAX algorithm can be seen as an extension of Hubel and Wiesel’s scheme of superimposing spatially adjacent receptive fields of simple cells of some orientation to generate receptive fields of complex cells. Repeated alternation of the operation of maximum selection and weighted summation finally leads to view-tuned units, which can then be combined for recognition or classification tasks. Although more refined than earlier approaches to view interpolation, which were essentially limited to template matching (Poggio and Edelmann, 1990), a number of issues remain unclear. HMAX essentially matches a list of features in the input image to the lists of features of stored views, determining the closest match. Due to the architecture of HMAX, simple features can be combined to more complex features, thus capturing the structure of the object to a certain extent. The mechanism of selecting the feature detector with the maximal activity, thus achieving translation invariance, implies the loss of information that may be essential. Furthermore, the exact location of the selected feature and, even worse, its relation to
the other features it will be combined with, is lost too. Depending on the
exact architecture, the model would have difficulties distinguishing between
possible object parts as shown in Fig. 3.5. The shortcomings of a model
based on feature lists were pointed out by by a number of authors (Hummel
and Biederman, 1992; Stankiewicz, 2002b; Bischof and Caelli, 1997b; Bischof,
2000). In brief, configurational information is largely lost, by detecting the
presence of features only. Simply listing the features of an object could be
seen in analogy to listing the colours of a painting (Fig. 3.6). Both lists are
not sufficient to specify the object or the painting respectively (Hummel,
2000).

Figure 3.6: An example of two stimuli which are not distinguishable purely by
feature lists without using configurational information. (From Bischof, 2000,
p. 298)

Taken as a model of human object recognition, it is not specified by the
authors how the deterministic connections and weights in HMAX are be-
ing established during learning. More generally, the model suffers from the
typical drawbacks of purely feedforward models. It contains no mechanism
for reasoning, which in this context would mean to adjust the weights and
connections according to internal knowledge and the external input. An at-
tempt is being made to construct the representation of higher level structures
by building compound complex features from simpler, neighbouring feature
components. Nevertheless, the representation of structural information re-
 mains poor, due to the usage of pure lists of features.

Finally, a quite different approach is the Evidence Accumulation Model,
which allows the recognition of familiar objects (Perret et al., 1998). Here
it is assumed that with small transformations of an object (e.g. rotation) its
visible features change only gradually. During learning a connection is estab-
lished between feature detectors and a decision unit, which enacts a temporal
summation, thus accumulating the evidence from the feature detectors. The
larger the transformation of the object from the initially learned pose, the less
this particular pool of feature detectors will be active, increasing so the time necessary to reach a threshold for the accumulated evidence. This model is a feature list model as well and suffers therefore from the same limitations as the HMAX model. Configurational information is preserved only in so far as there is a feature detector tuned to such a complex configuration. Consequently, it is possible to construct indistinguishable object views for the Evidence Accumulation Model as well (see Fig. 3.5 for comparison).

The first to demonstrate viewpoint-dependency for wire-frame stimuli were Rock and DiVita (1987). They were then considered to be “well-suited for studying the basics of object recognition” since they were missing factors such as self-occlusion (Bülthoff and Edelman, 1992, p. 63), and were widely used in psychophysical (e.g. Liu et al., 1995, 1999; Christou and Bülthoff, 1999; Foster and Gilson, 2002) and neurophysiological work (e.g. Logothetis et al., 1994, 1995; Logothetis and Pauls, 1995). Nevertheless, these stimuli have evoked some criticism from different authors. For instance it is claimed that this type of object lacks critical information for everyday shape recognition, a distinguishing geon structural description (Biederman, 2000). Indeed, bent paperclips do not conform with the criteria for viewpoint-independent recognition, as formulated by Biederman and Gerhardstein (1993). The latter authors also demonstrated, that replacement of a single segment by a distinctive geon-type component results in near viewpoint-independence. Another author, Pizlo, claims, that stimuli such as wire-frame objects force the human recognition system into a mode where vision operates in a purely feed-forward way (Pizlo, 2001). He argues from experimental results, which show a recognition performance for rotating wire-frame objects at nearly chance level (Pizlo and Stevenson, 1999). Pizlo concludes, that “the constraints that are potentially useful in the case of wire objects are not used by the human visual system” (Pizlo, 2001, p. 3152).

Nevertheless, there is no final conclusion with regard to this debate. On the one hand there remain a substantial number of experiments, some of them (Hayward and Tarr, 1997) deliberately designed to conform with the conditions proposed by Biederman and Gerhardstein (1993), which show a viewpoint-dependency in object recognition. On the other hand, Hummel (2000) claims, that the viewpoint-dependency of recognition performance is not a useful criterion to differentiate between structural description models and image-based models, since both types can be tuned to show either viewpoint-dependent or viewpoint-independent behaviour.
3.4 Ideal Observer Model and Stimulus Input Information

The performance of subjects in an object recognition task depends on two factors, the internal processes of the observer and the information from the stimulus input (Liu et al., 1999). The issue of internal representation for object recognition has been addressed by a large number of publications. In contrast, the role of stimulus input information has received far less attention. However, it had been noted early, that observers rate the “canonicity” of object views according to the visibility of object information – and its subjective importance – in a given view (Palmer et al., 1981). This approach was further developed and integrated into an ideal observer model comparing the performance of human observers to different models of 3D object recognition (Liu et al., 1995). The authors distinguish two types of approaches in modelling human object recognition. The first approach makes qualitative predictions about the relative performance of subjects for different classes of stimuli and different tasks. One problem here is the lack of a “common currency” for comparing performance over different stimuli or tasks. Consequently, the effects of internal processes of a subject tend to be confounded with effects related to differences in task-relevant information available in the stimuli. As the authors say “it is quite possible that the causes of differences in performance across different stimuli or tasks . . . are in the stimulus, not in the head” (Liu et al., 1995). The second approach compares the performance of particular models to that of human subjects. The problem here is that most models are constrained by the computational theory on which they are based (the interesting part) and by implementation constraints (confounding the results).

As Liu and co-workers claim, the ideal observer approach, based on signal detection theory (Green and Swets, 1966; McNicol, 1972), allows one to make qualitative predictions of performance and provides a common measure of performance across different types of stimuli and tasks. Different ideal observers can match different computational constraints, allowing for the comparison of different models of 3D object recognition. Ideal observers are the optimal implementation of a theory in the sense of giving the best possible absolute performance. This allows one to define a statistical efficiency, which is measured in terms of relative signal-to-noise ratios needed by human observers to achieve the same level of performance across different stimuli. Noise is used here in the sense of stimulus uncertainty, either inherent in the task or artificially introduced. An important aspect of the design of experiments here is that some uncertainty is needed, as the statisti-
cal efficiency of the human subject can not be computed if the ideal observer achieves perfect performance. Therefore this method of evaluating models can not be applied post-hoc to an experiment, which wasn’t designed for it.

The ideal observer approach was applied to the recognition of wire-frame objects (Liu et al., 1995), which fell into four classes: (1) Only the 5 vertices were represented by rendered 3D spheres, (2) the spheres were connected with wires of the same diameter, (3) the vertices were arranged to be mirror symmetric, and (4) the vertices were further constrained to be not only mirror symmetric, but also planar. Liu and co-workers compared the recognition performance of human observers with the performance of models based on 2D templates, models using 3D information, and a neural network implementation of the view interpolation theory (Poggio and Edelmann, 1990). Their results showed that neither a model based on 2D templates, nor the neural network model could account for the performance level of human subjects under all experimental conditions. The subject seemed to make use of special aspects of 3D structure, such as symmetry and planarity. The viewpoint dependency of object recognition seemed to depend on the object structure, showing little or no viewpoint-dependency when the objects were highly regular.

Another experiment used similar stimuli and lead to the finding, that differences in human performance for object classes of different complexity are at least partly a function of the internal representations learned (Liu et al., 1999). The authors stress the point, that this conclusion could not have been arrived at without the quantitative analysis of stimulus input information. Other studies (Tjan and Legge, 1998), which also used the ideal observer approach, computed a measure termed “view complexity” for several classes of objects, such as wire-frames (Rock and DiVita, 1987), simple geometric objects, mechanical parts, and charm bracelets (Biederman and Gerhardstein, 1993), and faces. The authors found a correspondence between the view complexity of those objects and earlier behavioural data (Biederman and Gerhardstein, 1993; Edelmann and Bülthoff, 1992; Troje and Bülthoff, 1996). These results were suggestive to the authors of these studies, that the debate about the nature of human object representation is partly based on a failure to distinguish between internal processes and the properties of the stimuli used.
Chapter 4

Syntactic Approach to Visual Object Recognition

4.1 Introduction

4.1.1 Overview

CLARET-2 is an algorithm for pattern matching and object recognition which is based on multiple views, nevertheless depending on structural information. A detailed description can be found in Sec. 4.2 and in the Appendix (App. B). CLARET-2 derives from CLARET, which stands for Consolidated Learning Algorithm using Relational Evidence Theory. CLARET was initially developed by Adrian Pearce (Pearce, 1996; Pearce and Caelli, 1999). It has been extensively debugged and modified by the author and now consists of over 45000 lines of C Code (see Sec. 4.2.4 for a list of modifications). In brief, CLARET-2

- is a highly adaptive procedure of stepwise refinement, determining the similarity between views in increasing detail as processing progresses. The refinement acts on single attribute dimensions only, leading to simple rules and allowing the determination of the relative importance of each attribute dimension for the recognition task at hand.

- utilises structural descriptions, representing views of objects by constituent parts and the explicit representation of relations between those parts. A minimal structural description is guaranteed by the fact that only binary attributes are used, which describe the relations between two parts and their respective properties relative to each other. However, structure can be represented more detailed if necessary by the expanding the pairs to triplets, quadruples, and so on.
• has an inbuilt ability to generalise, since its adaptive behaviour depends not only on the properties of the previously learned views, but also on the properties of the unknown view.

• places emphasis on the matching part of the recognition process, determining likely correspondences between the parts of the learned views and an unknown view. This matching process also operates by stepwise refinement from a very coarse and imprecise matching to an increasingly detailed matching. A plausibility check is included at each step, rejecting any refinement leading to contradictory mappings of parts.

• provides an efficient method of indexing the database of stored views, by computing the probabilities of each matching between a learned view and the unknown view, discarding unlikely matchings at every refinement step. This reduces the number of possible candidates as the representations become increasingly complex.

4.1.2 Reasons for Using the CLARET-2 Algorithm

From the overview, the question might arise, of whether such a seemingly powerful but complicated algorithm is necessary for modelling object recognition. Why is a structural description model needed, since image-based models seem to be the most prominent and successful models so far? The success of image-based models (Poggio and Edelmann, 1990; Ullman and Basri, 1991; Perret et al., 1998; Riesenhuber and Poggio, 1999), which don’t use structural descriptions, is largely based on the fact, that they are inherently able to model viewpoint dependency in object recognition. Nevertheless, this is a misconception, since structural description models are also able to describe viewpoint-dependent behaviour (Hummel, 2000). Further the psychophysical evidence seems to suggest that object recognition is not either viewpoint-dependent or viewpoint-independent, but can be both, depending on the stimuli and the task (see Sec. 3 and Hayward and Williams, 2000). According to Hummel (2000), the issue of viewpoint-dependency is not the core of the debate about object recognition. Instead, the important question is whether object recognition can be adequately dealt with in terms of an approach that ignores object structure. Hummel claims that this is not the case. Also Tarr and Vuong (2002), although being strong advocates of image-based models, concede that it might be better to abandon viewpoint-dependency as a guiding principle. In their view, measuring the similarity between objects could be a new guiding principle. Yet, they see the problem that “there is currently no notion of how to measure ‘similarity’.” (Tarr
and Vuong, 2002, p. 36). Questions about the correct feature set and how features are compared to one another are further problems which they see as unanswered. These are questions CLARET-2 could be well suited to answer, since it was designed to determine the similarity between patterns or objects, and it has a method of comparing features (or attributes) and determining, which ones are relevant or irrelevant.

CLARET-2 could also answer the question as to which parts and features in the input image correspond to which parts and features in the object model representation. Algorithmic approaches in the literature, such as the alignment model Ullman (1989) and the model of linear combination of views (Ullman and Basri, 1991), depend on a solution of the correspondence problem, but provide no answer on how it could be solved. Other algorithms assume the correspondence problem as already solved – by the operator of the algorithm – as for instance the neural network implementation of the view-interpolation model (Poggio and Edelmann, 1990). There are also models described in the literature that simply ignore the question of correspondence, such as the evidence accumulation model (Perret et al., 1998) or HMAX (Riesenhuber and Poggio, 1999), which operate on lists of, admittedly, complex features (see Sec. 3.3 and Bischof and Caelli (1994, 1997b); Hummel (2000) why this may not be sufficient). By contrast, the attempt to solve the correspondence problem is an inherent part of the CLARET-2 matching procedure.

Another problem, which has rarely been addressed since Marr (1982) in the field of human vision, is the question of how the search for the right object model, i.e. the indexing into the database of internal knowledge about the world, is done in an efficient manner. The alignment model and the model of linear combination of views assume that the differences between the input and every internal model are computed, to find the best match. Some models do not address this problem at all, or they assume the existence of only small sets of possible objects. With its procedure of eliminating unlikely models from the matching process, in step with the increasing computational demands due to its refinement, thus retaining only the most probable candidates, CLARET-2 could offer a possible solution to this problem.

There are further reasons for using adaptive algorithms for human object recognition. From an ecological point of view minimising the necessary computational power for solving the problem at hand can save time, energy, and neural resources, which are all very valuable. Also CLARET-2’s adaptive algorithm returns a preliminary hypothesis as to the right solution at any given point in time, it is what is called in machine vision an “anytime-algorithm” (Dean and Boddy, 1988). For instance, if something is coming flying at you, you might want to decide very quickly, whether to catch it, or to avoid it.
In such a situation, you would not want to wait, until the object recognition problem is exactly solved. Also in the light of neurophysiological evidence an adaptive algorithm which uses stepwise refinement dependent on its internal knowledge seems plausible (see Sec. 2.2 for the importance of feedback connections, their possible utilisation for adapting visual processing according to internal knowledge, and the time-dependent processing of information, first on a coarse and later on a finer level).

### 4.1.3 Machine Vision Overview

Machine vision and biological vision have a number of properties in common, which any serious object recognition system must have:

- It must be possible to recognise objects with some degree of invariance.
- It should accept partial information, as, for example, single views, degraded, or partially occluded object data.
- It should be general enough to include most known stimuli belonging to an object class, but specific enough to exclude most stimuli belonging to other classes.

Nevertheless, Caelli et al. (1993) see some differences between theories in machine vision and biological vision. Theories in machine vision are always algorithmic and implementable on computer. Usually they follow a current notion of efficiency and often lack generality and proper evaluation. On the other hand psychological theories in biological vision are often described qualitatively. They are influenced by current psychophysical and neurophysiological results and often concentrate on subprocesses, offering no complete computational models. Biological vision can profit therefore from machine vision theories, if the latter are translated in a way that makes them testable within psychophysical experiments.

In computer science literature image interpretation and object recognition have nearly become synonymous with the term ‘machine learning’. Indeed, except for technical areas, where performance is of utmost importance, machine learning algorithms provide flexible algorithms, which can be applied in various fields.

There are several approaches to pattern and object recognition in the machine learning literature. One type of algorithm uses the complete given view of an object to match it to stored object models. The simplest way is to do template matching (Duda and Hart, 1973; Hayward and Tarr, 2000). After normalisation and preprocessing (i.e. for edge detection) pixel values
of the input image are compared with pixel values of stored models. Such representations have the major problem of being neither rotation nor scale invariant. They don’t allow for any variations in the input data. Other methods use global features of an object view, provided by either the Fourier or the Hough transform (Ahmed and Rao, 1975) or by principal component analysis (e.g. eigenfaces, Turk and Pentland (1991)). Again there is a certain lack of invariance with these methods and the problem remains of how to extract those global features from complete images, possibly containing multiple objects, or only degraded or incomplete objects. Therefore, if the use of the complete image is problematic, some form of segmentation of the input image is necessary, a fact, which is widely accepted in the machine vision literature (e.g. Jain and Hoffman, 1988; Fan et al., 1989).

**Part-Based Algorithms**

Part-based algorithms depend on some sort of segmentation of the input image. The segmentation process itself is under-constrained and depends on boundary conditions, such as knowledge about physical laws, rigidity of objects or their parts, lighting properties, and context knowledge. The segmentation of the view of an object into parts can use curvature as a defining parameter (Hoffman, 1983; Hoffman and Richards, 1984). Other possibilities are visible contours or other criteria. It is not necessary to partition the complete visible surface of an object into surface parts. One type of segmentation just locates edges and corners, without determining what is a non-edge\(^1\). Segmentation reduces geometric information about an object into discrete, manageable chunks, the parts of the object (Caelli et al., 1993). The segmented parts are then used as indexing primitives (Dickinson, 1993) into the database of stored object models. Therefore, by extracting parts, the complexity of the problem of matching an input image to a stored model is reduced. At the same time the, robustness of the object description is increased (see Sec. 3.1.2 and Dickinson (1993) for a discussion of the tradeoff involved in using complex indexing primitives).

The importance of parts or components has also received recognition in the psychological literature. For instance in component based models of object recognition (Biederman, 1987)(see also Sutherland (1968); Barlow et al. (1972); Hoffman and Richards (1984); Tversky and Hemenway (1984)), it was recognised, that parts give structure to perceived shape and are an index to functionality and motor programs for interaction with objects. It was found that in basic-level categorisation most attributes named by subjects

\(^1\)In this sense the HMAX algorithm, which locates features such as oriented line segments and Biederman’s geon structural description are both part-based algorithms
describe objects related to their components (Tversky and Hemenway, 1984). Indeed, the early ‘recognition-by-components’ theory targeted the primal access – the first contact between the input of an unanticipated object with a memory representation – in basic-level categorisation (Biederman, 1987).

The next step involved in the part-based recognition process is the description of the parts by computing appropriate attributes, such as their size, the boundary length, etc. Since these attributes are bound to a single part they are also called unary attributes. The information about the parts themselves, however, is not sufficient to describe objects uniquely. To describe the configuration of the parts it is also necessary to determine the spatial relationships between parts, such as their distance. These types of attributes are also called binary attributes\(^2\).

In the further processing of part-based descriptions of object views, Caelli and Bischof (1997b) differentiate between two general approaches, non-inductive and inductive recognition systems. There are several non-inductive methods, among them graph-matching, where parts are represented by the vertices of a graph and the relations between parts are represented by the edges connecting vertices (Grimson, 1990; Bunke, 1998). The problem with these types of approach is their difficulty in dealing with generalisation, since they do not explicitly determine parts, their relations and the associated attribute value ranges, which are necessary and sufficient for recognising training views of object classes and unseen instances of the learned classes. Accordingly these methods often need to enumerate all instances of a class, thus becoming inefficient for large sets of objects. Additionally, they have difficulties dealing with partial data, for instance, due to occlusions.

Therefore Caelli and Bischof (1997b) give more emphasis on inductive recognition systems, which all, in some way, generalise from known class samples. Using a training set of example views of objects and object classes, their parts and the relations between the parts are described by appropriate attributes. From these descriptions rules are learned, which allow first of all the correct recognition of the training views, but more importantly the generalisation to unseen views of learned objects or novel objects of learned object classes.

\(^2\)Looking at the HMAX algorithm from a part-based perspective, the detected features are the parts, their attributes are the response strength of the feature detector. The coding of the spatial relations is implicit in the neural network structure, but severely limited by the inbuilt scale and translation invariance.
Attribute-Indexing

Learned rules in inductive recognition can become complex and the number of rules can become large. Therefore, the question needs to be addressed, how to efficiently index and evaluate the set of rules, given the properties of an unknown view, to find the correct classification. One method is indexing by attribute values. This means all attributes are used to define a point in an high-dimensional attribute space. Learning consists of defining regions in this attribute space, which give evidence for certain classes. Learning algorithms differ in the way the attribute space is partitioned, and therefore in the type of generalisations they can achieve.

One class of learning techniques uses perceptron-like linear decision functions, as for instance discriminant function methods (Duda and Hart, 1973), linear decision trees (Quinlan, 1990a) and decision trees based on neural networks (Park, 1994). Elaborations of these methods, such as radial basis functions (Poggio and Girosi, 1990), allow arbitrary partitioning of attributes, resulting in complex generalisations, which maximally evidence each class as represented in the training set, but are not easily expressed as conjunctions of bounds on attribute values.

A second class of learning algorithms constrain themselves to partitioning boundaries, which are oriented parallel to the axes, thus forming hyper-rectangles in attribute space. This allows the extraction of rules of the form

\[
\text{if } \text{attribute}_1 \in \text{bounds}_1 \text{ and } \text{attribute}_2 \in \text{bounds}_2 \ldots \\
\text{then evidence weights for each class are } \ldots
\]

where the condition (if-part) is defined by a conjunction of attribute bounds and the rule actions (then-part) are defined, for instance, as evidence weights derived from a neural network (Caelli and Dreier, 1994).

Evidence-Based System

A specific example of an attribute indexed classification method is the evidence-based system (EBS). The EBS approach is based on the decomposition of an object into its parts, described by a list of unary attributes (e.g. size, intensity, aspect ratio) and the relations between pairs of parts, described by binary features (e.g. distance, contrast). The characteristic feature of EBS is the use of bounded regions in the unary and binary attribute spaces as probabilistic evidence rules for the occurrence of objects which have attributes within those regions (Caelli and Dreier, 1994). Objects are thus represented as a set of rules, i.e. a set of regions within which the attributes, describing the object parts, fall. Each rule, which is activated by the presence
of an attribute value, provides a certain amount of evidence for each trained class. The accumulated evidence over all triggered rules yields a measure of classification probability for an unknown object. The process of recognition involves the following steps (see also Fig. 4.1):

- Segmentation of the object into its parts.
- Extraction of the attribute values for all parts and pairs of parts.
- Activation of rules by the present attributes
- Evaluation of rules using a neural network

Figure 4.1: Schematic of the processing stages involved in evidence-based classification (adapted from Jüttner et al. (1997)). The input image is segmented into parts, the attributes of these parts are computed, which activate rules in unary and binary feature spaces. The state of all rules forms the input vector for a trained neural network, which returns a vector of classification probabilities.

Rules are formed by clustering the attribute values of the training set, which are represented in two separate attribute spaces, a unary attribute space and a binary attribute space. Note that EBS uses constrained generalisation, this means that, during recognition, attributes which lie outside of rules give no evidence at all for any class.
A single rule in general gives no conclusive evidence for a class. Similar objects possess similar parts, activating largely the same set of rules, but also objects from different classes can have similar parts in common. This means that different classes are not separable by methods such as simple discriminant functions. The basic idea of evidence-based classification is that objects from the same class activate particular patterns of rules. Such activation patterns, which give evidence for the existence of a certain class are determined by using a neural network.

EBS was applied to modelling the behaviour of human observers in a visual pattern recognition task (Jüttner et al., 1997, 2004; Rentschler and Jüttner, 2007). Subjects were trained to classify a given set of training patterns. After successfully learning the training patterns, their ability to generalise was tested using a grey-level transformed version of the original learning set. The data of the initial learning stage provided the basis for the parameter estimation of the EBS model. For this the cumulated classification matrices of the observers were used, assuming that they reflected the formation of parameters such as attribute choices and neural network weights during learning.

The EBS analysis of the behavioural data allowed for a consistent reconstruction of the internal representation the subjects formed of the classes during learning, concerning the underlying sets of attributes, the number of extracted parts used, and the potential for generalisation.

As Bischof and Caelli (1997b) note, EBS is an efficient algorithm for learning classifications of complex patterns. Nevertheless, they see its main limitation in the fact, that structural information is only represented implicitly and in a limited form. The authors claim that the principal ways of improving systems like EBS is by representing structural information explicitly using part indexing.

**Part-Indexing**

The classes of learning techniques introduced until now, which use attribute indexing, are only partially adequate for object recognition systems, since they have difficulties dealing with missing parts or scenes with multiple objects. It was noted by several authors (Hummel and Biederman, 1992; Hummel, 2000; Stankiewicz, 2002a; Bischof and Caelli, 1997b; Bischof, 2000), that there is a further limitation when using lists of attributes, as is the case for attribute-indexed techniques, which is illustrated in Fig. 4.2. It is not possible to distinguish between the two patterns, indexing only by attribute values. This is a consequence of the fact, that in attribute-indexed systems structural object information is largely lost (Caelli and Bischof, 1997b). Nevertheless,
the correct labelling of unary and binary attributes in the form \( u_i - b_{ij} - u_j \) is necessary to bind corresponding parts \((u_i, u_j)\) and their relations \((b_{ij})\).

**Figure 4.2:** Two patterns that are indistinguishable without correct indexing of the part attributes and their respective relations (From Bischof (2000)). Both patterns contain the same sets of unary and binary attributes. To clarify, using the attribute distance between parts as an example: In both images the exact same distances occur. Without indexing, there is no information conserved as to which parts any distance is attached to.

Part-indexed systems are a type of learning system, which check for this “label-compatibility”. They generate rules of the form

\[
\text{if part } i \text{ has attributes in rule } u_r \text{ and the relation between part } i \text{ and part } j \text{ has attributes in rule } b_s \text{ and part } j \text{ has attributes in rule } u_t \text{ then part } i \text{ is likely to be part } x \text{ of object } o
\]

Attribute-indexed representations rely on a single representational domain, the attribute space, where classification rules are indexed as regions in this space and all occurring attributes are evaluated using the same set of rules. In contrast, part-indexed representations rely on multiple representational domains and classification rules are indexed by sequences of parts and their relations. The attributes describing different parts and relations of an object can so each be evaluated by a different set of rules, indexed by the part label. As Caelli and Bischof (1997a) note, part-indexed systems have, in general, greater representational power, but the associated matching procedure is more complex.

Two specific methods, which combine evidence-based classification with part-indexing are the rulegraph method (Pearce et al., 1994) and conditional rule generation (CRG) (Bischof and Caelli, 1994). The rulegraph method supplements the evidence mechanism by a posterior test of structural pattern identity, using a graph matching algorithm. In contrast, CRG generates
classification rules as in EBS, which additionally include explicit structural information to the extent that is necessary to correctly classify a set of training views. CRG analyses unary and binary features of connected object components and creates a tree of hierarchically organised rules, which completely describe the training views and are then used to classify unknown views (see Fig. 4.3).

4.1.4 Features and Spatial Relations

The question of what a feature is has been answered in different ways. The use of the term “feature” is not consistent among different authors. A general description given by Tarr and Vuong (2002), citing Marr and Nishihara (1978), is that features are the elementary units used in the representation of objects. This might be a misunderstanding, since Marr and Nishihara
(1978) differentiate between features and primitives, the latter being “...the most elementary units of shape information available in a representation ...”. Features describe shape at different scales, being either local or global. Tarr and Vuong (2002) make a distinction between features and spatial relations between features. For the view dependent models they cite (e.g. Riesenhuber and Poggio (1999)) features are the results of early visual processing, which are for instance the answers of line detectors or corner detectors, etc. The spatial relations between features are described by metric properties of varying flexibility (from rigid templates (Poggio and Edelmann, 1990) to no spatial relations at all (Mel, 1997)). For RBC, geons are the primitives and the identity of the geon would then be its feature (Biederman, 1987; Hummel and Biederman, 1992). The spatial relations are described quite flexibly, since only qualitative descriptions are used. There is further the distinction between “non-accidental properties” (NAP) and “metric properties” (MP). NAPs are defined to be relatively unaffected by rotation in depth, whereas MPs are. The presence of NAPs allows instant viewpoint invariant recognition, as Biederman and Bar (1999) claim.

In machine vision, the term feature (sometimes also attribute) is used to cover a larger field than in the psychological literature. Features can be local or global, they can be the answer of a filter or, given a segmentation, some sort of description of parts and their relations. Caelli et al. (1993) differentiate between morphological features, derived from the complete object, unary features, extracted from individual parts and binary features, describing relations between parts.

In this sense we will use the term “attribute”, to describe the properties of parts and their relations.

4.2 Description of the CLARET-2 Algorithm

4.2.1 Introduction

The algorithm named CLARET-2 is derived from CLARET, short for Consolidated Learning Algorithm using Relational Evidence Theory, which was initially developed by Adrian Pearce as part of his PhD thesis (Pearce, 1996). It has been extensively modified by the present author for the purpose of modelling human object recognition. The procedure does pattern matching based on the principle of recognition by parts, that is patterns or object views are decomposed into parts and their relations. It relies on two techniques, graph matching and inductive logic programming. These two techniques have been widely used in the computer vision community for solving pattern
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recognition tasks using recognition by parts.

Graph matching has found numerous applications in pattern recognition. They include character recognition (Messmer and Bunke, 1996; Lu et al., 1991), graphical symbol recognition (Lee et al., 1990; Jiang et al., 1999), 3D object recognition (Wong, 1992; Grimson, 1990) and others.

Graphs are suitable for the representation of structured objects. Vertices represent object parts, while edges model relationships between parts. The relations can be of spatial (e.g. distances) or other types (e.g. causal relations). The task of pattern recognition is solved using graph isomorphism. This approach seeks to find out whether two objects are the same. Subgraph isomorphism is established when two objects have not all, but only some parts in common. In this way parts and relations of an unknown pattern can be mapped to the parts and relations of a learned model. There are two drawbacks of relational graph matching. First, relational graph matching has an exponential computational complexity\(^3\) and is therefore not feasible for typical object recognition tasks. Second, the ability to generalise is difficult to represent. Only recent developments, such as the graph edit distance (Bunke, 1998), the concept of a mean graph, the application of genetic algorithms (Jiang et al., 1999) and others, have significantly increased the ability for generalisation, for instance in case of errors due to noise or distortions, while providing computationally feasible algorithms.

Inductive logic programming in part based pattern recognition has been used to generate rules which generalise over the numerical attributes of parts and their relationships. In general, a mapping of parts and relations is not provided. Inductive logic programming has been applied in several real–world applications (Bratko and Muggleton, 1995). For example, a Chinese character recognition system based on the FOIL system (Quinlan, 1990b) has been developed (Amin et al., 1996), which is capable of learning to recognise large numbers of different characters. The Conditional Rule Generation (CRG) system, a symbolic and numerical relational learning system, has been especially developed for learning to recognise 3D objects from 2D grey scale views and complex scenes (McCane et al., 1998). Combined with a heuristic rule evaluation procedure (Scene Understanding by Rule Evaluation : SURE, Bischof and Caelli (1997a)) its use for 3D shape matching and inspection (i.e. tolerancing) has been demonstrated (Caelli et al., 1998).

CLARET-2 closely couples the process of mapping parts and relations – graph matching – with the process of generating rules which generalise over

\(^3\)This is an NP–complete problem (Hopcroft and Ullman, 1979). The relation between computational effort and the number of nodes in the graph is at best exponential, for all known solutions.
CHAPTER 4. SYNTACTIC APPROACH

numerical attributes of those parts and relations – inductive logic program-
ning. This is done dynamically at run time which means, mappings and
rules depend not only on the learned examples, but also on the unknown
pattern.

In CLARET-2 classification is based on the similarity between an un-
known pattern and learned patterns. A class is represented by a set of
learned patterns, which constitute something like the prototypes for this
class. A classification probability is derived from the probability that an un-
known pattern matches one of the prototypes of the class. The question of
selection of these prototypes belongs to a meta level and is not included in
the CLARET-2 algorithm.

4.2.2 CLARET-2 Algorithm

Representation of objects and their views

Learned objects are represented as sets of example views. Each such view is
decomposed into its components.\(^4\) In general, the decomposition into parts,
also called segmentation, is a non–trivial problem (Pal and Pal, 1993). A
description is created by specifying the relations between such components.
Relations consist of a number of attributes, which are typically numerical
(e.g. distance, size, etc.), but could also be categorical (e.g. occlusion, etc.).
The description of each view of an object is stored in the form of a graph
(see Fig. 4.4), with vertices corresponding to labelled components and edges
corresponding to the relations between them. Choosing the number of edges
influences the complexity of the final description. Relations can exist be-
tween all components (fully connected graph) or only between some of the
components, e.g. only neighbouring parts (partially connected graph). Also
the number and types of attributes, which describe relations between com-
ponents contribute to the complexity of a graph.

Matching an unknown view

An unknown view, represented by its graph, is matched to each of the learned
example views to find the one it most probably fits to. The matching can
be solved exactly, determining, whether a subgraph–isomorphism between
the two graphs, exists. This method has two drawbacks, complexity and
exactness. The problem of subgraph–isomorphism is NP–complete, meaning
that the computation time increases exponentially with the size of the graph.

\(^4\)In this application the components will be identical with the spheres, which form the
objects used for experiments 5.1.
Figure 4.4: The construction of an adjacent graph. The view of an object (left side) is decomposed into its parts P1 to P4, the 4 spheres (right side). These parts represent the nodes, or vertices, of the graph. The nodes are connected through edges $A_{xy}$ representing the relation $A(x,y)$ between parts $P_x$ and $P_y$. In general these relations are not symmetric, i.e. $A(x,y) \neq A(y,x)$. In this adjacent graph, only touching parts sharing a common border are connected. Adding relations between P2-P3 and P2-P4 would extend it to a fully connected graph.

This makes it necessary to find an approximation, which gives a good enough answer using less resources. The second reason, why some sort of approximation is desirable, is the fact that generally in object recognition exact solutions are of little value. There might be variations in the unknown view, errors or distortions. The sources of the variations can be noise, occlusion, lighting conditions, point of view, etc. For these reasons, we don’t aim at an exact solution, but at an approximate one, where the probability of a fit is already high, if two views have, not necessarily the same structure, but a similar structure.

**Determining similarity between views**

Similarity of relations is expressed in terms of their distance in attribute space. Two relations are similar, if they have for instance nearly the same distance value and nearly the same size value, etc., with respect to a chosen resolution. Similarity is determined by partitioning the attribute space. Successively, a partition is divided into two new ones by splitting it perpendicular to an axis, thus gaining more information about the relations. Two relations
are similar at a certain level of resolution, if they are within the same partition of the attribute space. As the space is partitioned by more and more splits, the resolution increases with decreasing partition sizes. This process is dynamic, i.e., where the splits are, and how many there are, depends not only on the learned views, but it is different for every new unknown view. In this way the algorithm is trying find an optimal solution for every given task.

**Mapping between parts of a learned and unknown view**

Every partition provides information about the mapping between parts of the learned view and the parts of the unknown view. For instance, lets assume we find the relation \( A(P_1, P_3) \) from a learned view and relation \( A(X_2, X_3) \) from an unknown view within the same partition. In that case we can infer, that \( X_2 \) can map to \( P_1 \) or \( P_3 \) and \( X_3 \) can map to \( P_1 \) or \( P_3 \). As seen in this example, the mapping will be generally ambiguous in the beginning, being of the form \( m\text{-to-}n \). As the attribute space is divided into more and more smaller partitions, the new information about the mapping of parts is combined with the existing knowledge. Thereby the initially ambiguous mappings are reduced in dimensionality, ideally arriving at mappings of the form 1-to-1 for recognised views, where learned parts uniquely match unknown parts.

Owing to influences such as changes in viewpoint or noise, a new partition, resulting from splitting an existing partition, may map parts in a way which is contradictory to the mapping already attained from the set of existing partitions. In that case the algorithm rejects such a partition as contradictory thus ignoring it in the further matching and refinement process.

The similarity of views expressed only by binary relations is high, if the fraction of similar relations is high within all partitions which provide a consistent part mapping.

**Structural similarity expressed by chains of relations**

Structure is expressed by building conjunctions of relations, which are just linear subgraphs or chains, taken from the graph representations. In that way new relations are formed, which are not binary anymore (i.e. between two components), but are of higher order, combining three or more parts. This is an approximation to the problem of determining a subgraph–isomorphism. The longer the chains get, the better the approximation might be. Similarity between views is again expressed in terms of the number of similar relations, now of higher order.
The dynamic nature of refining the matching

In the beginning, the matchings between an unknown view and learned examples will be very unspecific, starting with a very low granularity, or resolution, and only looking at very short chains. In the, most likely, case that no single matching is far better than all the others, the matching has to be refined. This is done by increasing the resolution in attribute space, leading to a finer discrimination between values, and by increasing the length of conjunctions of relations, thus capturing more and more of the graph structure.

In this process of refinement, learned views which are very unlikely to fit the unknown view are discarded.

The quality of a matching is defined in two ways:

- The probability of a fit, defined by the number of similar conjunctions of relations.
- The number of parts, both in the unknown and in the learned view, which can be mapped onto each other.

The refinement process stops, if a certain quality of matching is reached, for instance, when every unknown part has a corresponding known part, or a single hypothesis is much more likely, than all the others. This again shows the dynamic nature of CLARET-2, as only as many partitions and relational extensions are generated, as are necessary to reach this point for a given unknown view. Of course the refinement process also stops, if a certain level of complexity is reached, that is, when no more resources are available.

Example

In Figure 4.5 a simplified example is given for the processes of partitioning and relational extension, which constitute the main part of CLARET-2’s algorithm. A single view of an object used in the later experiments (see p. 68) was chosen for this demonstration. The object is composed of four identical spheres, which are identified as the parts used here. In Figure 4.5(a) a segmented object view is shown with the spheres corresponding to the parts $P_1 \cdots P_4$ and arrows denoting the directed edges of the adjacency graph $(A_{12} \cdots A_{43})$, where only neighbouring spheres are connected. For better readability every edge is labelled with only 2 attributes, distance and area.

Figure 4.5(d) is to be read from top left to bottom right and shows the attribute spaces with the 2 dimensions, distance and area, and the course of partitioning and extension, as the matching is refined.
Figure 4.5: An example for the process of partitioning and relational extension employed in the CLARET-2 algorithm. Figure (a) shows an example input image, already represented as a graph; (b) shows extracts from the graph corresponding to points in the attribute space; (c) shows extracts from the input graph corresponding to points in an attribute space, which was relationally extended; (d) shows how the initial attribute space is processed, increasing the number of partition from left to right, and increasing the level of relational extension from top to bottom. For a more detailed explanation see the text.
In the beginning, every edge is represented as a point in the attribute space. Note, that for simplicity only the attributes of the example view are shown. In a real example, all the attributes of all learned views would also be present.

The first action is a partitioning on level 1 (partition 1, going right), splitting the initial attribute space in two halves. Figure 4.5(b) shows some of the “dipoles”, the pairs of spheres, connected by a relation, belonging to one of the partitions. The next action is a relational extension (level 2, going down). This results in two new ”initial” attribute spaces, containing chains of 3 connected parts. Examples of such chains for one of the attribute spaces is shown in Figure 4.5(c). Note, that each point in the attribute space again only represents the value of a binary relation, but now the multiplicity of each point can be larger than 1, since several different chains can end on the same relation (Fig. 4.5(c)).

The next step is again a partitioning of an attribute space. There are now 4 candidates, which could be split. One possibility is to further refine one of the two partitions on level 1 (partition 2, going right), followed again by a relational extension of the two new partitions (level 2, going down). Alternatively one of the two “initial” attribute spaces (partition 1, going right on level 2) may be further refined, followed by a further relational extension (level 3, going down). The latter would result in chains of 4 connected parts.

This cycle of partitioning and relational extension is iterated, until a matching is found, or until no resources are left.

4.2.3 Model Parameters

There are several factors which govern the properties of the CLARET-2 algorithm and influence the classification probabilities. These factors can be divided into two groups: (1) referring to the representation of the input data, that is the graph structure, and the attributes representing the object views, and (2) referring to parameters which directly influence the performance of the algorithm.

Graph structure

In principle, there are many ways to construct a graph representing the input data in the sense of how vertices are connected by edges. This means, between which parts of the object relations are computed.

A fully connected graph, where every part is connected with every other is the most complete representation. There is an obvious drawback, that a representation with many redundancies may result, where the number of
edges can become prohibitively high. This might cause problems concerning computing power.

An adjacency graph has edges only between neighbouring parts. In the case of our objects, two spheres which share a common border in a given view also share a relation with each other. The nodes representing these parts are connected by an edge. This approach results in a smaller number of edges, thus lower computational demands. Nevertheless, such a structuring of the input data may aid the algorithm in solving the classification task.

In our case, with only four parts present, the four spheres of the objects, complexity considerations are not necessary. Therefore only these two graph structures are investigated, fully connected graphs, representing the complete available input information, and the adjacency graphs, pre-structuring the input information in a, possibly, meaningful way.\footnote{It is also possible to set upper and lower bounds for the valency of the vertices in the graph, that is the number of edges originating at each vertex. This allows finer control over the size and structure of a graph and can make the problem computationally feasible by reducing the complexity of the data. The drawback here is that the resulting structure of the graph has no “meaning”, as is the case with an adjacency graph or a fully connected graph.}

### Attribute values

Several attributes are computed, describing the relations between object parts. All attributes possess continuous values, there are no categorical attributes, such as “is occluding”, or “is connected to”. Further, most attributes are asymmetric, i.e. in general $A(i, j) \neq A(j, i)$. For a complete list of the available attributes and the details of their computation see Sec. B.1.2.

It has to be stressed, that all attributes are binary relations, this means they always depend on two parts (at least formally). On first sight, this seems counterintuitive, because properties of parts like size, brightness, etc. seem to be of unary nature. But a closer look reveals, why it is useful to consider them as binary. What is the meaning, if part x has a size of $s = 43.7$? This value has no meaning at all, if it can’t be related to values of other parts. One way to do this is by normalising the input pattern, that is normalise the scale, position, orientation and brightness of a view. This requires some computation and may not lead to a unique solution. To normalise correctly, the knowledge of what is normalised already needs to be given a priori. Or it might be simply impossible to normalise, if complex scenes containing several objects are viewed. In any way, normalisation leads to an implicit relation of a part with all the others. The other possibility, which is more general and requires less computational effort is to make this relation to other parts
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explicit, using binary relations, as is the case in CLARET-2. Depending on
the construction, this implies invariance in scale, position and orientation of
the object views.

Immediately, the question arises, of whether descriptions should be re-
stricted to binary relations. The only reason for CLARET-2 to do so is com-
putational efficiency. Already the number of combinations, using only an
attribute space with binary relations, is too large to be explored completely
and optimisation and pruning is needed. Introducing more attribute spaces
of higher order, which need to be handled separately, would only aggravate
this situation.\(^6\)

The attributes computed were divided into two groups, one containing
mainly 2D intensity based, the other mainly 3D range based attributes.

2D Attributes These are computed using only the projection of the ob-
jects on the computer screen, the same views the human observers are pre-
sent with during learning.

There are attributes describing spatial relationships (distance, angle,
border-length), relative measures of shapes of object parts (area, maximum
span) and relative measures of intensity of parts (mean intensity, variance of
intensity).

3D Attributes These are computed using a range image, that is, an image
containing depth values, constructed from the rendered projections of the
objects, as the observers see it during learning.\(^7\)

Again there are attributes describing spatial relationships (distance, an-
gle, border-length), relative measures of shapes of object parts (area, maxi-
mum span), but now these attributes are computed for the 3D range image,
not its 2D projection. Attributes describing intensity properties can of course
no longer be computed. Instead, attributes explicitly expressing depth rela-
tions (mean depth, variance of depth) are computed.

\(^6\)There is a way around this limitation to a binary attribute space, if higher order
attributes, such as an angle, are needed. See Chap. B.1.2.

\(^7\)Note that the use of such a range image is only for convenience. The same depth
information could be constructed using a projection image, from the knowledge that the
objects are composed of four identical spheres and the fact that a perspective projection
is used. By estimating the apparent radius of a sphere from the curvature of its boundary
the depth values of its visible surface can be computed.
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CLARET-2 program parameters

The following parameters governing the behaviour of CLARET-2 were varied during the simulation runs:

**Length of chains** By varying the maximum length chains taken from a graph can have, it can be controlled how exactly a subgraph isomorphism is approximated. In other words, how exact the structural match between two graphs is determined.

**Resolution** By varying the resolution or granularity, it is determined how many relations are similar to each other. The higher the resolution, the more specific is the distinction between relations.

**Memory capacity** By limiting the memory capacity it is determined how many groups of relations can be distinguished at one time. This factor interacts with the length of chains and the resolution. The longer the chains are and the higher the resolution, the more different groups of relations need to be stored in memory.

**Probability measure** It was mentioned earlier that two views are similar, if the number of similar relations is high. The probability measure is a parameter used to quantify the term “high”, it describes the probability of differences occurring between views. The lower the probability measure, the higher the required similarity between two views.

4.2.4 Differences to the Original CLARET Algorithm

The original algorithm has been changed considerably, thus warranting a change of name. The complete source code now consists of over 45000 lines of C Code.

1. The procedure of matching learned to unknown parts and checking the compatibility of a new partition with existing partitions was debugged and optimised. The original program was not invariant to the exchange of learned view and unknown view. The complexity was reduced from $O(N^4)$ to $O(N^2)$, making the program much faster.

2. Originally, the quality of a match was determined by an heuristic measure, adjusted to work well by experience. This was changed to the estimation of a matching probability, based on clear assumptions of independence.
3. The task of graph matching is NP-complete, the time required for solving it depends exponentially on the number of parts. Thus it is necessary to take a “shortcut”, to estimate the correct solution. Originally, this was done by ordering the learned views by their matching probability, always partitioning exclusively the most likely matching, until the limits of the resources were reached. In extreme cases this could have the effect that actually only a single learned view was investigated while the others were ignored. Nevertheless this explored view wasn’t necessarily the correct match. The new algorithm also maintains a list of the matchings between the learned views and the unknown view, but in every iteration all of them are partitioned and the matching probabilities are recomputed. The most unlikely learned views, where the matching probability drops below a set limit, are removed from the list of possible matches.

4. The part of the program creating the graph structure from the input data was moved into a separate program, debugged and modified to allow a more fine grain control over the complexity, i.e. the number of edges per node, of the resulting graphs.

5. Major parts of the code were refactored and optimised for speed.
Chapter 5

Learning 3D Object Representations

5.1 Psychophysical Experiment

5.1.1 Introduction

Visual object recognition has been studied in the past in a multitude of different settings with variations in experimental paradigm, the types of stimuli used, and the tasks to be solved.

This study uses a classification task, since “there is nothing more basic than categorisation to our thought, perception, action, and speech.” (Lakoff, 1987, p.5). Thus we move away from tasks such as delayed matching to sample, discrimination, etc., where it is in general not necessary for the subject to access the representations of several objects at the same time. It is sufficient to store a sample of the target (as in delayed matching to sample), or to memorise one object only, to determine whether the target stimulus is same or different. The minimal number, that forces the subjects to do “real” categorisation is classifying the views of three objects. Using only two objects, the experiment may degenerate to a discrimination task.

Studying the process of how representations of objects are learned to allow categorisation requires the use of novel objects. This also removes a confounding linguistic influence on the visual recognition, the possible naming of the objects. Learning is partitioned into repetitive learning units of alternating supervised learning with a control test.\(^1\) The subjects learn until

\(^1\)In the machine learning literature supervised learning means that the class label of the learning sample is known in advance (Duda and Hart, 1973). Sometimes the complete procedure of repeating units consisting of supervised learning followed by a test, is termed ‘supervised learning’ in psychophysical literature (Caelli et al., 1987; Rentschler et al.,
they achieve a set criterion, thus assuring that all subjects have attained the same learning status in regard to the presented object views and as measured by the used test\textsuperscript{2}. This allows the comparison of the dynamics of learning as well as of the performance in ensuing generalisation tests.

As Vanrie et al. (2001) point out, the process of recognising objects – especially whether it is viewer centred or not – is influenced by the type of stimuli and the paradigm used. The authors hold the view that it would be of great interest to produce different behavioural response patterns without fundamental changes in variables like paradigm and stimuli. This is the motivation for preceding the actual visual learning process with a (optional) priming phase. Leaving the actual learning process constant for all subjects, differences in performance can be pointed to the influence of the presence and type of priming knowledge. We expect that priming the subjects by allowing them to actually handle 3D-models of the objects facilitates the formation of viewpoint independent internal representations. To enhance this effect, two of the objects used were designed to be mirror-symmetric, since handedness tasks have been demonstrated to be, in general, viewpoint dependent (see citations in Vanrie et al., 2001, p.1049). Since some previous studies maintain the existence of a strong influence of object structure on behavioural responses (Biederman and Bar, 1999, see 3.2), objects with clearly defined structural differences were chosen, which are nevertheless very similar to each other, keeping the categorisation task from becoming trivial.

5.1.2 Methods

Subjects were 53 adults, about half of which were graduate students. All subjects reported normal or corrected-to-normal visual acuity and having no other visual disorders. Ages ranged from 25 to 45 years. The subjects were randomly assigned to 3 experimental groups, which were approximately balanced referring to age and gender.

The stimulus set consisted of three objects, constructed and displayed on the 17” screen of a SGI O2 computer using the Open Inventor software package. Each object was composed of four spheres, with three of them forming a rectangular isosceles triangle and the fourth being placed perpendicularly above the centre of one of the base spheres (see Fig. 5.1). Object 1 possesses a three-fold rotational symmetry as can be seen in Fig. 5.1(a). In the presented view the symmetry axis is perpendicular to the projection plane. A rotation in plane of $120^\circ$ transforms the object into itself. Objects 2 and 3

\textsuperscript{2}The learning status is sometimes not controlled in other studies (see e.g. Bülthoff and Edelman, 1992; Newell et al., 2001)
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Figure 5.1: Objects used in the experiments on learning and recognition. Each object consisted of four spheres, with three of them forming a rectangular isosceles triangle and the fourth being placed perpendicularly above the centre of one of the base spheres. Note that object 2 and object 3 are mirror symmetric to each other.

are mirror symmetric to each other (Fig. 5.1(b), 5.1(c)). Furthermore these 2 objects possess a two-fold rotational axis, which, in the presented views, is again perpendicular to the picture plane. A rotation in plane of 180° carries object 2 into itself, and the same applies to object 3. 2D views were generated as perspective projections of the objects onto the screen plane of the computer display.

To generate the set of learning views, azimuth and elevation were sampled in 60° steps; the equatorial plane was horizontal and contained the symmetry axis of each object; the centre of the coordinate system used for sampling was situated at the centre of gravity and thus on the symmetry axis of each object; the zero views (presented in Fig. 5.1) were chosen such that the symmetry axis was located perpendicular to the picture plane and no centre of any sphere lied exactly in the equatorial plane, to exclude occlusion artefacts; for each view an additional arbitrary rotation in plane was added, to reduce motion sequence effect; this rotation in plane could take the values 0°, 60°, 120°, 180°, which remained fixed; except for the afore mentioned arbitrary rotation in the picture plane, for every view of object 2 there exists a mirror view of object 3 and vice versa; views redundant due to rotational object symmetry were eliminated. This process is visualised in Figure 5.2. It resulted in 22 views in total (6 views for object 1, 8 views for object 2 and object 3 each, see Fig. 5.3). At the viewing distance of 1m, the images appeared under a visual angle of approximately 7°.
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Figure 5.2: Visualisation of the 8 viewing directions on the viewing sphere. Spacing for azimuth and elevation is 60°, respectively. The coordinate system was rotated in this figure for better clarity.

For haptic exploration physical object models were constructed using styrofoam balls of 6cm diameter.

See the following page for the 22 learning views in Fig. 5.3.
Figure 5.3: The set of 22 learning views
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Object Priming

All subjects were informed about the task of learning to classify the set of 22 learning views. They were further told that the views depicted 3 objects, each constructed of 4 identical spheres, which were connected in 3 different configurations. Two of the three subject groups had the opportunity to gain further prior knowledge by exploring the objects for about 5-10 minutes. These are the haptic priming and the visual priming conditions. The third subject group served as control condition and had no additional information or priming. Exploration, respectively instructions, were immediately followed by a procedure of supervised learning (see below).

Haptic Priming Condition  Subjects were seated blindfolded at a table where they were handed styrofoam models of the three objects. With each object its number was announced. The object number was repeated later if requested. The subjects were allowed to put the objects on the table and pick them up again. They were also allowed to handle several objects at a time if they wished to do so. Exploratory hand and arm movements were in no way restricted; on the contrary, subjects were encouraged to explore the objects from all sides.

Visual Priming Condition  The objects and their corresponding object numbers were simultaneously displayed on the computer screen as 2D projections (“views”). The subjects could “grasp” one of the object views at a

Figure 5.4: Different priming conditions allow to investigate the impact of the type and amount of prior knowledge. With stimulus input and the learning procedure kept constant, differences in recognition performance between groups can be attributed to differences in representation due to priming.
time by means of the computer mouse and a cursor. They could then rotate each object with three degrees of freedom and inspect it from any desired viewing direction.

**Supervised Learning Procedure**

The procedure of supervised learning was partitioned into “learning units” consisting of a learning and a test phase (see Fig. 5.6 for an illustration). During a learning phase, all 22 stimuli were presented sequentially in random order, each followed by their respective object number. During a test phase, all stimuli were presented again in random order. The observer was then required to assign an object number to the test views, using a computer keyboard.

![Diagram](image)

**Figure 5.5:** Visual Learning happens within a context of supervised learning. A presentation phase of the 22 learning views labelled with their object number is alternated repeatedly with a test phase, where subjects try to recognise the previously seen views. Learning is ended successfully when the subject reaches 90% correct answers.

The observer’s answers were recorded in a “classification matrix”. For each learning unit such a classification matrix was recorded, with the rows denoting the single views and the columns the 3 possible answers, object 1, 2 or 3. The recorded classification matrices for a complete learning session were cumulated, resulting in an matrix containing the relative answering frequencies per view. Examples for both types of matrices can be found in Appendix C.6.

Summary feedback of the subject’s performance was given at the end of each learning unit, informing about the total and the per object percent correct answers. No other feedback was given. The stimulus display time was
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5.1.3 Results

From the 53 participating subjects, 2 did not reach the criterion set at 90% correct answers. One subject of the latter two did not have the time to finish the experiment for personal reasons, the other subject wished to abort the
experiment after 3 sessions containing 65 learning units. The results of these two were excluded from the data set. All other 51 subjects achieved the set criterion within a maximum of 4 sessions. As shown in Figure 5.7, learning time, as measured by the number of learning units\textsuperscript{3} necessary to reach the criterion, was affected by providing prior knowledge. Despite the short duration of priming, lasting about 5-10 min, learning time was drastically reduced by about 50%. Control subjects needed about 32 learning units, whereas visual subjects with about 15 units and haptic subjects with about 14 learning units were both significantly faster \((p < 0.05)\). Note that haptic subjects needed even slightly less time than subjects under the condition of visual priming.

**Subject’s reports on learning strategies**

On finishing the learning experiments, the subjects were interviewed as to the learning strategies they had employed. Mainly two strategies were reported:

**Learning by Heart** The subjects learned by heart which object number was associated with a given view.

\textsuperscript{3}Analyzing the learning duration not in terms of the number of units, but by measuring the absolute time required (in minutes), yielded similar results.
5.1. PSYCHOPHYSICAL EXPERIMENT

**Mental Rotation** Subjects rotated a given view to match it with an internal model of one of the three objects.

Subjects with haptic experience were most consistent in their strategy. With two exceptions, which were both outliers, all subjects reported solving the learning task mainly by mental rotation. Those views however, which were difficult to rotate (e.g., view 6 of object 2 and view 4 of object 3, see Fig. 5.3) were mostly memorised.

Subjects with visual prior knowledge were less consistent in their strategies. Most of them solved the task by mental rotation, but started using this strategy at varying points during the learning process. Some of the subjects solved the task purely by memorising.

Within the visual group there was one exceptional subject which solved the task in a single learning unit. The subject used a variation of the mental rotation strategy, imagining herself at the object’s position and then rotating herself. The subject was able to describe the three objects perfectly.

Control subjects with no prior experience were the most inconsistent group. Most of them learned the views by heart, but tried to employ various strategies during learning. Whereas some only memorised and stuck to this method, other subjects used various strategies to try and ‘make sense’ of the views. Some of the subjects were able to successfully rotate at least a subset of the views.

Figure 5.8 shows estimated density functions, essentially smoothed histograms, for the distribution of learning durations for the three experimental groups. It reveals differences between the groups which were, especially for haptic and visual subjects, hidden by looking only at the mean values. The number of learning units completed is at the abscissa. Clearly, the haptic group is the most consistent one, showing the least variance of learning duration around a peak value. The distribution for the visual group also has a clearly defined peak value, but shows more variation, especially towards longer durations. By contrast, control subjects show the most inhomogeneous distribution, with a very broad peak at around 20 learning units and another peak at about 50 units.

**Outliers**

Using the standard box-plot method (Chambers et al., 1983), three outliers were detected, which are also identified in Fig. 5.7. These were 2 subjects with haptic and one with visual prior knowledge. Asked about the learning strategy they had used, the subject with visual prior knowledge, subject st, reported learning the set of views by heart. But unlike other subjects an
additional mnemonic technique was used, associating a view with a similar image (e.g. “This view looked like the roof of a house”). That is, this subject did not associate the views with a model of the physical object, but rather with a completely unrelated real world image or object.

The next outlier, one of the subjects with haptic prior knowledge, subject ch reported finding the task very difficult and learning most of the views by heart. The subject was not able to draw a sketch of the objects and could only describe object 1 correctly. The other subject with haptic experience, subject pe, stated in the final interview not feeling confident about the task. Only during the second session did the subject actually believe that it was possible to solve the task. The subject began trying to rotate the objects and then continued with other strategies, such as learning by heart. Finally, the subject solved the task by mainly relying on mental rotation.

Per View Analysis of Cumulated Learning Matrices

The differences between groups can also be analysed on a ‘per-view’ basis, comparing the cumulated classification matrices, which provide relative answering frequencies. This was done by averaging the cumulated classification matrices over the subjects belonging to the respective experimental groups. A measure for the difference between two such matrices is the sum of the squared differences between the elements (see Appendix C.2). A t-test was used to determine whether one matrix was ‘better’ than another, i.e. whether the fraction of correct answers was higher (see Appendix C.4 for details).

The results, which are numerically summarised in Tab. 5.1, show haptic subjects being significantly better than subjects with visual prior knowl-
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<table>
<thead>
<tr>
<th>group 1</th>
<th>group 2</th>
<th>D</th>
<th>df</th>
<th>T</th>
<th>C(0.05)</th>
<th>P(equal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>Visual</td>
<td>0.031</td>
<td>65</td>
<td>8.93</td>
<td>1.67</td>
<td>p &lt; 0.001</td>
</tr>
<tr>
<td>Control</td>
<td>Haptic</td>
<td>0.036</td>
<td>65</td>
<td>7.40</td>
<td>1.67</td>
<td>p &lt; 0.001</td>
</tr>
<tr>
<td>Visual</td>
<td>Haptic</td>
<td>0.022</td>
<td>65</td>
<td>2.01</td>
<td>1.67</td>
<td>p &lt; 0.05</td>
</tr>
</tbody>
</table>

Table 5.1: Analysis of behavioural data for learning using a t-test. Comparison of controls with visual priming group, of controls with haptic priming group and of visual with haptic group. D denotes the difference measure between the two matrices; df the degrees of freedom (3 answers for 22 views results in 66 values being compared); T the computed t-test value; C(0.05) the critical value for a 5% level, taken from Student’s t-distribution; P(equal), the probability that the matrices are from the same distribution, which is derived from Student’s t-distribution using the computed value T.

edge and both performed significantly better than subjects without prior knowledge. The distance between visual and haptic matrices was about 30% smaller than the distances between each of the two and the control matrix.

5.1.4 Learning Dynamics

For every subject three matrices were sampled from the whole set of learning matrices computing a weighted mean (see C.5), centred at the begin of the learning procedure ($x_0 = 1$), after half the learning time ($x_0 = N/2$) and at the end of learning ($x_0 = N$). These sampled matrices were averaged over all subjects within the same group. With 3 groups – controls and visual and haptic priming – and 3 points in time – begin, middle and end – this resulted in a total of 9 matrices.

For a summary, displaying only the dynamics of the object means, see Fig. 5.9. The filled outer symbols show the location of the means for a perfect classification matrix, with no wrong answers. All three groups make most errors mistaking the mirror symmetric objects 2 and 3. Subjects from visual and haptic priming groups begin recognising object 1 quite well, there is little improvement over time. The most pronounced improvement can be found in discerning the objects 2 and 3. Control subjects on the other hand also begin making most mistakes between objects 2 and 3, but additionally their performance for object 1 is relatively low. They show a much higher improvement for object 1 than the other groups. In general, already at the beginning of the learning process both the groups with priming experience perform clearly better than the control group.

A more detailed graph (Fig. 5.10), showing the relative answering frequencies for each group at the three points in time, confirms these findings.
As with the cumulated classification matrices (see 5.1.3) a statistical t-test was applied, comparing the groups at each point in time and also comparing the matrices within each group at different times. The summary of the results in Tab. 5.2 shows, that again both haptic and visual subjects performed significantly better than control subjects without prior knowledge. Also haptic subjects were always better than visual subjects, at the beginning even significantly so. The distances decrease with time. This makes sense, since all subjects reached the criterion of 90% correct answers in the end. Also the difference between visual and haptic subjects is again much smaller, than the distance of either of them to the control group, as was the case for the cumulated matrices.

Applying a t-test within each group at successive times, shows a significant improvement at every learning stage (Tab. 5.3).
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(a) Control group

(b) Visual priming group

(c) Haptic priming group

Figure 5.10: The three graphs visualise the answering matrix. They show the mean relative answering frequencies for controls and the priming groups for all 22 learning views. The top third of each graph depicts how often subjects chose ‘object 1’ as their answer. The middle third of each graph shows the relative frequencies of answer ‘object 2’ and the bottom third of ‘object 3’. The graphs further discriminate between the performance at the begin of the learning phase, during the middle, and at the end of the learning phase. It can be clearly seen, that for all groups the number of correct answers (the ‘diagonal’ of each graph) increase over time, whereas the number of wrong answers decreases.
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Table 5.2: Differences between groups at begin, middle and end of learning phase. Distances D are squared differences between matrices. The results T of the t-test are given, with \( df = 65 \) and the critical value \( C(0.05) = 1.67 \).

<table>
<thead>
<tr>
<th>Condition</th>
<th>time</th>
<th>D</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>begin – middle</td>
<td>0.036</td>
<td>11.8</td>
</tr>
<tr>
<td></td>
<td>middle – end</td>
<td>0.040</td>
<td>15.3</td>
</tr>
<tr>
<td>Visual</td>
<td>begin – middle</td>
<td>0.031</td>
<td>13.7</td>
</tr>
<tr>
<td></td>
<td>middle – end</td>
<td>0.037</td>
<td>13.1</td>
</tr>
<tr>
<td>Haptic</td>
<td>begin – middle</td>
<td>0.027</td>
<td>8.87</td>
</tr>
<tr>
<td></td>
<td>middle – end</td>
<td>0.033</td>
<td>13.2</td>
</tr>
</tbody>
</table>

Table 5.3: Differences between learning matrices within groups in time. D denotes the distance between matrices, T the value of the t-test, with \( df = 65 \) (\( df = 61 \) for haptic priming group) and the critical value \( C(0.05) = 1.67 \).

5.2 Simulation using CLARET-2

5.2.1 Introduction

CLARET-2 is an algorithm which represents objects by multiple views, but utilises structural descriptions consisting of object parts and their relations. It provides a measure of similarity between views by determining their corresponding parts and the probability of such a correspondence. CLARET-2 further allows to determine the structural complexity of simulated representations and the saliency of the attributes employed. A more thorough introduction to the CLARET-2 algorithm and a discussion of the possible reasons for using it as a tool for modelling visual object recognition are given in Sec. 4.1.

It has been pointed out by several authors that the distinction between image-based and structural description models might not be the real issue anymore in object recognition, since both can be tuned to display viewpoint-dependent or viewpoint-independent behaviour (Hummel, 2000). Furthermore psychophysical evidence suggests that the respective behaviour depends on the stimuli used and the task set (see Sec. 3). Instead questions arise as
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Figure 5.11: During simulation the parameters of CLARET-2, a machine learning algorithm, are tuned to achieve the same recognition results as the subjects of the priming groups and the control group. The parameters are interpreted to supply predictions for generalisation experiments.

to how to measure similarity between objects and determining the correct feature set to achieve this (Tarr and Vuong, 2002).

The construction of the stimuli used here suggests a 3D structural description as the best mode for optimal performance. Nevertheless subjects might adopt different strategies for solving the visual recognition task. An algorithm like CLARET-2, relying both on multiple views and a structural description, seems a promising approach for modelling human behaviour. In our view the specific nature of the algorithm makes it at the same time suited for answering the questions of optimal feature sets for determining similarity. The assumptions here being that (1) a representation depending on multiple views is in principle powerful enough, (2) the method of segmentation produces parts which are meaningful for modelling purposes, and (3) the attributes chosen to represent the parts and their relations can be mapped to the features actually employed by the human observers with no key attribute missing.

5.2.2 Methods

Modelling was based on the same set of 22 learning views (Fig. 5.3), on which the human observers were trained. Feature extraction was based on intensity images for 2D attributes and on depth images for 3D attributes. Depth images, where the value of each pixel denotes the distance of the corresponding surface point to the viewer, were only used as a convenient way of calculating depth attributes. The same information could have been derived from the intensity images using...
It is assumed that the segmentation into parts is given by the component structure of the objects so that every sphere corresponds to a distinct part. Attributes were extracted, describing the relative size and form of the visible surfaces of each sphere, the relation in distance and angle to other spheres, and a summary description of the relative brightness (2D) and the relative distance from the viewer (3D) of each surface patch. A detailed account of the list of attributes and how they were computed is given in Appendix B.1. The information collated thereby was stored in a corresponding graph structure, resulting in 22 graphs, one for each view. Within each such graph the vertices denote the segmented parts, i.e. the single spheres, and the edges denote a binary relation between two parts, containing the stored attribute values. These 22 graphs constituted the set of learned views against which in turn each one was presented as an unknown view, in analogy to the testing part of the supervised learning procedure adopted for the human observers. The result of applying CLARET-2 are probabilities of classification for each of the 22 views, which can be arranged in a prediction matrix, similar to the classification matrix of an human observer. The quality of fit was determined by computing the root mean squared error (see App. C.2) between the predicted classification matrix and the observed cumulated classification matrix, using the mean matrices for each group as described in Sec. 5.1.3.

Three factors influencing CLARET-2’s performance were varied in these simulation experiments.

- The attributes.
- The program parameters
- The graph structure.

Attributes

The question of investigating attributes likely to be used by human observers is handled in detail in the descriptions of the individual simulation experiments below.

Program Parameters

After preliminary investigations, the following parameters were varied within the given value sets.
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chain length</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>Resolution</td>
<td>1, 2, \cdots, 10, 12, 15, 20</td>
</tr>
<tr>
<td>Memory</td>
<td>5, 10, 15, 20, 30, 40, 60, 80, 100, 120</td>
</tr>
<tr>
<td>Probability</td>
<td>0.01, 0.02, 0.05, 0.1, 0.3, 0.8</td>
</tr>
</tbody>
</table>

For each graph structure and attribute set the full combinatorics of these values was applied. For a detailed explanation of the parameters see Sec. 4.2.3.

**Graph Structure**

For the graph structures (see Sec. 4.2.3 for more explanations and App. B.1.2 for construction details), two obvious possibilities of representing the object information within each given view were investigated. Since only four object parts (the four spheres) were present, a finer differentiation would not have made sense.

**Full**  Fully connected graphs, where every part is connected with every other.

With asymmetric relations and 4 parts (i.e. vertices) present, such a graph contains 12 relations (i.e. directed edges).

**Adjacent**  Adjacent graphs, where only relations exist between neighbouring parts, that have a common border in the given view. Typically, such a graph contains about 6 relations.

5.2.3 Simulation Experiments

To summarise, the following assumptions are made here: (1) The segmentation into parts as suggested by the structure of the objects is meaningful for the representation formed in the human observer; (2) The attributes extracted don’t miss any key features used by the human observer; (3) The graph structure based on multiple views can be mapped to the representation of the human observer, which may be based on an internal 3D-model; (4) The cumulated classification matrix, a mean over all answers given during learning, is a meaningful measure of the state of the observers representation at the end of learning, when reaching the set learning criterion.

**Experiment 1: Investigate 2D vs. 3D Attributes**

This first experiment had two aims. First to investigate whether a preference for either 2D or 3D attributes can be found. This was motivated by the discussion in the literature concerning the nature of the internal representation of 3D objects. The two main positions are that the representation is either 3D object centred or 2D view dependent, which should also reflect in the
kind of attributes used to represent the objects. To this end, the available attributes were grouped in 2 sets, attributes which are mainly 2D and attributes which are mainly 3D in nature. 2D attributes are computed using only the projected image of the objects, which are the same views as the human observers learned. 3D attributes are computed using a range image containing depth values of every image pixel\(^6\).

<table>
<thead>
<tr>
<th>2D Attributes</th>
<th>3D Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>distance</td>
<td>distance</td>
</tr>
<tr>
<td>angle</td>
<td>angle</td>
</tr>
<tr>
<td>area</td>
<td>area</td>
</tr>
<tr>
<td>span</td>
<td>span</td>
</tr>
<tr>
<td>border</td>
<td>border</td>
</tr>
<tr>
<td>mean intensity</td>
<td>—</td>
</tr>
<tr>
<td>variance intensity</td>
<td>—</td>
</tr>
<tr>
<td>—</td>
<td>depth</td>
</tr>
<tr>
<td>—</td>
<td>variance depth</td>
</tr>
</tbody>
</table>

For a more elaborate description see Sec. 4.2.3 and for a detailed discussion of the chosen attributes and their computation see App. B.1.2.

The second aim was to investigate the complexity of the internal representation. This depends, of course, on the parameter values. The more resources available, the more complex a representation can be. The complexity has a second aspect, though, which does not depend on the model algorithm proper, but on the structure of the input data. In our case the graph structure representing each view can be either a fully connected graph or an adjacent graph, where only neighbouring parts are connected.

CLARET-2 was run, applying the full combinatorics of the program parameters, using both fully connected graphs and adjacent graphs, with either 2D or 3D attributes.

**Experiment 2: Investigate Individual Attributes**

To explore the nature of internal representations in more detail, the question arises, what the minimum and the optimal number of attributes necessary for modelling are and which attributes give the best results in those cases.

Again CLARET-2 was run exploring the same parameter ranges as in experiment 1, using both a fully connected and an adjacent graph. Here, however, the number of attributes was reduced. Instead of using 7 attributes (2D or 3D), three cases were investigated.

\(^6\)The use of a range image is for convenience only, see footnote p. 79.
Single One attribute was chosen, investigating all possibilities of selecting from the complete set of 14 attributes.

Double Two attributes were selected. All possible combinations were investigated, taking both from the full set of either 2D or 3D attributes.

Triple Three attributes were selected. All of them from the set of either 2D or 3D attributes.

To reduce the number of possible combinations, for Double both attributes were either from the set of 2D attributes, or from the set of 3D attributes. For Triple the two best attributes from Double remained fixed and the third was chosen from the same attribute set.

Experiment 3: Investigate Learning Dynamics

CLARET-2 was used to simulate the learning dynamics for the three experimental groups. For each group, CLARET-2 was used to predict each of the three classification matrices, observed at the begin, middle and end of the learning process. This resulted in a total of nine simulation runs. For each simulation the same conditions and parameter ranges applied as in experiment 1.

5.2.4 Results

Experiment 1

The results of simulating the learning data are listed in Table 5.4. The differences between controls and the other two groups were the most marked, where both the maximum resolution and the maximum memory capacity increased. Also to fit the control group data, 2D Attributes were sufficient, whereas the other two groups require 3D Attributes. The difference between the two priming groups visual and haptic was smaller, only the memory was increased from 20 to 30 partitions.

The analysis of the behavioural data showed a ranking of the experimental groups by their learning performance (Control < Visual < Haptic). The same ranking is found, ordering the groups by the amount of resources needed to achieve the best fit between predicted and observed classification matrices.

The results also showed that neither the probability nor the chain length parameter had a significant influence on the simulation results. Therefore these two parameters were set to the values giving the best fit, which was independent of the behavioural group, and are not mentioned anymore in
Table 5.4: Simulation of learning data. For each group the parameters, type of attributes and graph representation are given, which resulted in the best fit. The distance is the root mean square difference between the observed and the predicted classification matrices. For all groups setting the parameter chain length to 1 and probability to 0.02 yielded the best fit.

For all three groups the best fit was found with adjacent graphs. This held, regardless of the chosen attribute set. None of the fits, however, reached a statistically significant level.

Figures 5.12 and 5.13 show plots of the data, three relative answering frequencies for each view, both as a diagram and as a scatter-plot. Inspection of the figures confirms the numerical analysis.
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Figure 5.12: For the control and priming groups the three figures compare the observed classification matrix with the classification probabilities computed by the simulation. For each graph the ordinate lists the individual 22 learning views, grouped by object number, the abscissa measures the relative answering frequencies (behaviour) or the predicted classification probabilities (simulation). The top third of each graph depicts relative frequencies of answer ‘object 1’. The middle third of each graph shows the relative frequencies of answer ‘object 2’ and the bottom third of ‘object 3’. Priming groups show relatively the largest discrepancies between predicted and observed answering frequencies for view 1 of object 1 and view 5 of object 2.
CHAPTER 5. LEARNING 3D OBJECT REPRESENTATIONS

Figure 5.13: The three figures visualise the predictive power of the simulation for the control and the priming groups. For each of the 3 possible answers for the 22 learning views the classification probability predicted by the simulation (ordinate) is charted against the observed relative answering frequencies (abscissa). For a perfect correlation all points would lie on the diagonal.
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Experiment 2

The results for varying the number of available attributes are summarised in Tabs. 5.5, 5.6, and 5.7. Using two attributes minimised the error, compared to the other cases with either 1, 3 or 7 attributes.

**Single** Using only a single attribute already resulted in fits, which had approximately the same quality as using the full attribute sets. For control subjects the fit was even better. Independent of the subject group providing adjacent graphs with the single 3D attribute *difference in mean depth between parts* yielded the best results. Again, going from controls over visual to haptic priming group, more resources were needed.

<table>
<thead>
<tr>
<th></th>
<th>Resolution</th>
<th>Memory</th>
<th>Attribute</th>
<th>Graph</th>
<th>Dist.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>6</td>
<td>10</td>
<td>depth mean</td>
<td>3D-Adj.</td>
<td>0.031</td>
</tr>
<tr>
<td>Visual</td>
<td>7</td>
<td>20</td>
<td>depth mean</td>
<td>3D-Adj.</td>
<td>0.037</td>
</tr>
<tr>
<td>Haptic</td>
<td>8</td>
<td>30</td>
<td>depth mean</td>
<td>3D-Adj.</td>
<td>0.040</td>
</tr>
</tbody>
</table>

**Table 5.5:** Simulation of learning data using the single best attribute. For all three groups the attribute ‘mean depth’ gives the best results.

**Double** Selecting 2 attributes, where both are from the same set of either 2D or 3D attributes resulted in the optimal fit. Every subject group was now fitted with a smaller error than previously. There was no differentiation between the priming groups haptic and visual, both used the same parameters, the same graph structure and the same attributes. Fitting the control group we found to produce a stronger difference in respect to the other two groups. Here using the 2D attributes of *difference in mean intensity and maximum span between two parts* gave the best fit.

<table>
<thead>
<tr>
<th></th>
<th>Resolution</th>
<th>Memory</th>
<th>Attribute</th>
<th>Graph</th>
<th>Dist.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>10</td>
<td>20</td>
<td>intensity &amp; span</td>
<td>2D-Adj.</td>
<td>0.030</td>
</tr>
<tr>
<td>Visual</td>
<td>8</td>
<td>15</td>
<td>depth mean &amp; var</td>
<td>3D-Adj.</td>
<td>0.031</td>
</tr>
<tr>
<td>Haptic</td>
<td>8</td>
<td>15</td>
<td>depth mean &amp; var</td>
<td>3D-Adj.</td>
<td>0.035</td>
</tr>
</tbody>
</table>

**Table 5.6:** Simulation of learning data using the two best attributes, with the additional constraint that both be either 2D or 3D attributes. The simulations of the observed data for the two priming groups gives the same results, 3D attributes produce the best fit. In contrast the control group is best fitted using 2D attributes.
### Triple

Now a third attribute was selected, leaving fixed the two best attributes found in the previous simulation. This slightly increased the errors for all three groups. All the groups are now differentiated again, in terms of selected attributes. For haptic subjects this was the additional attribute of *length of common shared border between parts* measured in 3D, for visual priming the *difference in 3D maximum span of parts*, and for controls the *differences in 2D areas between parts*.

<table>
<thead>
<tr>
<th></th>
<th>Resolution</th>
<th>Memory</th>
<th>Attribute</th>
<th>Graph</th>
<th>Dist.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>9</td>
<td>20</td>
<td>+ area</td>
<td>2D-Adj.</td>
<td>0.032</td>
</tr>
<tr>
<td>Visual</td>
<td>9</td>
<td>20</td>
<td>+ span</td>
<td>3D-Adj.</td>
<td>0.034</td>
</tr>
<tr>
<td>Haptic</td>
<td>9</td>
<td>15</td>
<td>+ border</td>
<td>3D-Adj.</td>
<td>0.038</td>
</tr>
</tbody>
</table>

**Table 5.7:** Simulation of learning data using an additional third attribute to the two found in the double attribute experiment. The third attribute is also the same type as the first two, 2D or 3D attribute. All three groups are best fitted using different triples of attributes.

### Experiment 3

The results of applying CLARET-2 to the dynamic learning data, using the same parameter ranges as in the static case, is summarised in Tab. 5.8. For all groups both the resolution and the memory limits increased with time. The number of levels stayed constant, though. Both priming groups, haptic and visual, started off with 2D Attributes for the observed begin-matrix. They changed to 3D Attributes, as time passed. The simulation for controls started with 2D Attributes and an adjacent graph, but for the observed end-matrix the best fit was found with a fully connected graph, using 3D Attributes. Simulation errors reached their minimum at the end of the learning phase.

### 5.3 Discussion

The most remarkable result of this experiment is the strong effect of priming in general and specifically of haptic priming. Only five minutes of blindfolded haptic exploration of the object models improved the learning time by about 50% as measured in learning units, or by about 1 hour. Visual priming also had a strong effect compared to the controls, but was not quite as efficient as haptic priming. Especially the instant transfer from haptic priming to the visual learning task was significantly better than the transfer visual — visual. This confirms the importance of inference from prior knowledge for
Table 5.8: Simulation of learning dynamics. For each group the parameters are listed giving the best fit at the begin, the middle, and the end of learning. For comparison the results from Experiment 1, fitting the mean classification matrix (‘mean’) are repeated. The results of all three groups show a change in parameters consistent with the observed progress in learning.

visual recognition. Although the haptic subjects had never seen the objects, they were instantly better at recognising the objects and remained to be so throughout the experiment. There are several possible reasons for the advantage of the haptic modality over the visual modality as found here.

A representation formed by haptic exploration is expected to be of a spatial 3D nature\(^7\). This exploration experience biased most of the subjects to employ a matching strategy based on the 3D structure of the objects, i.e. mental rotation. Given that two of the objects had a mirror symmetric spatial structure this proved to be the most efficient strategy to solve the learning task. The interviews showed that 12 of the 14 subjects experiencing haptic priming chose this strategy. This uniformness was confirmed by the unimodal estimated probability density function (see Fig. 5.8). From the subjects undergoing visual priming the fraction using a mental rotation strategy early in the experiment was smaller. Again this is confirmed by the estimated probability density function, which shows secondary peaks at longer learning times.

Summarising Eleanor Rosch’s work on categorisation, Lakoff (1987) ar-

\(^7\)This doesn’t necessarily imply viewpoint-independence, which would also require the integration of the sensed information over space and time. Even if the internal representation were completely viewpoint-independent the matching to a particular view may depend on the chosen view (see Sec. 3.4)
argues that motor activity plays an important role in basic-level categorisation. Basic-level categorisation is basic in several respects, among them, for instance, fast identification and shortest most commonly used names. One of the factors is the categorisation according to the type of motor interaction. Further, he cites Brent Berlin, who hypothesises that non-universality of basic-level categories can develop, if experts have special training in a certain field. They might treat a more specific level as basic. Now surely, the faster and better our subjects learn, the more likely they are to treat this special categorisation task as basic, and from the above it is clear, that motor activity would play an important role in this type of training. More so, since other factors, which make a certain categorisation level basic are missing here, since we are using novel, unfamiliar objects, where naming or “world knowledge” would play little role. Looking from a neurophysiological angle Fuster (2001) argues the importance of what he calls the ‘action-perception-cycle’, the iterative feedback between perception and exploratory motor activity for the representation of objects. In our case this is facilitated by the unrestricted exploration of the objects, as opposed to experiments undertaken by (Newell et al., 2001, but see Sec. 6.2 for more details). Nevertheless, during visual priming subjects also actively explored the objects, but with a few important differences. A movement of the mouse had different effects on the objects, depending on the location of the cursor when pressing the mouse button, leading to rotations within the viewing plane or in depth. The movement itself is abstracted from the actual rotation and very much reduced in its possibilities (press and release mouse button, move left-right, forward-backward). Only a few haptic submodalities were activated involving possible movements, as well as possible sensory feedback. The mouse itself as well as its pose within the hand remained nearly constant during priming. Compare this to an active haptic exploration, using several fingers, the palm, hand and arm, both left and right, experiencing weight, inertia, surface properties, etc. These differences tie in well with the concept of an action-perception-cycle (Fuster, 2001).

The question arises, whether the haptic modality alone is already sufficient to result in optimal performance? Seven additional subjects undertook a control experiment, which was an exact replica of the haptic priming condition, with the single exception that priming was now visuo-haptic, i.e. the subjects were not blindfolded. The results showed a further decrease in learning time, with visuo-haptic subjects requiring about 6-7 learning units, thus learning about 50% faster than haptic subjects. Visuo-haptic was therefore the optimal priming method for this learning task, as one would have ex-
The simulation results show a remarkably good agreement with the behavioural data (see Fig. 5.12), additionally they can be interpreted in a plausible way, regarding use of resources and preferred attributes.

In all simulation experiments the haptic priming group requires at least as many resources as the visual priming group which in turn needs at least as many resources as the control group. The relative performance of the three groups in the behavioural experiments shows exactly the same behaviour. Further, already the simulation results from the first experiment indicate that the internal object representations subjects build during learning show a qualitative difference. Whereas the control group has a 2D based representation, the visual and haptic groups build a 3D internal representation. This is confirmed by the results of the interviews.

Experiment 2 allows more precise statements. The main attributes the visual and haptic groups use, are the differences in the mean depth values and in the variance of depth values between two parts. The variance in depth can be interpreted as measuring the occlusion of a part (see Sec. B.1.2 for more details), but the important attribute is the difference in depth, since it is also used to model the representation using only a single attribute. It simply tells which part is further away from the observer’s eye. By using an adjacent graph, where only neighbouring parts share relations, already the 2D — planar — structure of the object is available to the observer. Together with the depth attribute, and the variance in depth, measuring occlusion, the full 3D structure is available to model each object view.

These results allow a prediction for spatial generalisation. Both haptic and visual groups should be able to generalise to new viewpoints, whereas the controls should only do so to a lesser extent. These predictions are indeed confirmed by the results of a spatial generalisation experiment (see Sec. 6.2). The plausibility of this can already be checked using the results of learning alone. In looking at the simulation results for the haptic and the visual groups in Fig. 5.12(c) and Fig. 5.12(b), one finds one remarkable view, view 5 of object 2 (see Fig. 5.14). The simulation error is highest here, nearly twice as high as the error of the second worst view. Given that subjects from these two groups use structural 3D representations of the objects, as was suggested above, it can be expected that this view can only be discriminated from a view of object 1, if the estimation of the depth of the topmost sphere is correct. This attribute makes it possible to decide, to which of the occluding spheres in the foreground the topmost sphere is

---

8This did not hold for the spatial generalisation experiment (see Sec. 6.2) where subjects with visuohaptic priming showed no advantage over subjects with haptic priming.
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Figure 5.14: View 5 of object 2. Given the knowledge of structures of the 3 objects, this view can only be differentiated from object 1, if the depth of the top sphere is estimated correctly.

attached to, thus differentiating between a view of object 1 or object 2. While the simulation program can compute the depth precisely, and therefore shows a small probability of confusing this view with object 1, the subjects make estimations which are biased towards higher depth values. Indeed, this is one of the views, subjects tended to learn by heart. Since control subjects start without any internal model of the object structure, they don’t tend to get confused with this view and simply learn it as a view of object 2. Further, even in the course of learning, the results above for controls suggested the use of 2D attributes, where depth values play no direct role.

These findings could lead to the assumption that subjects should benefit from binocular presentation, adding disparity as a further depth cue. An additional experiment with 6 subjects testing this assumption showed hardly any improvement in learning time. This is in agreement with the results of Humphreys and Kahn (1992) investigating the viewpoint-dependency of response times depending on rotation in depth. The result is also not so surprising when keeping in mind the postulated importance of prior knowledge and inference for visual recognition. Since a priori the observers have no internal model of the objects they cannot benefit from the additional depth information given.

Another prediction for generalisation results from the different use of 2D and 3D attributes to reconstruct the internal representations of control subjects on the one hand and visual and haptic subjects on the other hand. If this is a valid result, the subjects should show a different ability to generalise.

9The subjects were not tested for stereo vision, this might account for the single outlier requiring 60 learning units.
to differences in illumination and reflection properties of the objects. Since
the 2D and 3D attributes are correlated, the predictions based on the types
of attributes should be taken as tendencies rather than absolute demands.

It is interesting to note, that in all simulation experiments the best fit
was achieved with a relational level limited to \( l = 1 \). This means, that binary
relations, i.e. looking at pairs of spheres only, are sufficient to describe the
views of the three objects. So obviously, although two objects are mirror
symmetric, the complexity of the learning task is not so high to require
higher level relations, where chains of three or four spheres are considered\(^\text{10}\). In
this mode, CLARET-2 seems to have some similarity to normal decision
tree learning\(^\text{11}\), but there are some important distinctions. First, we have
a “decision tree” for every view, that is being recognised, since CLARET-2
always partitions dependent on the unknown view. There is no precompiled
tree structure. Second, CLARET-2 checks the compatibility between parts,
while building a representation, something which is not considered in decision
trees. Finally, CLARET-2 computes the probabilities not using likelihood,
but by using an exponential distribution on the mismatch between the parts
within every partition.

There are several possible reasons why the agreement with the observed
behavioural data is not statistically significant. One reason might be that
there are two distinguished views of object 1, which are recognised with
hardly any errors by all subjects. Subsequently any difference between sim-
ulation and behavioural data receives a very high weighting. These views
(view 0 and view 3) show the object centred on its symmetry axis. For an
human observer the threefold symmetry is instantly recognisable. In simula-
tion there is no attribute describing this symmetry explicitly, for CLARET-2
these views are as hard to classify as most other views are. A second possi-
ble reason is the fact that in the simulation the depth values are computed
precisely, whereas the error in the estimation of human observers seems to
depend on the specific view, as can be seen especially for view 5 of object 2.
It is clear that the qualitative predictions and the quantitative behaviour
of the simulation algorithm need to be tested in a separate generalisation
experiment, as it is described in the following chapter.

\(^{10}\)Using adjacent graphs, connecting nearest neighbours, conveys structural information
to a certain degree.

\(^{11}\)In decision tree learning the attribute space for the training examples is recursively
split along a single attribute dimension, thus creating a tree, where every node splits in two
branches. The recursion is completed, when no more splitting is possible or when in every
end node (leaf) all elements belong to the same class. The class of an unknown example is
determined by combining the leafs it activates in attribute space (See e.g. Breiman et al.,
1984; Quinlan, 1990a).
Chapter 6

Generalisation of Learned Classification Performance

6.1 Introduction

After the supervised learning procedure all subjects from the different priming groups and the control condition have arrived at a defined learning status, where they are able to identify at least 20 of the 22 learning views correctly. Hypotheses derived from analysing the learning experiment and its simulation by means of an object recognition algorithm can now be tested by a subsequent generalisation experiment to validate any statements made. There are many possible variations to test the ability of the subjects to generalise, for instance changes in lighting properties, changes in surface properties such

Figure 6.1: A generalisation test allows the validation of hypotheses derived from the results of supervised learning and computer simulation.
as texture and reflectance, the replacement of the constituent parts by different ones, and changes of the object structure itself. The most obvious variation though is the presentation of the unaltered objects from novel directions, the test of the ability for spatial generalisation. This is the test which will be used here.

From the learning experiment one would expect unprimed control subjects to show the least ability to generalise to novel views, followed by visually primed subjects. Subjects from the haptic priming group should show the highest ability to generalise. These differences should be strongest for the chiral objects 2 and 3, where identification is facilitated most strongly by using a 3D structural representation.

6.2 Spatial Generalisation

6.2.1 Methods

Subjects

Of the 51 subjects who had reached the criterion of 90% correct in category learning, 20 participated in the generalisation test. Whenever possible, the generalisation test was conducted immediately after the conclusion of the learning task, after taking a short break. Where this was not possible because of fatigue or lack of time, the generalisation test was conducted in a separate session. In these cases, the subjects were required to confirm their learning status by solving the learning task again. All those subjects reached 90% correct answers within a maximum of two learning units.

Stimuli

The stimulus set consisted of the same three objects used for the learning task and was constructed in a similar fashion (see Sec. 5.1.2). Instead of sampling the azimuth and elevation in 60° steps, a finer sampling of 30° steps was used. The arbitrary and for each view fixed rotation in plane could take the values 0°, 30°, 60°, 90°, 120°, 150°, 180°. Again redundant views due to object symmetry were eliminated. This resulted in a total of 83 views (21 views for object 1, 31 views for objects 2 and 3 each). Of these views 19 views were from the set of learning views and already known to the subjects (known views)\(^1\). The rest, a total of 64 views (16 views for object 1, 24 for each of the objects 2 and 3), were unknown to the subjects (novel views). The

\(^1\)The ‘back’ view with an angle of 180° was omitted
answers for known and novel views were analysed separately. The viewing distance (1m) and the presentation time (250ms) remained fixed. For the complete set of views see p. 111 of the Appendix.

The set of generalisation views, known and novel views randomly mixed, was presented once in random order. Each presentation was preceded by the display of a fixation cross and a beep signal. The observer was required to assign an object number to the test views, using a computer keyboard. After the 22nd and the 44th presentation, the subject had the opportunity for a break, if desired. No feedback was given.

### 6.2.2 Results

**Novel views of the generalisation set**

Figure 6.2, comparing the total percent correct answers with the learning times, shows differences in the ability for spatial generalisation between the three groups. The performance of all subjects was well above chance level.

![Graphs showing learning time and generalisation performance](image)

**Figure 6.2:** Performance at the spatial generalisation task compared to learning times. The first subgraph shows mean number of learning units required to achieve 90% correct answers for the participating subjects. The second subgraph shows mean generalisation performance for all three objects. Both subgraphs show 20% trimmed means (see Sec. C.1).

Similar to the learning experiment, the control group showed the poorest
performance (about 66% correct), followed by the visual group (about 69% correct) and the haptic group (about 79% correct). The respective mean learning times for these subjects were 26 units for control, 17 units for visual and 9 units for haptic. The subject with the worst performance, subject st (about 47% correct answers) was already treated as an outlier when analysing the results of the learning section (see Sec. 5.1.3), requiring 64 units to achieve the learning criterion.

A qualitative difference between haptic subjects and others shows up in the comparison of classification of object 1 and the mirror-symmetric objects 2&3 respectively (Fig. 6.3). While haptic subjects showed the same performance in classifying views of the three objects, control and visual subjects had more difficulties classifying the two mirror-symmetric objects.

The estimated density functions for the distribution of percent correct answers (at the abscissa) for the chiral objects 2 and 3 only are shown in Figure 6.4. Note the broad distribution for visual subjects compared with both control and haptic groups.

---

2 None of the differences mentioned in the following text reach a significant level.

3 The other two outliers mentioned there did not participate in this generalisation test.
Comparing Known and Unknown Views from the Generalisation Set

To assess the stability of the learning state the subjects had achieved, 19 views from the learning set (known views) were presented in addition to the 64 novel views during the generalisation tests (see Methods 6.2.1). The two types of views were presented randomly intermingled. Related classification performances are plotted in Figure 6.5. According to the percent correct responses shown there, the performance for the known 19 views hardly differs from the performance for novel views. The classification dropped to about 61% for control subjects, 72% for visual subjects, and 74% for haptic subjects. The performance thus lies clearly below the expected 90% correct answers, at which the learning procedure had been terminated.

In summary, it can be noted that the learning state is not stable to changes of task context, achieved here by adding novel views. The performance for known views drops approximately to the level of performance for novel views.

6.2.3 Correlations between Learning and Generalisation

In Figure 6.6 the correlations between generalisation performance and the results for the learning phase are compared for each individual subject, without regard for the priming group. The first graph compares the time required during the learning phase with the subjects performance during generalisa-
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Figure 6.5: Performance during generalisation for known views is compared to the mean performance for novel views. 20% trimmed means are shown (see Sec. C.1).

Summary of Results

For testing spatial generalisation, the results of each subject correlated with the performance during the learning phase. Also, the three subject groups showed the same tendency of haptic subjects being better than subjects with visual priming and both being better than subjects without priming. Examining the generalisation performance for object 1 and the mirror-symmetric objects 2&3 showed a qualitative difference for subjects with haptic priming. These subjects performed equally well for both classes of views, whereas control subjects and subjects with visual priming show a weaker performance.

---

This mode of analysis may seem counterintuitive, but actually the deviation of the recognition performance for known views from the expected value of about 90% correct is predicted by the performance for novel views.
for the mirror-symmetric objects 2&3. The estimated distributions of correct answers reveal a tendency towards a bimodal curve for primed subjects.

The training status did not remain stable under the altered context of spatial generalisation. For all groups the performance for the intermingled 19 known views was well below the expected minimum of 89%\(^5\). The performance for each group agreed with the respective performance for classifying novel views. The performance of each subject correlated with its performance for novel views and with its performance during learning.

### 6.3 Discussion

The results from the generalisation experiment support the view that object recognition depends largely on inference. The formation of a structural representation of structure-only 3D objects depends not only on the opportunity,

\(^5\)To reach 90% correct answers during training, the subjects had to classify 20 of the 22 views correctly. Assuming that the three views removed from the original learning set were learned correctly this leaves 17 of 19 views to be classified correctly, i.e. 89%
but also on the type of priming. It can be assumed that active exploration plays an important role there.

**Structure-only objects.** The correct classification of novel views of the objects depends on the representation of and matching to the 3D object structure. The objects are constructed from identical parts with no defined geometrical axes. The constituent parts of the objects, the individual spheres provide no cues to the macro-geometrical shapes of the object. In contrast, geons for instance can be described as generalised cones, i.e. a cross-section moved along an axis of elongation (Biederman, 1987). The orientation of the axes of elongation of object parts provides important cues to the object identity, which are missing here (Note that spheres are not part of the geon set proposed by Biedermann). The use of two chiral, mirror-symmetric objects among the set of three objects creates another strong bias to employ 3D structure for the classification task. To determine the handedness of objects 2 and 3 the complete 3D structure needs to be established. The match of novel views to learned views without using the internal structure depends on an external frame of reference, i.e. the positions of the spheres relative to the frame of the computer screen. The use of such an external reference frame is disrupted by adding a random rotation within the picture plane to the rotation in depth (see Figure 6.7).

![Figure 6.7: Three 'neighbouring' views of object 3. The rotation in the picture plane differs for all three. Even given only the two neighbouring learned views for the central novel view, with a difference of ±30° in azimuth, demonstrates that an alignment is a highly non-trivial task, even without regarding the remaining 20 learning set views](image)

There exist ‘diagnostic’ features to classify object 1 (a ‘star’ shape, with
the central sphere connected to three remaining spheres, vs. a ‘snake’ like elongation, with the four spheres lined up). These features can only be detected reliably in some of the views. No such feature exists to discriminate between the handed objects 2 and 3.

The property of the objects being “structure-only”, can be further confirmed. When the views of the three objects are combined in a texture-like image, no pop out effect is visible; It is not possible to classify the views using cross-correlation; The views can’t be recognised spontaneously by the subjects, even after priming. Subjects undergoing haptic priming initially perform slightly better, than subjects with visual priming.

**Figure 6.8:** A texture like combination of views grouped by object number. The boundaries between the ‘texture regions’ of the three objects are not visible, i.e. there is no pop out effect.

**Inference.** As was discussed in Chapter 2 there exist two differing views of human vision. Vision can be seen as a purely bottom-up processing of
input stimuli based on hierarchical filtering, vision as analysis. The alternative view, vision as inference, assumes a control of visual processing in a top-down fashion, depending on prior knowledge about objects and the context they appear in. Based on such internal knowledge the probabilities for the presence of features of the outside world are computed. This is an interpretation of the neuroanatomical finding that feedforward connections, on which vision as analysis would be based, form only a small part of the overall connections in the visual cortex (e.g. Young, 2000).

The drop in performance for the 19 known views which were randomly intermingled with the novel views during the generalisation test, supports the importance of inference from prior knowledge for object recognition. For two reasons it is unlikely that this drop in performance is a memory issue: (1) some subjects weren’t tested for spatial generalisation in the same session where they achieved the learning goal of 90% correct answers, but were tested on a different day. In those cases the learning procedure was repeated to assure a correct learning state. All subjects reached the set criterion within a maximum of 2 units. (2) A follow-up experiment was conducted with 7 subjects after an interval of about 1 year. First the subjects remaining ability to solve the generalisation task was tested. After that the remaining learning status was determined, using the 22 learning views. The ability of five subjects for generalisation had remained nearly unchanged after 1 year, although one of the subjects had consistently misnamed views of object 1 with 3, object 2 with 1 and object 3 with 2. Two subjects performed clearly worse than a year earlier, their performances dropped from 66% to 36% and from 78% to 45% correct answers, respectively. The learning status of the subjects was excellent, ranging from 64% to 100% correct answers for the learning test, with a 20% trimmed mean of 85%.

Therefore the drop in performance for known views can be explained in that way, that a changed context with novel views leads to a shift in prior probabilities which are used to infer an object identity from a given view. This change in prior probabilities probably happens with the first novel view which is presented. In a further experiment this hypothesis could be tested by appending another test showing only the 22 known views, with no feedback. It is to be expected, that subjects would again approach or reach 90% correct answers, as is already indicated by the follow up study.

**Importance of active exploration to generate 3D-structural representation.** The experiment of learning the objects already established that prior knowledge from priming increases recognition performance. The results from spatial generalisation do not only confirm this finding, but also
allow more specific statements about the influence of the type of priming. Subjects with haptic experience of the objects, handling them physically, although blindfolded, show a better ability to generalise. This increase in performance is mainly due to an increase in the ability to differentiate between the chiral, mirror-symmetric, objects 2 and 3. This finding in itself is another confirmation of the importance of inference for identifying the given objects. Although both priming groups had prior knowledge regarding the objects through manipulating them, and although both groups showed a similar learning performance, nevertheless the internal representations formed during learning appear to be of a different nature. The active haptic exploration, based on a feedback between perception and motor activity facilitates the formation of a 3D structural representation of the objects. Since the objects used here have the property of being “structure-only”, as was argued above, subjects with haptic priming have an advantage in recognising novel object views, specifically views from the chiral objects 2 and 3. So not only the amount of prior information, but also its type plays an important role.\footnote{Note that also control subjects had prior knowledge about the objects of a very different type. They were verbally informed, that the objects consisted of four identical spheres, connected with each other in three different configurations.}

From the point of view of cognitive neuroscience, object representation is hierarchically organised, from the sensory to the semantic level, with reciprocal connections between sensory and motor areas providing the basis for the “perception-action-cycle” (Fuster, 2001; Fuster, 2003, chap. 4). In the dorsal as well as in the ventral stream of processing there exist areas, where visual and haptic modalities could be integrated. In the parietal cortex there seem to exist areas where information from both processing streams and from other modalities are transformed to abstract spatial representations (Landis, 2000; Milner and Goodale, 1995, sec. 4.5). In the lateral occipital complex activation by both visual and haptic object stimuli was observed, suggesting a “multimodal object-related network” (Amedi et al., 2001, p. 324). This suggests that active haptic exploration leads to coarse prior 3D models of the objects. Views of the objects are matched to prior models by spatial transformations, similar to mental rotation. During supervised learning this internal model and the extraction of information from the images are refined. This would explain that spontaneous identification at the beginning of the learning experiment as well as the generalisation to novel views for the chiral objects 2 and 3 was best after haptic priming.

As was noted for the learning experiment, the haptic effect appears to be quite strong compared to other experiments. The important fact seems to be the choice of structure-only stimuli and the opportunity for free explo-
ration. Reports from experiments where the objects were presented fixed to a table in front of the sitting subjects show a strong viewpoint dependency in the following visual recognition task (Newell et al., 2001). The subjects mainly explored the rear of the objects, and were subsequently better able to recognise views showing the rear part of the objects.

The superiority of haptic priming for the correct identification of the chiral objects 2 and 3 was already predicted by the simulation results of the learning experiment. The simulation results would have predicted a similar behaviour for subjects undergoing visual priming, which is not confirmed by the generalisation results. The motor activity during visual exploration via computer mouse does not lead to such a rich structural representation as is needed for this task. One reason for this may be that the rotation of the objects via mouse is too far abstracted from real exploratory movements. Motor activity and haptic feedback do not depend on the actual structural properties of the object. Another reason may be that the visual exploration process was not controlled. It is therefore not known to which extent the subjects explored the objects rotating them ‘in-plane’ or ‘in-depth’. Subsequently, visually primed subjects show more variation in the recognition of the chiral objects than haptic subjects.

The importance of motor activity is illustrated by a further experiment with the same objects. There 7 subjects were primed visuo-haptically, they explored the objects with open eyes, not blindfolded. Although they learned faster than haptic subjects, they showed no further improvement in their ability for spatial generalisation (about 77% correct answers).

**Computer simulation** The computer simulation algorithm was applied to the behavioural results using the optimal parameters found for each group modelling the learning experiment. This procedure did not lead to any conclusive results here. In view of the fact, that the performance of the subjects for the set of learned views was unstable during generalisation, this is not surprising. The simulation depends completely on the data for the learning views. If the behaviour of the subjects changes for those views, the simulation loses its basis.

A possible solution for this problem could be the extension of the CLARET-2 algorithm to incorporate continuous learning. Since the operation of CLARET-2 depends on the set of learned views, this set could be administrated by an external framework. Certain views could be selected as prototypes, depending on the history of presented views. As novel views are shown, the set of prototype views would be continually updated, depending on the feedback given, or, if this is missing, on the hypothesised object
identity. A similar framework was actually used by Pearce and Caelli (1999) to learn the recognition of handwritten characters through the predecessor algorithm CLARET.
Chapter 7

Summary

The physiological study of vision has been confined for a long time to the use of simple stimuli such as flashing lights, bars, and gratings. Only recently, there arose the question of how complex stimuli are represented in the brain, and how such representations are accessed to enable object recognition. This is not surprising given the fact that the recognition of objects from their 2D projections on the retina is, mathematically speaking, an ill-posed problem and thus not readily open to investigation. Ill-posed meaning here, there are an infinite number of objects resulting in the same 2D projection or image. This problem can only be solved by using prior knowledge of input stimuli, i.e., the external world. Another limitation of the traditional approach to visual object recognition is the use of stimulus discrimination, typically employed within the experimental paradigm of “delayed-matching-to-sample”. Yet there is reason to believe that categorisation is the main function of the brain as the ability to assign manifolds of occurrences to single concepts is a conditio sine qua non for understanding. With categorisation comes the question of how to quantify similarity between stimuli, which is of fundamental importance.

It is of interest, therefore, to note that since more than a decade there are new developments in the domain of machine vision. They are motivated by the need to endow real-time computer systems with the ability to recognise complex objects in realistic, i.e., cluttered environments. The success of such attempts depends on two factors. First, algorithms for object recognition by machine employ strategies of “recognition-by-parts”. That is, objects and scenes are segmented into parts, and the structure of input images is analysed by computing attributes of parts and attributes of relations between parts. The resulting object descriptions have the mathematical form of graphs. Second, recognition strategies have to rely on the comparison of input signals and class concepts, thus facing the problem of
“graph-matching”. This formidable problem, mathematically speaking determining a subgraph isomorphism, is generally only tractable if heuristic shortcuts are found. Combined with probabilistic reasoning such heuristics can provide measures of similarity between stimuli. For these reasons, object recognition is heavily relying on strategies of machine learning.

The present study makes use of the principles of object recognition by machines to better understand visual object recognition by humans. To achieve this goal, the following conditions are met: Unfamiliar “structure-only” 3D objects are used that are composed of the same number of identical sphere parts. Thus, recognition using structural descriptions based on relations between parts is favoured. Recognition performance of human participants is studied within a paradigm of priming, supervised category learning, and generalisation, thus allowing inferences about the nature of internalised object representations. Computer simulations of human performance in object categorisation are enacted using a recognition-by-parts scheme, graph matching, and inductive logic programming. Thus, classification matrices are predicted that can be compared directly to the psychophysical categorisation data. Least-squares minimisation is then used to select models of internalised object representations.

The following results have been obtained: (1) Contrary to what has been claimed before, human observers are able to learn structured object representations for 3D objects that lack so-called ‘geons’, i.e., generalised cone components. (2) Under such conditions, recognition depends on using metric relational attributes for object description or representation. (3) Prior knowledge of 3D shape provided by active haptic exploration of physical models of test objects is needed to learn representations that preserve at least important aspects of 3D structure. (4) In the absence of prior knowledge, structural representations showing less viewpoint invariance are built. Consistent with recent reports from brain imaging and neurophysiology, these findings suggest that both structural and more view-dependent representations for object recognition exist in the human brain.
Zusammenfassung


Folgende Ergebnisse wurden erzielt: (1) Im Gegensatz zu früheren Aussagen können menschliche Beobachter strukturelle Objektrepräsentationen auch für Objekte erlernen, die über keine sogenannten „geons“, d.h. verallgemeinerte Zylinder, als Komponenten verfügen. (2) Unter solchen Bedingungen hängt die Erkennung der Objekte von der Verwendung metrischer relationaler Attribute zur Beschreibung und Repräsentation der Objekte ab. (3) Durch haptische Erkundung erlangtes Vorwissen über die Form der Objekte ist nötig, um Repräsentationen zu lernen, die wenigstens die wichtigsten Aspekte der 3D Struktur enthalten. (4) Ohne Vorwissen werden strukturierte Beschreibungen erstellt, die eine größere Blickrichtungsabhängigkeit aufweisen. Übereinstimmend mit neueren Berichten, die sich auf neurophysiologischen und bildgebenden Verfahren stützen, legen die Ergebnisse nahe, daß im menschlichen Gehirn sowohl strukturierte, als auch eher ansichtenspezifische Repräsentationen zur Objekterkennung existieren.
Appendix A

Object Views for Generalisation

To generate the set of views used during generalisation tests azimuth and elevation were sampled in 30° steps; the equatorial plane was horizontal and contained the symmetry axis of each object; the centre of the coordinate system was situated at the centre of gravity and thus on the symmetry axis of each object. The arbitrary and for each view fixed rotation in plane could take the values of 0°, 30°, 60°, 90°, 120°, 150°, and 180°. Redundant views due to object symmetry were eliminated, which resulted in a total of 83 views (21 views for object 1, 31 views for objects 2&3 each). Of these views 19 views were identical to the views from the learning set (see Fig. A.4 on the following pages). The rest, a total of 64 views were unknown to the subjects (see Fig. A.1, A.2, A.3 on the following pages).

The views were always presented in a different, randomly generated, order.
Figure A.1: Views of object 1 tested during spatial generalisation. Only novel views.
Figure A.2: Views of object 2 tested during spatial generalisation. Only novel views.
Figure A.3: Views of object 3 tested during spatial generalisation. Only novel views.
Figure A.4: Previously learned views of all three objects, which were presented randomly intermingled with novel views during the generalisation test. The numbering differs from the original set of learning views.
Appendix B

Description of the CLARET-2 algorithm

B.1 Input Representation

Learning algorithms based on recognition-by-parts have the disadvantage of relying heavily on the segmentation of their input patterns. Usually the performance depends on the type and the quality of the segmentation method used. Stability towards parameter changes and variations of the input patterns (e.g. noise, viewpoint variations) are an important issue.

In our application, we assume the segmentation of the objects already given by their structure. Since we are using compound objects, composed from several identical spheres, we identify the individual spheres with the input parts for the learning algorithm. Should the visible representation of a sphere consist of more than one contiguous region, due to occlusion, the pixels of those regions are nevertheless treated as a single set.

The images were mostly processed using self-written routines, although parts of IPRS (Image and Pattern Recognition System: Caelli et al., 1997) were used, mainly the data structures and I/O functions.

B.1.1 Intermediary Primary Attributes

In a first step the rendered views of the objects are used to compute a set of intermediary primary attributes. These attributes, which are stored in an IPRS.Featurespaceimage, are assumed to be sufficient to describe the sphere parts. This is not part of the actual CLARET-2 algorithm, but is done by two different programs, the first generating IPRS images from OpenInventor, the second using those images to extract the desired attributes.
The displayed pixels of each sphere form a region on the display, which is identical with a part. For each of these a summary description is computed called attributes of these parts. Overall 19 of these intermediary attributes are computed.

**List of Intermediary Attributes**

- **i** Label
  Every sphere of an object is uniquely identified by an integer. This information is of course not used directly in the matching algorithm, but only in the further construction of binary attributes.

- **\( \vec{p}(i) \)** Coordinates
  The \((x,y,z)\) coordinates of the centres of each region. In other words, the mean values of each coordinate are computed over all pixels belonging to the region.

- **\( v_z(i) \)** Depth variance
  The variance of the \(z\)-coordinate.

- **\( f_3(i) \)** Area in 3D
  The area of each region is computed by triangulation, summing over the area(in 3D) of all triangles constructed from neighbouring pixels.

- **\( s_3(i) \)** Maximum span in 3D
  The length of the maximum distance between two pixels belonging to the region.

- **\( b_3(i, j) \)** Length of shared border in 3D
  Summation over the distances within a chain of pixels, belonging to the border between two parts. Two regions can have several unconnected chains of pixels, due to occlusion, which are summed up to produce the total length. This is a binary attribute, depending on the identity of the second part. To fit such an attribute into the given format of a feature-space image a trick was used. Since we know, that the maximum number of parts is given and fixed, the lengths of shared borders with every part are enumerated. In our case, for convenience, four values are stored, each indexed by the label of the second part. The length of the shared border of a part with itself is defined to be the total length of its border.

- **\( l(i) \)** Mean intensity value
• $v_i(i)$ Variance of intensity values

• $f_2(i)$ Area in 2D
The area of each region, computed by triangulation, but after projection onto the camera plane.

• $s_2(i)$ Maximum span in 2D

• $b_2(i, j)$ Length of shared border in 2D

B.1.2 Construction of Graph Representations

This part of the original CLARET program, handling the creation of the relation graphs, was split off into a separate program called CGRAPH.

In a first step, the relations between all parts, vectors of binary attribute values are computed from the primary attributes.

From this fully connected structure those relations are selected for the graph, which fit the desired structure.

Binary Attributes

Using the intermediary attributes described in the previous section, the following list of binary attributes is computed. Most of the attributes are asymmetric, i.e. in general $A(i, j) \neq A(j, i)$. The attributes can be grouped, according to their dependency on depth values\(^1\). All values are normalised, so the input representation is scale invariant as well as invariant to the absolute level of brightness. The computed attributes form an attribute vector $\vec{A}(i, j)$, describing the relation between parts $i$ and $j$.

• Geometric 3D
  
  – $D_3(i, j)$ Distance in 3D between two parts
  The distance is normalised by the mean distance.
  $D(i, j) = |\vec{p}(i) - \vec{p}(j)|/\frac{1}{N} \sum_{l,k>l}(|\vec{p}(l) - \vec{p}(k)|)$.

  – Angles in 3D
  Angles between two vectors $\angle(\vec{d}_i, \vec{d}_j)$ are computed using the following formula:

  $$\angle(\vec{d}_i, \vec{d}_j) = \arcsin\left(\frac{\vec{d}_i \times \vec{d}_j}{|\vec{d}_i||\vec{d}_j| |\vec{d}_i \times \vec{d}_j|_z}\right);$$  

  (B.1)

  
  See sec. B.1.2 how the angle between to parts is defined.

\(^1\)Note that of course there can be strong correlations between the groups. For instance the area of a part measured in 2D and measures as a 3D-surface are bound to be correlated.
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- $F_3(i, j)$ Relative area in 3D
  The difference of the areas of part $i$ and part $j$ is normalised by the area of part $i$:
  \[ F(i, j) = (f(i) - f(j))/f(i). \]

- $S_3(i, j)$ Maximum span in 3D
  The difference of the spans of part $i$ and part $j$ is normalised by the span of part $i$:
  \[ S_3(i, j) = (s_3(i) - s_3(j))/s_3(i). \]

- $B_3(i, j)$ Length of shared border in 3D
  The length of the border is normalised by the total border length of part $i$:
  \[ B_3(i, j) = b_3(i, j)/b_3(i, i). \]

- $Z(i, j)$ Difference in depth
  The difference of the mean depths of part $i$ and part $j$ is normalised by the depth of part $i$. $z(i)$ denotes the $z$ or depth component, i.e. the distance from the virtual camera, of the coordinate vector $p(i)$ of the centre of part $i$:
  \[ Z(i, j) = (z(i) - z(j))/z(i). \]

- $V_z(i, j)$ Variance of depth
  The difference of the variances of part $i$ and part $j$ is normalised by the variance of part $i$:
  \[ V_z(i, j) = (v_z(i) - v_z(j))/v_z(i). \]

- Geometric 2D
  The following attributes are computed in analogy to the 3D geometric attributes, using the corresponding 2D primary attributes and discarding the $z$-coordinate values.

  - $D_2(i, j)$ Distance
  
  - Angle
  
  - $F_2(i, j)$ Area
  
  - $S_2(i, j)$ Span
  
  - $B_2(i, j)$ Border length
  
  - $L(i, j)$ Mean intensity
    The difference of the mean intensities of part $i$ and part $j$ is normalised by the mean intensity of part $i$:
    \[ L(i, j) = (L(i) - L(j))/L(i). \]
- \( V_l(i,j) \) Variance of the intensity

The difference of the variances of the intensities of part \( i \) and part \( j \) is normalised by the variance of part \( i \):

\[
V_l(i,j) = \frac{(v_l(i) - v_l(j))}{v_l(i)}.
\]

Geometric 3D attributes are computed using a range image providing depth values. This range image is constructed from the rendered projections of the objects, as the observers see it during learning. Note that the use of such a range image is only for convenience. The same depth information could be constructed from the knowledge that the objects are composed of four identical spheres and the fact that a perspective camera is used. By estimating the apparent radius of a sphere from the curvature of its boundary the depth values of its visible surface can be computed.

Geometric 2D attributes and intensity based attributes are computed using only the projection of the objects on the computer screen, the same views the human observers are presented with during learning.

The difference in the variance of the depth values over all visible pixels of a sphere, has the following interpretation. Since all four spheres, of which each object consists, are identical, also the variance of an unoccluded sphere is a constant. Depending on how much a sphere is occluded, the variance of depth changes. With increasing occlusion the variance first increases until half the sphere is occluded and then drops to zero, as finally only the outer rim is visible (the variance in brightness of this part should be closely correlated with this attribute).

**Implementing Higher Order Attributes**

Given the symmetry properties of the objects, it should not be sufficient to use binary attributes alone. Also higher order relations are necessary to distinguish between the objects. In our case the angle as a tertiary (or quaternary) attribute was implemented. Since CLARET-2 only supports binary relations, angles have to be implemented using a trick. In the same way the representation of a binary attribute within an unary framework was solved in the case of border lengths, angles can be implemented by enumerating the possible combinations, again assuming a fixed maximum number of parts.

Given the set of four parts \( P = \{a, b, c, d\} \) each object consists of, the angle between two parts \( A(a, b) \) is defined as the angle between the two connecting lines:

\[
A(a,b) = \angle(\vec{D}_{ab}, \vec{D}_{cd});
\]

\[
(B.2)
\]
with $\vec{D}(ij) = \vec{p}(i) - \vec{p}(j)$ the connecting line between the centres of part $i$ and part $j$. Should one sphere be completely occluded, the angle is defined to be zero $A(a, b) = 0$.

**Graph Representations of Derived Binary Attributes**

The binary attributes are organised in a graph to capture the structure of an object view. The nodes of this graph are labelled with part indices, the edges labelled with attribute vectors. The computation of this graph structure can involve two main stages, first creating a pool of relations and then optionally selecting relations from this pool to satisfy constraints regarding the minimum and maximum number of edges originating from a node (so called “valency”)

For creating the pool of relations two criteria can be selected via commandline parameters:

**Fully connected** The initial relations connect all parts with each other, resulting in a total number of relations of $N_r = N_p(N_p - 1)$.

**Connect adjacent parts** Only parts which are adjacent to each other, i.e. share a border, are connected by relations.

For graphs representing objects with comparatively few parts, as in our case, the complete pool can be used to represent the object view. With complex objects having a large number of parts these initial pools of relations can be further reduced, to also reduce the computing time required by the CLARET-2 algorithm. For this end the minimum and the maximum number of edges originating from a node can be specified.

From the sorted list of relations, those are selected, where both parts have less than the desired minimum number of relations. This is the first pass of selection. After connecting all parts appropriately, in a second pass, all those relations are selected, connecting a part, which has less than the minimum number of relations. Preferably, a relation is chosen where the second part has not reached the maximum number of connections. The list of relations is constantly kept sorted first by the number of connections both parts already have and second by the distance between the parts. So if a several relations connect parts with the same number of edges, the relation with the smallest distance is selected. The result of this approach a graphs with a more regular structure, since relations between parts with smaller numbers of connections are selected first.

There is a final check making sure that the resulting graph does not disassociate into two unconnected subgraphs. In that case an additional relation creating a connection between them is selected.
B.2 Partitioning Attribute Spaces

In general a pattern is given as a graph, the vertices corresponding to labelled parts, the edges corresponding to vectors of binary attributes between the parts. The attributes are not necessarily symmetric, therefore the edges are directed.

The edges are represented as binary relations $R(P_i, P_j)$ between labelled parts $P_i, P_j$ consisting of a vector of binary attributes $\vec{A}(i, j)$:

$$R(P_i, P_j) = \vec{A}(i, j), R(P_i, P_j) \neq R(P_j, P_i) \quad (B.3)$$

B.2.1 Attribute Space

The dimension of the attribute space equals the number of attributes used. Every relation in an input graphs is represented as a point in this space. So every pattern is represented as a set of points as large as the number of relations.

In other words, the attribute space contains all possible subgraphs of the input graphs, consisting of two nodes (parts) connected by an edge (relation).

B.2.2 Partition Representation

Partitions of the attribute space are given by a set of minimum and maximum values for each attribute dimension

$$V_k = [\vec{v}_{l_k}, \vec{v}_{h_k}] \quad (B.4)$$

with $V_k$ partition $k$, $\vec{v}_{l_k}, \vec{v}_{h_k}$ the vector of the lower and the upper boundaries of the partition. In other words every partition is a hyperrectangle in attribute space. A relation $R(P_i, P_j)$ lies within a partition $V_k$, if its attribute vector lies within the partition as defined by its upper and lower boundaries.

B.2.3 Conditional Attribute Space

To capture more of the object’s structure larger subgraphs need to be represented. This is done by relationally extending a given subgraph.

A subgraph consisting of parts $P_i, P_j$ connected by relation $R(P_i, P_j)$ is extended by forming all possible subgraphs, consisting of three parts and two relations.

$$R(P_i, P_j), R(P_j, P_k) \quad (B.5)$$
The subgraphs \( R(P_j, P_k) \) are represented as points in another attribute space, of same dimensionality as the original one. The number of points depends on the set of relations \( R(P_i, P_j) \) which are extended, hence the term ”conditional attribute space”. To avoid a combinatorical explosion, conditional attribute spaces are only created for the relations within a partition of the higher level attribute space, not for the complete space. For every partition a separate conditional attribute space can be created. The associated metaphor is to follow chains through the graphs, matching the parts as you go from one relation to the next. Within such a conditional attribute space a single point, i.e. relation, can belong to more than one chain. For instance \( R(P_m, P_n) \) could belong to \( R(P_i, P_j), R(P_m, P_n) \) and \( R(P_k, P_l), R(P_m, P_n) \), if both \( R(P_i, P_j) \) and \( R(P_k, P_l) \) are within the partition being extended.

### B.2.4 Partitioning

New partitions are generated by splitting an existing partition along a selected axis or attribute. The resulting two new partitions are relationally extended by creating two new additional attribute spaces. Each new space is populated with all the relations connected to one of the relations within the parent partition.

For every partition a heuristic partition measure \( PM \) is computed. The measure is computed for each attribute dimension separately and \( PM \) of a partition is the maximum over these separate measures. So a possible candidate split is found for every existing partition, together with its respective \( PM \).

These candidates for partitioning are kept in a list, which is sorted by \( PM \). Partitions with the highest measure are split first. For the resulting four partitions, two partitions from the split and two from their relational extensions, the partition measure is again calculated. Then they are inserted into the sorted list of partitioning candidates.

The measure itself is supposed to approximate the minimisation of variances within partitions and maximising the variances between partitions, adding several balancing ingredients.

- Weighted distance

  This is the most important measure, taking the difference between a data point and the preceding point, measured along the currently investigated attribute dimension. The measure is weighted by the mean
of all differences between neighbouring attribute values:

$$d = \frac{\max(a_i - a_{i-1})}{\sum_j (a_j - a_{j-1})}$$  \hspace{1cm} (B.6)

With $a_i$ the attribute value of data point $i$, $N$ the total number of data points and $d$ the resulting weighted difference.

- **Path centering**
  Centreing of chains $c$.
  $$c = \frac{\max(n_{cl}, n_{ch})}{\min(n_{cl}, n_{ch})}$$  \hspace{1cm} (B.7)

  with $n_{cl}$ the number of chains of all attribute values below and $n_{ch}$ the number of chains of all attribute values higher than the current value. In a conditional attribute space each value can be the endpoint of one or more chains of relations (called chains). This term favours central splits over peripheral ones. The resulting partitions contain approximately the same numbers of chains.

- **Number of splits**
  The number of splits $sp$ for the attribute dimension $i$ in this conditional attribute space. This term favours splitting of attribute dimensions with less splits than others, thus trying to make use of all the available information.

- **Command line attribute weights**
  As a commandline parameter a vector of weights $ap_j$ can be specified, for each attribute dimension $j$, when starting the program. This vector gives the relative probability of a split for each attribute dimension, thus favouring or disfavouring the splitting of some attribute dimensions over others. In the extreme, the probability can be set to zero for particular dimensions, thus excluding them completely from the analysis. This feature was used in the attribute-specific analysis (e.g. Sec. 5.2.3, selecting only a subset of attributes, without the need to recompute the graph representation for each case.

- **Combination**
  The measures described above, weighted distance, chain centreing, number of splits, and a priori split probability, computed for a specific attribute dimension $a$ are combined into an attribute specific partition measure $pm_a$:

  $$pm_a = \frac{d^2 * c * ap}{(sp + 1)^2}$$  \hspace{1cm} (B.8)
The final partition measure $PM$ is the maximum of $pm_a$ over all attribute dimensions:

$$PM = \max(pm_a)$$ (B.9)

### B.2.5 Relational Extension

A given partition contains a set of directional relations, each connecting two parts $(P_i, P_j)$. Relationally extending a partition means selecting all relations containing the second part. These relations form a conditional attribute space, which in turn can be further partitioned.

As part labelling is observed, relational extension selects chains through the given input graphs, connecting $(P_i, P_j), (P_j, P_k), \cdots$. The length of such chains contained within an extended partition is the relational depth of that partition.

Only acyclic chains are allowed. To insure this, all chains are stored, for every partition. This results in a memory consumption, which is exponential with the relational depth.

### B.3 Matching

For every learned pattern a matching exists. The point of these matchings is to establish a mapping between the parts or nodes of the learned and the unknown pattern. A matching consists of a set of partitions, a part mapping and a probability for the match between the unknown pattern and this existing pattern. Partitions created by relational extension and splitting of existing partitions are added to a matching, if they are compatible with the partitions already contained in the matching. For every partition belonging to a matching the probability for the unknown pattern being this particular learned pattern can be computed. The total probability for a learned pattern is computed by combining the individual probabilities of all partitions. Finally, a classification probability can be computed, by combining all the total probabilities of the learned patterns, belonging to the same class.

#### B.3.1 Matching Algorithm

Initially a matching list is created, containing all learned patterns. For every pattern the initial matching contains the root partition, which is the whole attribute space. The part mapping is completely unspecific.

Matching is done in units. In every unit the following actions are repeated for all learned patterns, which are in the matching list.
**Splitting** The partition in the list of splitting candidates with the largest partition measure is split.

**Compatibility check and part mapping update** The children are checked, whether they are compatible with the existing partitions in the matching and the part mapping is updated.

**Relational extension and partition measure update** The compatible partitions are relationally extended. The partition measures for the compatible partitions and their extensions are added to the list of splitting candidates.

**Probability** The probability for the new matching is computed.

**Pruning** If the probability lies below a given threshold parameter, this learned pattern is removed from the matching list.

### B.3.2 Compatibility of Rules and Part Mapping

During learning, partitions are generated as mentioned above. But not every globally existing partition is added to a particular matching between unknown and a learned pattern. First of all, the partition needs to contain relations from both the learned and the unknown pattern. Next, the candidate partition has to make a consistent statement in itself, about which part of the unknown pattern maps to which parts of the learned pattern. Finally, the part mapping derived from the candidate has to be consistent with the existing part mapping, derived from the other partitions contained in the matching.

**Part Mapping Information from Partition**

In the beginning the mapping between parts of the learned and the unknown pattern is completely unspecific. Described as a binary connectivity matrix, all cells contain a true value. The goal is to refine this mapping to a one-to-one mapping, if possible. For this the mapping information of all partitions belonging to a matching have to be combined.

A partition contains relations belonging to the unknown and the learned pattern. Each relation connects two parts in a directed fashion, i.e.

\[ rel(P_i, P_j) \neq rel(P_j, P_i) \quad \text{(B.10)} \]

for the learned pattern and

\[ rel(Q_i, Q_j) \neq rel(Q_j, Q_i) \quad \text{(B.11)} \]
for the unknown pattern. Every relation in the partition provides two mappings of the parts of the learned pattern $P_1$ and $P_2$ onto the parts of the unknown pattern $Q_1$ and $Q_2$. Note that these sets don’t have to have the same size. Since the relations are directed, these two mappings are to be considered separately.

A mapping of parts $P_i$ onto parts $Q_i$ gives three kinds of information, it constrains possible mappings, it gives evidence for a mapping and it says whether there has to exist a mapping for a certain part. How does it constrain mappings? Consider following simple example:

Let us assume having a learned pattern with 4 parts and an unknown pattern with 3 parts. The initial mapping possibilities would look like the matrix in Table B.1.

<table>
<thead>
<tr>
<th></th>
<th>$Q_1$</th>
<th>$Q_2$</th>
<th>$Q_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$P_2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$P_3$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$P_4$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table B.1: Initial constraint matrix

The mapping

$$M_1 : (P_2) \rightarrow (Q_2, Q_3)$$

(B.12)


gives us the information, that the learned part $P_2$ maps onto either $Q_2$ or $Q_3$. It cannot map onto the part $Q_1$. The subsequent constraints are shown in Table B.2(a).

<table>
<thead>
<tr>
<th></th>
<th>$Q_1$</th>
<th>$Q_2$</th>
<th>$Q_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$P_2$</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$P_3$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$P_4$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table B.2: Two constraint matrices and the result of their combination by a logical AND-operation

The next mapping might be

$$M_2 : (P_1, P_2) \rightarrow (Q_2)$$

(B.13)
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with the corresponding matrix in Table B.2(b). The combination of both mappings is determined by a simple logical AND-operation between the two constraint matrices (Table B.2(c)).

We add a third mapping of the form

$$M_3 : (P_1) \rightarrow (Q_3)$$  \hspace{1cm}  (B.14)

with the corresponding constraint matrix shown in Tab. B.3(a). Now the whole riddle seems to be solved, as can be seen from the resulting total constraint matrix in Table B.3(b). We see, $P_1$ can only map onto $Q_3$ and $P_2$ onto $Q_2$, and vice versa. Nevertheless, there is still an ambiguity since $Q_1$ can map onto both $P_3$ and $P_4$. This is, were we need to look at the second

\[
\begin{array}{ccc}
Q_1 & Q_2 & Q_3 \\
P_1 & 0 & 0 & 1 \\
P_2 & 1 & 1 & 0 \\
P_3 & 1 & 1 & 0 \\
P_4 & 1 & 1 & 0 \\
\end{array}  \qquad \begin{array}{ccc}
Q_1 & Q_2 & Q_3 \\
P_1 & 0 & 0 & 1 \\
P_2 & 0 & 1 & 0 \\
P_3 & 1 & 0 & 0 \\
P_4 & 1 & 0 & 0 \\
\end{array}
\]

(a) $M_3$  \hspace{1cm}  (b) $M_1 - M_3$

\[
\begin{array}{ccc}
Q_1 & Q_2 & Q_3 \\
P_1 & 0 & 1 & 1 \\
P_2 & 0 & 1 & 1 \\
P_3 & 0 & 0 & 0 \\
P_4 & 0 & 0 & 0 \\
\end{array}  \qquad \begin{array}{ccc}
Q_1 & Q_2 & Q_3 \\
P_1 & 0 & 0 & 1 \\
P_2 & 0 & 1 & 0 \\
P_3 & 0 & 0 & 0 \\
P_4 & 0 & 0 & 0 \\
\end{array}
\]

(c) Evidences $M_1 - M_3$  \hspace{1cm}  (d) Mapping $M \& E$

\[
\begin{array}{ccc}
Q_1 & Q_2 & Q_3 \\
P_1 & 0 & 1 & 1 \\
P_2 & 0 & 1 & 1 \\
P_3 & 0 & 0 & 0 \\
P_4 & 0 & 0 & 0 \\
\end{array}
\]

Table B.3: The result of combining $M_1 - M_3$. Both mappings and evidences, and the result of the logical AND-operation, are shown

information provided by a mapping, the evidences (Tab. B.3(c)). Looking at the mappings we see, that we have evidence for

- $P_1$ mapping onto $Q_3$ in $M_3$
- $P_2$ mapping onto $Q_2$ in $M_1$ and $M_2$

There is no evidence that either $P_3$ or $P_4$ maps onto $Q_1$, so these parts have to remain unmapped. The evidences can also be stored within a boolean matrix. Combination of the evidences of different mappings is now done by a logical OR-operation, adding up the evidences. The actual mapping is
found by a logical AND-operation of constraint matrix and evidence matrix (Tab. B.3(d)).

What happens, if we add another mapping $M_4$?

$$M_4 : (P_3) \rightarrow (Q_1, Q_2) \quad (B.15)$$

The constraint matrix will not change at all (Tab. B.4(a)). But now we have evidence, that $P_3$ can indeed map to $Q_1$ and we have a one-to-one mapping (Tab. B.3(c)), except for the part $P_4$, which is to be expected, since 3 unknown parts can only have a mapping to 3 learned parts, leaving one learned part unmapped.

<table>
<thead>
<tr>
<th></th>
<th>$Q_1$</th>
<th>$Q_2$</th>
<th>$Q_3$</th>
<th></th>
<th>$Q_1$</th>
<th>$Q_2$</th>
<th>$Q_3$</th>
<th></th>
<th>$Q_1$</th>
<th>$Q_2$</th>
<th>$Q_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$P_4$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$P_3$</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$P_2$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$P_5$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$P_2$</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$P_3$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$P_6$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$P_5$</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$P_4$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$P_4$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$P_4$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

(a) $M_1 - M_4$  (b) Evidences  (c) M & E

Table B.4: The result of combining $M_1 - M_4$. Both mappings and evidences, and the result of the logical AND-operation, are shown

**Compatibility of Mappings**

Let us assume, we again have the three mappings

$$M_1 : (P_2) \rightarrow (Q_2, Q_3) \quad (B.16)$$
$$M_2 : (P_1, P_2) \rightarrow (Q_2) \quad (B.17)$$
$$M_3 : (P_1) \rightarrow (Q_3) \quad (B.18)$$

providing the constraint and evidence matrices as in Table B.3

What happens, if we now try to add a fourth mapping

$$M_4' : (P_3) \rightarrow (Q_2) \quad (B.20)$$

leading to the constraint matrix in Table B.5(b).

Obviously this is not compatible with the result from $M_2$, which states that $Q_2$ has to map onto either $P_1$ or $P_2$. This is also seen in the resulting – hypothetical – constraint matrix (Tab. B.5(c)).
Table B.5: Result of adding an incompatible mapping

There is no possible mapping left for the parts $P_2$, $P_3$ and $Q_2$. This fact alone would not be sufficient, after all it could be justified by the data, that there is no mapping for those parts. Here is, where we need the third kind of information provided by a mapping, the existence information for a mapping. Consider for example $M_1$. This mapping states, that there has to exist a mapping for $P_2$ and there can exist mappings for $Q_2$, $Q_3$. If a combination with another mapping would lead to the row $P_2$ vanishing, it would be incompatible. If, on the other hand, it would lead to a vanishing column $Q_2$ or $Q_3$, it would still be compatible, since $M_1$, does not ascertain the existence of a mapping for those two parts at once.

**Probabilities**

In principle the probability $p_i(U, L_a)$, of an unknown pattern $U$ matching a particular learned pattern $L_a$, gained from a single partition $i$, is computed using an exponential distribution.

\[
p_i(U, L_a) = \frac{1}{N_i} e^{-P_0*|r(U) - r(L_a)|} \quad \text{(B.21)}
\]

\[
N_i = \sum_b e^{-P_0*|r(U) - r(L_a)|} \quad \text{(B.22)}
\]

Here, $r(U)$ and $r(L_a)$ denote the number of relations contained in partition $i$ for the unknown and the learned pattern, respectively. $N_i$ is a normalising factor, the sum of the matching probabilities over all learned patterns, thus normalising the total probability to 1. $P_0$ is a weighting parameter, determined by commandline argument. It is the probability of a single relation missing. The difference in the number of relations is weighted exponentially, to get the probability of a matching. The closer the numbers match, the more similar the two patterns are and the higher the probability. It is assumed, that the event of a missing relation has a certain probability $P_0$ and
occurs independently of the other relations. Therefore, if \( n = |r(U) - r(L_a)| \) relations are missing, these are treated as independent events, subsequently the total probability is the product of each single probability, leading to the exponential distribution.

In case the partition was created after one or more relational extensions, some modifications have to be added.

\[
p_i(U, L_a) = 1 - \sum_b e^{-\frac{P_0 \cdot |c(U) - c(L_a)|}{v(l)}}
\]

(B.24)

Here \( p_i(U, L_a) \) again denotes the probability gained from partition \( i \) of the unknown pattern \( U \) matching the learned pattern \( L_a \) and \( N_i \) is a normalising factor. The difference is that now the number of chains \( c(U) \) and \( c(L_a) \) belonging to the unknown and learned pattern is used. In a conditional, extended, attribute space, a missing (or additional) relation can give rise to a larger number of missing chains, which would have contained this relation. On average the number of chains depends on the number of relations as follows

\[
c(X) = r(X) \cdot v(l)
\]

(B.25)

\[
v(l) = \prod_{j=0}^{l-1} \max(v - j, 1)
\]

(B.26)

\[
v = \frac{N_r}{N_p}
\]

(B.27)

where \( c(X) \) and \( r(X) \) are the number of chains respectively relations of pattern \( X \) within a partition \( i \). \( v \) is a global measure of the graphs, the mean valency, computed by dividing the total number of relations \( N_r \) by the total number of parts \( N_p \). It is a measure of the density of connections. \( v(l) \) is the correcting factor, depending on the mean valency of the graph \( v \) and the current level of relational extension \( l \). Since circular paths are prohibited, the expected factor \( v^l \) is corrected for each additional level, by subtracting 1 from \( v \). Border effects, arising from the finite sizes of the graphs are ignored.

Again assuming that each partition is an independent measurement of the similarity between unknown and learned pattern, the total probability of a matching is computed by multiplying the probabilities of all partitions belonging to this matching

\[
p(U, L_a) = \prod_i p_i(U, L_a)
\]

(B.28)
The classification probability $P(U, C_j)$, of the unknown pattern $U$ belonging to class $C_j$ is determined, by summing over all learned patterns belonging to this class.

$$P(U, C_j) = \frac{\sum_{a \in C_j} p(U, L_a)}{\sum_j p(U, C_j)} \quad (B.29)$$

### B.3.3 Measuring Matching Quality

Part multiplicity $pm$ provides a numerical value for the quality of the part correspondence found between a known and an unknown pattern. The ratio is taken between the number of parts $N_t$, which have to be matched, the number of total mappings so far $N_m$ and the number of unmapped parts $N_u$.

$$pm = \frac{N_t}{N_m + 2 \times N_u} \quad (B.30)$$

The number of parts to be matched $N_m$ is the minimum of the number of parts of the learned and the unknown pattern. $N_m$ captures possible ambiguities of the matching. If a part can be matched to several parts this value will be larger than the total number of parts. $N_u$ captures the missing matchings, i.e. parts that should have a matching, but haven’t. This value is adjusted by the difference between the number of current and existing parts. If there are more current than existing parts, not every current part can be matched, and vice versa. Further it is weighted to count as if it was a double matching, otherwise it wouldn’t decrease the measure (Consider the example of an empty mapping matrix, with $N_m = 0$ and $N_t = N_u$).

A part multiplicity $pm = 1$ means a one-to-one mapping of all parts. As long as $pm < 1$, there is no one-to-one mapping.

As an example, consider following mapping matrix:

<table>
<thead>
<tr>
<th></th>
<th>$Q_1$</th>
<th>$Q_2$</th>
<th>$Q_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$P_2$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$P_3$</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$P_4$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

There are 3 existing parts and 4 current parts.

$$N_t = 3; \quad (B.31)$$

$$N_m = 3; \quad (B.32)$$

$$N_u = 2 - 1; \quad (B.33)$$

$$pm = \frac{3}{3 + 2 \times 1} = \frac{3}{5} \quad (B.34)$$
Appendix C

Data and Statistical Methods

C.1 Trimmed Means

One of the most often used statistical measure is the mean, which gives information about the “central tendency” of a variable. Based on the mean and the variance of a variable more complex descriptions and tests, such as confidence intervals and significance tests are computed. Successful usage of the mean as a description of the data depends strongly on the shape of the underlying distribution, which is assumed to be normal. As Wilcox (2001) argues, the prevailing assumption that, for instance, Student’s t-test is not very sensitive to the shape of the distribution, can lead to a serious misjudgement of the actual error level of the performed test. Nevertheless, if the underlying distribution is normal, using means is optimal, as they converge fastest to the true result. One of the methods proposed by Wilcox (2001) to overcome this dilemma is to use trimmed means. Trimmed means are a compromise between the mean and the, more robust, median. To compute a 20% trimmed mean of a sample of size 10, the 2 highest and the two lowest values would be removed from the sample. The median is then identical with a 50% trimmed mean. For a more in depth discussion of the subject and links to source code for conducting various statistical tests see Wilcox (2001).
C.2 Distance Measure of Answering Matrices

The distance between two answering matrices is computed by dividing the root squared difference between the elements by the total number of views.

\[
D = \frac{1}{V} \sqrt{\sum_{i=1,j=1}^{VC} (m_{a}(i,j) - m_{b}(i,j))^2}
\] (C.1)

\(V\) denotes the number of views (i.e. rows) and \(C\) the number of objects (i.e. columns), and \(m_{ab}(i,j)\) the element \((i,j)\) of matrix \(M_{ab}\). The result is divided by the number of views \(V\) to allow a better comparison between matrices obtained during learning and generalisation (which have different numbers of views).

C.3 \(\chi^2\)-Analysis

A standard method to evaluate the quality of a fit is to apply a \(\chi^2\)-analysis. The procedures used here were adapted from Kreyszig (1974). Computing the weighted differences of the elements of two matrices

\[
d(i,j) = \sqrt{\frac{(M_{a}(i,j) - M_{b}(i,j))^2}{\sigma_{M_{a}}^2(i,j) + \sigma_{M_{b}}^2(i,j)}} \in N(0, 1)
\] (C.2)

these are assumed to be from a normal distribution, with a mean \(\mu = 0\) and a standard deviation of \(\sigma = 1\). So the sum

\[
\chi^2 = \sum_{i=1,j=1}^{VC} d^2(i,j)
\] (C.3)

with \(V\) the number of views and \(C\) the number of objects, follows the \(\chi^2\)-distribution with \(V \times C\) degrees of freedom. Since not all entries of the matrices are independent, as each row is normalised to \(\sum_{j=1}^{C} M(i,j) = 1\), the degrees of freedom are adjusted accordingly to \(N = V \times (C - 1)\).

Also data points \(d(i,j)\) with \(\sigma = 0\) are discarded from the sum, adjusting the degrees of freedom of the \(\chi^2\)-distribution accordingly.

C.4 T-Test

To check the hypothesis, whether the subjects with haptic experience are better than the subjects with no prior knowledge, a directional test of fit
C.5. TIME-WINDOW FOR SAMPLING DATA

is used, the t–test. The procedures used here were adapted from Kreyszig (1974). First the differences between the elements of the two matrices are computed, weighted by the standard deviation of the elements.

\[
d'(i, j) = \begin{cases} 
\bar{M}_a(i, j) - \bar{M}_b(i, j), & \text{if answer}(i, j) \text{ correct} \\
\bar{M}_b(i, j) - \bar{M}_a(i, j), & \text{if answer}(i, j) \text{ wrong} 
\end{cases}
\]

\[
d(i, j) = \frac{d'(i, j)}{\sqrt{\sigma^2_{M_a}(i, j) + \sigma^2_{M_b}(i, j)}} \in N(\mu_d, \sigma_d)
\] (C.4)

The weighted difference values \(d(i, j)\) are assumed to be independently drawn from a normal distribution with unknown standard deviation \(\sigma_d\). Then a value \(T\), derived by computing

\[
T = \sqrt{N} \frac{\bar{d} - \mu_0}{S}
\]

\[
\bar{d} = \frac{1}{N} \sum_{i,j=1}^{N} d(i, j)
\] (C.5)

\[
S = \frac{1}{N - 1} \sum_{i,j=1}^{N} (d(i, j) - \bar{d})^2.
\]

follows Student’s t–distribution, with \(N - 1\) degrees of freedom.

Data points \(d(i, j)\) with \(\sigma = 0\) are discarded from the sum, adjusting the degrees of freedom of the t–distribution accordingly.

We can distinguish three cases,

- \(\mu_d < 0\) : matrix \(\bar{M}_a\) is better than matrix \(\bar{M}_b\),
- \(\mu_d > 0\) : matrix \(\bar{M}_a\) is worse than matrix \(\bar{M}_b\),
- \(\mu_d = 0\) : matrix \(\bar{M}_a\) is as good as matrix \(\bar{M}_b\).

Testing whether 2 datasets are equal, we test the hypothesis \(\mu_d = 0\) for a level \(\alpha\), which is refuted, if \(|T| > t_{N-1,1-\alpha/2}\) and accepted otherwise.

C.5 Time-Window for Sampling Data

During learning each subject acquired a set of answering matrices, one for each learning unit. Looking at the dynamics of learning, samples are taken at certain points in time. A sample is taken by applying a Gaussian lowpass
Figure C.1: Sampling from a number of answering matrices. In this example, the sampling points are at matrix #0, matrix #4, and matrix #8. The width $\sigma$ of the Gaussian window is adjusted so that neighbouring samples have an overlap of 0.1.

filter, with its centre at the sampling point and normalising the rows of the resulting matrix (Fig. C.1). When looking at the overall learning performance, simply the mean over all learning matrices is taken.

So for each subject we now have one or more matrices of relative answering frequencies. For all subjects belonging to a group, the mean, the standard deviation and the standard error were computed, using the following formulas:

\[
\bar{M}(i, j) = \frac{1}{N} \sum_{s=1}^{N} m_s(i, j)
\]

\[
\sigma^2(i, j) = \frac{1}{N-1} \sum_{s=1}^{N} (m_s(i, j) - \bar{M}(i, j))^2
\]

\[
SE(i, j) = \frac{1}{\sqrt{N}} \sigma(i, j)
\]

(C.6)

Here $i$ and $j$ are indices of the answering matrix, $m_s(i, j)$ is an element of a sampled matrix of subject $s$. $\bar{M}$, $\sigma$ and $SE$ denote the mean, standard deviation and standard error and $N$ is the number of subjects included.
C.6 Example Classification Matrices

Table C.1 shows two examples for observed classification matrices. One is the matrix acquired during a single learning unit, the other is a classification matrix acquired during 26 learning units, with all the answers cumulated.

<table>
<thead>
<tr>
<th>Obj, view</th>
<th>Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>obj 1, 0</td>
<td>1 0 0</td>
</tr>
<tr>
<td>obj 1, 1</td>
<td>0 1 0</td>
</tr>
<tr>
<td>obj 1, 2</td>
<td>1 0 0</td>
</tr>
<tr>
<td>obj 1, 3</td>
<td>1 0 0</td>
</tr>
<tr>
<td>obj 1, 4</td>
<td>0 0 1</td>
</tr>
<tr>
<td>obj 1, 5</td>
<td>0 1 0</td>
</tr>
<tr>
<td>obj 2, 0</td>
<td>0 1 0</td>
</tr>
<tr>
<td>obj 2, 1</td>
<td>0 1 0</td>
</tr>
<tr>
<td>obj 2, 2</td>
<td>0 1 0</td>
</tr>
<tr>
<td>obj 2, 3</td>
<td>0 1 0</td>
</tr>
<tr>
<td>obj 2, 4</td>
<td>0 0 1</td>
</tr>
<tr>
<td>obj 2, 5</td>
<td>0 1 0</td>
</tr>
<tr>
<td>obj 2, 6</td>
<td>0 0 1</td>
</tr>
<tr>
<td>obj 2, 7</td>
<td>0 1 0</td>
</tr>
<tr>
<td>obj 3, 0</td>
<td>0 1 0</td>
</tr>
<tr>
<td>obj 3, 1</td>
<td>0 1 0</td>
</tr>
<tr>
<td>obj 3, 2</td>
<td>0 1 0</td>
</tr>
<tr>
<td>obj 3, 3</td>
<td>0 1 0</td>
</tr>
<tr>
<td>obj 3, 4</td>
<td>0 0 1</td>
</tr>
<tr>
<td>obj 3, 5</td>
<td>0 1 0</td>
</tr>
<tr>
<td>obj 3, 6</td>
<td>0 1 0</td>
</tr>
<tr>
<td>obj 3, 7</td>
<td>0 0 1</td>
</tr>
</tbody>
</table>

(a) Matrix for a single learning unit

<table>
<thead>
<tr>
<th>Obj, view</th>
<th>Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td>obj 1, 0</td>
<td>26 0 0</td>
</tr>
<tr>
<td>obj 1, 1</td>
<td>17 5 4</td>
</tr>
<tr>
<td>obj 1, 2</td>
<td>25 0 1</td>
</tr>
<tr>
<td>obj 1, 3</td>
<td>25 1 0</td>
</tr>
<tr>
<td>obj 1, 4</td>
<td>20 4 2</td>
</tr>
<tr>
<td>obj 1, 5</td>
<td>21 4 1</td>
</tr>
<tr>
<td>obj 2, 0</td>
<td>0 21 5</td>
</tr>
<tr>
<td>obj 2, 1</td>
<td>0 23 3</td>
</tr>
<tr>
<td>obj 2, 2</td>
<td>0 19 7</td>
</tr>
<tr>
<td>obj 2, 3</td>
<td>0 8 18</td>
</tr>
<tr>
<td>obj 2, 4</td>
<td>0 14 12</td>
</tr>
<tr>
<td>obj 2, 5</td>
<td>0 9 11</td>
</tr>
<tr>
<td>obj 2, 6</td>
<td>0 19 7</td>
</tr>
<tr>
<td>obj 2, 7</td>
<td>0 11 14</td>
</tr>
<tr>
<td>obj 3, 0</td>
<td>0 14 12</td>
</tr>
<tr>
<td>obj 3, 1</td>
<td>0 15 11</td>
</tr>
<tr>
<td>obj 3, 2</td>
<td>0 14 12</td>
</tr>
<tr>
<td>obj 3, 3</td>
<td>0 15 11</td>
</tr>
<tr>
<td>obj 3, 4</td>
<td>0 2 24</td>
</tr>
<tr>
<td>obj 3, 5</td>
<td>1 10 15</td>
</tr>
<tr>
<td>obj 3, 6</td>
<td>1 11 14</td>
</tr>
<tr>
<td>obj 3, 7</td>
<td>2 10 14</td>
</tr>
</tbody>
</table>

(b) Cumulated matrix with relative answering frequencies

Table C.1: Single and cumulated classification matrices

C.7 Template Matching as Similarity Measure

The simplest method human observers could use is to recognise views of objects on a pixel level. Without any further processing, like segmentation,
edge detection, feature extraction, they could try to match a seen image to a stored template. These templates are simply the set of learning images, labelled by their object number. The easiest way to do this template matching, is by computing the cross–correlation function between images as a measure of their similarity (Duda and Hart (1973), pp. 276–284, Caelli and Rentschler (1986)).

\[
C_L(m,n) = \sum_i \sum_j L(i,j)I(i-m,j-m) \tag{C.7}
\]

\[
C_L = \frac{\max_{m,n} C_L(m,n)}{\max_{m,n} \sum_i \sum_j L(i,j)L(i-m,j-m)} \tag{C.8}
\]

Here \(L\) is one of the learned object views, \(I\) is an unknown view. The similarity measure \(C\) is found by taking the maximum value of the cross–correlation function.

The classification probability is then computed by summing over the distances between the unknown view and the learning views for the respective object.

\[
P(O_i) = \frac{\sum_{L:L \in O_i} C_L}{\sum_i P(O_i)} \tag{C.9}
\]

In a first attempt, this was done for the learning views only. As can be seen (Fig. C.2) the results could in no way predict the actual performance.
of the human observers. Similar results were found, using the generalisation views.

Some possible variations were explored, to see whether the results depended on the way the distance measure or the probabilities were formed, but with very similar results. For instance $C_L$ can be computed by integrating over the image, not by taking the maximum. The probability could be computed by using the most similar view for every object and using the cross-correlation as a probability measure. None of these variations led to a better performance, thus eliminating the assumption, that object recognition could be done on such a simple, pixel based level.
Appendix D

Description of OpenInventor Programs

D.1 Scene Files

The inventor file describing the scene containing the objects is fairly simple. In the beginning a perspective camera is defined. The camera is positioned on the $z$-axis, 10 units distance from the origin, the viewing direction given by orientation is aligned with the axis. The fields position and orientation are set by the controlling program, according to the specifications in the view file. The fields nearDistance and farDistance define clipping planes for rendering. SoXtViewer automatically adjusts them to contain the complete scene.

```inventor
Separator {
  PerspectiveCamera {
    position 0 0 10
    orientation 1 0 0 0
    nearDistance 5
    farDistance 15
    focalDistance 10
  }
}
```

The next nodes describe rendering properties. Giving the environment an ambient intensity prevents shaded parts of the object to disappear completely. The material is defined to have a grey colour. These values were set to give a realistic impression of the objects. The complexity node, defines how many triangles are used to render an object, for instance a sphere. The chosen value of 0.7 seemed to yield a good compromise between performance and realism of the rendering.

```inventor
Environment {
  ...
}
```
ambientIntensity 0.3
}
Material {
ambientColor 0.5 0.5 0.5
diffuseColor 0.7 0.7 0.7
}
Complexity {
  value 0.7
}

The preceding nodes get created with default values by the SoXtExaminerViewer, but the switch node is an essential part of the scene. The controlling program uses the switch node to select which object to render and to blank the scene otherwise. The switch node has 3 children, corresponding to the 3 objects. Each object consists of 4 spheres, which are assembled within a suitable coordinate system by very simple translations. The whole object is rotated and translated, to align the axis of symmetry with the $z$-axis and placing the centre of the object at the origin.

Switch {
  whichChild 2
  # object 1
  Separator {
    Rotation { rotation -1 1 0 -0.95531662 }
    Translation {translation -.5 -.5 -.5 }
      Separator {
        Sphere {
        }
      }
      Separator {
        Transform {
          translation 2 0 0
        }
        Sphere {
        }
      }
      Separator {
        Transform {
          translation 0 0 2
        }
        Sphere {
        }
      }
      Separator {
        Transform {
          translation 0 2 0
        }
        Sphere {
        }
      }
  }
}
} # object 2
Separator {
  Rotation { rotation 0 1 0 -0.78539816 }
  Rotation { rotation 1 0 1 -0.261799 }
  Translation {translation -0.5 0 -0.5 }
  Separator {
    Translation {translation 2 -1 0 }
    Sphere {
    }
  }
  Separator {
    Transform {
      translation 0 -1 0
    }
    Sphere {
    }
  }
  Separator {
    Transform {
      translation 0 1 0
    }
    Sphere {
    }
  }
  Separator {
    Transform {
      translation 0 1 2
    }
    Sphere {
    }
  }
}

} # object 3
Separator {
  Rotation { rotation 0 -1 0 -0.78539816 }
  Rotation { rotation -1 0 1 0.261799 }
  Translation {translation 0.5 0 -0.5 }
  Separator {
    Translation {translation -2 -1 0 }
    Sphere {
    }
  }
  Separator {
    Transform {
      translation 0 -1 0
    }
    Sphere {
    }
  }
}
Following part of the scene graph of the viewer is shown, as it is during the display. The callback node is inserted by the controlling program at the root of the scene, to catch any input from the user, as for instance responses during testing, or required input to proceed after a pause.

#Inventor V2.1 ascii

Separator {
  EventCallback {
  }
}

As was mentioned above, position and orientation of the camera are set by the controlling program, keeping the distance from the origin fixed. The fields nearDistance and farDistance are set by the viewer.

Separator {
  PerspectiveCamera {
    position 4.33013 7.5 5
    orientation -0.741024 0.612011 0.276272 1.09428
    nearDistance 6.68296
    farDistance 12.6158
    focalDistance 10
  }
}

A light source, emitting parallel light rays, was inserted automatically by the viewer. It is positioned such, that the direction differs by about 10° to the left and upwards from the viewing direction. To express it in a casual way, the “sun is over your left shoulder”. The rotation node keeps the light aligned with the camera viewing position, and is set automatically by the viewer.
Group {
  Rotation {
    rotation -0.741024 0.612011 0.276272 1.09428
  }
  DirectionalLight {
    direction 0.2 -0.2 -0.979796
  }
  ResetTransform {
  }
}

The rest of the file is unchanged.

D.2 Position files

A file containing a list of views – camera positions – can be passed to the controlling program. The following example shows the view positions used during the learning procedure. In the first line the number of views for each object is specified. In our case there are 6 views for object 1 and 8 views for objects 2 and 3 each. The numbers of views are delimited by “#” characters. Each view is defined in polar coordinates, giving azimuth and elevation in degrees. The third parameter specifies the rotation around the camera axis. The camera’s top (0°) is aligned with the vertical y–axis, whenever possible. As can be seen azimuth and elevation are sampled in steps of 60°. The rotation of the camera around its viewing axis is chosen randomly, but also in 60° steps.

```
# 6 8 8 #

[ 0 0 120 ]
[ 0 60 60 ]
[ 0 120 120 ]
[ 0 180 60 ]
[ 60 60 60 ]
[ 60 120 120 ]

[ 0 -0 180 ]
[ 0 -60 60 ]
[ 0 -120 60 ]
[ 0 -180 180 ]
[ 60 -60 0 ]
[ 60 -120 180 ]
[ 120 -60 180 ]
[ 120 -120 60 ]

[ 0 0 0 ]
[ 0 60 120 ]
```
The next example gives the complete list of camera position used during generalisation. Since azimuth and elevation are now sampled in steps of 30° there is a total of 83 views, of which 19 views are identical to the views used during learning.

# 21 31 31 #

```plaintext
[ 0  120  120 ]
[ 0  180  0  ]
[ 60  60  0  ]
[ 60  120  120 ]
[ 120  60  0  ]
[ 120  120  120 ]
```

```plaintext
[ 0 0 120]
[ 0 30 150]
[ 0 60 60]
[ 0 90 150]
[ 0 120 120]
[ 0 150 0]
[ 30 30 90]
[ 30 60 30]
[ 30 90 0]
[ 30 120 150]
[ 30 150 120]
[ 60 30 90]
[ 60 60 60]
[ 60 90 120]
[ 60 120 120]
[ 60 150 150]
[ 90 30 30]
[ 90 60 60]
[ 90 90 90]
[ 90 120 60]
[ 90 150 120]

[ 0 -0 180]
[ 0 -30 0]
[ 0 -60 60]
[ 0 -90 60]
[ 0 -120 60]
[ 0 -150 180]
[ 30 -30 30]
[ 30 -60 0]
[ 30 -90 90]
[ 30 -120 180]
[ 30 -150 90]
[ 60 -30 120]
[ 60 -60 0]
[ 60 -90 120]
```
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```
[  60  -120  180]
[  60   -150  180]
[  90   -30  120]
[  90    -60  180]
[  90    -90  60]
[  90  -120  120]
[  90   -150   0]
[ 120   -30  90]
[ 120   -60  180]
[ 120   -90   0]
[ 120  -120  60]
[ 120  -150   0]
[ 150   -30 150]
[ 150   -60  180]
[ 150    -90 150]
[ 150  -120  180]
[ 150  -150  60]

[   0    0    0]
[   0   30  120]
[   0   60  120]
[   0   90   30]
[   0  120  120]
[   0  150  120]
[   30   30   0]
[   30   60  180]
[   30   90   90]
[   30  120   90]
[   30  150   0]
[   60   30  120]
[   60   60   0]
[   60   90  150]
[   60  120  120]
[   60  150  60]
[   90   30   60]
[   90   60   90]
[   90   90  150]
[   90  120   90]
[   90  150   30]
[  120   30  120]
[  120   60   0]
[  120   90  180]
[  120  120  120]
[  120  150  120]
[  150   30  30]
[  150   60   60]
[  150   90   90]
[  150  120  180]
[  150  150  30]
```
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Auswahl Publikationen


<table>
<thead>
<tr>
<th>Zeitraum</th>
<th>Ereignis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1969 – 1983</td>
<td>Grundschule, Gymnasium, Abitur in München</td>
</tr>
<tr>
<td>1983 – 1985</td>
<td>Zivildienst</td>
</tr>
<tr>
<td>1985 – 1987</td>
<td>5 Semester Magisterstudiengang Germanistische Linguistik an der Ludwig-Maximilians-Universität München</td>
</tr>
<tr>
<td>1987 – 1995</td>
<td>15 Semester Diplomstudiengang Physik an der Technischen Universität München</td>
</tr>
<tr>
<td>1994 – 1995</td>
<td>Diplomarbeit am Institut für Medizinische Psychologie</td>
</tr>
<tr>
<td>1995</td>
<td>Abschluß des Studiums mit Diplom, Prädikat “sehr gut bestanden”</td>
</tr>
<tr>
<td>1995 – 1996</td>
<td>Tätigkeit als Research Associate für Prof. Caelli am Dept. of Computer Science, Curtin University of Technology, Perth</td>
</tr>
<tr>
<td>1996</td>
<td>Beginn der Promotion am Institut für Medizinische Psychologie</td>
</tr>
<tr>
<td>1997 – 2002</td>
<td>Wissenschaftlicher Mitarbeiter am Institut für Medizinische Psychologie, Ludwig-Maximilians-Universität München</td>
</tr>
<tr>
<td>2002 – 2007</td>
<td>Freiberufliche Softwareentwicklung</td>
</tr>
<tr>
<td>2007 –</td>
<td>Softwareentwickler bei CLIPPERnet GmbH</td>
</tr>
</tbody>
</table>