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Chapter 1

Introduction

1.1 Massive Stars

Massive stars are important constituents of the Universesanve as the most important probes for
its investigation. They are the production plants for altredselements heavier than helium. At
later evolutionary stages they deliver a significant fiactof their chemically enriched mass back
to their environment, by means of stellar winds, eruptiond axplosions. Thus, newly produced
elements are provided for future generations of stars; fhanets, and the possible evolution of life.
Massive stars also play a crucial role in the chemical eimiudf galaxies as the recycling of processed
material influences their ecology. The recycling of thesamgnts is a very efficient process, since
the lifetimes of massive stars are very short. Additionatiassive stars contribute enormously to the
cosmic evolution because their energetic impact on thenpaaaxy is rather violent through their
intense radiation and supernova explosions, influencitaxigs from infancy to death and making
them the most important sources of energy input in galaXieshe distant Universe, massive stars
dominate the integrated UV-light of very young galaxie®{&t| et al. 1996; Pettini et al. 2000) and at
earlier epochs they are the suspected sources of the miam of the Universe (Bromm et al. 2001).
At the endpoint of their evolution, they suffer a gravitatib collapse and explode as supernovae of
type Il, Ib, or Ic. Their descendants will emit gamma ray ksishich are associated with a Ic type
supernova constituting the most energetic cosmic flashasrkiWoosley 1993). Eventually massive
stars form black holes and detract matter from the cosmilecyc

Nearly 20 years ago high mass stars were suspected to hagesngstox~ 100 M, (Appenzeller
1987), whereas nowadays the most massive stars are eveweletd reach masses of 150 Mg,
(Massey 2003). The lower mass limit is commonly acceptecet8 bl,. For initial masses above
8 M, stars do not have a pre-Main Sequence phase, which meanthélgatlready start burning
hydrogen while still accreting mass from the proto-stefjas and dust envelope and/or circumstellar
disk and 8\, are also found to be the boundary between the initial pregemass of white dwarfs
and type Il supernovae.

Massive stars are the most luminous stellar objects, wittirlosities up to a few 0L, placing
most of them at the upper left corner of the Hertzsprung-8ussagram and being of spectral type
O, B and the descendants therefrom. As for their stellarautthese stars show direct spectroscopic
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evidence of winds throughout their lifetimes above a certaminosity threshold which corresponds
to roughly 10 L. (Abbott 1979). For massive stars in our Galaxy the surfangézatures range
between 20,000 K and below 50,000 K (Repolust et al. 2004,gaper 3), depending on mass. In
the SMC, for example, even surface temperatures of 55,008rkbe reached (Massey et al. 2004,
2005). Comparing masses and luminosities of these stasspdssible to derive a relation, the so-
called mass-luminosity relation, which scales withIM? for stars on the Main Sequence implying a
much broader range for luminosities than for masses. It@ilss us an insight about their lifetimes.
Most of the stellar mass consists of hydrogen and the ratéiatwvit is burnt depends on luminosity.
Therefore, the lifetime of stars is proportionalite= M/L. From above, knowing that kx M?3, we
find that = M~2, which shows that the most massive stars have the shofagnis. They spend
only about 10 million years on the Main Sequence comparedwenhass stars which remain there
for about 18° years.

The descendants of hot, massive30 M) O and Of stars after the Main Sequence phase are Wolf-
Rayet (WR) stars constituting the final stage of massivéasteVolution, after which the star explodes
as a supernova. The evolution of massive stars betweenMiag@ir Sequence and WR phase, is more
uncertain, though it is generally assumed that they passighra short, unstable phase, in which
mass loss is quite substantial. This unstable stage igedfto as the Luminous Blue Variable (LBV)
phase. During their life, massive stars loose a consideratmount of mass, whereby a large part of
this mass is lost during the LBV and WR stage. However, masstiars on the Main Sequence may
already suffer substantial mass loss and this is espec@éyant for another issue in their evolution
concerning the existence of a Red Supergiant (RSG) phasethéftor not massive stars go through
a RSG phase, the number of stars in the blue/red supergigiohreand the variation of their ratio
with metallicity is still under debate, but accurate knasdge of mass loss as a function of stellar
parameters will help to clarify these questions.

Hot massive stars are known to produce fast, dense, andchaons outflows. These so-called stellar
winds can basically be described by two global parametieesterminal velocityp., , and the mass
loss rate, M , which immensely influence the evolution of massive starende, these effects must
be taken into account when modeling these stars in orderdiol @akre deduction of erroneous late
evolutionary stages. However, the dependency of evolutiomass loss is not well-known as is the
dependency of mass loss (on the Main Sequence or at latertievalry stages) on metallicity, Z (see
below). Also stellar rotation affects the rate of mass logbtae interior structure of the stars by means
of mixing processes which have been neglected in the pastur@ierstanding of these processes and
their dependence on parameters such as metallicity andsaimyamentum is still very poor. Further,
the presence of “clumping” has severe consequences fontdgietation of observed line profiles,
particularly with respect to the derived mass loss ratesl(izki & Puls 2000 and references therein).
Reliable values of mass-loss rates in relation to the inflaesf rotation, and the effect of clumping
are probably the most intriguing questions at the moment g, worth a closer inspection.

1.1.1 Mass loss

The luminosity of hot massive stars is the key ingredienthi driving of a dense (10 to 107°

Mg /yr) and fast ¢, up to 3,000 km s!) outflow lasting a lifetime. The high mass loss imprints
unambiguous signatures on the spectral energy distribwtial spectral lines received from these
objects. In massive stars, the loss of mass occurs by meamasliafion pressure exerted onto the
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atmospheric material. The radiation pressure from electoattering of free electrons, which are the
main contributors to the continuum opacity, does reducédite gravity due to their common radial
dependence (#), but it is not strong enough to overcome gravity and, hecaenot explain observed
mass loss rates. One also needs to consider the contrilmitiba Doppler-shifted resonance lines of
highly ionized metal lines to the radiative acceleratiofeTnetal lines (together with the radiative
force due to continuum opacity) is able to overcome the tawnal well of the star and thus “drive”
the stellar wind. Therefore, high luminosities of massitarssresult in momentum transfer through
the absorptiohin the resonance metal lines.

The measurements of mass loss rates are model-dependtuasuatly determined from the modeling
of H,, profiles, the radio, and also UV spectra. From the obsemaliview, the H, line gives a
good indication about the mass lost by stars, although npiraisylems may arise due to blending with
Hell , nebular contamination, or rotational broadening. It @syaver, possible to move towards longer
wavelengths for mass loss determinations, since hot starde observed via the free-free thermal
excess caused by stellar winds. Unfortunately, this is apjylicable to hot stars with strong winds,
since stars with weak winds do not exhibit strong IR excesadio flux. A comparison of mass loss
rates from H, and IR-radio excess gives well-agreeing results, but itthdse kept in mind that the
measurements originate from different regions in theateltmosphere, i.ex 1.5 R, for H, and

~ 50 to 100R, for the radio excess, and hence can be used as an excellémd getermine the
stratification of clumping, since both mass loss indicatmessensitive to it.

The best way to discuss the strength of stellar winds is imsesf the wind-momentum luminosity
relationship (WLR) (for further details see Puls et al. 18968 Kudritzki et al. 1999). As winds of hot
stars are driven by radiation, the mechanical momentunretésoutflow should be mainly a function
of photon momentum and, hence, depend directly on lumingsith that

log MvsoR%® ~ xlog L + D. (1.2)

The slope of the observed WLR (modified B-®) corresponds to the inverse exponent of the line-
strength distribution functich 2 = 1/a/.2 The vertical offsetD is controlled by the effective number
of lines driving the stellar wind. Both parameters dependpectral type and metallicity (Kudritzki

& Puls 2000). The wind-momentum luminosity relationshightiallow for an independent determi-
nation of extragalactic distances on intermediate scglet® the Virgo/Fornax cluster, among other
methods for distance calibrations, i.e., Cepheids and lgepernovae (which relies on an empiri-
cal calibration by means of a unique relation between th& peainosity and the width of the light
curve).

From the above equation we see that mass-loss is propdrtmaaertain power of luminosity. This
deceptively simply relation, however, hides much of the plcation, sinceo’ depends on the ef-
fective temperature and Z, which can only be determined bgildd modeling. The physical reason
for the change of the slope withi.s is the change in ionization of the elements (because lower io
have more lines) contributing to the radiative line acalen. For O-type stars the value @fis ~

1The emission component cancels due to the fore-aft symroéthe emission component.

2The line strength distribution function describes the nandf driving lines as a function of their strength, i.e., the
density-independent part of their opacity (e.g., Puls.e2@00).

SActually, o’ = o — 6, wherea is the aforementioned exponent an(bf the order 0.1) accounts for changes in the
ionization throughout the wind.



4 CHAPTER 1. INTRODUCTION

0.6 (Pauldrach et al. 1986 and Kudritzki & Puls 2000), sutiggsa luminosity exponentz 1.7, in
agreement with observations. Given the effects of metigillan the evolution of massive stars, an ac-
curate parameterization of mass-loss across the upperf éme ldR-diagram is of great interest. Puls
et al. (2000) and Vink et al. (2001) have investigated therttical dependence of mass-loss rates on
metallicity. Puls et al. (2000) argue that mass-loss shscdde approximately as (Z4) /" with

the complication thatr and o’ will depend on Z as well as ofi.. Foro’ = 0.6, the scaling factor
would be (ZZ)"®, which is similar to the result found by Vink et al. (2001). réher observational
studies on mass-loss rates would be useful, especiallghéhiZz. The higher the mass loss the faster
the masses decrease. This may sound trivial but the finalemgdse important clues about the latest
evolutionary stages. All stars with initial masses0P0 M., and metallicitiesx Z, or higher have
final masses of 10 M. At lower Z, the final masses are higher and the different fimasses lead
to different types of supernovae.

As an important example, the first stars in our Universe, Wwitionstitute the Population Il gener-
ation, formed out of metal-free gas. Simulations of meteéfstar formation indicate that they had
high masses (up to 10Qd.) producing a vast amount of UV photons to reionize the UisigeMhe
supernova explosions that ended their lives were resperfsibthe chemical enrichment of the inter-
galactic medium with heavy elements (e.g., Ostriker & Gndd96), but also for the termination of
the epoch of Population Il stars. The efficient and wideagmnmetal-enriched ejecta were mixed into
the surrounding gas triggering at some point the transttidower mass Population Il star formation
(Bromm & Larson 2004).

Studying stars at different metallicities will also helpunderstand the decisive role of rotation in
combination with stellar evolution, whereby especiallg tbservations and analyses of young stellar
populations are crucial for understanding rotation-depenhinfluences. The effect of stellar rotation
and the transport of angular momentum together with ratatig-driven mixing does, indeed, receive
increasing attention (Meynet & Maeder 2000). The main éffe€rotation comprise structural effects
due to the centrifugal force which can produce large distorat the stellar surface, rotational mixing
which is responsible for internal transports of chemicah®tnts and angular momentum by shears
and meridional circulation, respectively (Maeder & Meyg801), and finally the effect of mass loss
enhancement, again, due to the centrifugal acceleratiwrexample, the mass-loss rate of a rotating
10 M, -star on the Main Sequence in relation to one with no rotatimes with\/ .o, ~ 1.5M 10— rot.

The von Zeipel theorem states that the local radiative flux & tating star is proportional to the
local effective gravityg.g . Due to this, a much larger flux and highEy; is present at the pole than
at the equator (Meynet & Maeder 1997). This latitudinal cefence ofl .4 leads to an asymmetric
mass-loss and also to enhanced averdlgeates. Anisotropic mass loss influences the loss of angular
momentum such that/ at the poles removes mass but little angular momentum whielri influ-
ences the evolution of very massive stars with high rotaiidaeder 2002). The projected rotational
velocities of O stars are typically/; sini = 100 km s! but can reach values of up to 400 km's
(Howarth et al. 1997). Mass loss by stellar winds drastiaatluces/; sini during evolution because
the stellar winds carry away considerable angular momeiatoginthe new surface layers then have a
lower V; sini as a result of expansion and redistribution.

The effects of rotation are especially important for rapiditating massive stars being most probably
also responsible for the production of primary nitrogen @der 2000). In hot stars the studies of
mixing focus on helium and CNO. Rapidly rotating OB starsvgtarge surface helium abundances,
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whereby the correlation between rotation and mixing foundlerrero et al. (1992) indicates that such
stars may follow a completely different evolutionary patlan traditional stellar evolution predicts.

Evolved O stars, in general, show surface abundances whggdest C and N processing and helium
enrichment (e.g., Howarth & Prinja 1989). Rotation alsg/plan important role in the formation of

Wolf-Rayet stars such that a fast rotating star may alreaulgréhe WR phase while still burning

hydrogen in its core and, thus, skipping the LBV phase anddipg more time in the WR phase. All

evolutionary studies about rotational effects rely on agjpnations which allow a one-dimensional

treatment, leaving the question if all effects can actuadiyreated that way.

The final aspect of mass loss-influencing effects is condewith stellar wind instabilities. Theo-
retical considerations based on a detailed investigatfamadiative line acceleration show that this
acceleration is subject to a strong instability, which esus structured wind. It is now generally ac-
cepted that the winds around hot stars have a time-depeaddimhomogeneous structure consisting
of shocks, clumps and blobs. The observational evidencthi®icomes from the presence of black
and broad troughs in saturated UV P-Cygni profiles (Lucy £9&2d 1982b) and the X-ray emission
of hot stars (e.g., Chlebowski et al. 1989 and reference®itfje Moreover, some direct evidence
for clumping in the outer parts of Wolf-Rayet winds is prosiblby the observations and analyses of
distinct blobs (e.g., Robert & Moffat 1990). Homogeneoussth winds of O dwarfs predict too
strong N/ 1240 and @ 1371 lines, suggesting that their winds may also be clumpetbymmet-
ric, similar to winds of O supergiants and WR stars (BouredleR003). Further, the hypothesis is
supported by a number of UV analyses. Based on FUSE-obesrsaif Magellanic Cloud stars,
Crowther et al. (2002), Massa et al. (2003) and Hillier ef{2003) found indications that the winds
might be clumped, mainly from the behaviour of the f@sonance line (if phosphorus is not strongly
under-abundant, as claimed by Pauldrach et al. 1994).

In terms of theory, shocks and wind inhomogeneities aredadwby the intrinsic instabilities of ra-
diation driven winds. lllustrated in simple manner, theiaside acceleration is proportional to the
spatial velocity gradient,g,.q o dv/dr. Thus, any perturbation will be exponentially ampilifj at
least in their initial, linear phase. If the velocity is digbed at an arbitrary point in the wind,-

v + dv, the velocity gradient dv/dr will increase and, hence alsoriadiative acceleratiog..q due
to the direct proportionality. Their increase will agaitflirence the velocity perturbation+ §v and
eventually lead to a runaway situation and to strong rev&rseks, a result that follows from strongly
amplified inward propagating waves (Owocki & Rybicki 19898%).

Since mass loss determinations are influenced by clumpidgeavious theoretical models account
for this effect, almost all mass loss rates derived so fahirtig too high. The presence of clumping
would then increase Hdue thep?-dependence of opacity and, thus, lead to the relation<that >

is greater thanc p >2 in a structured medium giving a clumping factorofp? > / < p >2 that

is always greater than“. With wrong mass loss predictions, however, it is not possiblcalculate
realistic stellar and galactic evolutionary models.

1.1.2 Star Formation

Although our knowledge of the physics taking place in stas énormously increased over the last
decades, particularly their early evolutionary phasesstiienot well understood. These important

“The same would be true for the radio-excess, with the copretipg clumping factor present in the outer wind.
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phases are normally hidden from our view, since very youngsivua stars lie deeply embedded in
their natal environment of gas and dust. Due to their shigtidhes they spend a significant fraction
(=~ up to 20%) of their life in the densest parts of giant molecular claudsfortunately, by the time
the central star can be observed in the optical or UV, ctiitanatures present in the spectra and envi-
ronment of the star, yielding invaluable information of fbemation process, will have disappeared. It
is, therefore, important to observe massive stars befeiedtellar atmospheres have erased chemical
and physical evidence tracing their formation mechanismortler to investigate this long-standing
problem, a study of young massive star systems being stlileelasled in an environment of gas and
dust is of great interest.

To understand the formation of massive stars, a first assompiould be to just simply adopt and
extend the picture of low mass star formation. The acceftedry of low-mass star formation was
founded about 30 years ago by Shu et al. (1987) and startsshatly rotating molecular cores
inside a molecular cloud. The cores are initially suppoggédinst gravity by magnetic and turbulent
pressure gradients. With the cooling of the cloud a graweital instability can arise, since as a result
the gas pressure in the cloud is decreasing in some areasl$oi possible that atoms accumulate to
form molecules, thereby reducing the amount of particle$/Byor 1/3 (leading to pressure decrease).
Further, due to turbulence within the cloud, the magnetid fieunteracting the contraction can drift
outwards with time, i.e., ambipolar diffusion, and sucoedg reduce magnetic pressure, or more
impulsive events take place such as shock waves. The uasthlld cores will eventually collapse
from inside-out. Typically, the cores that result from fna@ntation have masses of the order of 1 to
10 My and sizes of less than 1 pc. This marks the beginning of theewetutionary phase. The
cloud fragment further contracts while matter from the ¢ope falls in with supersonic velocities
onto the central region where a protostar is forming. On chpéthe infalling matter a shock front
is established, whereby kinetic energy is converted inentlal energy. At 2,000 K H molecules
dissociate to atoms using up energy which helped to steltitie equilibrium condition. The centre
of contraction further collapses and the temperature inctire increases. At 10,000 K, H atoms
become ionized, resulting in the establishment of a newlieum condition and an increase in the
gas pressure, thus, making contraction a very slow prod@sse the temperature and the density
have stabilized, the gravitational pressure directed id&/& about the same as the gas and radiation
pressure directed outwards. The protostar establishesstatic equilibrium and contraction is nearly
halted. At this point the dynamical evolution of the stapstoThe initial radius of the protostar4s

5 AU and the protostellar disk (due to conservation of angmiamentum) can have dimensions of
up to 1¢ AU. The protostar is accreting matter through the disk sunding it and, hence, gaining
mass. The brighter and hotter the star becomes the moreiading material is dispersed by photon
pressure on dust. The star may also develop bipolar outflmmg &s rotational axis, where matter and
angular momentum may be expelled from the stellar systeris Gipolar outflow helps to terminate
the infall of matter, leaving the protostar and residuak dism which a protoplanetary system may
eventually form (Shu et al. 1987).

This formation process entails several difficulties wheeeded to massive star formation. First of all,
the physical properties of clouds undergoing low and higesysiar formation are different. Massive
stars form in clouds which are warmer, larger, more masaive which are mainly located in the spiral
arms of galaxies. They are thought to form in clusters anddes$ons, whereas low mass stars do
not necessarily form in clusters. Low mass stars form in decqaopulation of clouds throughout the
disk of galaxies, as well as in dark molecular clouds. Furtfifficulties relate to the fast contraction
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times for massive star cores. One of these difficulties sudse to the immense radiation field set up
by the growing, fusion-burning central star. The radiajiwassure from the young star can reverse
the infall of additional gas and ultimately limit the masattban be directly accumulated onto the star
(e.g., Yorke & Kruegel 1977). It is well established that tregent cloud will have some net angular
momentum, and this will likely result in the formation of askli Theories allowing for accretion
of mass from a disk onto a young star have been moderatelgssfat in building high mass stars
(e.g., Behrend & Maeder 2001; McKee & Tan 2003). This thesoaie2, however, inadequate to fully
resolve the problem of radiation pressure, since it is dilffitor massive accretion disks to last long
enough to build stars of very high mask/ (=~ 50 M, or higher). The problem with the radiation
pressure has led to the assumption that massive stars danmofrom accretion alone, but instead
form from collisions of intermediate mass stars, which argt formed by accretion (Bonnell et al.
1998). The collisional model for star formation can accanrdlitatively for some of the observational
properties of massive stars, such as their tendency to forimei centres of clusters. However, it is
difficult to achieve the necessary stellar densitiesl(* stars pc3; Evans 1999) for this process to
be efficient. The standard accretion model, recently mablifieaccount for the high pressures and
turbulent, nonthermal conditions of massive star formilwgnps (Plume et al. 1997) can achieve the
high accretion rates necessary to overcome radiationyreasd achieve short formation timescales,
7 ~ 10 yr, in agreement with observations (Nakano et al. 2000).rbjemassive star forming regions
show signatures of disks and collimated outflows, sugggstia accretion picture is relevant to the
formation of stars with masses up to at least 20 t&/BQ Further, observations of disks (Shepherd et
al. 2001) and jets (Garay et al. 2003) give support to theetiotr scenario, but coalescence cannot
be ruled out. Given the existence of the two competing hygssh, the implied dichotomy between
accretion and mergers is probably oversimplified, and bgtles of process may play a role in the
formation of massive stars.

1.1.3 Late Evolutionary Stages

Not only gives the birth of massive stars reason to vivid wisons, but also their final evolution-
ary stages are far from being well-understood. Massives #ad their lifes in form of supernova
explosions, thereby representing both the end and the miagirof stellar evolution. Their debris
enriches the interstellar material with heavy nuclei arelrtkinetic energy helps to trigger further
star formation. The explosions are extremely powerfulvalg us to measure their distances out to
cosmological scales. Moreover, the afterglows of gammaouaists (GRB) are thought to be the best
probes for the metallicity and ionization state of the iméging intergalactic medium during the epoch
of reionization. These events require to understand varpbysical questions ranging from radiation
and neutrino transport to hydrodynamics and turbulent emtidn. For all these reasons, the physics
of supernovae and gamma ray bursts has to be studied by nfeanttidimensional hydrodynamical
simulations, spectral syntheses, and observations.

Core-collapse supernova explosions are the final stagég ievblution of massive stars. These stars
have developed an iron core which becomes gravitationalstalle. The subsequent collapse leads
to the formation of a neutron star or a black hole, and in mases to the ejection of the stellar
mantle and envelope in a supernova event. Supernovae & Stags are referred to as type Il, b
or Ic, whereby the last type is associated with an even marenti event, i.e., gamma ray bursts.
SNIic result from the explosion of a stars without hydroged kittle or no helium which corresponds
to a rare category of Wolf-Rayet stars. These so-called Vé@ $tave an excess of C and O with
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respect to helium, with & C. Only very massive starss(60 M) with low metallicity can evolve
to an oxygen enriched WR star (Maeder et al. 2004). The sukséENIc explosion show unusual
properties like high velocities and energies, asymmetrgl, @vidence for relativistic motion inferred
from its radio afterglow. These afterglows, following cdsrgamma ray bursts, were first discovered
in 1997 although the bursts themselves were discovered dBogears ago.

The resulting huge energy releaseefl0’! erg creates a relativistic wind which expands into the
medium surrounding the burster. This accelerates electmrelativistic velocities which then emit
synchrotron radiation producing an afterglow. Comparethéshort-lived GRBs (which only last
seconds) afterglows can be observed over many days, or espthsn GRBs and their afterglows
are the most luminous electromagnetic phenomena in theetsay In the high energy bands GRBs
should be detectable up to redshifts 20, and if high-retd&&Bs exist an exciting new window into
the cosmic dark ages will be opened. Different from quasadsgalaxies that fade with increasing
redshift, GRB afterglows maintain a roughly constant oserflux for a fixed time lag after the
gamma ray trigger. They are, therefore, the best probeseofmétallicity and ionization state of
the intervening intergalactic medium during the epoch @mation, which is associated with the
pregalactic generation of Population Il stars.

Having presented some fascinating aspects of stellar giepand evolution, we will now summarize
our most important results of chapters 2 to 6.

1.2 Model Atmospheres

The determination of stellar parameters and wind propeftiem observed spectra is a very chal-
lenging task and difficult to accomplish, since they are rimad observables. We need to rely on
stellar atmosphere models, including the hydrodynamiecedf of winds, which form the basis for
radiative transfer calculations, and compare them to @htens. By including lines and continua
in the optical and the infrared regime in the analyses we copom a rather complicated situation.
In these cases, the sprectral information usually origgatmultaneously from the quasi-hydrostatic
photosheric layers below the sonic point and from the wineda above. Thusynified model at-
mospheresre required (Gabler et al. 1989) which nowadays have becostendard treatment for
model atmospheres of hot stars with winds. Unified modelst@t&onary, in non-LTE and in radia-
tive equilibrium. They are spherically extended and cosgthe entire sub- and supersonic structure
from the pseudo-hydrostatic photosphere to the stellad wirhis enables us to calculate consistent
energy distributions, photospheric lines and wind lineg] o treat the multitude of mixed cases,
where photospheric lines are contaminated by wind effects.

SWith the launch of Sputnik 1 by the Russians and the cold wgingg the US began to think about a special commission
to ensure a peaceful use of outer space. During the genestlngef the United Nations in December 1959 the first
version of an international treaty forbidding all nucleasts outside the Earth’s atmosphere was drafted and in Llaoa@d
a satellite-borne sensor system to detect illegal nucbgalpsions in space was developed. Even though space tragel w
still in its early days, serious consideration was givenh® possibility that the Russians would carry out undetdetab
nuclear tests at the far side of the Moon. X-rays and gammiatrad emitted in the explosion of a nuclear weapon would
indeed be concealed by the Moon, but eventually the expgrdaud from the explosion would sooner or later have to be
detected. For this reason the fourth generation of the \&kllges was launched in April 1967 comprising two ideatic
satellites with 350 kg each in high circular orbits around Harth at an altitude of 100,000 km. Later that year the first
gamma ray burst was detected by Ray Klebesadel and Roy Otsepioked up a signal very different from that of a nuclear
explosion and it was this event which marked the beginninthefscientific studies of gamma ray bursts and their origin
(Cambridge University Press, 2002, by G.Shilling).
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The analyses carried out in this thesis have been performedeans of non-LTE atmospheres/line
formation, utilizing the latest version &aSTWIND (an acronym for Fast Analysis of STellar atmo-
spheres with WINDs; Santolaya-Rey et al. 1997; Herrero .e2@02; Puls et al. 2005). The code
was primarily developed to be highly computationally eéiti and tailored for the optical and in-
frared wavelength regimesAsSTWIND has been significantly improved since its first introductign
Santolaya-Rey et al. (1997). It comprises the appropriatgrnent of line broadening (i.e., Stark and
pressure broadening) which is a prerequisite for the aisabfsO-type stars of different luminosity
classes covering a variety of wind densities. MoreoresTWIND was recently updated to include
an approximate treatment of metal line opacity effects, imeetal line blocking and blanketing. In
order to save computational effort, the resulting metad lpacities are averaged in a suitable way
(mean of inverse opacities, in analogy to Rosseland meams)aofrequency interval of the order
of the wind terminal velocity before the radiation trangperperformed. The elements responsible
for the effects of line blocking and blanketing are calledkzaound elements in contrast to explicit
elements which are used as diagnostic tools (e.g., hydragemelium, but also C, N, O and others).
For the treatment of the metal-line background elementgh accuracy is not necessary and can
be approximated as mentioned before, whereas the exdkcitemits necessitate high precision by
means of detailed atomic models. The code meanwhile alsasfor the calculation of a consistent
temperature stratification in the lower and outer atmospnhehich is particularly important for IR-
spectroscopy, since the IR is mainly formed above the stgliatosphere and depends on the run of
the electron temperaturé,.

Apart fromFASTWIND, there are, of course, also alternative codes in use, wizich been developed
for various specific objectives. In particular, these coaescMFGEN (Hillier & Miller 1998), the
Potsdam-group code developed by W.R. Hamann and collavsrgdrafener et al. 2002pHOENIX
(Hauschildt & Baron 1999), angm-Basic (Pauldrach et al. 2001) and will be described in metail

in chapter 2. The development of new telescopes and mykebbpectrographs, allowing to observe
large samples of stars very efficiently, accentuates the foedast model atmosphere codes. Since the
parameter space investigated for the analysis of only ojeebiomprises the simultaneous derivation
of effective temperaturé.g , gravity log g, optical depth invariafitQ = M /(R,vs)"?, velocity
field parametef, chemical abundances, and also global background métaHicthe computational
effort needed to calculate a large sample of stellar modedadrmousFASTWIND is able to compute
the vast amount of models in a time-saving way (30 min. perehod a 1GHz processor). In the
meantime, a number of other analyses have been performegl thh& present version GASTWIND
(for further details see e.g. Urbaneja et al. 2003; Urbaef{al; Massey et al. 2004, 2005).

In chapter 2, we have concentrated on a detailed comparigbmesults from those two codes which
have been used in alternative spectroscopical investigatf OB stars, namelgMFGEN (Hillier &
Miller 1998) andwm-Basic (Pauldrach et al. 2001). The new methods have beensixtly tested by
comparing with results obtained from these two codes, conug temperature stratification, fluxes,
number of ionizing photons and optiéat/He profiles (comparison witkMFGEN only). All three
codes predict almost identical temperature structuresliaxes for\ > 400A, whereas at lower wave-
lengths certain discrepancies are found. ComparegiMeBasic (using an identical line list for the
background elements), our supergiant models differ ontliégrHell continua, where theASTWIND-

®Stellar winds with different combinations @l , R, , andv., but identical Q-parameter give rise to similar profiles
(see chapter 2).
"IR-lines will be presented in chapter 6, with a similar agneet betwee®ASTWIND andCMFGENas in the optical.
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fluxes are somewhat larger, but still lower than the corredpw fluxes fromcMFGEN. Since fluxes
and corresponding numbers of ionizing photons react exresensitive to subtle model differences
in this wavelength regime, we consider any uncritical usthe$e quantities as being unreliable. For
the optical H/He lines, the coincidence betwemsTwIND and CMFGEN is remarkable, except for
the Hel singlets in the temperature range between 36,000 to 41,300d¢arfs and between 31,000
to 35,000 K for supergiants, wheavFGEN predicts much weaker singlets. Up to now, the origin of
this discrepancy could not be identified, but work is undey wesolve this problem.

1.3 Quantitative Optical Spectroscopy

By means of the improved model atmospheres code we begatudigsswith a first re-analysis of the
Galactic O-star sample presented by Puls et al. 1996 ashk$dn chapter 3 and which preceded our
detailed investigation of the same sample stars as presantdapter 4. Such a re-analysis became
necessary, since first, this O star sample has originallg bealyzed by means of pure H/He models,
not including line blanketing effects, whereas our impbeede now does account for these effects.
Second, from the wind momentum-luminosity equation (Edr.We would expect a strict correlation
of log MusoR,%5 with log L. In the WLR investigation presented by Puls et al. 1996, hewe
no unique relation has been found, but instead a clear gapatztween luminosity class | objects
and Ill/V objects, which is an interesting result as the Wli@d be independent of luminosity
class. Furthermore, it was found that supergiants follovery Yight relation compared to objects
of luminosity classes Il and V, whereby the latter exhilsitaimost parallel slope until luminosities
log LILs=5.3. Below this value the relation turns off and seems t@bermuch steeper.

Because of this discrepancy between theory and “obsengit{oemember that the analyses had been
performed by means of unblanketed models), we consideredaalysis to be a good opportunity to
re-check i) theobservedorrelation of the WLR with luminosity and ii) to scrutiniziee predictionof

the WLR to depend on luminosity class by means of detailedrétieal simulations (in addition to
the alternative theoretical calculations presented bk ¥iral. 2000).

As it turned out, the newly derived WLR (based on the matgniasented in chapter 4) still displays
a clear separation between luminosity class | and 11I/V cisjén addition to a larger vertical off-
set compared to the old WLR derived by Puls et al. 1996. Istergly, this larger vertical offset is
now consistent with the theoretical calculations by Vinkakt2000 for luminosity class Il and V
objects. By comparing our result to the detailed theorksiraulations based on self-consistent hy-
drodynamical wind models by meanswiv-basic (Pauldrach et al. 2003) we find, on the one hand,
a striking similarity between the two theoretical predio. This gives us a lot of confidence that
the WLR should, indeed, be independent of luminosity classboth predictions depend on com-
pletely independent simulations. On the other hand, thagrges quite well with observations for
non-supergiants (i.e., luminosity class IlI/V objectsheseas for supergiants an average factor of 3.5
seems to be missing. In other words, the “old” dilemma stilbs!

We then have extended our investigation by incorporatingralrer of Cyg OB2 stars, which have
been analyzed by meansm{sTwIND as well (cf. Herrero et al. 2002). Although this sample cstssi

almost exclusively of supergiants, the clear separati@fasction of luminosity class, which we have
confirmed for objects from our sample, is no longer visibleueDo the results we have decided to
replot our data (including the Cyg OB2 stars) in a slightlffasient manner, thereby separating the
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sample in terms of the observed, lgrofile, i.e., objects with | in emission, objects with absorption
profiles partly refilled by wind emission, and objects witmakt purely photospheric Hprofiles.
Classified in this way, it turned out that stars (from the comad sample) with | in emission and
those with absorption profiles form two distinct WLRs.

From these findings, we suggest that the different WLRs nbghd consequence of wind-clumping:
The contribution of wind emission to the total profile is sfgrantly different for objects with | in
absorption compared to object with,Hh emission, since for the former only contributions frore th
lowermost wind can be seen, whereas for the latter the emissidue to a significant wind volume.
Thus, there is the possibility that for these objectsseethe effects of a clumped wind which would
mimic a higher mass-loss rate, as it is most probably the fas@/olf-Rayet winds (e.g., Moffat
& Robert 1994). With this suggestion, we do not exclude thresence of clumping in the winds
of objects with H, in absorption. Owing to the low optical depth, however, we@y cannot see
it. The principal presence of clumping has never been rutgdar O-star winds, but at least from
conventional spectrum analysis methods there was simplpdioation thatthe H, forming region
was considerably clumped.

Thus, we asked ourself the question what clumping factordvbe required to “unify” the different
WLRs with each other and with the theoretical predictioespectively. In order to investigate this,
we have modified the mass-loss rates for all objects withirHemission (including the Cyg OB2
stars) to match the WLR of giants/dwarfs as close as possibgiming that the effective clumping
factor in the H, emitting wind region is similar. The required factor wittspect to)! turned out to
be 0.44, corresponding to an effective clumping faetop? > / < p >2= 5.2, i.e., the mass loss
rates of stars with Kl in emission would typically be overestimated by a factor & 2Note that the
clumping factor and the “mass loss reduction factor” arategl by the inverse square of each other,
at least if the wind material consists of dense clumps an@stinoid inter-clump matter.

In summary, there are strong indications that mass-loslysesof (at least) O-star winds utilizing
H, tend to overestimate the resulting values (by a factor of&.3tar with H, in emission), unless
clumping is accounted for or the winds are comparativelw.thi

In chapter 4 we present a far more detailed analysis of the sample of stars as used in chapter 3
(i.e., paper 2) with minor differences in the results, agéselts in paper 2 were based on preliminary
data. The detailed analysis has been carried out by fittiegotiotospheric and wind lines of H and
He by means of a large sample of spectral subtypes ranging@® to 09.5 enabling us to obtain a
temperature scale for O supergiants, giants, and dwarfdind/¢hat the influence of line blanketing
redefines the Galactic temperature scale significantly.efjignts of spectral type O2 to 09.5 are
now located between roughly 43,000 K and 30,000 K, whereasfdwf spectral type O3 to O9 are
located between 47,000 K and 32,000 K. We find a shift toward&i temperatures for all stars in
our sample, but we also expected a (moderate) reductitsg@f, which is found for only about half
of the sample stars. For the other half, the gravities remaaitered or had to be increased in order
to obtain a convincing fit.

For those objects, however, where the gravity remainedteneal or had to be increased, we derive
a lower helium abundance than found by Herrero et al. (1982nhce, instead of a reduced gravity,
which in these cases is “forbidden” by the hydrogen Balmeedj we obtained a reduced helium

8Note that the values dbg g from Puls et al. 1996 include an approximate correction fimeffects.
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abundance. Thus, the well-known helium discrepancy (Here¢ al. 1992) has considerably been
reduced by our analysis using blanketed models (see alsendeat al. 2002). Note, however, that
a large fraction of the sample stars still remains overabohdth He. For these objects, at least the
derived range in abundance is consistent with present tamodury tracks when rotationally induced

mixing is accounted for.

Further, we have calculated new spectroscopic masses amghoed them with previous results and
found, that although the formemass discrepanderrero et al., 1992) becomes significantly reduced,
a systematic trend for masses below M@, seems to remain: In this range, the spectroscopically
derived values are smaller than the “evolutionary massgsdghly 10Mg,.

As for the wind momentum-luminosity relation, we obtain Bémresults compared to the prelimi-
nary ones from paper 2. Although quantitatively differdmith the results presented in paper 3 and
in paper 2 indicate a clear separation between luminosiyscl objects and the 111/V objects. Nev-
ertheless, this separation seems to have decreased negaudinew data from the detailed analysis.
Including a clumping factor ofz 5 can solve this problem, at least by reclassifying the saripl
terms of profile type. Of course, we also have to be open ta @bssibilities which might explain
the discrepancies found.

One of the major problems encountered in the analysis inrf&jsethe uncertainty in stellar radius,
which originates from uncertain distances and enters atiadHy into the values for masses, lumi-
nosities and wind-momentum rates. To overcome this uriogrteve decided to consider a sample
of stars which is much larger than the one used so far (witthtpe that better statistics will help
to obtain better constraints). This is what we have invastig in chapter 5 (i.e., paper 4). In this
paper, however, we had to proceed differently as onjyspectra were available. Thus, we first had to
clarify if a pure H,profile analysis has the potential to provide mass-loss dand-momentum rates
for O-type stars, compatible to those from a state-of-th&@mplete spectral analysis. This goal has
been attained by comparing the derived mass-loss ratesde ttetermined in paper 3 (via a complete
NLTE spectral analysis). To determifé and velocity field exponents, we applied the approximate
method developed by Puls et al. (1996). Effective tempegatand gravities needed to perform the
H,, profile fitting have been obtained via spectral typegs and spectral typeleg g calibrations for

O stars of luminosity classes |, lll and V, based on resulfgagfer 3 and Martins et al. (2002)). Our
analysis showed that not only the wind densities but alsWWh& derived by means of our approx-
imate approach are in good agreement to the results oriiggnetom the complete spectral analysis.
In particular, we can confirm the result obtained in papera® the WLR for luminosity class III/V
objects strictly follows the theoretical predictions of¥iet al. (2000), while the relation for lumi-
nosity class | objects shows a vertical offset. For the cowtizin of our sample with data from the
other investigations, we find that with an enhancement faatte- 2 for stars with H, in emission
the differences in the corresponding WLRs almost vanisheamaique relation can be obtained. This
enhancement factor corresponds to an effective clumpicirfaf 4.3, in agreement with the value
previously found in paper 3. From this we deduce that theyaisabf the largest O star sample (47
stars) considered so far indicates significant clumping amdverestimate of the present mass loss
rate for objects with | in emission.
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1.4 Quantitative Infrared Spectroscopy

By virtue of the star formation scenario described in Sed.2lit can be seen that high mass star
formation is, indeed, still poorly understood. Our indilio study young, recently formed stellar
systems at traditional wavelengths, due to the enormoagelextinction, leaves fundamental ques-
tions on the nature and evolutionary history of massivestatems unanswered. Molecular gas and
dust found in star forming regions allow little or no lightéscape at optical wavelengths. The dust,
however, becomes more transparent in the infrared (IR)regimherefore, well-known observational
and modeling techniques have been advanced and extendedrtmfrared regime. Observations at
such wavelengths reveal the hot stellar content of thegeathsdirouded environments like young Hill
regions in dense molecular clouds, the Galactic centre @sivi clusters. Following the substan-
tial progress in ground-based IR instrumentation in the gasade, IR spectroscopy has become a
powerful diagnostics for the investigation of hot stars #mel stellar winds surrounding them. The
first systematic observational studies of OB stars inHhendK band have been performed by e.g.,
Hanson et al. (1996) providing an important basis for quatiie spectral analysis of early type stars.
The modeling of the near-infrared, on the other hand, has pedormed mostly for early-type stars
with dense winds, e.g., for Wolf-Rayet Stars (Hillier 19824 for Of/WN stars (Crowther et al. 1995,
1998). For objects with thinner winds (which are of partauhterest when aiming at the youngest
objects emerging from Ultra-CompactiHegions), no results are available so far, except from a pilo
study by Lenorzer et al. (2004) using synthesized spectsahd@ ultimate goal is the usage of solely
the infrared regime to provide accurate constraints to tagacteristics of stars which can only be
observed at these wavelengths, it was the second main iebjettthis thesis to carry out a spectral
analysis of stars in the near infrared regime and comparightresults already obtained in the optical.
This will allow us to check the extent to which the data detiffem the IR are consistent with results
obtained from alternative studies in different wavelenigamds. We also wanted to test our model
atmosphere codeasTWIND (see Sect. 1.2 and paper |) for OB stars in the near infraretl sae if

an extended use to these wavelength ranges is feasibleditibadwe gave special attention to those
lines which are located in thé andK band, i.e., which can be accessedgbgund-basednstrumen-
tation alone. Note that these lines are mainly formed closé photosphere, apart from Band
He2.18, and thus remain uncontaminated by more complex pdilygiocesses such as clumping
and X-rays, providing rather robust estimates for effectemperatures and gravities. In total, seven
lines have been investigated, three from hydrogen, inctudirl0, Bril and By, serving as a diag-
nostic tool to derive wind-densities, two Hand two Hal lines (Hel1.70, Ha2.11, Hei1.69, and
Hen2.18). For two stars, we could make additional use of H@5 (singlet). In particular, Br10 and
Brl1 give clues on the gravity (if.g is known), He and Hell define temperature and helium content,
and Br, can serve as ai/ indicator, at least in principle. In those cases, where only ionization
stage of helium was visible, the determinationY@f, becomes problematic, and also the uncertainty
for T.¢ increases. Due to the high quality of our spectra, howewh Blell lines were visible for
most spectral types.

First we investigated the predicted behaviour of the gjiaténes, by means of a large model grid
(again, see paper |). Interestingly and in contradictiomkat one expects from the optical, almost
all photospheric lines in thel andK band (from H, He and Hell) become stronger when the gravity
decreases. Concerning H and iHethis is related to the particular behaviour of Stark brodalg as

a function of electron density, which in the line cores is sarat different for members of lower
and higher series. For the latter, the cores become deear thb density decreases, and contribute
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more to the total line strength than in the optical. Regaydite!, on the other hand, the predicted
behaviour is due to some subtle NLTE effects resulting imangfer overpopulation of the lower level

when the gravity decreases, so that the source functiomiesaveaker and the profile deeper, i.e.,
stronger. This strong dependence of the profile on the sdunmtion is a direct consequence of the
IR line formation withhv /kET << 1.

As already mentioned, recently Lenorzer et al. (2004) prteska first calibration of the spectral
properties of normal OB stars using near infrared lines. garison of the detailed profiles of the
strategic lines located in theé andK band as calculated by them with our results has shown that the
agreement between the results for the almost purely photospines in theH band is nearly perfect,
and also for theK band the comparison turned out to be rather satisfactorye ditty important
discrepancies concern the Hsinglets of the supergiant and dwarf models at intermedipéetral
types, a result which was also found in the optical (see Sz}

After carrying out the analysis for our sample describedvabwe find that arH/K band analysis
is able to derive constraints on the same set of stellar and parameters as it is known from the
optical, e.g.7.g, log ¢, Y. and optical depth invariar@, where the latter yields the mass-loss rafe

if stellar radius and terminal velocity are known. For coabjects, when He is missing, a similar
analysis might be possible if H2.05 is available (due to the almost orthogonal reaction ef2-05
and He2.11 onT,g andlog g ) and the helium content can be adopted, which should belpedsr
very young objects containing unprocessed material.

For most of our objects, we obtained good fits, except foritieedores of By in early O-stars with
significant mass-loss. The observations showrostly as rather symmetric emission lines, whereas
the models predict a P Cygni type profile with strong absorptiThis discrepancy (which also appears
in lines synthesized bgMFGEN) might be an indirect effect of clumping. With the derivatiof the
stellar and wind parameters from the IR, we could comparmtteeresults from previous optical
analyses. Overall, the IR results coincide in most casdstivi optical ones within the typical errors
usually quoted for the corresponding parameters, i.e, aartainty inT.g of 5%, inlog g of 0.1 dex
and inM of 0.2 dex, with lower errors at higher wind densities. In tmafg¢he cases where we have
found discrepancies beyond these errors, their origindcbeleasily identified (see chapter 6).

This investigation enables us to constrain the obsenaltiogquirements to perform such an IR-
analysis. Most important is a (very) high S/N (at least far thotter objects), because most of the
lines to be investigated are extremely shallow, and a vepdgesolution, similar to the one used

here (of order 10,000). Only then it is possible to diseriatige line cores from the wings in stellar

profiles and to obtain reasonable clues about any contaimnndtie to reduction problems. As for

the required set of lines, it is clear that the more linesdlae available the better it is for obtaining
useful constraints.

The value of a reliable quantitative analysis for hot, masstars based entirely in the infrared cannot
be overstated. Most obvious, it will allow the evaluationnwdissive star characteristics at an signif-
icantly earlier evolutionary stage than has ever been pplesbefore. The influence of disk emission
may render the photosphere of some very young massive ssasissible. We suspect, however, that
among the most massive stars, around mid-O or hotter, thewndisbe destroyed well before even
near-infrared studies would be feasible due to the verytstigk lifetime (Watson & Hanson 1997).
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1.5 Outlook

From the above we find that the present status of hot star g#essnis not as clear as we would
like it to be. Actually, we need to understand a number of tialthl physical processes and their
influence on the derived parameters. Most important are itleetcand indirect effects of the line-

driven wind instability, i.e., the formation and interaxcti of clumps and shocks leading to X-ray
emission and enhanced EUV-flux in the wind (e.g., Feldmeiexl.€1997; Pauldrach et al. 2001).
Although incorporated to some extent into present codesetare simply too many questions to be
answered before we can consider these problems as solved.

Before these effects can be treated in a realistic way, wgestido primarily rely on diagnostic tools
which are least “contaminated”, i.e., to concentrate onkwiees formed in the stellar photospheres
(except, of course, the mass-loss indicators which willaglsvbe affected by clumping). Future
investigations of O-type stars performedrnsTwIND will have to utilize not only H and He but also
metal lines, as already incorporated into the analysis stidBs. Particularly, one of the most important
tools will be nitrogen with its strong sensitivity even agher temperatures where Héegins to fail.
Work in this direction is already in preparation.

As previously stated, one of the major implications of ouanalysis of Galactic O stars regards the
wind-momentum luminosity relation. Anification of the different WLRs is possible by assuming
that for those stars with Hin emission, the derived mass-loss rates are affected lypihg in the
lower wind region. For stars with Hin absorption, on the other hand, this line is formed vergelo
to the photosphere such that clumping effects should natrbishe analysis.

Recently Bouret et al. (2005), however, have investigdtedole of wind clumping and its resulting
effect on stellar parameters by means of a quantitativeysisabf theFuse and IUE spectra of two
Galactic O4-type stars. The authors argue that clumpingldistart deep in the wind, just above the
sonic point, abiumping ~ 30 kKM s L. Their results imply that the mass loss ratesibfO stars need
to be significantly revised downward, by a factor of 3 to 7.histwas true, the present evolutionary
scenarios of massive stars will drastically be altered.

Other possibilities, however, might also explain the dipancies found. A combined multi-spectral
analysis (UV, optical, IR and radio) based on clumped wirmieils and applied to large samples
of stars of different spectral type should clarify thesedjioms. With the advent of very large tele-
scopes, the range of quantitative spectroscopy of indalidtars can be extended to distant galaxies
and multi-aperture or integral-field spectroscopy wilballto observe larger samples very efficiently.
Observational campaigns utilizing multi-object speatogsy/ like the so-called/LT-FLAMES Survey

of Massive Stars (Evans et al. 2005), aiming at the analyfissmmples of more than hundred Ex-
tragalactic and Galactic objects, will definitely lead torardatic increase of our knowledge of hot,
massive stars.
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1.6 Outline of the thesis

In this section we would like to give an outline of the studieesented within the framework of this
thesis.

1.6.1 Paper 1: Atmospheric NLTE-Models for the Spectroscop Analysis of Blue
Stars with Winds: IlI. Line-Blanketed Models

In this paper we present new or improved methods for caiogidLTE, line-blanketed model atmo-
spheres for hot stars with winds (spectral types A to O), wétticular emphasis on fast performance.
These methods have been implemented into a previous, muopesiversion of the model atmo-
sphere code ASTWIND (Santolaya-Rey et al. 1997) and will help us to spectrosedipi analyze
large samples of massive stars in a reasonable time-scittg), state-of-the-art physics. In particu-
lar, we describe our (partly approximate) approach to stieeequations of statistical equilibrium
for those elements that are primarily responsible for bfeeking and blanketing, as well as an ap-
proximate treatment of the line-blocking itself, which &sled on a simple statistical approach using
suitable means of line opacities and emissivities. Bothhodg are validated by specific tests. We
comment on our implementation of a consistent temperatuuetsre. A key part of this paper is
a detailed comparison with results from two codes used @rradtive spectroscopical investigations,
namelycMFGEN (Hillier & Miller 1998) and wm-Basic (Pauldrach et al. 2001). Finally, we present
suggestions about how to parameterize model-grids fortaat with winds, with only one additional
parameter, the optical depth invariant Q, compared to staingrids from plane-parallel, hydrostatic
models.

1.6.2 Paper 2: Advances in radiatively driven wind models

In the next paper we present a first re-analysis of the Gal&tstar sample presented by Puls et
al. (1996) by means of NLTE-atmospheres including line kitog and blanketing. In particular, we
concentrate on the question concerning the dependence efittd-momentum luminosity relation
(WLR) on luminosity class.

1.6.3 Paper 3: Stellar and wind parameters of Galactic O-sti&: The influence of line-
blocking and -blanketing

In paper 3 we perform a detailed re-analysis of the Galact&tad sample from Puls et al. (1996)
by means of line-blanketed NLTE model atmospheres in omlénvestigate the influence of line
blocking and blanketing on the derived parameters. Theyaisahas been carried out by fitting the
photospheric and wind lines from H and He. We calculate nesctspscopic masses and compare
them with previous results. We discuss the fact the a sigmifiraction of our sample stars remains
over-abundant in He, although the actual values were foort tower than previously determined.
One of the key questions is how the wind-momentum luminasilgtion is affected by line blocking
and blanketing and see if the derived mass-loss rates af gfiéin H in emission are affected by
clumping.
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1.6.4 Paper 4. Mass-loss and wind-momentum rates of O-typetass: A pure
H.analysis accounting for line-blanketing

In paper 4 we study the mass-loss and wind momentum rates GaR&tic O-type stars with lumi-
nosity classes I, lll and V by means of a purg profile analysis and investigate to what extent the
results compare to those originating from a state-of-thecamplete spectral analysis. This inves-
tigation relies on the approximate method developed by &udd. (1996) which we have modified
to account for the effects of line blanketing. We derive &ffee temperatures and gravities needed
to obtain quantitative results by means of calibrationstiam the spectroscopic NLTE analyses and
models of Galactic stars derived in paper 3. Not only do we game the derived wind densities to
those determined in paper 3 for eleven stars in common butiseecampare the wind-momentum
luminosity relationship (WLR) of the sample stars to thosawkd by other investigations. Addition-
ally, we investigate the consequences of fine tuning sonteedafitect and indirect parameters entering
the WLR, especially by accounting for different possibléusea of stellar reddening and distances. At
the end of this paper we study the WLR for the largest samplgadactic O-type stars gathered so
far, including an elaborate error treatment.

1.6.5 Paper 5: Quantitative H and K band spectroscopy of Galetic OB-stars at
medium resolution

This paper comprises an analysis of 25 Galactic O and eastgB-by means of quantitatitéandK
band spectroscopy, with the primary goal to investigate atvextent a lone near-IR spectroscopy is
able to recover stellar and wind parameters derived in ttieadpMost of the spectra have been taken
with SUBARU-IRCS, at an intermediate resolution of 12,000, and with a veri I8N, mostly on the
order of 200 or better. In order to synthesize the stratediteHines, we have used our recent, line
blanketed version afASTWIND (see paper 1). We investigate the predicted behaviour afttheegic
lines and see if it is possible to derive the stellar and wiathmeters from the IR with the same
reliability as from previous optical analyses.
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Chapter 2

Atmospheric NLTE-Models for the
Spectroscopic Analysis of Blue Stars with
Winds: Il. Line-Blanketed Models

J. Puls, M. A. Urbaneja, R. Venero, T. Repolust, U. Springmax Jokuthy and M. R.
Mokiem, A&A, in press

Abstract. We present new or improved methods for calculating NLTEg-llanketed model atmospheres
for hot stars with winds (spectral types A to O), with partasiemphasis on #ast performanceThese meth-
ods have been implemented into a previous, more simpleorerfithe model atmosphere codeSTwIND
(Santolaya-Rey et al. 1997) and allow to spectroscopieaiblyze rather large samples of massive stars in a
reasonable time-scale, using state-of-the-art physidoAgh this updated version of the code has already
been used in a number of recent investigations, the cometspgp methods have not been explained in detail so
far, and no rigorous comparison with results from altexeatiodes has been performed. This paper intends to
address both topics.

In particular, we describe our (partly approximate) appho solve the equations of statistical equilibrium
for those elements which are primarily responsible for-lib@cking and blanketing, as well as an approximate
treatment of the line-blocking itself, which is based onrage statistical approach using suitable means for
line opacities and emissivities. Both methods are valdlaiespecific tests. Furthermore, we comment on our
implementation of a consistent temperature structure.

In the second part, we concentrate on a detailed comparigbrresults from those two codes which have
been used in alternative spectroscopical investigatitaraelycMFGEN (Hillier & Miller 1998) and wM-Basic
(Pauldrach et al. 2001). All three codes predict almosttidehtemperature structures and fluxes for-
400A, whereas at lower wavelengths a number of discrepancéefoand. Particularly in the He continua,
where fluxes and corresponding numbers of ionizing photeastrextremely sensitively to subtle differences
in the models, we consider any uncritical use of these gtiesi{ie.g., in the context of nebula diagnostics) as
being dangerous. Optical H/He lines as synthesizedAsrwIND are compared with results frooMFGEN,
obtaining a remarkable coincidence, except for the ldmglets in the temperature range between 36,000 to
41,000 K for dwarfs and between 31,000 to 35,000 K for supetgi wherecMFGEN predicts much weaker
lines. Consequences due to these discrepancies are @idcuss

Finally, suggestions are presented how to adequately Eaesire model-grids for hot stars with winds, with
only one additional parameter compared to standard grichs flane-parallel, hydrostatic models.
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2.1 Introduction

During the last years, the quantitative spectroscopy ofsimastars with winds has made enormous
progress due to the development of NLTE (non-local thermadyic equilibrium) atmosphere codes
which allow for the treatment of metal-line blocking andriiating. With respect to both spectral
range (from the extreme ultraviolet, EUV, to the infrared) and metallicity of the analyzed objects
(from SMC-abundances to Galactic center stars), a wideeréamgarameters can now be covered.
Presently, five different codes are in use which have beeealaeed for specific objectives, but due
to constant improvements they can be applied in other ctséexwell. In particular, these codes are
CMFGEN (Hillier & Miller 1998), the “Potsdam-group” code develabdy W.R. Hamann and col-
laborators (for a status report, see Grafener et al. 2@0Q);multi-purpose model atmosphere code”
PHOENIX (Hauschildt & Baron 1999)wm-Basic (Pauldrach et al. 2001) ardsTwIND, which will

be described here (see also Santolaya-Rey et al. 1997 angtdlet al. 2002 for previous versions).

The first three of these codes are the most “exact” ones, alhtires (including those from iron-
group elements) are treated in the comoving frame (CMF)¢lvbf course is a very time-consuming
task. Moreover, since the first two of these codes have aligitheen designed for the analysis of
the very dense winds from Wolf-Rayet stars, the treatmetii@photospheric density stratification is
approximative (constant photospheric scale-height).sEeeral analyses this problem has been cured
by “coupling” cMFGEN with the plane-parallel, hydrostatic codeusTy developed by Hubeny &
Lanz (1995) (e.g., Bouret et al. 2003).

The multi-purpose codeHOENIX is mainly used for the analysis of supernovae and (very) cool
dwarfs, but also a small number of hotter objects have beesidered, e.g., the A-type supergiant
Deneb (Aufdenberg et al. 2002). Due to this small number aildet comparison with corresponding
results is presently not possible, and, therefore, we \efiédthis important task until more material
becomes available.

In contrast to all other codes which use a pre-described -tnasgate and velocity field for the
wind structure, the model atmospheres frami-Basic are calculated by actually solving the hydro-
dynamical equations (with the radiative line-pressure@eipproximated within the force-multiplier
concept, cf. Castor et al. 1975; Pauldrach et al. 1986) deéeghe photosphere. Thus, this code pro-
vides a more realistic stratification of density and velggiarticularly in the transonic region (with
the disadvantage that the slope of the velocity field caneanbnipulated if the wind does not be-
have as theoretically predicted). Sinee1-Basic aims mainly at the prediction of EUV/UV fluxes
and profiles, the bound-bound radiative rates are cal@lladeng the in Sobolev approximation (in-
cluding continuum interactions), which yields “almost’aex results except for those lines which are
formed in the transonic region (e.g., Santolaya-Rey etd7). Moreover, line-blocking is treated in
an effective way (by means of opacity sampling throughoutsaiferation cycle, and “exactly” in the
final iterations), so that the computational time is sigaifitty reduced compared to the former three
codes.

FASTWIND, finally, has been designed to cope with optical and IR spsctipy of “normal” stars
with T.g¢ 2 8,500 K1, i.e., OBA-stars of all luminosity classes and wind strésgt

Since the parameter space investigated for the analysisefobject alone is large, compris-
ing the simultaneous derivation of effective temperaflife, gravity log g , wind-strength parameter
Q = M/(R,vs0)'® (cf. Sect. 2.9), velocity field parametgr individual abundances (most impor-
tant: helium-abundancgy, ) and also global background metallicity much computational effort is

li.e, molecules do not play any role and hydrogen remainky fiainized.
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needed to calculate the vast amount of necessary modeksisidme of the reasons why the samples
which have been analyzed so far by bathrGEN andwM-Basic are not particularly lar§ecompris-
ing typically five to seven objects per analysis (e.g., Hillet al. 2003; Bouret et al. 2003; Martins
et al. 2004 for recentMFGEN-analyses and Fullerton et al. 2000; Bianchi & Garcia 200&,c@a &
Bianchi 2004 for recentvm-Basic analyses).

The reader may note that although the number of fit-paramefets smaller when the wind-
strength becomes negligible, a certain difference betvleemesults from “wind-codes” and plane-
parallel, hydrostatic model atmospheres still remainsrévto less independent of the actual mass-loss
rate, there will always be an enhanced probability of ph@scape from lines in regions close to the
sonic point and above, if a super-sonic velocity field is pnés A prime example illuminating the
consequences of this enhanced escape is thegkeind-state depopulation in O-stars (Gabler et al.
1989), even though it is diminished by line-blocking effecompared to the original case studied by
means of pure H/He atmospheres (see also Sect. 2.4.7).

With the advent of new telescopes and multi-object sperggts, the number of objects which
can be observed during one run has significantly increasgd keAMES attached to the VLT allows
for an observation of roughly 120 objects in parallel). Aralgsis of those samples will definitely
result in more reliable parameters due to a more extensatistts but remains prohibitive unless the
available codes are considerably fast.

This was and still is the motivation which has driven the degmament of FASTWIND. We have
always considered a fast performance to be of highest fyridrhe required computational efficiency
is obtained by applying appropriate physical approxinmetito processes where high accuracy is
not needed (regarding the objective of the analysis - dfifdines), in particular concerning the
treatment of the metal-line background opacities.

Meanwhile, a number of analyses have been performed witlpi@sent version ofASTWIND,
with significant sample sizes, of the order of 10 to 40 starsspenple (e.g., Urbaneja et al. 2003;
Trundle et al. 2004; Urbaneja 2004; Repolust et al. 2004;sga®t al. 2004, 2005). Although the
code has been carefully tested and first comparisons withtsefsom CMFGEN and TLUSTY have
been published (Herrero et al. 2002), a detailed descnitfdhe code and an extensive comparison
have not been presented so far. Particularly the latterisasktiremely important, because otherwise
it is almost impossible to compare the results from analpsgformed using different codes and to
draw appropriate conclusions. An example of this difficudtyhe discrepancy in stellar parameters
if results from optical and UV analyses are compared. Tylyicbl\VV-spectroscopy seems to result
in lower values forT.¢ than a corresponding optical analysis, e.g., Massey e2@D5). Unless the
different codes have been carefully compared, no one caurbendether this is a problem related to
either inadequate physics or certain inconsistenciesmiitie codes.

This paper intends to answer part of these questions andasiaed as follows: In Sect. 2.2 we
give a quick overview of the basic philosophy of the code, imn8ect. 6.3.1 we describe the atomic
data used as well as our treatment of metallicity regardiegfiux-blocking background elements.
Sects. 2.4 and 2.5 give a detailed description of our apprt@mobtain the fast performance desired:
Sect. 2.4 details on the approximate NLTE solution for thekgeound elements (which is applied
if no consistent temperature structure is aimed at), and Sécdescribes our present method to
tackle the problem of line-blocking. Both sections includgortant tests which have convinced
ourselves of the validity of our approach, particularlyeaft comparison with results fromm-Basic.

2From here on, we will concentrate on the latter two codesumseaf our objective of analyzing “normal” stars, whereas
the “Potsdam”-code has mainly been used to analyze WR-stars
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Sect. 2.6 covers the problem of level inversions and how &b @éh them, and Sect. 2.7 comprises
the calculation of a consistent temperature structure.elrt.2.8, a detailed comparison with results
from a grid ofcMFGEN models is performed, and Sect. 2.9 suggests how to parameterizelrgads
adequately and reports on first progress. In Sect. 6.8,\ivedl present our summary and an outlook
regarding future work.

2.2 Basic philosophy of the code

In the following, we will summarize the basic featuresFafsSTWIND, before we describe in detail
the methods used. The first version of the code (unblockedsgthere/line formation) has been
introduced by Santolaya-Rey et al. (1997, hereafter Pgpant has been significantly improved
meanwhile. Let us first mention that we distinguish between groups of elements, namely the
so-calledexplicit ones and thbackgroundelements.

The explicit elements (mainly H, He, but also C, N, O, Si, Mdhr B-star range, see below) are
those which are used as diagnostic tools and are treatechigithprecision, i.e., by detailed atomic
models and by means of CMF transport for the bound-bounditrans. In order to allow for a high
degree of flexibility and to make use of any improvements @mat physics calculations, the code is
atomic data driven with respect to these ions, as explam@aper |: the atomic models, all necessary
data and the information on how to use these data are codtaireuser supplied file (in the so-called
DETAIL input form, cf. Butler & Giddings 1985) whereas the codelitissndependent of any specific
data.

The background ions, on the other hand, are those allowingthe effects of line-
blocking/blanketing. The corresponding data originaterfrPauldrach et al. (1998, 2001) and are
used as provided, i.e., in a certain, fixed form.

FASTWIND follows the concept of “unified model atmospheres” (i.e.p@eth transition from a
pseudo-hydrostatic photosphere to the wind) along withpgomagoriate treatment of line-broadening
(Stark, pressure-) which is a prerequisite for the analgsi®-stars of different luminosity classes
covering a variety of wind densities. Particularly and asady described in Paper I, the photospheric
density consistently accounts for the temperature stratifin and the actual radiation pressure, now
by including both the expliciandthe background elements.

The corresponding occupation numbers and opacities (dfgbleground-elements) can be derived
in two alternative ways:

a) in those cases, where the temperature stratificatiorldalaged by means of NLTE Hopf pa-
rameters (see below), we apply an approximate NLTE soldtioall background elements fol-
lowing the principal philosophy developed by Abbott & Lu@gg5), Schmutz (1991), Schaerer
& Schmutz (1994) and Puls et al. (2000), where importantufeat have now been improved
(cf. Sect. 2.4). Particularly, the equations of approxemanization equilibrium have been re-
formulated to account for the actual radiation field as aftioncof depth and frequency, and a
consistent iteration scheme regarding the coupling of dite equations and the radiation field
has been established to avoid the well-known convergerai#gmns of a pure Lambda Iteration
(Sect. 2.4.6).

3as recently calculated by Lenorzer et al. (2004)
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b) Inthe other case, when the T-stratification shall be ¢aled from first principles, the complete
set of rate equations is solved almost “exactly” for the natstndant background elements (C,
N, O, Ne, Mg, Si, S, Ar, Fe, Ni, if not included as explicit ignemploying the Sobolev ap-
proximation for the net radiative rates (with actual illurafing radiation field). The remaining
background elements, on the other hand, remain to be trbgteet approximation as outlined
in a).

In order to account for the effects of line-blocking, we uséable means for the line opacities,
averaged over a frequency interval of the order of 1,000,50akm s !, and appropriate emissivities
(Sect. 2.5).

Finally, the temperature stratification can be calculatetivio different ways. As long as one
is exclusively interested in an optical analysis, the cphod NLTE-Hopf parameters (cf. Paper 1)
is still sufficient, if the background elements are accodiritg in a consistent way, i.e., have been
included in the particular models from which these parametee derived. Since this method is flux-
conservative, the correct amount of line-blanketing igdanatically” obtained. Note that for optical
depthsrress S 0.01 a lower cut-off temperature is defined, typicallyZat;,, = 0.67.g.

Alternatively, the new version cfAsTWIND allows for the calculation of a consistériempera-
ture, utilizing a flux-correction method in the lower atmbgpe and the thermal balance of electrons
in the outer one (Sect. 2.7). As has been discussed, e.g.ub&tiet al. (1999), the latter method is
advantageous compared to exploiting the condition of tadiaequilibrium in those regions where
the radiation field becomes almost independenflanParticularly for the IR-spectroscopy, such a
consistent T-stratification is important, since the IR isfed above the stellar photosphere in most
cases and depends critically on the runZofin those regions, where our first method is no longer
applicable.

2.3 Atomic Data and Metallicity

Explicit elements. In order to obtain reliable results also in the IR, we haveificantly updated
our H- and He-models compared to those described in Papar pr@sent H and He models consist
of 20 levels each (vs. 10 and 14 in the previous version, otspé/), and He includes levels until

n = 10, where levels witln = 8. ..10 have been packed (previous version: 8 levels, packed from 5.
8). Further information concerning cross-sections eto.beafound in Jokuthy (2002). Present atomic
models for metals have been accumulated from differentcesymainly with respect to an analysis
of B-stars, i.e., for ionization stage&sandiii, except for Mg (,11) and Si (1, 111, 1v). Information on
our Si atomic model can be found in Trundle et al. (2004), amthe other metals incorporated so far
(C, N, O, Mg) in Urbaneja (2004).

Background elements. The atomic data for background elements originate fromdpPach et al.
(1998, 2001), who have given a detailed description on th®ws approaches and sources. These
data comprise the elements from hydrogen to zinc (excepBé&j,B and Sc which are too rare to
affect the background opacity) with ionization stages upito. The number of connecting lines
(lower and upper level present in the rate equations) is @fotider of 30,000, and the number of
lines where only the lower level is presentiig - 10°. The former group of lines is used to solve the

“Note, however, that non-radiative heating processes rbiglf importance, e.g., due to shocks.
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rate equations, whereas the latter is used to derive thd-fimetdbackground opacities (cf. Sect 2.5).
In addition to bound-free cross-sections ayfvalues, there is also detailed information about the
collision-strengths for the most important collisionalind-bound transitions in each ion.

Metallicity. The abundances of the background elements are taken fraultrezalues provided by
Grevesse & Sauval (1998, and references therelr different “global” metallicities; = Z/Z,
these abundances are scaled proportionally with respesaatios, e.g., by 0.2 for the SMC and by
0.5 for the LMC (although these values are certainly didpete.g. Massey et al. 2004 and references
therein).

A particular problem (independent on the actual value:o&ppears in those cases when the
He/H ratio becomes non-solar. In this case, we retain theifgpeclative mass fractions of the other
elements, which of course has a significant effect omtivaberatios. Although this procedure is not
quite right, it preserves at least the overall mass fraabibtihe metals, particularly thenprocessed
iron group elements, which are most important for the lifeeking. Further comments on the validity
of this procedure have been given by Massey et al. (2004).usdriefly mention a comparison to
evolutionary calculations from Schaerer et al. (1993)qrened by P. Massey (priv. comm.):

For the 120V track atZ = 0.008 (roughly the LMC metallicity),Z stays essentially unchanged
in the core until the end of core H burning, even though thesnfixtion of C and N are going up
while O is going down: At a number ratigy, = 2 (i.e., the mass rati” has changed from 0.265 to
0.892), the value foZ has changed insignificantly from 0.0080 to 0.0077, and evene interestingly,
the mass fraction of the sum of C, N, O, and Ne has essentiadlyged in the same way (0.0075 to
0.0070), even though the actual mass fraction of N has maredbubled.

2.4 Background elements: approximate NLTE occupation numbrs

In order to save significant computational effort, the oatigm numbers of the background elements
are calculated by means of an approximate solution of theB\#Te equations. Such an approach has
been successfully applied in a variety of stellar atmosplsafculations, e.g., to derive the radiative
acceleration of hot star winds (Abbott & Lucy 1985; Lucy & Altb1993) and for the spectroscopy
of hot stars (Schmutz 1991; Schaerer & Schmutz 1994) andrSoyge remnants (Mazzali & Lucy
1993; Lucy 1999; Mazzali 2000). Puls et al. (2000) have ubednhethod for an examination of the
line-statistics in hot star winds, by closely following aopedure discussed by Springmann (1997)
which in turn goes back to unpublished notes by L. Lucy.

One might argue that such an approximate approach can lieredite all the complications aris-
ing from sophisticated NLTE effects. However, in the folingy we will show that the approximate
treatment is able to match “exact” NLTE calculations to aomishingly high degree, at least if some
modifications are applied to the original approach. Moreave calculated occupation numbers will
not be used to synthesize line-spectra, but serve “only” asrdsvels for the line-opacities involved
in the blocking calculations.

Actually, the major weakness of the original approach isatbsumption of a radiation field with
frequency independenadiation temperatures,.q . Since solely the difference in radiation temper-
atures at strong ionization edges is responsible for a nuofdenportant effects, we have improved
upon this simplifiction by using consistent radiation tenaperes (taken from the solution of the

50f course, the user is free to change these numbers.
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equations of radiative transfer). As we will see in the fafilog, this principally minor modification
requires a number of additional considerations.

2.4.1 Selection of levels

One of the major ingredients entering the approximate woludf the rate equations is a careful
selection of participating atomic levels. In agreementhvifie argumentation by Abbott & Lucy
(1985) only the following levels are used:

e the ground-state level
¢ all meta-stable levels (from equal and different spin sysfe denoted by “M”

¢ all excited levels which are coupled to the ground-stat®mmsinglgpermittedtransition where
this transition is the strongest among all possible dowdwransitions; in the following denoted
as subordinate levels “N”

e all excited levels coupled to one of the meta-stable levels M in a similar way (subordinate
levels “S”).

In the above definition, the term “strongest” refers to theskgin-coefficientsl ;. All other levels are
neglected, since their population is usually too low to bangfortance and cannot be approximated
by simple methods.

2.4.2 lonization equilibrium

In order to allow for a fast and clearly structured algorithwe allow only for ionizations to and
recombinations from the ground-state of the next higher amen if this is not the case in reality.
Due to this restriction and by summing over all line-proessan “exact” rate equation connecting
two neighboring ions is derived which exclusively constgonization/recombination processes. In
the following, we will further neglect any collisional iaration/recombination processes, which is
legitimate in the context considered here, namely in the BHcbntrolled atmospheric regime of hot
stars. (In the lowermost, LTE dominated part of the atmosphe; > 2/3, we approximate the
occupation numbers a priori by LTE conditions).

At first, let us consider an ion with only one spin system,,ednydrogenic one. In this case, the
ionization equilibrium becomes

ni \ " "

S =3 (24) R = Y0t @)
(2 7 (2

with n; the occupation numbers of the lower ionization stagg,the (ground-state!) occupa-

tion number of the higher ion, the asterisks denoting LTReitions (at actual electron density,

(ni/ny)* = ne®P(T), cf. Mihalas 1975, Sect. 5) and ionization/recombinatiate icoefficients

© 4rJ,
R = /yl Zi a(v)dv (2.2)

*dn (2h1?
Ry :/ h—z ( c;/ —|—Jy> e /RTe g (1) dw. (2.3)
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Figure 2.1: Ratio of ionization to recombination rate coefficients: &k error between “exact” ratios
(Eq. 2.12) and approximate ones (Eq. 2.15, with= 1 ands = 2) as a function ofl},q /7, for differ-
ent combinations of/, s ). The error decreases for even higher ionization energies.

J, is the mean intensityg(») the ionization cross-section and all other symbols have tisual
meaning. Once more, within our above approximation (idivpato ground state only), Eq. 2.1 is
“exact” and does not depend on any assumption concerning the baumdiprocessegadiative or
collisional; optically thick or thin) since the correspamgl rates drop out after summation.

By introducing the recombination coefficient defined in the conventional way,

NNy = N; Ry, (2.4)

the ionization equilibrium can be reformulated
Z niRm = NgkNe Z A, (25)
% %

and we extract all quantities referring to the ground-stéittne lower ion,

Zi>1 niRm)

2.6
n1 Ry, (26)

Nkghe =

1
——m Ry 1+
> " (

Finally, inserting the ground-state recombination cogdfita, (cf. EQ. 2.4) on thehs, we obtain the
ionization equilibrium expressed as the ratio of two newfiy ground-states,

M _ <E> B 1 )y, 3 i R | 2.7)
ny ni) Re ;o g™ Ry,

Note that this ratio depends on the radiation field, the &efieatron density and temperature and on
the excitationwithin the lower ion, which will be discussed in the next setigon. Note also that all
what follows is “only” a simplification of this equation.

So far, our derivation and the above result are identicakréwipus versions of the approximate
approach. From now on, however, we will include the freqyatependence of the radiation field. To
this end, we describe the ionization cross-sections bp#aton-approximatiofSeaton 1958), which
is not too bad for most ions,

a(v) = a; (6 (i> T (1-8) <%>+1> . (2.8)

14
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Writing the mean intensity a, (r)=W (r) B, (Trad(v, r)) with dilution factori¥ and neglecting the
stimulated emission in the recombination integral (vatiddll important ionization edges), we obtain
(radial dependence of all quantities suppressed in theviolly)

8TW (kT \?
R = () wrin 29)
8t (kT.\*
Ry = =2 (T) a; f(%,ﬁ@ s) (2.10)
with Tyj = hl/l'/k‘Tr,i, Tej = hVi/k‘Te and
Flz;8,8) =2’ T3 —s,z)+ (1 —p)z' T (2 —s,x). (2.11)

We have assumedrad(v) =1, ; to be constant over the decisive range of the ionizing canotim
v 2 v;, since only those frequencies close to the edge are relevaather words, each transition is
described by aniqueradiation temperature. In the above equation, the incaim@@mma-function
I'(a,x) has been generalized to include also negative parametets). The ratio of ground-state
ionization/recombination rate coefficients is thus givgn b

Ri Ti1\? Flaes; 8, s)
=W - —_— 2.12
Rnl ( Te > f(xe,ﬁﬁv 3)’ ( )

i.e., is independent of the actual value of the cross-seetidhe thresholdy;. Although this expres-
sion is rather simple, it requires the somewhat time-comsgmvaluation of the incomplete Gamma-
functions. To keep things as fast as possible, we genersdlyhe parameter set & 1, s = 2) instead
of the actual parameters which results in a particularlypgnfunction.7,

F(x;1,2) = 2% exp(—2x). (2.13)

Note that these parameters dot correspond to the hydrogenic cross-section, which wouldése
scribed bys = 3. Using this parameter set, the ionization/recombinataiag simplify to

ST kTr,i —huys .
B = =3 ( h ) /KT
8 (KT,
Rni - C;T < he> aiy2e_hVi/kTe7 (214)

and the ratiaR;,,/ R,1 becomes

RL‘Q Tr 1 th 1 1
_ 7 i _ 2. 2.1
Rnl W Te P |: k <Tr,1 Te>:| ( 5)

We have convinced ourselves that this approximation leadsdeptable errors of the order of 10%,
cf. Fig. 2.1. Furthermore, we define the following quansiti@here( is just the ratio of ground-state
to total recombination coefficient,

a n; R
—=( Y ST = Oy (2.16)
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Let us point out that any ratia;/«; (particularly, the casg¢ = 1 and thus() is independent of the
temperature and depends exclusively on atomic quantitéagly cross-section, transition frequency
and statistical weight, a fact which follows from Egs. 2.4 @14:

O ) - (8 Iy o Ity =] B ) R
Q; n; Rﬁj n;j a; \Vj KT a; \Vj 9j
Collecting terms, our approximate ionization equilibridimally reads

T 1 1
e <E> WLl exp[—ﬂ< ——>}XC(1+CN+CM+CS):

ni ni Te k Tr,l Te
e\ T,
= (—) W C(14+Cy+Cn+Cy), (2.18)
m/T, Ti 1

where the second variant uses the LTE ratio evaluated ailadtctron-density and radiation temper-
ature of the ionizing continuum.

2.4.3 Excitation

The remaining step concerns the term in the bracket abavethe approximate calculation of the
excitation inside the lower ion (which, of course, is alsquieed in order to calculate the partition
functions). For consistency, frequencies (energies) @ltedefined with respect to the ionization
threshold, i.e., line frequencies have to be calculatethfrgy = v, — ; > 0 instead of the usual

definition (upper - lower) which would refer to excitationezgies.

Meta-stable levels

We begin with the occupation numbers of meta-stable levkhistwcan be populated via excited levels
or via the continuum (see also Abbott & Lucy 1985).

Population via excited levels. Denoting the excited level by, considering the fact that this excited
level is fed by the ground state (otherwise it would not ekisbur level hierarchy) and neglecting
collisional processes, the population can be approximayed

w (3,
n1 Tr j .
n—m:—’lj, meM (jEN>m) (2.19)

k
ny g
w <nm)Tr mj

(see also Eq. 2.26 with =~ 0), where the dilution factor cancels out. In the followinge Wwave to
distinguish between two cases: the meta-stable level iiesreclose to the ground-state or close to
the excited level, cf. Fig. 2.2.

Case a: low lying meta-stable levelhe transition frequencies of both transitions are faidyal,
V1j & Umj, 1.€, Ty 15 = Ty mj, and we find

R I exp (— hyhﬂ) = <n_m> . (2.20)
ny g kT 1 )T
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Figure 2.2:Population of meta-stable levels via excited ones (seg text

Note that the population is controlled by the radiation fi€ld;, i.e., from frequencies much larger
than the “excitation energyii.,.
Case b: high lying meta-stable levélow we havev,,,; < v1; = vy,

N 9m thj ) 9m < hvim, > <nm>>k
— ~>—exp| — ~Z—exp | — =(— . 2.21
nt g P ( KT} 15 g1 P KTy 1m ") T (2.21)

and the population depends on the radiation field at (or dlmsine excitation energy.

Population via continuum. The third case comprises a population via the continuum hwiniit!
only be treated in a crude approximation, where a corredtiatian will be given later (Sect. 2.4.5). If
we neglect for the moment the influence of any meta-stablercited levels, we find from Eq. (2.18)

with C — lch(]\/f,S) — 0
ne )
<"_1)Tr T T, h
ol form dm ol o [—— ( 7 )] (2.22)
(”_h) Tr7 g1 Tr,m k Tr,l Tr,m

Nk
MNm ni
ni Nk
Nm Nm Tr m

Note that all three cases converge toithentical result

om (n_m> for Trad = const (2.23)
ni N1/ Trad

which is quoted by Abbott & Lucy (1985).
In order to continue our calculation 6fy;, we find from Egs. 2.14 and 2.17

R Trm h
s _ Tom Om 91 [—— ( L )] . (2.24)
lei Tr,l a1 gm k Tr,m Tr,l
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Multiplying by n,,,/n; we find that for the three cases Egs. 2.20, 2.21 and 2.22

(677 Tr7m h Vm 141 + Vim
aq Tr,l P k Tr,m Tr,l Tr,lj

R
(LRM> _ ) amTim exp _hfvm o vim (2.25)
niltis J mem aq Tr,l k Tr,m Tr,l Tr,lm
m
g '

respectively. As mentioned before, the result for the thage (population over continuum) is only a
crude approximation, which is also evident from the fact thdepends only on atomic quantities but
not on any radiation temperature.

Subordinate levels

Due to our definition of subordinate levels their populatiam be approximated by a two-level-atom
Ansatz (between ground-state= 1 and subordinate levéle N or between meta-stable levee M
and subordinate levéle S), such that the population can be expressed by

Mowa-a (B) +s(H) L iene) jein 226)

n; ) Ty nj )T,

whered is the parameter expressing the competition between ttieatian (Y — 1) and local escape

(in Sobolev approximation),
€

= ———. (2.27)
e(l1-p5)+p
e is the usual LTE parameter in a two-level atom,
Cji
= — 2.28
¢ Aji + Cjz‘ ’ ( )

with collisional de-excitation rat€’;; and Einstein-coefficient;;. 3 is the local escape probability
in Sobolev approximation,

1 11 e s
e (2.29)
2 ) Ts(p)
and the illuminating radiation field is approximated by
1 1 1 — o 7s(n)
Bol, =+ / L)~ du ~ WB,(T, ) (2.30)
2 /. Ts(1)

Note, that our approximation (2.26) neglects any couplingpé continuum inside the resonance zone.
By means of Eq. (2.17), the individual terms comprisirig can be calculated from

n; R a; Ty [ h ( Vi v )}
i = Sni |2 . X 231
(m R1n>z‘eN o1 Trq P17% T.; Tia ( )

hv; hu;
[W(l — 01;) exXp (— lﬂljll) + 15 exp <— k;} )]

X
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whereas the components @f are described by

<E R) _ <n_m> . (ﬂ R) _ (2.32)
n1 Rik ) jeg ) mem \"m Rix /e
M g\ o Qi T hifvi |,
ny' g1 ar T P T.i  Tra
hl/mi hl/mi
X {W(l — Opmi) €Xp (—anmi) + Opmi €xXp (— i >]

(with (n,,/nq) taken from Egs. 2.20, 2.21 and 2.22, respectively). ObWouke population of
subordinate levels is controlled by at least three differadiation temperatures (ionization from the
considered level, ionization from the connected lowerllanel excitation due to line processes).

2.4.4 Limiting cases
In the following, we will consider some limiting cases whichve to be reproduced by our approach.
Constant radiation temperature, no collisional excitatiom are the assumptions underlying the

description by Springmann (1997) and Puls et al. (2000) erbtisis of Lucy’s unpublished notes.
With T'rad = const, meta-stable levels are populated via

Ny, R leY
m flmk __m —y + =0! 2.33
( ny Ri. >m€M aq (v SRS ), ( )

independent of the actual feeding mechanism. Wit 0 (only radiative line processes), we thus
obtain for the population of subordinate levels (both N andi € S!)

("" Ri”) - w, (2.34)
i€N,S

ny Rk a1

Thus, for constant radiation temperatures, it does not atayrole how the meta-stable levels are
populated, and whether subordinate levels are connectbeé ground-state or to a meta-stable level.
Only the corresponding recombination coefficient is of imt@oce and the fact that subordinate levels
suffer from dilution (since they are fed by a diluted radiatfield), whereas for meta-stable levels this
quantity cancels out (cf. Abbott & Lucy 1985). In total, oumglified ionization equilibrium then

becomes
* T . .
@:<@> Wi+ 2wy 2. (2.35)
ny ny Trad —~ 4 o
Trad 1EM ZEN,S

If we definen as the fraction of recombination coefficients for all metbte levels,

Z‘eM Qg
= £neM 2.36
A (2.36)
we find o
S 1 iemar _ 1 (2.37)
aq ¢ i g_i ¢

ieM
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and .
Qi _1l=m=¢ (2.38)
ien.s M ¢
and the ionization equilibrium can be described in a very gachway,
TL,{ nn ¥ Te
—=— w +n4+Wl-n-()), 2.39
o <n1>de T (CHn+W(I-n-0)) (2.39)

which indeed is the result of the previous investigationsitivaed above. If we further prohibit all
ionizations from meta-stable and subordinate levelsailew for

lonization/recombination only from and to the ground-state, we find with( =1 andn =0

e _ <%>* W Te =
ni ni Trad Trad
2k 1 [ 2nmekTiag \ >/? huy T,
= — | — exp | — w , (2.40)
g1 MNe < h? ) < kTrad) Trad

which is a well-known result and also valid for the case whatdines are optically thick and in
detailed balance, e.g., Abbott (1982). The

LTE-case is recovered independently from the specific valueg ahdn in the lowermost atmo-
sphere, when the dilution factor approaches unity,= 1, and the radiation field becomes Planck,
Trad — T,. In this case, the ionization balance becomes

i AN ne\ "
B (25) (canr-n-0) = (%) @41
n1 ni T, ni T,
and for the excitation we have
E:<E> . ieMNS. (2.42)
ni ni/) T,

2.4.5 Different spin systems

The last problem to overcome is the presence of differemt sgstems, a problem already encoun-
tered for Ha. Our approximation is to consider the different systemsaspietely decoupled (ex-
cept if strong inter-combination lines are present, seevbglsince a coupling via collisional inter-
combination is effective only at high densities (i.e., inctose to LTE, which is treated explicitely in
our procedure anyway).

Then for each of the separate multiplets, the ionizatioragn can be calculated independently.
The different subsystems are defined in the following way

¢ the first subsystem includes all levels coupled to the gresiate plus those meta-stable levels
fed from higher lying (subordinate) levels (case a/b in S2et.3). In this way, we include
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also systems of different spin which are connected to thergletate system vistronginter-
combination lines, a condition which is rarely met. In tothe ground-state subsystem includes
the levelsi € 1, N, M’, S’, where M’ comprises all case a/b meta-stable Iee@md S’ those
excited levels which are coupled to M’. For reasons of coirare, we will denote this set of
levels by (1, N’).

e a second group of subsystems comprises

— systems of different spin decoupled from the ground-state;

— “normal” meta-stable levels populated via continuum psses (poorly approximated so
far) and excited levels coupled to those.

Both groups can be treated in a similar way and are also fahin a similar manner, namely
from the condition that the lowest state of these systemstastable andot fedfrom higher
lying levels. Each subsystem comprises the “effective’lgubstatern; € M” (either different
spin or fed by continuum) and coupled levelg S”;.

Once more,j is the number of meta-stable levels per ion which moefed by higher lying levels.
Note that for asingle spin-system with meta-stable levels, there are mow; different subsystems
if j continuum fed meta-stable levels were present. Note atdothusing this approach we neglect
a possible coupling of two or more non-ground-state mutgplia strong inter-combination lines, if
there were any.

Because of the assumed decoupling, for each subsystem weritardown the appropriate ion-
ization equation. For the ground-state system, we have

K K * Te
- <”—> W ¢1(1+ Cy) (2.43)
ni m/) 1, | T
¢ a1 Cy=> 1 B (2.44)
1 = = N = — -
2Ny i jene M Rix

where, again, N’ comprises the “old” leveisN, M’ and S’. Note the difference betweeh and(
from Eq. 2.16.
For each of thg additional subsystems, we obtain in analogy

* T,
meo <”> W[ 2 G, (14 Cp) (2.45)
Nm; N Tr,mi Trm7
aq n; R
Cmy = =, Cgn = — (2.46)
m; z(mj75;/) (67 J Z'GZS;{’ nm]. Rm]-/q/

and S’y comprises all levels coupled to;. The individual components @f y- andCS,, are calculated

as described in Sect. 2.4.3. Dividing Eq. 2.43 by Eq. 2.45fimekfor the ratio(r;,, /nl) (required,
e.g., for calculating the partition functions),

o (/m)T [T, i (14 Cy (2.47)
ny (/T )31 Trn m;Cmy; \ 1+ CS;’
I',Inj E
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or, explicitly written,

Nom gm;Tr,l h 141 Vm;
ni ngr,mj k Tr,l Tr,mj

The last equation is the “correct approximation” for contim fed meta-stable levels. On the one
hand, if the ion consists of the ground-state plus a numbeneth-stable levels alone, we would
haveCy: = 053/ =0, (1 = Land(y, = ai/ay,. Inthis case, Eq. 2.48 and Eq. 2.22 would give
identical results, which shows that both approaches argistent under the discussed conditions. But
as already pointed out, Eq. 2.22 is highly approximative Vagety of levels are involved, and the
occupation numbers should be calculated according to B§.&ways.

The major difference to our former approach (one spin systely) is the following: In approach
“one”, the ground-state population,/n,, is affected byall meta-stable levels, whereas in approach
“two” only those meta-stable levels have an influence whiehcupled to the ground-state system
via higher levels.

a1(y 1+ Chr
. 2.48
¥y, (1*‘CE?> e

Constant radiation temperature, no collisional excitation. Concerning the limiting case where
Trad = const andé = 0, Eq. 2.39 remains valid if we account for the different “natination”, i.e.,

if we replace¢ by ¢; and include only those meta-stable levels intwhich are populated via excited
levels:

nﬁ n,ﬂ-g * Te
() Wy (Gm W m - 0) (2.49)
ni ni Trad Trad
with
o . o7
Q=M g = e (2.50)
2(1,1\//) @i Z(l,N’) @i
Inside the individual sub-systems we then obtain
Nk IR Te / / 1 Qmy
= w (C+w@a-¢)), (= Cmj (2.51)
nmj nmj Trad Trad Oél

which immediately indicates the correct thermalizationio = 1 andTrad — T,. After dividing
Eq. 2.49 by 2.51, we find for the population @f,,; /n1) in the same limit

Moy _ Gy ( htim, > <C1 +m+ WA =g — C1)> _ (2.52)

n g  kTrad C+wWa-¢)

This expression reveals two things. First, we obtain theecbipopulation in LTE whefml” — 1. Sec-
ond, the difference to our crude approximation in Sect.32xcomes obvious: The quasi-LTE ratio
(2.23) has to be multiplied by the last factor in the aboveatiqn to obtain consistent populations.
This factor (which can be lower or larger than unity) becomeity only whenW — 1 (i.e., in the
lower atmosphere) or faf; = ¢’ = 1, i.e., in those cases where only ground-state and metkestab
levels are present, as already discussed above.
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2.4.6 Accelerated Lambda Iteration

To overcome the well-known problems of the Lambda-iteratichen coupling the rate-equations
with the equation of radiative transfer, we apply the cohadpthe Accelerated Lambda Iteration
(ALLI, for a review see Hubeny 1992) to obtain a fast and rédiamnvergence of the solution. Since
our rate-equations have been formulated in a non-convaitimay and since the radiation field is
expressed in terms of local, frequency-dependent radidgmperatures, the procedure has to be
modified somewhat, and we will describe the required re-fdations as follows (for a comparable
implementation see also de Koter et al. 1993).

At first, assume that onlgnebound-free opacity is present, i.e., the radiation-fieldastrolled
by the opacity of the considered transitib(no overlapping continua present). In this case, the usual
ALl formulation for the mean intensity;’ at iteration cycle is given by

JV I AR (S - S
= AJ, +ALST with AJ, = Jr - AR (2.53)

where S; is the continuum source-function for transitiorand A’ the corresponding Approximate
Lambda Operator (ALO), calculated in parallel with the $iol of the continuum transffollowing
the method suggested by Rybicki & Hummer (1991, Appendix A).

Substituting this expression into the rate equations, weféinthe correspondingffectiveioniza-
tion/recombination rate coefficients

Ry — / ATy g dw (2.54)
v hv
* Ara, [2hv3 .

R. — / My (2T gy A, ) et KTe g (2.55)
vy, hv c2

i.e., the problematic, optically thick part of the radiatifield has been canceled analytically. Neglect-
ing again stimulated emission (th&J,-term in the recombination rate coefficient above), approxi
matingS!~' = B, /b~ with Planck-functionB, and NLTE-departure coefficienf ', and using
the radiation temperature at the threshdld, ; along with Seaton parametefs= 1, s = 2, we have

in analogy to Eq. 2.14

8t k?Tr??fl —hernt A KT et
Rili — C—2aiVZ- {WTQ / Il — bln—_lTe 1/
= R!'- R, (2.56)
T,
Ry — i_zkheaw?e_h"i/m (1-4}) == Ry — Ry (2.57)

In those cases where an overlapping continuum is presentf different transitions contribute to the
opacity, the ALO has to be modified according to

A% = B;(v) A% with @:X’:it((”y)). (2.58)

x; is the opacity of the considered transition, the total opacity ang; is assumed to be constant
between two subsequent iterations (cf. Paper I). Let usioreakplicitely that the opacities used for

Sincluding the pseudo-continua from the multitude of ovepiag lines, cf. Sect. 2.5
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Figure 2.3:Approximate NLTE vs. the exact case: He ionization fraci¢from top to bottom: Hal, Hel,
He1) for pure H/He atmospheric models&t =40,000 K (left panel: dwarf withbg g =4.5 and thin wind; right
panel: supergiant wittbg g =3.7 and thick wind). Bold: exact solution for helium; dattéde in approximate
NLTE (see text).

the radiative transfer are calculated from thetual Seaton paramete(g, s), whereas the uniform
values(s = 1, s = 2) are applied “only” to evaluate the approximate ionizatieadmbination rates.

Since the Lambda Iteration fails only in the optically thikse, we apply the ALI-scheme exclu-
sively for ground state transitions. Thus, by substituting effective rate coefficient®,, and R,
into Egs. 2.4, 2.5, we have

R, R,
* _ 1k ng ik
ne (n,i> Ry, l1—g=+ D ieN n1 Ruy (2.59)
L == - ) )
ni n1 Re1q _ B ni | Rei
R — 2+ Y en (o R,

Using, again, Eq. 2.17 and the definitions given in (2.44)finaly obtain

1 Ry

K K "R K 1- 1 Rk
n_ _ (n_> 1 Cl (1 + CN’) 1+CNR/R1 ) (260)
ny ni) Rq 1— G gl

In the case ofA; = 0 (implying R}, = R., = 0), we immediately recover the original result,

K

EqQ. 2.43, since
N * Ry <nn> * Te
— =|— 2.61
<n1> Ria )T, T ( )
by means of Eg. 2.15. If, on the other hand, the ALO is signifi¢ae., close to unity), we find
! A T. hv 1 1
1k v e 1
—=£ = — —— == 2.62
Rl“ Wb?_l T]r,ln_1 P |: k <Te Tr,ln_1>:| ( )
/
Y (2.63)

Rnl

Thus, the reformulated ALI-scheme collapses to a simplesction of the original equation (2.43)
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for the ground-state population,

% _ %(A;i =0)- Ca(Tp "7, 0071, with factor (2.64)
1 1
R
— ex —— \7 T A =1
Ca = (14 Cy)Wo ' Ty ! T\ Ty

1— QA5
The consistency of this scheme is easily proven, becalsecaftvergence we would get (cf. Eq. 2.43)

1o (e ()
bl N n1 N ni Nk
o Tr,l th 1 1
= W T exp [ ’ <Tr,1 Te)] G (14 Ch), (2.65)

so that the “ALO-correction factor”, becomes unity. Throughout the iteration the correctiotofac
can take values smaller or larger than unity, leading to tzaflag reliable convergence.

2.4.7 Test calculations

In order to check the accuracy of our approximate approaehwil present two different test cal-
culations. The first test aims at a clean investigation ofnlethods outlined above, unaffected by
additional complications such as line-blocking/blanketi To this end, we have computed a pure
H/He atmosphere &t =40,000 K, for two different sets of parameters: the first elgd4045 with
log g =4.5) corresponds to a dwarf with thin wind, the second (FA88h log ¢ =3.7) to a supergiant
with thick wind.’

For both models we have calculated an “exact” solution asritexi in Paper I, namely by solving
for the H/He occupation numbers from the complete rate émpmtwith all lines in the CMF and a
temperature stratification calculated from NLTE Hopf-paegers. In order to test our approach, we
calculated two additional models, with an exact solutianhigdrogen only, whereas helium has been
treated by means of our approximate approach. (In the staweasion of our code, helium is always
treated exactly.)

Fig. 2.3 shows the very good agreement of the resulting &ioz fraction for helium in both
cases. The small differences at large optical depths f@eL,TE conditions) are due to the different
atomic models for helium used in both the exact and the ajppaie solution. (The data-base applied
to the approximate solution comprises a lower number ofldefee both He and Hell, so that the
partition functions are somewhat smaller than in the exasécand consequently also the ionization
fractions. The occupation numbers of the lewvelsommorare identical though).

Most intriguing is the excellent agreement of thelHground state departure coefficient as a func-
tion of depth (Fig. 2.4, upper panel). The crucial featurthésdepopulation of the Heground-state
close to the sonic point, which is a sophisticate NLTE-affatsing in unified model atmospheres
and depends on a delicate balance between the conditiohe &tetiground-state, the = 2 ion-
ization edge and the HeLy,, line (which in itself depends on the radiation field at 303and the
escape probabilities), cf. Gabler et al. (1989). The coimparbetween exact and approximate solu-
tion shows clearly that our approach, accounting for fregyedependent radiation temperatures and
important line transitions, is actually able to cope witislseomplicated problents.

"Concerning the nomenclature of our models, cf. Sect. 2.9
8Actually, it was this feature that motivated us to refraiorfrfrequency independent radiation temperatures, sincsta fi
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Figure 2.4:Approximate NLTE (dotted) vs. the exact case (bold): He depa coefficients for model F4037.
Upper panel: Heground-state departure coefficient. Lower panel:itHplet and singlet “ground”-states
(upper and lower curves, respectively).

In the lower panel of the figure, we have displayed the “gréistdte departure coefficients of
Hel, for the triplet and singlet system (upper and lower curkespectively). Although the precision is
not as excellent as for the Hground-state, one has to consider that l¢40,000 K is an extremely
rare ion, and that the major features (depopulation of thglet ground-state, no depopulation for the
triplet ground-state) are reproduced fairly well.

The second test investigates the behaviour of the metalscoMpare the results from the ap-
proximate method with results from an “almost” exact salntifor model F4037. As we will see in
Sect. 2.7, the introduction of a consistent temperatutetstre calculated in parallel with the solution
of the rate equations forced us to consider the most imptoetaments (in terms of their abundance)
in a more precise way than described so far, at least if welledécthe temperature from the electron
thermal balance. In this case it is extremely important thatoccupation numbers froail excited
levels are known to a high precision in order to account feraboling/heating by bound-bound col-
lisions in a concise way. Unfortunately, this latter coastr cannot be fulfilled by our approximate
method, simply because not all excited levels are congidered small deviations from the exact
solution (which are negligible for the effects of line-bkirng, see below) can have disastrous effects
on the total cooling/heating rates.

comparison using the latter simplification gave extremelyatisfactory results.
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Figure 2.5: Approximate NLTE (grey) vs. the results of a solution of themplete rate equations, using
Sobolev line transfer (black): ionization fractions of iontant metals for model F4037. Displayed are the
ionization stagesti, Iv, v (dotted, dashed and dashed-dotted, respectively).
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Figure 2.6:As Fig. 2.5, but for model A4045.
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Thus, for the most abundant elements the complete set eégatations has to be solved for in
any case, and this solution (which uses a Sobolev line ®ansf. Sect. 2.7) is compared with our
approximate one in Fig. 2.5, for the ionization stagego v of some important metals, namely C,
O, Si, Ar, Fe and Ni. Note that the comparison includes thectsf of line-blocking on the radiation
field, where this radiation field has been calculated eitt@nfthe exact occupation humbers or from
the corresponding approximate values, respectively. ©uorparison demonstrates three important
points.

e The transition between LTE and NLTE (taking placeratss > 2/3 in our approximate ap-
proach) is described correctly.

e The approximate treatment works particularly well for edgns with complex electronic struc-
ture (Ar, Fe, Ni), i.e., our treatment of meta-stable levgleasonable.

o If there are differences, they occur predominantly in theeowind.

In almost all considered cases, the principal run of the@pprate ionization fractions agrees reason-
ably or even perfectly well with the exact result. The onlgeption is oxygen where the major/minor
stagesif//i) appear reversed in the outer wind (no problems have beewl flow nitrogen and neon
which are not displayed here). These differences in ther ouited (see also C and Si) are partly due
to two effects. On the one hand, our approach becomes guait®in those cases whal line tran-
sitions are optically thin so that the two-level-atom amto fails to describe the excitation-balance
of subordinate levels. If only this effect were responstbis would imply (as suggested by our ref-
eree) that the discrepancy should become worse for thiniretsw Thus, we performed a similar
comparison for model A4045, which has a considerably lowiedvadensity than model F4037, by
a factor of almost 100. The corresponding ionization fatiare shown in Fig. 2.6. Note that the
transition point between photosphere and wind is locatéaladr values ofrgss, cOmpared to model
F4037, due to the weaker wind. Interestingly, the discrejggnbetween approximated and “exact”
ionization fractions in the outer wind have remained at timaes level as for model F4037, and in the
case of oxygen the situation is almost perfect now. Consetyéhe effect discussed above cannot be
responsible alone for the observed discrepancy, and wieagtit to a combination of various ingre-
dients inherent to our approximative approach. For our nsptiewever, this is of minor importance,
since we are not aiming at a perfect description of the odeupaumbers in the outer wind unless
we actually need it, i.e., when a consistent temperaturetsire shall be derived. In this latter case,
the occupation numbers are calculated exactly anyway.

Different occupation numbers influence the radiation figdaich in turn influences the occupation
numbers, and so on. This is the second process which migdttaftir final approximate solution.
Fig. 2.7 compares the emergent fluxes (expressed as radiatiperatures) for the converged models
of F4037, calculated by both alternative approaches.

Due to the excellent agreement between the ionizationidretin the line/continuum forming
part of the atmosphere, also the fluxes agree very well. Thénmuan differences, located between
200 to 400A, are of the order of-1,000 K, which translates to a typical difference in popiotaiof
+0.15 dex in the outer wind.

Globally, however, the differences in flux are so small thate&n consider the two results as
equivalent. Thus, the radiation field calculated in patali¢h the line-blocking background elements
is insensitive to the chosen approach (exact vs. approgimetupation numbers) which primarily
differs in the precision (and presence) of subordinateldeve
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Figure 2.7:As Fig. 2.5. Comparison of radiation temperaturesaivergednodels.

2.5 Approximate line-blocking

The most time-consuming part in the computatiorreslistic stellar atmospheres is the calculation
of the radiation field, realizing the multitude of overlapgi lines with considerable opacity (see also
the discussion by Puls & Pauldrach 1990 and Pauldrach ed@l.)2

For cMFGEN as well as for the wind-code developed by the Potsdam graarpa(fecent status
report, see Grafener et al. 2002), this problem has beddtethby performing a comoving-frame
solution for thecompleteEUV/UV range. Obviously, this approach is very time-congugn A quick
calculation shows that the number of frequency points wiriakt be treated is of the order of 900,000,
if a range between 200 and 2,080and a typical resolution of 0.8 kntsis considered (i.e., ten points
covering a thermal width of 8 knTs).

In the approach followed bwm-Basic, on the other hand, an observer’'s frame solutiontis pe
formed which requires “only” a couple of thousand frequepojnts to be considered. The conser-
vation of work, however, immediately implies that in thisseaa lot of time has to be spent on the
resolution of the resonance zones of the overlapping liagspblem which is avoided a priori in a
CMF calculation.

In order to solve the problem on a minimum time-scale, both anté-Carlo solutiot (e.g.,
Schaerer & Schmutz (1994); Schaerer & de Koter (1997) , astdtesticalapproach are feasible:

Since the number of metal lines to be treated is very largeinflormation about the exact position
of individual lines inside a (continuum transfer) frequeneid interval becomes less important for
obtaining a representative mean background. As shown bys&/adt al. (1998), th€oisson Point
Processs well suited to describe such a line ensemble, particulzgtause it is very flexible and can
be described by relatively few parameters.

The additional introduction of &eneralized Opacity Distribution Functioloy Baschek et al.
(2001) serves two purposes. First, additional analyticsight is given into the effects of the vast
amount of blocking lines on the mean opacity in differefgiahoving media with line overlap.
Second, it is a fast tool to derive such mean backgrounds mcallg. In particular, it is able to

%both in the observer's and in the comoving frame
Pywhich becomes costly as well if a detailed description opalisible interactions between radiation field and plasma is
accounted for.
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“solve problems that have been inaccessible up to now asregnfluence of very many, very weak
lines”(Baschek et al. 2001), and to describe the transitiom a static to a moving configuration,
since it is equally efficient in both cases.

In our opinion, this approach is very promising, and workgihg and applying the corresponding
method is presently under way in our group. Since it will takene time to finalize this approach
(the most cumbersome problem is the formulation of consistenissivities), we have followed a
somewhat simplified approach in the mean time, which reliesimilar arguments and has been
developed by carefully comparing with results from “exagtéthods, mostly with the model grid
calculated withwm-Basic as described by Pauldrach et al. (2001).

Again, the principal idea is to define suitably averaged tjtias which represent a mean back-
ground and which can be calculated easily and fast. The tomgtiof lines will be approximated in
terms of a pseudo continuum (split into a “true” absorptiod a scattering component), so that the
radiative transfer can be performed by means of a standarthaom solution, for relatively few
frequency points (see below). Strongest emphasis has eantg the requirement that any integral
guantity calculated from the radiation field (such as thetpfitegrals) has to give good approxi-
mations compared to the exact case, because these gusaaitienot the frequential ones) are most
decisive for a correct description of the level populatiang, in turn, for the blocked radiation field.

2.5.1 Mean opacities

To this end, we define a “coarse grid” with spac®yyv;},, wherevy}, is a typical thermal velocity
(say, of oxygen) including micro-turbulence, ad®¥ is an integer of the order of 100. (The reason
to define her&N instead of N will soon become clear.) Under typical conditions, thigignas a
resolution of 1,000-1,500 kntsand is used to calculate appropriate averaged opacitigh. régipect
to a simplified approach, a mean constructed in analogy tBtsseland mean is perfectly suited, i.e.,
an average of thmverseof the opacity,

/ dv
m tot
1 2Nv Xv

- = , (2.66)
(x*") / dv
2Nv?

th

since it has the following advantageous properties:
a) if no lines are present, the pure continuum opacity isveeo

b) if one frequency interval is completely filled with noneslapping, strong line®f equal
strength also the average opacity approaches this value, whereas

c) in those cases when the interval has “gaps” in the opaitigse gaps lead to a significant
reduction of the mean, i.e., allow for an appropriate esedpghotons. Note that anjnear
average has the effect thame strong line alone (of typical widtRv;};) would give rise to a
rather large mean opacity (just a factor/éfweaker than in case b) and, thus, would forbid the
actual escape.

d) Finally, the average according to Eq. 2.66 is consistétit the standard Rosseland mean in
the lowermost atmosphere (as longs, /0T is roughly constant over one interval), i.e., it
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is consistent with the diffusion approximation applied a®wer boundary condition in the
equation of (continuum) radiative transfer.

Because of the large number of contributing lines (typjcall 105 (O-type) to10° (A-type) lines if
only ions of significant population are consideY8¢gthe calculation of this mean has to be fast.

First, assume that any velocity field effects (leading to pepshift induced line overlaps) are
insignificant, i.e., assume a thin wind, so that line blogkimessential only in the subsonic regions of
the wind. The generalization in order to approximate liweftap in the wind will be described later
on.

Instead of evaluating the “exact” profile function, for edicte we use a box car profile of width
2v,. The frequential line opacity is, thus, given by

for v+ Avp < v < yy— Av
() = { A (2.67)
1 2 m
XL = " g™ Avp = D0, (2.68)
2Avp mec”” g c

where stimulated emission has been neglected again. Dinstddfinition, at least the frequency-
integrated line opacity is correctly recovered. Tdoarsefrequency grid is now divided int&V sub-
intervals of widthArv = 2Avp. Inside each of these sub-intervals (“channels”) we sumnyp a
line opacity which has appropriate rest-wavelength. lasofle account (approximatively) for any
intrinsic (i.e., not wind-induced) line overlap. Inside each charinele thus have a (total) frequential
opacity

Xk = Z XX X = X 4 o (2.69)

if lines j are located inside channa’and the continuum opacity is assumed to be constant insate ea
coarse grid intervalys™" is the contribution by true absorption processes, anthe contribution

by electron scattering. After replacing the integrals bgrapriate sums and since all channels have
the same width, the mean opacity (on the coarse grid) is gigipén by

N
A
1 ; xi‘l’/i ol
<Xtot> ~ = Z Xtot : (270)
Z Av =1 o

For later purposes we split this mean opacity into the couation from lines and continuum, respec-
tively, where the line-contribution is given by

N

XLy = — — x5 (2.71)
— X
and we have
(X" = (xv) + xp (2.72)

Note that both mean opacitie&r,) and(x"°*), are frequency dependent as a function of coarse grid
index. In accordance with our reasoning from above, Eq. 1jdiplies that

“Remember, that our present data base comptiges10° lines in total.
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a) if x1,; = 0 for all lines inside one interval, the correct respili,) = 0 is obtained

b) if the sametotal line opacity x1,(v) is present insideeach channelthis value will also be
obtained for the mearixr,) = xr(v).

c) if only one (strong) line is present, the mean line opaisitgiven by (xr,) ~ x“°" /(N — 1),
i.e., it will be much smaller than the continuum opacity,ceirmost of the flux can escape via
the (N — 1) unblocked channels (according to our present assumptatntbppler-induced
line overlap is negligible).

Finally, let us point out that the opacities constructedhis tvay are used also to calculate the pho-
tospheric line pressure, in analogy to the descriptionrgimePaper | (Eqg. 3), however including the
line contribution (cf. Fig. 2.1132

2.5.2 Emissivities

In order to calculate the corresponding emissivities, veeiae that each transition can be described
by means of a two-level atom, where tbaver occupation number is known from the solution (“exact”
or approximate) of the rate equatioffs.

Although this assumption is hardly justified for (weak) redmnation lines, it is a fair represen-
tation for most of the stronger transitions arising fronheitthe ground-state or a meta-stable level,
particularly if the level population itself is calculatebin a multi-level atom.

It might be argued that the two-level atom approach is supmrfl for thoseonnectingransitions
which are calculated from an exact NLTE solution, since ttaupation numbers for both levels and,
thus, the source-functions are already known. The maximumber of these lines is of the order of
30,000, and therefore much lower than the total number ekliwe are using for our line-blocking
calculations (cf. Sect. 6.3.1). For the latter transitjdr@vever, only the lower level is present in the
atomic models, so that the corresponding source-functiame to be approximated in any case.

Moreover, treating all lines (including the connectinghsiions) in a two-level way has the ad-
ditional advantage that the contribution of scattering tr@idmal processes can be easily split, which
allows to simulate their impact by means of a pseudo-contimuso that the standard continuum
transfer can be applied without any modification.

To keep things simple and as fast as possible and to be indeoae with our assumption of box
car profiles, we replace the scattering integral insidewloelével source-function by mean intensities,
i.e., we write

St =pd, +0B,, p=1-49, (2.73)

whered has been defined in Eq. 2.27 and is evaluated for the lingfgptteermalization parameter
and escape probability. The total source-function (in cle&i) before averaging) is then given by

’I’],C/’true + UeJI/ + Z] XLJ (ijI/ + 5]By)
Syi= g , (2.74)
ch/on + Zj XLj

2In our present version cfASTWIND we allow for deviations from the generalized Kramer-lawg@al, Eq. 2) by
simply including theses deviations as correction-facitaisthe atmospheric structure equations. This methodrbeso
important for models at rather cool temperatures when lgatr@and background-metals are recombining (and become
ionized again) in photospheric regions, which usually $s@dsome deviations from the above (power-) law.

13Note that this approach is equivalent to the typical assiomphade if deriving the radiation field via Monte-Carlo
simulations.




50 CHAPTER 2. ATMOSPHERICNLTE-MODELS

with 75" being the thermal component of the continuum emissivityteNbat the frequential line-
opacityxr,; includes the “profile function{2Awvp)~1, cf. Eq. 2.67.

In the following, we will investigate how to average the ab@uantities in order to be consistent
with our definition of(x**) and(x1,). With respect to the equation of transfer, which will be fipal
solved on the coarse grid, we find that after integration dweisubgrid-channels

(xtot) &Uﬁ = () — (L), (2.75)

with z being the depth variable along the impact parametier the usual(p, z)-geometry. Strictly
speaking, the first term in the above equation (i.e., the nre@nse opacity) is given by

L &= v (2.76)
) f4Ldv '

(where the denominator is equivalentdgdz(/,), and all integrals extend over the rar@¥v;}.),
i.e., a different definition applies when compared to theegponding quantity in Eq. 2.66. Our
crucial approximation is to equate both definitions, i.aside each coarse grid cell (of width
1,000...1,500 kms') we assume that

d dv
——I d —1I,d ~ — dv.
Xv dz"" . /dz . /Xl/ / / .

Let us frankly admit that this approximation can be justif@dy if a) the spatial gradient of the
specific intensity is a slowly varying function of frequengye., deep in the atmosphere) or b) the
opacities are similar fanostof the sub-channels, i.e., either no lines are presentat e (summed)
line-opacities do not vary too much. Additionally and maspbortant, this approximation still works
in those cases when only a couple of channels are populatéddsy opacities and the rest is filled
by a weak background due to the inverse relation betweeritgaa intensity: On the lhs, the high
opacity channels do not contribute to the fraction becatigheocorrespondingly low intensities in
both the nominator and the denominator, whereas on the ése tthannels drop out at least in the
nominator because of the low value Iofy.

There are, of course, a number of cases where the above apptimn is only poor. With respect
to the results presented below and since wenat@iming at a perfect, highly resolved description of
the radiation field in the line-blocking EUV/UV regime, the@'s introduced by the above approxi-
mation (and the following one, which is of similar qualityeaacceptable though.

In order to proceed with appropriate expressions for thesgimty, the mean source-function,
(S,), is given by

(5 = o+ (i (L (B g e

where the Planck-functio®, is assumed to be constant within one macro-grid intervalthase av-
erages which are multiplied by, ), we have employed an approximation similar to the one desaiis
above. If we, finally, denote the opacity dependent meartseatird and fourth term by, and fiy,
respectively (i.e.nonthermalthermal), the equation of radiative transfer for the averageghtities
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becomes
1 d
— {1\ =
<Xtot> dZ< >
c,true tot tot B
_ U + (Ue + <X >fnth) <J1/> + <X >fth v <[y>7 (278)
<Xtot>
and can be solved in the conventional way (pure continuumsprart). The resulting quantities for
the radiation field are to be understood as average quaniitithe sense that integral quantities such
as f J,dv or f H,dv are described correctly, at least in most cases. The ceefficf;, and f,;, can
be calculated by summing over the sub-channels,

j)i

XL]
= 2.79
fth N Z Xcont + Z XLJ) ( )
(325 x15)i
= + /o < 1! 2.80
f Jth + fotn = N Z XS i), (2.80)
Joth = — fn, (2.81)
and after some simple algebraic manipulations, the foligwelation is obtained:
(xe) = (") (fon + fatn)- (2.82)

With this equation it is easy to show that the mean sourcetim (2.77) allows for a correct ther-
malization, ifyy"" — "B, and(.J,) — B,. In this case, the mean source-function becomes
(S,) = By, g.e.d.

We now need to incorporate the effects of the velocity fietd wur approach. Due to the method to
average the opacity, we cannot simply shift the lines wiipeet to the stellar frame: Consider, e.g.,
one strong line to be present without any other interferingd. In “reality” and in the observer's
frame, the absorption part of this line becomes broader asetibn of velocity, i.e., the larger the
velocity the more flux is blocked (of course, a significantt pareemitted due to scattering). If we
simply shift our line(s) as a function of velocity, almosttinog would happen, since, as shown above,
the mean opacity/radiation field remains almost unaffetigdne strong line, due to the possible
escape via the (N-1) unblocked sub-channels. Thus, in @edsimulate the physical process, we
proceed in a different way: When the velocity shift beconaegdr than twice the average “thermal”
width (including micro-turbulence), we combine (in profon to the local velocity) more and more
subchannels to increase the relative weight of the linedmikan opacity. In particular, the line width
(more precisely, the width of the sub-channels) is set toéhee

v(r)
A—o)' (2.83)

Although this procedure is highly approximative, it allotesdeal with the effects of “line-shadowing”
and prevents any premature escape of photons when the égaestb overlap.

Av = max(2Avp,

2.5.3 Tests/Comparison withwm-Basic

Before we test our approximate approach by comparing withrative calculations, let us mention
two important consistency checks we have performed.
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Figure 2.8:FASTWIND vs. WM-Basic (grey): comparison of emergent fluxes for two dwad amo super-
giant models at 35 and 45 kK (for parameters, cf. Pauldraeh &001). In order to allow for a meaningful
comparison, the high resolution frequency grid provided\by-Basic has been re-mapped while keeping the
corresponding flux-integrals conserved.

a) The calculated models (and spectral energy distribsflioe profiles) are, almost, independent
of the actual value of coarse grid cell,, at least if varied within a reasonable range. (We
checked for values betweé@rb NV to 2N, for N = 60.)

b) Aslong as the IR/radio-range is not considered, our @mpbdels with a temperature-structure
calculated from Hopf-parameters aatl background elements in approximate NLTE agree
very well with complex models including a consistent T-stune. This check verifies analyses
performed with previous versions BASTWIND, e.g., Herrero et al. (2002) and Repolust et al.
(2004).

In the following, we will compare the fluxes from our modelstiwthose calculated bwm-Basic
by means of the O-star grid presented by Pauldrach et al1jZ00These tests should give reason-
able agreement, since both codes use the same atomic datfobdke background-elements. A
comparisons with results fro@mFGEN will be discussed later on.

Yavailable visht t p: / / www. usm uni - muenchen. de/ peopl e/ adi / Model s/ Model . ht
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Figure 2.9:Comparison of ionizing photon number for the model grid jided by Pauldrach et al. (2001).
Left panel: logarithm of Zanstra-integraleg @Q,., see Eq. 2.84, for HHel,011, and Hei: Bold/dashed:
dwarfs/supergiants as calculated W -Basic; dotted/dashed-dotted: results freasTwIND. Right panel:
ratio of corresponding Zanstra integral$log Q, = log QWVME — log QEW (WMB: wMm-Basic, FW:FAST-
wIND), for dwarfs (triangles) and supergiants. For the supatgizodel at 30,000 K (“S30”), we have used
the FASTWIND modelwithout photospheric line-pressure in both figures. The corresipgnesults for the
“correct” model, i.e., including photospheric line-press are indicated by the + sign (see text).

The parameters of the corresponding models (calculatdubutitX-rays) can be found in Paul-
drach et al. (2001, Table 5). Our models have been constrastelosely as possible to the approach
inherent towM-Basic, i.e., including a consistent temperature stratificn (which will be described
in Sect. 2.7) and Sobolev line-transfer. For the velocigyefiwe have used = 0.9, which results in
a stratifiction very close to the one predictedy-Basic (see below). The computation time on a
2 GHz processor machine is of the order of 15 to 20 minutes pelei(typically 40 to 50 iteration
cycles for a final convergence below 0.003alh quantities, if the temperature is updated each 2nd
cycle).

The grid comprises 6 “dwarfs” and 5 “supergiants” in the mbgtween 30... 55 kK (“D30"...
“D55” and “S30"... “S50", respectively), and we have conicated on the grid with solar abun-
dances, in order to deal with more prominent effects relétetine-blocking/blanketing. Fig 2.8
compares the emergent fluxes for some typical cases, twof é@wdrtwo supergiant models at 35
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Figure 2.10:Comparison of velocity/density structure for model S30eyGmwm-Basic; bold/dashed:AsT-
WIND with/without photospheric line-pressure, respectively.

and 45 kK. In order to allow for a meaningful comparison, weehee-mapped the high resolution
frequency grid provided bwm-Basic while keeping the corresponding flux-integrals eowsd.

Overall, the agreement is rather good; in particular, thgeaabove 40Q\ is reproduced very
well, except for some strong absorption/re-emission featwhich are missing in our mean-opacity
approach. We have convinced ourselves that in all casestedd&-fluxes (not displayed here) agree
perfectly, i.e., the IR flux-excess induced by the wind isoepced equally well in both codes. Major
differences are “only” present in two regions: most modéfedin fluxes below 2004, although the
strength of HelLyman-jump itself is very similar. Mostly, this problem islated to the enormous
bound-free opacity provided byi@(and Fe/ or Civ for the hotter or cooler objects, respectively)
leading to an optically thick wind from the outermost radpgnt on (in our caseR,.x = 120R,),
so that the flux is rather badly defined in this frequentialmegAs we will see from a comparison with
models calculated witoMFGEN (Figs. 2.15), these models predict a third alternativeMfer 200 A,
and even the Lyman-jump is different. As a result, we comdigle ionizing fluxes in this wavelength
range as not particularly reliable. Moreover, the influeot®-rays becomes decisive, implying that
any tool for nebula diagnostics should use these numbeysntii care.

The second inconsistency is found in the region between@a0QA. Although this range poses
no problem for supergiants, the flux-blocking predicted-hgTwIND for dwarfs between 35 to 45 kK
is larger than calculated bym-Basic, with a maximum discrepancy around 35 kK. The readghtm
note thatCcMFGEN again produces somewhat different results in this rangereémgent withwm-
Basic is found for dwarfs, whereas the fluxes emitted fromesgipnts are larger compared to both
FASTWIND andwM-Basic.

This dilemma becomes particularly obvious if we considerdbrresponding Zanstra-integrals,

e’} Hz/
Qe = / —dv, (2.84)
v, hv

which are proportional to the emitted number of ionizing foims. In the left panel of Fig. 2.9, we
compare the logarithm a@,., evaluated for K, Hel, O and Hell, whereas the corresponding ratios,
Alog Q, = log QWMB — log QFW (WMB: wm-Basic, FW:FASTWIND), are displayed in the right
panel. Obviously both codes predict the same numbers inyttiegen Lyman and in the Hecon-
tinuum. As already discussed, the situation is much lessfaetiory for the Hel continuum, where
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the differences are particularly significant for supertgarNote, however, that the principal depen-
dence ofQuerr 0N spectral type and luminosity class, which shows the &irgariation throughout
the spectrum (lower left panel), is much more consistent tiree might expect on basis of the right
panel alone. In the Ocontinuum § < 352,&), finally, the differences for the dwarfs at intermediate
spectral type are evident.

Note that in this wavelength range the line-density is vargé, and differences in the treatment of
the weakest background opacities might explain the estadddidisagreement. An argument in support
of this hypothesis is given by the fact thtsTWIND recovers the results bym-Basic perfectly if a
line-list is used which has significantly less (overlappingaker lines in the considered interval. For
a final statement, however, more tests are certainly redjuikste that a comparison withMFGEN
addressing this point will not solve the problem, since thenber of lines included in this code
is mostly lower than described here, becaos&GEN uses only those lines where the occupation
numbers obothlevels are known, in contrast to our approach which useslialss where the upper
level is lying too high to be included into the rate equations

One last point we would like to mention concerns model S3@ finst comparison, we immedi-
ately encountered the problem that particularly this mpdeVvided fluxes which showed significantly
less agreement at all frequencies than the other modelisdted by the plus-signs in Fig. 2.9). Com-
paring the models themselves, it turned out that temperatiensity and velocity structure showed a
severe mismatch in photospheric regions (cf. Fig. 2.10; gse black curves). After some tests, we
found that both models agree well if the photospheric lirespure is neglected RASTWIND (grey vs.
dashed curves in Fig. 2.10). Most likely, this problem isted to the treatment of the line pressure in
wM-Basic. Whereas the continuum forces are calculated framecity evaluated opacities, the line
pressure, independent of location, is calculated in terfntiseoforce-multiplier concept, utilizing the
Sobolev approximation. Particularly}in¢ oc t~¢, with “depth parameter? « p/(dv/dr). Thus,graq
decreases rapidly in photospheric regions when the deisddyge and the velocity gradient small.

In those cases where the (static) line pressure is nongildgliin photospheric regions, the
chances are high that the above approximation leads to aatge kffective gravity, i.e., too high
densities. Actually, this problem is already known for agdime and has been discussed in fair
detail in Pauldrach et al. (1986, particularly Fig. 6¢). Tkeason that this problem occurs only in
S30 results from fact that the Eddington factor is consiolgrhigher than for almost all other models
(I" = 0.52). Insofar, the photospheric line pressure has much moradhtpan for models with either
high gravity or lowI". Moreover, at an effective temperature of 30 kKi\Feith its enormous number
of lines spread throughout the spectrum is the dominantijoost dominant) ionization stage in the
“middle” photosphere, thus, contributing a much larger amaf static line pressure than for hotter
temperatures, where ¥@r even F&1 are contributing.

Note that we have also compared our (cooler) models (frongds as described in Sect. 2.9 and
from additional A-star models) with corresponding Kurucaduals, where in most cases a very good
agreement regarding the photospheric radiative accielarafs been found, e.g., Fig. 2.11. Only for
models cooler than 9,000 K a mismatch becomes obvious, Wheréradiation pressure is too low,
due to a number of missing Fdines in the optical (improvements under way!).

In order to allow for a meaningful comparison concerning approximate line-blocking, in
Fig. 2.9 we have used the results from our S30 madiloutphotospheric line-force, whereas the re-
sults from the “actual” model (includinqg}f) are indicated by “+”. Independently, however, Fig. 2.10
(left panel) also shows the validity of our treatment of tfensition zone from photosphere to wind
(cf. Paper I), since in this region both velocity fields agpssfectly. (Remember that/m-Basic
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Figure 2.11:Comparison ototal photospheric radiative acceleration for model S30 (bokd) nesults from

an analogous hydrostatic Kurucz-model (dotted). Note thatgravitational acceleration for this model is
1000 cms?, i.e., the radiative acceleration is very close to this gadnd, thus, of extreme importance (cf.
Fig. 2.10). The deviations at largest depths are due to ttaHat this model becomes (spherically) extended
in the lowermost photosphere, an effect which cannot beddda a plane-parallel approach (cf. Paper I).

solves the hydrodynamical equations in a consistent way).

2.6 Treatment of inverted levels

One of the more complex problems when solving the coupledtamns of statistical equilibrium and
radiative transfer is the presence of population invessiarnich often occur in the outermost layers of
hot expanding stellar atmospheres. The amount of the opslgiion (i.e.,n,, /g, > n;/g;) is usually
small, but even in this case it invokes a number of problenme@ming the solution of the radiative
transfer equation. Particularly with respect to the usoakept of using source functions, a problem
occurs in the transition zone between “normal” populatiow averpopulation, where the source
function formally diverges. In addition, factors likep(—7) may produce numerical problems for
7 < 0. In a number of codes, this problem is “solved” by settingupper level into LTE with respect
to the lower one or by other approximations. Since levelrsioms are particularly present between
levels responsible for IR-lines and sineesSTWIND aims at a reliable solution also in these cases, we
cannot afford such approximations and have to solve thectéxase which in turn has an influence
on the degree of overpopulation itself. In this section, wiefly describe how we have solved the
problem inFASTWIND both with respect to the Sobolev approach and within the GiMRsport.

2.6.1 Treatment of inversions in the Sobolev approximation

Since the Sobolev approach uses olagal quantities, a divergence of the source function is not
possible, except for the extremely unlikely case that upper lower populations, normalized to the
appropriate statistical weight, are numerically iderticBhus, we can retain the standard concept
(optical depth and source function) and follow the approdebcribed in Taresch et al. (1999): In
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case of a level inversion, the interaction functidirs, 3p ) is split into two parts in order to avoid
numerical problems,
U =U + Us, with U =1-3. (2.85)

(3 is the usual escape probability in Sobolev approximatian g£29), which for the case of inversion
is given by
5= exp |rg| — 1
|75

andU- has been described in Taresch et al. (1999, Eqg. A13).

For |Bp| — oo, i.e., dominating continuunt/, approaches zero. In the case of dominant line
processes, on the other hand, ard< 0, U approachesd{ — 1) andU goes to zero. Thus, we
recover the “classical” result by Sobolev, where the infageaf continua has been neglected.

In our approach, we have significantly extended the grid bgethresch et al. (1999) from which
U, is calculated by means of interpolation. Due to the diffeterhaviour of this function in different
regions of the(rs, Sp) plane, (four) different tables with different degrees cdaletion have been
calculated. The boundaries of the complete grid compriseatba between6 < log |7s| < 2.8 and
—6 < log |fBp| < 6. Beyond the boundarieg], is calculated analytically (by either considering the
appropriate limits or using a first order expansion). Inipalar, it turns out that

(2.86)

Uy = 0.5|rg], log |7s| < —6 independent offp (2.87)

Uy, = pB-1, log |fp| < —6 independent ofg (2.88)
1

Uy = ————, log|fBp|>6, log|rs|>—6 (2.89)

V27 |Bp|

and the limits for largéog |75| > 2.8 and—6 < log |Gp| < 6 result from appropriate extrapolations
from the pre-calculated tables.

2.6.2 Treatment of inversions in the comoving frame

In the CMF solution, the problem of source-function diverge is inevitable when a population in-
version occurs and the standard formalism is used. Evee Ibttal quantities are not diverging, there
will be an implicit divergence just between the two deptling®before and at the beginning of over-
population, which, due to the applied discretization, wik be handled consistently. To avoid this
problem, it is more suitable to work directly with emissie#t and opacities rather than with optical
depths and source functions. Thus, in the case of inversiersolve the two coupled equations of
radiative transfer in the comoving frame according to

ou Ov
ov  Ou
9. or n—Xu, (2.91)

whereu andwv are the usual Feautrier variablasis the frequency measured from the center of the
line in Doppler width units, and is the depth variable along the impact parameter. The gp&cit
X = Xe(2) + xz(z, x) and the emissivity i = n(z, x).

Bwhich describes the interaction between line and continprouesses, wherss is the Sobolev optical depth arth
the ratio of continuum to line opacity in a frequency intér@responding to the thermal Doppler width,
cf. Hummer & Rybicki (1985); Puls & Hummer (1988).
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In order to discretezise the equations with respectandz, a fully implicit scheme is used. As
was shown by Mihalas et al. (1975, Appendix B) this methaghisonditionallystable.

2.6.3 Tests

A number of tests have been performed concerning both thel8obnd the CMF implementations.
Most importantly, we have also tested models where the abiseeetization of the CMF equations
with respect ta: has been used fail transitions, not only for the “inverted” ones, and foundssat
factory agreement with our standard implementation usidigeetization with respect to.

After convincing ourselves that the algorithms are workimgrincipal, we have tested our im-
proved methods by comparing them with older results (whemase of inversion the upper level and
the line source function where set to zero). This comparismbeen performed for the O-star grid
described in the previous section. The results were veigfgaly, and a number of convergence
problems originating from the older treatment of inverteglations are no longer present.

The differences in the resulting H/He line profiles (bothhe pptical and in the IR) turned out
to be rather small, since for our grid parameters these hnedormed below those regions where
the inversion sets in. However, we like to point out that aststent treatment might be important for
winds with more extreme mass-loss rates and for a numberafllinéR transitions with an inversion
already occurring in photospheric regiots.

2.7 Temperature stratification

As has been previously mentioned, the present versiamsfwIND allows for the calculation of
a consistent temperature stratification, utilizing a flexrection method in the lower wind and the
thermal balance of electrons (cf. Kubat et al. 1999) in teopart:’ The region where both methods
are connected is somewhat dependent on mass-loss, budllypies atrr.ss = 0.5. Although the
implementation of this method is straightforward, and tbetdbution of individual processes have
been discussed in fair detail by Drew (1985, 1989), threatp@re worth mentioning.

In order to calculate the appropriate heating/coolingsraésulting from collisional bound-bound
transitions, the population of excited levels is as impurgs the population of ground and meta-stable
ones. This can readily be seen from the fact thatrtbeheating rate from a collisional transition
between lower level and upper level, can be expressed as

Qui — Quu = (nuCui — MCly) hg, = mCrhvy, <% - 1> ; (2.92)
with collisional ratesC,; and NLTE departure coefficients, b,. Thus, theratio of departure coef-
ficients controls whether a certain transition heats orstiee plasma and its deviation from unity
controls the degree of energy transfer: Heating resulta fransitions with an upper level being over-
populated with respect to the lower one, and cooling viceaet hus, the occupation numbersatif
ionic levels have to be known with some precision, and we havaodify our approach when the
electron thermal balance is used to calculate the temperatofile. The approximate NLTE solu-
tion as described in Sect. 2.4 simply doeg yield the required occupation numbers of excited levels

163 typical example is the 8i IR transition 4°D*® - 4f 2F°
Note that adiabatic cooling resulting from wind expansmpriesently neglected in our models (work under way).
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(except those which are directly connected to the ground etasstable level), and any brute force
approximation would give incorrect heating/cooling rates

To overcome this dilemma we incorporated a detailed saluifdhe statistical equilibrium at least
for those elements with large contributions to the net hgatates (positive or negative). After some
experiments it turned out that the inclusion of the most danh background elements C, N, O, Ne,
Mg, Si, S, Ar, Fe, Ni (plus the explicit elements, of course}pufficient to stabilize the results. For
these elements then, the complete rate-equations aredswltie line transitions treated in Sobolev
approximation, whereas for the remaining ones the apprabarNLTE solution is employed.

The second point to be mentioned regards the flux-consernvafithe final models. The conven-
tional approach to calculate the energy balance, formaiiatéerms of radiative equilibrium, satisfies
this constraint by construction, at least in principle. @oumerical codes, includingMFGEN and
FASTWIND, calculate mean intensity and flux on different grids, whiomewhat destroys the cou-
pling between radiative equilibrium and flux conservatio@n the other hand, our formulation in
terms of the electron thermal balance is decoupled fromdtterirequirement, at least regarding any
explicitdependence. Note, however, that there is an implicit cogplia the rate equations, assuring
that the constraints of electron thermal balance and maeiaguilibrium are physically equivalent
(cf. Hillier & Miller 1998 and Hillier 2003, where further dtussion concerning both methods and
their correspondance is given). Insofar, we can use thewaethiflux-conservation as an almost inde-
pendent tool to check whether our models have been coretirircta consistent way. In most of the
cases considered so far we have found a perfect conservatibim the worst cases (below 5% of all
models) a violation up to 1.5% is possible.

The third point to be discussed is mainly relevant for ourcefmeapproach of modeling stellar
atmospheres. Presently, and in accordance with the myajfrisimilar codes, we dmot update
the photospheric density stratification once it has beecutzted. Since the photospheric structure
equations are solved for the gas-pressirand the density is calculated from the rafyT, the
density is only as good as the initial “guess” for the tempggastratification. Moreover, an implicit
dependence of the final temperature distribution on thielrguess is created.

Thus, it is still important to obtain a fair approximatiorr tbe latter quantity, which in our models
is accomplished via the corresponding NLTE Hopf-paranseteee Paper I) which have to account
for line-blanketing effects. Meanwhile, we have accunadad large set of these parameters from our
model-grid calculations (and, for cooler temperaturesnfcorresponding Kurucz-models). If, on the
other hand, the initial (photospheric) temperature gication were not appropriate, both occupation
numbers and line profiles would be affected from the errosatmnsity (although the flux would be
conserved, see above).

In Fig. 2.12 we show some of our results in comparison withltegalculated by means @fm-
Basic, a code which also uses the electron thermal balanbeioly, the differences are tiny and
visible only for the temperature bumps of supergiants, whie predicted to be more prominent by
wM-Basic. Note, however, that our solution is more consistéttt the results fronCMFGEN (see
Fig. 2.14), which will be presented in the next section.

Comparing the computation time of models with and withoutsistent temperature structure,
we find a typical difference of a factor of two. Interestinglliye number of iterations becomes only
moderately larger (because of the fast convergence of tiqgebature when using the electron thermal
balance, see Kubat et al. 1999), and most of the additionalis spent for solving the NLTE equations
for the important back-ground elements.

We finish this section with an interesting finding and warnimgter having calculated a large
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Figure 2.12: FasTwIND (bold) vs. wm-Basic ~ Figure 2.13: Extreme temperature-bump around
(grey): comparison of temperature stratification for 22,000 K: FASTWIND (bold) vs. wM-Basic (grey,
some of the models described in Sect. 2.5.3. dashed) and MFGEN (crosses). See text.

number of models with our code, in certain domainsigf we have found temperature bumps of
extremeextent. In contrast to “normal” bumps (arising from lineatiag in the outer photosphere)
which are of the order of 2,000 K or less for O-stars (Fig. p.t8rresponding values at lower effective
temperatures might reach 5,000 K, as shown for an exemplaayfdnodel at7.g = 22,400 K in
Fig. 2.13.

We like to stress the fact that this behaviour has been coedirby calculations performed by
means ofwmMm-Basic andcMFGEN, kindly provided by T. Hoffmann and F. Najarro on our request
This finding (identical results for an unexpected and sonawtrange effect) allows for two conclu-
sions. First, the effect is “real”, at least in terms of thelad physics (see below), and second, the
results from different codes using different techniquesstirongly converging, which is very promis-
ing and allows for an increasing trustworthiness of theltesbemselves.

After some investigations, it turned out that the featurdesrdiscussion originates from bound-
bound heating by @ 8which is a major ion at these temperatures), contributeteytransitions
connected to the ground-state (singlet), to the metaestabkl (lowermost triplet state) and the tran-
sition between ground and meta-stable level at roughly 200gote that the latter transition has been
identified to be of significant importance for the energyabak in the wind of P Cyg, in that case
as a cooling agent (cf. Drew 1985, Fig. 3). In our case, howetlie Qi ground-state is strongly
underpopulated in the transonic region (because of the séfeet under-populating the Heground-
state in hot stars, cf. Gabler et al. 1989), so that the btankeq. 2.92 becomes very large and the
heating-rate enormous, also because of the large cobiisgirengths of these transitions. If, on the
other hand, the contributions byiiCare neglected at all, a temperature bump of only moderatdssiz
created.

The lesson we learn from this exercise is two-fold. Firsty@couple of lines (from one ion)
can lead to a considerable heating in stellar atmosphetrdsast theoretically. Since this heating
takes place in the outer photosphere it will have a signifieffiect on the spectra, and we can check
this prediction observationally. However, we have alsodnsider that the degree of heating (i.e.,
the extent of the temperature bump) depends strongly onoifnesponding collision strengths of the

18at this specific temperature, bumps at other temperatuigisate from different ions, e.g., helium.
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Figure 2.14: As Fig. 2.12, but forFASTWIND Figure 2.15: As Fig. 2.8, but forFASTWIND
(bold) vs. CMFGEN (grey, dashed). The stellar vs. CMFGEN (grey). Effective temperatures as in
parameters are similar to the models displayed inFig. 2.14. Only the EUV part is plotted, at larger
Fig. 2.12, withT.g (6V) = 35861 K, Tog (3V) = wavelength the results are extremely similar.
43511 K, Toq (5la) = 35673 K andl.q (2la) =

44642 K.CMFGEN results from the model grid as

calculated by Lenorzer et al. (2004).

responsible transitions (as a function of temperatured, lmafore relying on our results we have to
carefully check for possible uncertaintits.

2.8 Comparison with CMFGEN

In this section, we will compare the results from our modéts worresponding results frooMFGEN,
with particular emphasis on the optical H/He profiles whiaehmot be compared to results framm-
Basic, due to lack of comoving frame transport and adequm¢ebroadening. For this purpose, we
have used theMFGEN-simulations by Lenorzer et al. (2004), who have providedaaf dwarf, giant
and supergiant models (no clumping) in the O-/early B-staige. The correspondirgpSTWIND
models have been calculated with identical parametersthanéxplicit elements (H/He) have been
treated with comoving frame transport. Thus, the only “ptgls difference in both calculations
concerns the photospheric density stratification, whidpjgroximated by a constant scale-height in
CMFGEN, but described consistently lasTwIND (cf. Sect. 2.5).

The corresponding temperature profiles are displayed inZig, for two dwarf and two super-
giant models with parameters similar to our comparison with-Basic. Remember that the tempera-
ture structure is derived from radiative equilibriumdmFGEN, whereasASTWIND uses the thermal
balance of electrons in the outer atmosphere. Overall, ifferehces are small, and the extent of
the temperature bumps are comparable. The only disagréesfiund in the outer wind, where
FASTWIND uses an artificial cut-offf{,,;, =0.4T.g ) in order to prevent numerical problems at lower
effective temperatures. We have convinced ourselveshisatut-off has no further consequences for
the models as described here, which neglect adiabaticngplithe outer wind anyway.

Fig. 2.15 compares the corresponding EUV-fluxes, in anatodyig. 2.8. As already discussed

9Note that even some of the hydrogen collision strengths haee revised recently, cf. Przybilla & Butler (2004).
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in Sect. 2.5.3, the largest differences occur in theiH®ntinua. This effect can be seen even clearer
in Fig. 2.16, lowermost panel. Regarding the supergiah&sdeviation is contrary to our comparison
with wm-Basic: ThewmMm-Basic Hal-fluxes were mostly lower than those framasTWIND, whereas
the cMFGEN-fluxes are larger, particularly at the edges, so that theesponding Zanstra integrals
become larger as well. Thus, thesTwIND results forQy.; lie roughly in the middle of the results
from cMFGEN andwmMm-Basic, at least for the supergiants. Again, we like to pount the extreme
sensitivity of the model predictions in this frequentiahge and warn the reader about any uncritical
use of corresponding results, e.g., with respect to nebokdeiing.

Regarding the dwarf models, both codes give more or lessiggémesults for the Ha-continua
for To¢ < 36,000 K, whereas at hotter temperatures extreme diffeseae found for the two models
atT.q = 41,000 K and 43,500 K, respectively. In contrast to both pnedictions and those from
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wM-Basic thecMFGEN-models do not show any Heedge at all, cf. Fig. 2.15, model “3V".

Concerning the @ -continua (actually, for the complete range within 3IW0< A < 400,&), the
hotter modelsT.¢ > 35,000 K) show a higher flux-level isMFGEN, for both the supergiants and the
dwarfs. We have already commented on this problem in Séc8 and speculated that this behaviour
is related to missing line-opacity. (Qtself plays no role at these temperatures). Of course, weata
exclude a problem in our approximate treatment of linekilg. Finally, and in accordance with the
comparison withvm-Basic, the agreement of tha Hand He-continua is almost perfect.

Figs. 2.17 and 2.19 are now the most interesting plots irségtion, displaying the strategic H/He
lines in the optical e MFGEN-profiles in grey). Regarding the dwarfs, the agreementrobat all lines
is excellent. The only differences are found for the lineesoof Hel14686, which are shallower in
CMFGEN at almost all temperatures, and for theiHgnglets for models ‘4V’ to'6V’ withT,.¢ lying
in the range between 41,000 K and 36,000 K, respectivelytg @t for model ‘4V’ Ha4387 agrees
well whereas He4922 and He6678 differ). Most prominent are the differences for modg\s and
‘6V’ (the same is true for the giant models not displayed hendere all singlet lines predicted by
CMFGEN are almost a factor of two smaller in equivalent width thamsthpredicted b¥ASTWIND.
Most interestingly, however, the triplet lines agree petijethroughout the grid.

So far, the origin of this discrepancy could not be identifipdrticularly, the atomic data used
(incl. broadening functions) are very similar, and alsoitimézing continua (important for the singlet-
formation) agree very well, as shown above. One might spéethat there is a connection to the
flux differences around the He resonance line at 304 or to possible discrepancies at the He
resonance line(s), but this has to be checked carefullgsgtiyations under way). Further comments
on this discrepancy will be given after we have discusseddselts for the supergiants.

The corresponding profiles are displayed in Fig. 2.19, uppeel. There, the situation is some-
what different from the dwarf case. At first, we note that tlegidtions of the Hesinglets are not
as extreme as before. Significant disagreement is foundfonkie14922 and 6678 (no problem for
He14387) in model “5la” (36,000 K), where these singlets are kvaayway. For model “61a” the
differences are moderate, much less than the factor of tvamiivalent width encountered above.
Noticeable differences are found for other lines thoughfirat, the hydrogen Balmer line wings pre-
dicted bycMFGEN are much stronger, which would lead to lower gravities if aalgsis of observed
spectra were performed. Second, botbtaHd Hel14686 show stronger wind emission which would
lead to lower mass-loss rates comparedAeTWIND. Note however that the wind emission in both
lines is a strongly increasing function of mass-loss (€gls et al. 1996), and an analysis of observed
spectra would result in/ -difference not exceeding the 20 to 30% level.

The difference in the Balmer line wings points to a problermtimmed above, namely the as-
sumption of a constant photospheric scale heigliMrGEN. In order to obtain an impression in how
far this approximation (as well as the somewhat artificahgition from photosphere to wind) has an
influence on the resulting models and profiles, Lenorzer.¢2804) have calculated an additional set
of “low-gravity” supergiants, where the gravity has beewdoed by typically 0.1 to 0.2 dex (model
series “lg”) with respect to their “standard” grid of supergiantsudto this manipulation, at least
part of the effect of photospheric radiation pressgtg is accounted for (although this quantity is
not constant throughout the photosphere), since the profitesde a measure of theffectivegravity
(i'e'iggrav - grad) alone.

In Fig. 2.19, lower panel, we compare thesTwIND profiles (identical to those from the upper
panel, since our “high gravity” modetio include the photospherig..q) with these low-gravity mod-
els calculated by MFGEN. Consequently, the photospheric densities should be murk similar
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than in the previous case, at least in those regions wherBdimaer line wings are formed. Indeed,
the differences in K and H; have now vanished, and also theétnission is very similar, except
for the hottest models on the blue side of the profile. In soases, the discrepancy for H4686

has become weaker as well. The Higplets have not changed (they seem to be almost independen
on the photospheric density GaMFGEN), whereas a strong influence on the isiaglets is found. In

the “critical” temperature region, they have become sigaiftly weaker, and a strong discrepancy
also for the low-gravity model ‘6ldg’ is present again, by the same degree as we have foundeor th
dwarfs.

In summary, we find a very good agreement with the opticaltspéom cMFGEN if the problem
of different density stratifications is accounted for. Thdyadisturbing fact is the strong difference
in the Heisinglets for dwarfs between 36,000 to 41,000 K and for slaetg between 31000 to
35,000 K.

Although it is presently not clear which profiles are “cottamr whether the truth lies in the “mid-
dle”, we like to point out the following. In our analyses of I@etic O-stars (Repolust et al. 2004), no
problems were found to match both the observed singlet @pldtttines in dwarfs. Concerning the
supergiants, we actually met a problem for almaltstars cooler than O6, namely the well-known
“generalized dilution effect” (see the discussion andreziees in Repolust et al. 2004). Briefly, we
could fit all Hel lines (singlets and triplets) in parallel with the Helines, except for H&4471
(triplet) which was predicted to be too weak. One might arthat this is a symptom of generally
incorrect Ha lines, and speculate that this problem is related to thenisistency seen here. As-
suming that the Hesinglets produced byAsTWIND are erroneous it might then be possible to fit all
Hel singlets and the\ 4471 triplet at cooler temperatures. In this case, howeveandCMFGEN!)
would meet the problem that the other triplet lines woulddzegtrong and the Helines too weak!

Presently, there is no other way out of this dilemma than téop@ a number of detailed com-
parisons, with respect to both the models and the obsengti®ince the actual problem concerns the
ratio of triplet to singlet lines and the problem is most pronouhfe dwarfs, it should be possible to
find a solution by comparing the theoretical predictionstfos ratio (in terms of equivalent widths)
as a function ofl ¢ vs. the observed ratio as a function of spectral type forgelaample of stars.
Such work is in progress now.

2.9 Model grids

As already outlined in Sect. 2.1, the parameter space toviestigated for the analysis of one object
alone is large and almost prohibitive for tdetailedanalysis of very large samples of stars which
have recently been collected (e.g., by means of the muiieblspectrograpRLAMES). Alternatively,

a somewhat coarser analysis by means of the “traditionatiehgrid method is still applicable if an
appropriate grid can be constructed. In this section, wkegiik some suggestions for this objective
and report on first progress.

Although the presence of a wind introduces a large numbedditianal parameters to be con-
sidered in a fine fitM, Uso, 3 and Ry), there is a fortunate circumstance which allows for the
construction of such model-grids with onbnpe more parameter compared to grids from hydrostatic,
plane-parallel models, at least if we do not aim at the aimbysspecific (UV) resonance lines.

As has been shown by, e.g., Puls et al. (1996, see also Scleimaitz1989; de Koter et al. 1998
for diversifications), the wind-emission from recombinatdominated transitions (so-callpéHines)
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remains rather unaffected from the specific choice of thiddal values ofM , Uso @aNd R, as long
as the wind-strength paramet@r(also denoted as the “optical depth invariant”),
Q= Lﬁ, (2.93)
(Voo Ry )2

does not vary. In this case then, most of the other lines akssepve their shape. An example is given
in Fig. 2.18, where we have varied the mass-loss rate of alnabdeCam (cf. Repolust et al. 2004)
by a factor of two (and accordingly the radius ¥y’) without almost any effect on the resulting H/He
spectrum.

This behaviour (i.e., spectrum and emergent fluxes depemalsalexclusively ord) and not on its
individual constituents) follows from the fact that

e p?-dependent line processes (e.g., recombination linesemwhance lines from ions one stage
below the major orf®) scale with@ in the wind regime,

e the wind density scales with/ / (v, R2) (continuity equation), and
e (resonance) lines from major ions scale withy (v R, ), e.9. Hamann (1981).

Thus, the common power of “1.5" with respectug, and R, used inQ), which refers to the scaling
of p? lines, is also the best compromise to deal with the otheriphlyparameters affecting a stellar
model (most importantly, the line-blocking which dependthbon density and line opacity).

Exploiting this knowledge, we have constructed a set of mrealel-grids for the analysis of
H/He profiles with three different helium abundanc&g, = 0.1, 0.15 and 0.2, and three different
background metallicities, z = 1.0,0.5 and 0.2 (cf. Sect.1§,3espectively. Each grid with given
helium abundance and metallicity is three-dimensionahwaspect to the parametél; , log g and
log @, and the grid-spacing is roughly equidistant. The indiaidtalues for parameters incorporated
into log (Q (which are actually needed to calculate a specific model)aalutitional ones have been
assumed according to present knowledge:

2e.g., Siv in most hot stars
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e R, from “empirical” values, as a function of spectral ty@e« ) and luminosity classl¢g g ).

e v, as a function of photospheric escape veloeity,
Voo = C(Teff) * Vesc) (294)
in accordance with the results collected by Kudritzki & P{@e00).

e Velocity exponents from empirical values (see also Kudritzki & Puls 2000 ancerefces
therein), withg = 0.9 (as a compromise) for O-stars and increasing values toviatelstypes.

e M fromlog @, R, andus as specified above.
e micro-turbulence.,,, = 15 km s 'throughout the grid as a compromise between O and B stars.

Our present grids comprise the range 20,000<KT.s < 50,000 K with A T.g= 2,500 K,
log g between 2.X log g < 3.2 atT.¢ = 20,000 K and 4.6< log g < 4.5 at To¢ = 50,000 K.

The position of all models can be inferred from Fig. 2.20. Wfigspect tdog () we have used
values with -14.6< log Q < -11.4 (A log 2 = 0.35 in most cases), where the lowest value corresponds
to an almost negligible wind and the highest one to almostf\Ralet conditions.

The denotation is such that we specify a letter for the winasdg (“A’ to “H”, with densities
log Q =-14.0, -13.5,-13.15,-12.8,-12.45,-12.1,-11.75,- 1 ledpectively, ifM is calculated iMe/yr,
Voo in km s7tand R, in R.)). Effective temperature and gravity are denoted by two aigteach.
Thus, model “E2730" refers ttog Q = -12.45, T, = 27,500 K andlog g= 3.0. Typical O-type
supergiants correspond to series “E”, and typical B-tygeesgiants to series “D”.

For all these models we have calculated H/He profiles andelgumt widths in the optical and the
IR. Thus, by simply over-plotting observed vs. simulatedcta one finds an immediate guess for
the parameterg.g , log g, Yue and wind-strength if the background metallicity is spedifend the
theoretical profiles have been convolved accounting fatimtal broadening and resolution. In this
way, the coarse analysis of one star is possible within aleafpminutes and might be fine-tuned by
calculating specific models (particularly with respecptif inferable from the emission line shapes).

In addition, a plot of various iso-contours of calculatedigglent widths gives deeper insight into
certain dependencies. As an example, Fig. 2.20 shows thet aff wind emission on He&l471.
Further examples, particularly with respect to the spédya@e classification criterium of O-star,
log W' = log(ew4471) — log(ew4541), are given in Massey et al. (2005).

We intend to make these grids publicly available in the naauré when the problem regarding
the Helsinglets has been solved.

2.10 Summary and outlook

In this paper we have described all updates applied to owique version ofFASTWIND (Paper 1),
regarding the approximative treatment of metal line-biogklanketing and the calculation of a con-
sistent temperature structure.

The problem of line-blocking has been tackled in two stepisst,Fthe occupation numbers of
back-ground elements are calculated by an approximativutiao of the corresponding equations of
statistical equilibrium with the option that the most abantdelements are treated almost “exactly”,
i.e., by means of the Sobolev transport for line processesnpared to alternative approaches (cf.



2.10. SIMMARY AND OUTLOOK 69

Sect. 2.4) our method allows for the treatment of differgaih systems, radially and frequency de-
pendent radiation temperatures and a consistent ALItiteracheme. We have tested our solutions
by comparing the approximative results with results fromatxsolutions and have not found any
major discrepancies.

The occupation numbers derived in this way are subsequesdg to calculate the line-blocked
radiation field, again, in an approximative way. To this emd have formulated suitable means for the
opacities (in analogy to Rosseland means but for frequemteyvials not larger than 1,000... 1,500
km s7!) and emissivities (two-level-atom approach), and the lti@supseudo-continuum of over-
lapping lines is treated by means of a conventional contmuadiative transfer. Specific problems
inherent in our approach (regarding a rigorous statistleatription) have been pointed out and might
lead to inaccurate solutions in a few cases. Investigatmimaprove our approach are presently under
way in our group, as discussed in Sect. 2.5.

Our new version oFASTWIND allows for the calculation of a consistent temperaturecstne
by applying a flux-correction method in the lower atmosplemd the electron thermal balance in
the outer one. Regarding optical H/He lines, no major diffiees have been found compared to our
previous NLTE Hopf-function method (cf. Paper | and Repbéisal. 2004).

Due to the approximations applied and as intended, the ypeafoce of our code is very fast. The
total computational time (starting all models from scratishof the order of 30 minutes on a PC with
a 2 GHz processor if only H and He lines are considered asaéxjgns, whereas the inclusion of
other elements (e.g., Urbaneja 2004) into the “explic&atment requires additional 5 to 10 minutes
each.

The new methods have been extensively tested by comparihgesiults fromvm-Basic andcMm-
FGEN, concerning temperature stratification, fluxes, numbepnizing photons and opticdl H/He
profiles (comparison witkMFGEN only).

We have highlighted the importance of photospheric liresgure, which is incorporated into the
FASTWIND models and neglected in the standard versioFGEN, if not coupled to the plane-
parallel codeTLusTY (see Sect. 2.1). Particularly, we have found indicatiors the use of the
Sobolev approximation (within the force-multiplier coptein wm-Basic can lead to an underesti-
mate of this quantity, as already predicted by Pauldrach. ¢1886). On the other hand, the den-
sity/velocity stratification resulting from our approadgmpoothly connecting the quasi-static photo-
sphere and g-law wind) agrees surprisingly well with the hydrodynamiiesture as calculated from
a consistent solution i is not too different from the “canonical” value of 0.8... 1.0

All three codes predict almost identical temperature stines and fluxes fok > 400A, whereas
at lower wavelengths certain discrepancies are found. @oadgowm-Basic (using an identical line
list for the background elements), asupergiantmodels differ only in the Ha continua, where the
FASTWIND-fluxes are somewhat larger, but still lower than the comadmg fluxes fromCMFGEN.
Since fluxes and corresponding numbers of ionizing photeast iextremely sensitive to subtle model
differences in this wavelength regime, we consider any itioar use of these quantities as being
dangerous.

Major discrepancies are also found in the rangeéOQ A < 4004, i.e., inthe QI continuum
and at the H& 304 resonance line. Compared to betiv-Basic andcMFGEN, our dwarf models
produce less flux in this region (more blocking or less ressinn), whereas thgupergiantmodels
of FASTWIND andwM-Basic agree very well. The supergiant model€®iFGEN, on the other hand,

2YR-lines will be presented in a forthcoming paper (Repodust., in prep. for A&A), with a similar agreement between
FASTWIND andCMFGENas for the optical ones.
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show much less blocking which might point to some missingcapaAgain, we like to stress that the
Hi and He continua agree very well in all three codes.

For the optical H/He lines, the coincidence betweasTwIND andCMFGEN is remarkable, ex-
cept for the He singlets in the temperature range between 36,000 to 41,000d¢arfs and between
31,000 to 35,000 K for supergiants, whereFGEN predicts much weaker singlets. Up to now, the
origin of this discrepancy could not be identified, but waskinder way to solve this problem.

Although it is reassuring that the different codes agred wigh respect to most of their predic-
tions, this is only part of the story. One patrticularly dibing fact concerns the present mismatch
between the parameters obtained from an analysis in theabpind the UV, respectively. In the ma-
jority of cases, the UV gives lower effective temperatuies, of the order of 2,000 to 4,000 K, if one
compares the analyses of Galactic stars performed by Bi&@larcia (2002) and Garcia & Bianchi
(2004) with results from Repolust et al. (2004yN-Basic vs. FASTWIND) and the corresponding
work for Magellanic Cloud stars by Hillier et al. (2003) anduet et al. (2003) (partly including
also the optical range) with the results from Massey et &8042 2005) CMFGEN VS. FASTWIND).
(Interestingly, the work by Crowther et al. 200@MFGEN) indicates higher temperatures for MC
supergiants than derived by Massey et al. 2005.)

Part of this discrepancy (if combined UV/optical analyses @mpared) might be related to the
Hel singlet vs. triplet problem as discussed above. Note, hewdvat this would account only for
discrepancies in certain domains of ffig: space and would typically result in maximum differences
of the order of 2,000 K, as has been found from a number of @stilations performed by one of
us (J.P) and F. Najarro (usirgmrFGEN), which will be reported on in a forthcoming publication.
Moreover, the temperature scale for O-type dwarfs as dihyeMartins et al. (2002) usingMFGEN
and concentrating on the classification criteriumi#&71 (triplet) vs. Hel4541 is actually 1,000 to
2,000 Khotterthan the calibration by Repolust et al. (2004).

In a recent paper, Martins et al. (2004) have discussed tbertainties inl.¢ which is obtained
by relying on different diagnostic tools in the UV, analygifour SMC-N81 dwarfs of spectral types
06.5 to 08.5. From the specific values derived from the U\sicahdex, the ionization balance
of Qiv/v and Fev/v and the Nv1238/1242 and (0 1426/1428 doublets, respectively, they quote a
typical uncertainty oft 3,000 K inTg , which might easily account for part of the discrepancieh wi
the optical.

Unfortunately, it is rather difficult to compare the diffames obtained so far in a strict one-to-one
case, simply because the corresponding samples hardliapvén particular, a large fraction of the
objects which have been analyzed by meansFGEN are somewhat extreme, comprising either
supergiants with (very) dense winds (Crowther et al. 2002jvearfs with very thin winds (Martins
et al. 2004). The analysis of SMC stars by Bouret et al. (2008)the other hand, covers only a
sample of 6 dwarfs, in contrast to the larger sample by Massay. (2004, 2005), and, therefore, it
is not clear in how far selection effects do play a role. Hipdt is interesting to note that at least for
one object in common, the O4I(f) staPup (HD 66811), the different analyses give almost idehtica
results (Crowther et al. 2002, Repolust et al. 2004 and Paahdet al., in prep. for A&A, analyzing
the UV by means ofvm-Basic).

Thus, we conclude that the present status of hot star pagesnist not as clear as we would
like it to be. Actually, we need to understand a number of tialthl physical processes and their
influence on the derived parameters. Most important are itleetcand indirect effects of the line-
driven wind instability, i.e., the formation and interaxcti of clumps and shocks leading to X-ray
emission and enhanced EUV-flux in the wind (e.g., Feldmeiexl.€1997; Pauldrach et al. 2001).
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Although incorporated to some extent into present codesetare simply too many questions to be
answered before we can consider these problems as solvegivelonly two examples: We do not
know the spatial distribution of the “clumping factor”, aatbo the X-ray emission is only on the
verge of being understood (e.g., Kramer et al. 2003; Oskirsi\al. 2004).

Before these effects can be treated in a realistic way, wgestdo primarily rely on diagnostic
tools which are least “contaminated”, i.e., to concent@iewveak lines formed in the stellar pho-
tospheres (except, of course, the mass-loss indicatorshwiill always be affected by clumping).
Future investigations of O-type stars performedragTwIND will have to utilize not only H and He
but also metal lines, as already incorporated into the aisabf B-stars (cf. Sect 2.1). Particularly,
one of the most important tools will be nitrogen with its sigesensitivity even at higher temperatures
where Ha begins to fail. Work in this direction is under way.
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Chapter 3

Advances in radiatively driven wind
models

J. Puls, T. Repolust, T. L. Hoffmann, A. Jokuthy, R. O. J.ndene
IAU Symp. 212, 61, “A Massive Star Odyssey: From Main Seqé&acSupernova” edited
by Karel A. van der Hucht, Artemio Herrero and€ar Esteban, ASP, 2003.

Abstract. We report on a re-analysis of the Galactic O-star sampleepted by Puls et al. (1996) by means
of NLTE-atmospheres including line-blocking/blanketing particular, we concentrate on the question con-
cerning the dependence of the wind-momentum luminosistieel (WLR) on luminosity class. Owing to the
line-blanketing, the derived effective temperatures beegignificantly lower when compared to previous re-
sults, whereas the so-called “modified wind-momentum fa&sain roughly at their former values. Therefore,
we obtain a new WLR for O-stars. By comparing these “obs@mat” results with new theoretical predictions
and simulations, we conclude that the Fbrming region for objects with H in emission might be consider-
ably clumped and thus a larger mass-loss rate than actuakgpt is mimicked. We suggest that the previously
found dependence of the WLR on luminosity class is an artefac
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3.1 Introduction

One of the major results from the analyses of radiation drivet star winds is the empirical finding
that their (modified) wind momentum rate can be expressedase function of stellar luminosity,

log MvsoR%S ~ xlog L + D. (3.1)

In terms of theory, the slope of this relation correspondfi¢oinverse exponent of the so-called line-
strength distribution function (modified for ionizatiorfedts), i.e.,c = 1/a’. The vertical offseD is
controlled by the effective number of lines driving the wifgbth parameters depend on spectral type
and metallicity (for details, see Kudritzki & Puls 2000 amdarences therein).

Once having been carefully calibrated, the wind momentuninosity relation (WLR) will allow
for an independent determination of extragalactic distarm intermediate scales (up to Virgo/Fornax
cluster distances), utilizing spectra of A-type supertfidaken with 10m-class telescopes.

While considerable progress, with respect to such a céililorehas been obtained in recent years,
a number of questions became evident which so far prohibéegper understanding of some of the
empirical findings. As an important example, we like to memtihe problem of a much lower wind-
momentum rate of mid-type B-supergiants compared to offentgal types (cf. Kudritzki et al. 1999).

In order to clarify these questions and to allow for an updiaiew of the present status quo, we
have begun a re-investigation of already published datth mespect to both the “observed” values
and the theoretical predictions, on basis of up-to-dateatatthosphere codes includitige-blocking
and blanketing In the following, we will report on first results from theseestigations.

3.2 The WLR for Galactic O-stars: observations and theory

In Fig. 3.1, we display the starting point of all follow-upsgstigations, namely the WLR for Galactic
O-stars, as presented by Puls et al. (1996). Interestinglynique relation had been found; instead, a

WLR for Galactic O—stars, Puls et al 96
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Figure 3.1:WLR for Galactic O-stars (cf. Puls et al. 1996), in companigath recent theoretical predictions
(dashed: Vink et al; diamonds: simulations by PauldracH.efa the same stellar parameters as derived by
observations). Numbers correspond to luminosity clagewar indicate upper limits for the modified wind-
momentum rate (MWMR), and the lines result from linear regien to I.c. | and I1I/V objects, respectively.



3.2. THE WLR FORGALACTIC O-STARS, OBSERVATIONS AND THEORY 79

5.0x10% = \ \
L AN dashed: Vacca et ol. 1996 ]
L dwarfs(upper)/ SGs(lower) |
L bold : Martins et ol. 2002 ]
45x104 dwarfs (CMFGEN+ISA)
) L dotted: Crowther et al. 2002 4
L extreme MC—SGs (CMFGEN)]
4.0x10* - o —
- = A
©
= L
35x10* - —
L. e N N ]
3.0x10%F triangles @ lc | - A i
r plus signs: Ic Il A b
[ asterisks : Ic V N
2.5%1 O4 L I I I | ° |

2 4 6 8 10 12
spectral type

Figure 3.2:T.¢ vs. spectral type for Galactic O-stars (line-blanketed et®dhis analysis), compared to sim-
ilar investigations and results from unblanketed modele &ntries at O2 correspond to HD93129A (recently
detected binarity status, withm ~ 0.5, E. Nelan & N. Walborn, priv. comm.), displaying upper and/éw
limits for T.g. Cirles enclose extremely fast rotators withsin: > 300 km/s.

clear separation between luminosity class | objects anteit€here: 1ll and V) seems to be apparent.
The most obvious interpretation would be that the effeativenber of driving lines is a function of
luminosity class. A comparison with recent theoreticaldrgons, however, indicates that this is not
probable. While originating from completely different apaches, the simulations by both Vink, de
Koter, & Lamers (2000, Monte-Carlo simulation, wili resulting from global energy conservation)
and Pauldrach, Hoffmann, & Méndez (2002, self-consistime-blanketed wind models) predict a
unique relation which is located in between the two “obséhanes. Actually, this uniqueness had
previously been found in more simplified theoretical catiohs, cf. Puls et al. (1996).

One has to keep in mind that the stellar/wind parametersiegtEig. 3.1 had been derived from
pure H/He models, and that an influence of line-blanketirfigces is more than likely. In order to
exclude this potential source of uncertainty from furtheuanentation about “observed” relation(s)
(nevertheless, dependent on the underlying physical gggum) and possible contradictions with
theory, we have begun to re-investigate the situation bynse#line-blanketed models which have
recently become available.

For this purpose we have usedsTwIND (Santolaya-Rey, Puls, & Herrero 1996) which has been
updated for an approximative treatment of line-blockiteyileting by us (for a brief description and
first applications, cf. Herrero, Puls, & Najarro 2002). Todsle follows the philosophy of performing
appropriate physical approximations allowing for a verst feomputational time. Note that even the
re-analysis of our first Galactic O-star sample requirecctiieulation of 350 models.

The code has been carefully tested, by comparison withteesalm alternative, fully blanketed
codes presently available (e.g., witmFGEN (Hillier & Miller 1998), TLUSTY (Hubeny & Lanz
1995) andwwm-basic (Pauldrach, Hoffmann, & Lennon 2001)). Part of thesés have already been
discussed by Herrero et al. (2002), and additional matailabe published elsewhere.

For our re-analysis, we have used the spectra described rierdect al. (1992) and Puls et
al. (1996) and performed detailed line fits to the Hydrogemna lines ¢ to ¢), He and Hel,
including A 4686 (strongly wind-contaminated) and those He-lineshimgring H,. Details will be
presented in Repolust et al. (2002, in prep.).
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WLR for Galactic O—stars, this paper + CygOB2-stars Comparison observations vs. theory
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Figure 3.3:WLR for Galactic O-stars, using line- Figure 3.4:Comparison of observed and theoret-

blanketed models, including results from Herrero et ical wind momenta. Upper panel: absolute values;

al. (2002) for CygOB?2 stars (squares). lower panel: difference of logarithmic wind mo-
menta. Lines indicate the mean difference with re-
spect to l.c. | and for the rest, corresponding to (av-
erage) factors of 3.5 and 1.1, respectively (see text).

In Fig. 3.2, we display our new spectral type V3. relation. For dwarfs, the influence of
line-blanketing is slightly larger than found by Marting;iaerer, & Hillier (2002) in a comparable
investigation (utilizing model-grids), whereas our effee temperatures of supergiants are somewhat
hotter than derived by Crowther et al. (2002) éxtremeVIC objects. (Extreme objects are rare in our
sample.) Note that the entry at O4 corresponds$ Rup, for which we have derived the same value
(39,000 K) as indicated by Crowther et al. Compared to ttestatalibration by Vacca, Garmany, &
Shull (1996), utilizing pure H/He atmospheres, the diffees are of the order of 4,000 to 8,000 K in
the earliest types and become minor around BO.

Whereas the effective temperatures decrease significémtiynfluence of line-blanketing on the
derived stellar radius andi/ is marginal, since the optical fluxes (used by us to determiipgare
similar to those from unblanketed models at their “oldeijher T (flux-conservation!) and since
the influence of the reduced electron temperature grisHveak. Thus, compared to results from
unblanketed models, the luminosities of the earliest typEome significantly reduced and remain
roughly constant around O9, whereas the “old” modified wirmhrentum rates are preserved. The
resulting WLR is displayed in Fig. 3.3 (triangles only). Qoamed to Fig. 3.1, two points become
apparent. First, the separation between I.c. | objects lamdeist is still present. Second, the vertical
offset is much larger (equal momenta at lowigr so that the “theoretical” WLR from Vink et al. is
now consistent with the “observed” WLR for non-supergiants

For most of the analyzed objects, we have additionally ¢ated self-consistent wind models by
means ofwmMm-basic. This was done for the stellar parameters derivelisnstudy and without fine-
tuning, i.e., without X-rays and leaving all metals at s@lbundance. The results, compared to both
the WLR by Vink et al. and the “observed” wind momenta, is shawFig. 3.4. On the one hand, the
similarity between the two theoretical predictions iskétrg. On the other hand, theory agrees quite
well with observations for non-supergiants, whereas f@esgiants an average factor of 3.5 seems
to be missing. A closer inspection (possible only for selfisistent hydrodynamical models) shows
that just a part of the models (indicated by circles) is ableproduce the observed terminal velocity,
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whereas the rest reveals a mismatch of the order of a factaogftheory too low). The reason for this
mismatch is still unclear, particularly since the (effeejigravities can be derived with rather narrow
error bars of orde-0.1...0.15 dex.

Corresponding UV-spectra have been calculated for all tspfler both the “observed” and the
self-consistent wind-parameters, in order to obtain aritiaddl constraint on the wind-density by
comparing them to the observed (IUE) spectra. Although we Imat undertaken a detailed analysis
so far, some preliminary conclusions are already possthssidering the global ionization balance,
we find no contradiction with our “new” temperature scale. @@ other hand, without inclusion of
X-rays, Qv is almost always saturated, thus prohibiting any furthercctsions. N in “cooler” stars
(below 35,000 K) is much too weak without X-rays, and feacts very sensitively to variations bf
(cf. also Crowther et al. 2002) which is also true (and wetwn) for Siv. Considering in particular
the subset of models where the self-consistent terminatitglagrees with the observed one, we find
an interesting behaviour: For those objects where the wbdemnd the theoretical mass-loss rates do
not agree, 3v favours the “observed” one, whereas the lines formed ctotgetphotosphere (mainly
Fe, Ni) seem to be consistent with a lower value.

In order to gain insight into whether the apparent probleresa@lated to our spectroscopic anal-
ysis or to the theoretical simulations, the observed WLROpgOB?2 stars (which should be free of
errors related to relative distances) has been include)irBF3. Note that this WLR has been derived
with the same code as applied in the present investigatiorHg@rrero et al. 2002 and this volume).
Although this sample consists almost exclusively of suipetg, the clear separation as a function of
luminosity class, which we have confirmed for objects fromn sample, is no longer visibile. On
the contrary, only two objects, hamely the most extreme rgjigrets in the CygOB2 sample, follow
the “upper” WLR, whereas the derived values for all othereotsj are consistent with our WLR for
l.c. NI/V stars.

Guided by this perception, we have replotted our data (diotuthe Cyg OB2 stars) in a slightly
different manner, as shown in Fig. 3.5. In this plot, we hadassified our sample in terms of the
observed H profile: Class 1 comprises those objects withiH emission, class 3 designates objects
with an absorption profile partly refilled by wind emissiondaclass 5 comprises objects with almost
purely photospheric K profiles. Classified in this way, a unique trend, now also fier CygOB2
stars, becomes visibl&tars with H, in emission and those with refilled absorption profiles fowo t
distinct WLRs

3.3 Conclusions: Clumping?

The difference between the new class 1 and 3 objects is, o§epgiven by the different contribution
of wind-emission to the total profile. In class 3 objects,yarntributions from the lowermost wind
can be seen, whereas in class 1 objects the emission is dggiuifecant volume of the wind, out to
1.5R, in extreme cases (cf. Puls et al. 1996). Thus, there is thalplity that for these objects weee
the effects of @&lumpedwind, which would mimic a higher mass-loss rate, as is masgiably the case
for Wolf-Rayet winds. Note that we do not exclude the presasfclumping in the intermediate/outer
wind for class 3 objects, but owing to the low optical depthsiveply cannot see it, in contrast to the
case of class 1 objects where we observe the emission frorgex klume.

Actually, the principal presence of clumping has never reéed out for O-star winds; however,
there was simply no indication thtte H, forming regionwas considerably clumped (see the discus-
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Figure 3.5:As Fig. 3.3, however classified as function of Hrofile type (see figure and text.

sion in Puls et al.). Our new perspective is the result of analysis of old data with improved mod-
els. In addition, recent theoretical considerations {@gvocki & Puls 1999 and references therein;
Feldmeier, Puls, & Pauldrach 1997) do not prohibit such atikadly deep-seated clumped region.
Interestingly, time-series analyses ofiIH&4686 from( Pup by Eversberg, Lepine, & Moffat (1998)
have revealed “outward moving inhomogeneities”, fromeaginear the photosphere out t&2.

Our hypothesis of seeing the effects of clumping at work gpsuted by three further facts. First,
our hypothesis is consistent with the behaviour of the stittSiv line described above, since this
line reacts similarly to H (being ap? dependent line in O-stars). Second, for five out of the seven
“class 1" objects from our sample, those synthetic Balmmerdiformed in or close to the photosphere
(Hy and H;) show too much wind emission in their cores, and would rexatrleast a factor of 1.5
less mass-loss in order to be consistent with observatdnaléo Herrero et al. 2002). Third, if we
reduce the mass-loss rates of our class 1 objects by a fddiot2y these objects would perfectly fit
the WLR for class 3, in accordance with theoretical expémtat Such a factor would correspond
to an average clumping factor of 5.7, which is not too differieom the values found in the case of
Wolf-Rayet stars. Note also that a recent simulation foratineosphere of Pup by G. Grafener (priv.
comm.), including clumping, was able to simultaneouslyredpce the UV and optical spectrum,
for a mass-loss rate dfalf the value derived from our unclumped models. This findingedqtly
consistent with our conclusions stated above.

In summary, there are strong indications that mass-lodysesof (at least) O-star winds utiliz-
ing H, tend to overestimate the resulting values, unless clumigiagcounted for or the winds are
comparatively thin. Of course, we also have to be open ta q@bssibilities which might explain the
discrepancies found here. A combined multi-spectral afyJV, optical and IR) based on clumped
wind-models and applied to large samples of stars of diffiespectral type should clarify these ques-
tions. Taking the recent advances in radiation driven wiratlels into account, this task has now
become feasible.

Acknowledgements:

This investigation has been supported in part by the GerbieR under grant RD-RX-50 OR 9909
2 and by thdnternational Max-Planck Research School at the LudwigkMalians-Universiét, Mu-
nich.



Bibliography

Crowther, P.A., Hillier, D.J., Evans, C.J., et. al. 20024579, 774
Feldmeier, A., Puls, J., Pauldrach, A.W.A. 1997, A&A 322887
Eversberg, T., Lepine, S., Moffat, A.F.J. 1998, ApJ 494, 799
Herrero, A., Kudritzki, R.P., Vilchez, J.M., et al. 1992&A 261, 209
Herrero, A., Puls, J., Najarro, F. 2002, A&A 396, 949

Hillier, D.J., Miller, D.L. 1998, ApJ 496,407

Hubeny, I., Lanz, T. 1995, ApJ 39, 875

Kudritzki, R.P., Puls, J. 2000, ARA&A 38, 613

Kudritzki, R.P., Puls, J., Lennon, D.J., et al. 1999, A&A 3500
Martins, F., Schaerer, D., Hillier, D.J. 2002, A&A 382, 999
Owaocki, S.P., Puls, J. 1999, ApJ 510, 355

Pauldrach, A.W.A., Hoffmann, T.L., Lennon, M. 2001, A&A 3751

Pauldrach, A\W.A., Hoffmann, T.L., Méndez, R. 2003, in &rtAU Symp. 209, eds. S.Kwok &
M.Dopita, in press

Puls, J., Kudritzki, R.P., Herrero, A., et al. 1996, A&A 3051

Puls, J., etal. 2003, in: Proc. IAU Symp 212, eds. K.A. vanHiiecht, A. Herrero & C. Esteban, ASP,
p. 61

Santolaya-Rey, A.E., Puls, J., Herrero, A. 1997, A&A 323348
Vacca, W.D., Garmany, C.D., Shull, M. 1996, ApJ 460, 914
Vink, J.S., de Koter, A., Lamers, H.J.G.L.M. 2000, A&A, 3&85



84

BIBLIOGRAPHY




Chapter 4

Stellar and wind parameters of Galactic
O-stars: The influence of line-blocking
and -blanketing

T. Repolust, J. Puls, A. Herrero, A&A 415, 349

Abstract. We have re-analyzed the Galactic O-star sample from Puls @%96) by means of line-blanketed
NLTE model atmospheres in order to investigate the influeridme-blocking/blanketing on the derived pa-
rameters. The analysis has been carried out by fitting theoppberic and wind lines from H and He. In most
cases we obtained a good fit, but we have also found certaimsistencies which are probably related to a
still inadequate treatment of the wind structure. Thesensistencies comprise the line cores of&hd Hz in
supergiants (the synthetic profiles are too weak when the4has rate is determined by matching)rind the
“generalized dilution effect” (cf. Voels et al. 1989) whithstill present in He 4471 of cooler supergiants and
giants.

Compared to pure H/He plane-parallel models we found a dserim effective temperatures which is largest at
earliest spectral types and for supergiants (with a maxirshifbof roughly 8,000 K). This finding is explained
by the fact that line-blanketed models of hot stars haveqspdteric He ionization fractions similar to those
from unblanketed models at high&ks and higherlog g. Consequently, any line-blanketed analysis based
on the He ionization equilibrium results in low&kg-values along with a reduction of eithkrg g or helium
abundance (if the reduction tfg ¢ is prohibited by the Balmer line wings). Stellar radii andssdoss rates,
on the other hand, remain more or less unaffected by linekieking.

We have calculated “new” spectroscopic masses and comifaedwith previous results. Although the former
mass discrepandiHerrero et al., 1992) becomes significantly reduced, &syatic trend for masses below 50
Mg seems to remain: The spectroscopically derived valuesraadles than the “evolutionary masses” by
roughly 10M. Additionally, a significant fraction of our sample starayst over-abundantin He, although the
actual values were found to be lower than previously deteechi

Also the wind-momentum luminosity relation (WLR) changesause of lower luminosities and almost un-
modified wind-momentum rates. Compared to previous redihiésseparation of the WLR as a function of
luminosity class is still present but now the WIf& giants/dwarfds consistent with theoretical predictions.
We argue that the derived mass-loss rates of stars wjtinltmission are affected by clumping in tleaver
wind region. If the predictions from different and indepenttheoretical simulations (Vink et al. 2000; Paul-
drach et al. 2003; Puls et al. 2003a) that the WLR should bepeddent of luminosity class were correct, a
typical clumping factox p? > / < p >2~ 5 should be derived by “unifying” the different WLRs.
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4.1 Introduction

The understanding of massive stars and their evolutiontismyg fundamental tstellar astrophysics
but it also provides insights into a variety of other proesssMassive star winds (with parameters
depending on evolutionary stage and environment) areairtar the chemical and dynamical evo-
lution of galaxies through their input of energy, momentamd nuclear processed material into the
interstellar medium (e.g., Leitherer & Heckman 1995; &il& Tenorio-Tagle 2001; Oey 2003). In
the distant Universe, massive stars dominate the inteftatélight of very young galaxies (Steidel
et al. 1996; Pettini et al. 2000); even earlier they are tlspacted sources of the re-ionization of the
Universe (Bromm et al. 2001).

Thus, by observing and analyzing massive stars we can (iniple) provide the numbers required
to tackle these problems. Moreover, we can address a nurhbesaing questions which are of great
interest and might have significant consequences for owgrgennderstanding. Present efforts, for
example, concentrate on the physics of rotation (with retsfmeboth the interior structure by means
of mixing processes and the exterior structure by modifittmgywind morphology, e.g. Maeder &
Meynet 2000 and references therein), the influence of tiepeddent processes (see below) and the
so-called wind-momentum luminosity relation (WLR) whichigit become an independent tool to
derive extragalactic distances on an intermediate scpléo(the Virgo and Fornax cluster).

This knowledge is mainly derived from the analysis of stefipectra which in turn requires ad-
equate atmospheric models. For this purpose sophisticatettl atmosphere codes have been de-
veloped in the last decade, e.g., Hubeny & Lanz (1995), $ardeRey et al. (1997,FASTWIND"),
Hillier & Miller (1998), Pauldrach et al. (2001) and Grafaret al. (2002) which incorporate detailed
atomic models and improved numerical techniques. Theseslsaffer us the opportunity to derive
rather realistic stellar parameters and provide insigtet the chemical composition of stars. Addi-
tionally, the latter four codes allow for an investigatidriraportant wind properties such as mass-loss
rates, wind terminal velocities and velocity structures.

Considering that the actual value of the mass-loss rate bigmiicant influence on massive star evo-
lution®, the derived mass-loss rates need to be known to a level citjme better than a factor of two;
otherwise, evolutionary calculations relying on these bera could become completely erroneous.
Although such a precision is feasible (at least differdiytiaf. Kudritzki & Puls 2000 and ref-

erences therein), the situation looks different on an albsadcale. Most important in this sense
is the fact that stellar rotation (e.g., Maeder & Meynet 28)0Qhe intrinsic instability of the line-
driving mechanism (Owocki, Castor & Rybicki, 1988; Feldmeil995; Owocki & Puls, 1999) and
their interaction (Owocki, 1999) are able to produce nomesigcal and inhomogeneous structures,
observationally evident, e.g., from X-ray emission ane lpmofile variability. Unless we completely
understand these structures, we cannot be entirely suts thigo‘average” properties of stellar winds
like mass-loss rates and ionizing fluxes. At least in the chd8&/'R-stars, the presence of clumping
has severe consequences for the interpretation of obsknesgrofiles, particularly with respect to
the derived mass-loss rates, e.g., Moffat & Robert (199dhn&itz (1997).

Not only do present mass-loss rates remain somewhat uimcbtiaalso the basic stellar parameters
of O-stars are subjected to a number of uncertainties. Usange-parallel NLTE-models, Herrero et
al. (1992) have presented discrepancies in masses andnhatiundances of O-stars, derived from

!Note that, e.g., for O-stars the product of typical mass-tate times hydrogen burning life-time is a significant i@t
of total mass.
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either evolutionary tracks or spectroscopy. It was suggktttat these discrepancies could be reduced
by accounting for rotational mixing in the evolutionary @ahtions (which partly turned out to be
true, Meynet & Maeder 2000) and/or by including the effedisnass-loss and sphericity into the
atmospheric models.

The latter deficiency was corrected when so-called unifiedeghatmospheres became available
(Gabler et al., 1989). On the basis of these models, Puls é1396) introduced an approximate
method to obtain mass-loss estimates for a large sample latti@aand Magellanic Cloud O-stars.
As a “by-product”, this analysis provided the basis for theadvmomentum luminosity relationship
of hot stars (Kudritzki et al., 1995).

There is, however, one additionally important effect traild not be treated at that time: the in-
fluence of line-blocking/blanketing which should signifitlg affect the analysis, mainly with respect
to the temperature scale as a function of spectral type. Wethpresent generation of atmospheric
model codes this task has now become feasible.

Recently Martins et al. (2002) have presented such a neweteryse scale for massive @varfs
that is actually considerably lower than the one found byceaet al. (1996) (based on plane-parallel,
pure H/He model atmospheres) as a result of strong metablargketing. Crowther et al. (2002)
have presented an analysis of four supergiants in the LMCSah@ with similar but stronger trends,
and Herrero et al. (2002) have analyzed seven Cyg OB2 stamselys of the latest, line-blanketed
version ofFASTWIND.

In view of the important role of hot stars and their winds, @nalysis of the O-star sample by Puls et
al. (1996) is urgently required, particularly because #aimple still comprises the basic data set for
O-star mass-loss rates and corresponding WLRs.

In the present paper we will first concentrate on the Galaciicsample and on a detailed spectral
analysis of the corresponding stars and then comment origeties, problems and uncertainties,
mainly on the basis of a differential comparison with preggesults from unblanketed models. Pre-
liminary results of our investigation have already beenlighbd in Puls et al. (2003a).

The remainder of this paper is organized as follows. In Se2twe briefly outline the characteris-
tics of the code used, followed by a description of our Gadaample in Sect. 4.3. Sect. 4.4 comprises
general remarks on our procedure and summarizes the basitsref our analysis in Table 4.1. In
Sect. 4.5, we comment in detail on our individual objects @n8ect. 4.6 we present an elaborated
error analysis. In Sect. 4.7 we discuss the implicationsuofirovestigation: First, we consider the re-
lation between effective temperature vs. spectral typegaawty vs. effective temperature in view of
the new results. We then explain the differences in the t®fwm blanketed and unblanketed models
in fair detail and comment on the status quo of mass and hdlisorepancies outlined above and
present an updated view of the WLR for Galactic O-type stkisally, Sect. 4.8 comprises further
conclusions and a summary of this work.

4.2 The code

In order to investigate the influence of line-blocking/tdating onT.g, and subsequently on the other
stellar and wind parameters, we have begun to re-analyz©®1biar sample compiled by Puls et
al. (1996, in the following Paper I). As outlined above, ire thresent paper we will concentrate
on the Galactic objects of this sample, where the analydisbeiperformed by means of NLTE-
atmospheres/line formation, utilizing the latest versddm®ASTWIND (an acronym for Fast Analysis
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of STellar atmospheres with WINDs; Herrero et al. 2002; S8aya-Rey et al. 1997). This code, al-
lowing for the simultaneous computation of photospherid wmd lines, has the enormous advantage
of being very fast (roughly 30 min/model on any 1 GHz processnabling us to calculate the vast
amount of models required. This computational efficienabitained by applying appropriate physi-
cal approximations to certain processes where high acgisawt needed (regarding the objective of
the analysis - optical lines!), in particular for the treatmof the metal-line background opacities.
The code comprises the concept of “unified model atmosphéres the smooth transition from
a pseudo-hydrostatic photosphere to a wind) along with @nogpiate treatment of line-broadening
which is a prerequisite for the analysis of O-stars of dédférluminosity classes covering a variety of
wind densities.

The approximations underlying the treatment of metal litezking/blanketing will be described in
detail by Puls et al. (2003b, in prep). In summary, the caliomh of the required NLTE metal opacities
(bound-bound, bound-free, and free-free) follows the qipial philosophy presented by Abbott &
Lucy (1985), Schmutz (1991), Schaerer & Schmutz (1994) asi€? al. (2000) and important details
have now been improved upon. Particularly, the equatioappfoximate ionization equilibrium have
been re-formulated to account for the actual radiation féslda function of depth all ionization
edges, and a consistent iteration scheme regarding théropopthe rate equations and the radiation
field has been established to avoid the well-known convegenoblems of a pure Lambda Iteration.
For the calculation of the effects of line-blocking, we usadtable means for the line opacities,
averaged over a frequency interval of the ordepQf while flux conservation (line-blanketing!) is
obtained by incorporating the concept of NLTE-Hopf parare{cf. Santolaya-Rey et al. 1997) in a
consistent way.

The code has carefully been tested by comparison with sefaln alternative, fully blanketed codes
presently available. On the one hand, we have compared aokdtied fluxes with those from the
model-gridt provided by Pauldrach et al. (200%Mbasic), and found very good agreement in almost
all cases. Some of the complementary tests, on the other havelalready been discussed by Herrero
et al. (2002, see also Urbaneja et al. 2003). As an examplstéos with negligible winds, the
analysis of 10 Lac (O9 V) resulted in an excellent fit at terap@es lower than those obtained from
unblanketed models, and the derived parameters complagege with those obtained by Hubeny
et al. (1998) usingrLusTy. With respect tocMFGEN, direct as well as indirect tests have been
performed. As an example of direct tests, Herrero et al. Zp®@ve compared the emergent fluxes
resulting fromFASTWIND and CMFGEN for a model of Cyg OB2#7 (O3 Iff), and again found
remarkable agreement between both codes for this hot sapengith strong wind. Unpublished
indirect tests (Najarro, priv.com.) concern an alterrattombined UV/optical analysis, performed
for a part of the Cyg OB2 objects from Herrero et al. (2002) mams ofcMFGEN. For two objects
(Cyg OB2#4 (O7 1l ((f)) and #10 (09.5 I) excellent agreement in all derived parameters wa
obtained, whereas for two other objects (Cyg OB21 (O5 If*) and #8A (05.5 I(f)) somewhat
cooler temperatures (and accordingly also lower massrliss) have been derived. The origin of
this inconsistency (the only one arising so far) is still leac and will be analyzed in a forthcoming
investigation. Note, however, that an independemtGEN analysis of Pup (04 I(f)) performed by
Crowther et al. (2002) resulted in very similar parametsrf@and in the present work (cf. Sect. 4.7.1).

2comprising six supergiants and six dwarfs between 30,08ar000 K, see also
http://wwv. usm uni - ruenchen. de/ peopl e / adi / Model s/ Model . ht mi
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4.3 The O-star sample

For our re-analysis we have used the spectra described bgrdet al. (1992) and Puls et al. (1996).
The H, observations of the core sample of Galactic O-stars wemntélom Herrero et al. (1992)
and Herrero (1993) and were carried out with the 2.5m Isaagtdietelescope at the Observatory
of El Roque de los Muchachos in La Palma in July and OctobeP &l in August 1992. The
blue observations needed to derive photospheric parasnegge obtained during the same runs with
an additional one in September 1991. Note however that the &hd red spectra were not taken
simultaneously. For a specific observational run, all regcgp were obtained duringne night
whereas the blue spectra were collected during the rengamdints.

The Intermediate Dispersion Spectrograph (IDS) was ustdthé 1800 V grating along with the
235 mm camera yielding a spectral resolution of A.8WHM along with a measured S/N ratio of
~300 and a spectral resolution of 036FWHM along with a S/N ratio ranging from 150 to 200 for
the red and the blue observations, respectively. The rextuct the data was made following standard
procedures (using various packages suclras, FIGARO (Shortridge, 1987), Midas etc.) compris-
ing bias subtraction, flat field division, spectrum extractiwavelength calibration and continuum
rectification.

The above data is supplemented by additional O3 stars bhaatbe Carina nebula and some further
well-observed stars such afup andx Cam. The data for the Carina stars (HD 93129A, HD 93128,
HD 93250, and HD 303308) were obtained in December 1992 ukm&SO New Technology Tele-
scope (NTT) and the EMMI spectrograph covering the waveteranges 3920 - 4380, 4300 - 4750
and 6300 - 680 at a resolution of 0.9, 0.95 and Rlrespectively. The measured S/N ratio was
found to be of the order c£200.

Furthermore, additional red spectrograms of HD 207198, HD@R09975 were obtained with a
similar instrumental setup as described by Herrero et 882} and Herrero (1993).

The blue spectra at Cam were taken from Lennon et al. (1992), and the red ones lfemmon
et al. (1993).

The data forl Pup (blue and red), finally, was taken from Bohannan et aB@),9vhere further
information of the observational material and data reductirocedures may be found.

For all spectra we used the rectifications provided by theesponding observers. Note, how-
ever, that particularly the region around the “new” Itde 1l lines in the red band (see below) suffers
from some problems in rectification, since this region hasbeen considered in detail before. Nev-
ertheless, we have refrained from any “re-rectificationd &ave commented on the problem when
present.

In total the sample consists of 24 Galactic O-stars as listdadble 4.1 covering luminosity class
[, lll, and V objects.

4.4 Analysis - General remarks

Before presenting the detailed results of our analysis, waldvlike to remark on certain aspects
concerning our procedure.

Micro-turbulence. As is well known, the inclusion of an adopted micro-turbtileelocity into the
profile-functions can diminish certain discrepancies leetwthe He singlet and triplet lines in the B-
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and late O-star regime (cf. Smith & Howarth 1998 and the disitun below), whereas for hotter O-
stars micro-turbulence has (almost) no effect on the aisalydlamariz & Herrero, 2000). Following
these results, for almost all stars later than O6 (regasdietheir luminosity class) we adopteda,,

of 10 km s! as a reasonable compromisAt spectral type 06, our analysis of HD 210839 (Ic I)
indicated that such a micro-turbulence is still needed,redefor HD 217086 (O7V), the inclusion of
vyurb did Not change our results. Since both stars turned out & Tigy = 36000 K, we conclude this
temperature to be an upper limit where micro-turbulencgstarole and is actually needed. For all
stars hotter than 06, we adopted,, = 0, in agreement with the results from Villamariz & Herrero
(2000).

Distances/Radii. It has recently been proposed that distances to open dudteived from Hp-
PARCOSObservations might be systematically smaller than photdoenes (de Zeeuw et al., 1999).
If this was confirmed, we would require a new calibration a@bte magnitudes in the upper part of
the HR diagram. However, since present data is still scaredave systematically adopted photomet-
ric distances for stars belonging to OB associations (ctbfrom different sources in the literature)
to avoid an additional bias in our data.

Nevertheless, we still have to consider the runaway or figldssn the sample. Four of them
have measured IHPARCOS parallaxes (ESA 1997) with not too large errors: HD 6681 1P(p),
HD 210839 A Cep), HD 249124 Per) and HD 149757¢(Oph). In these cases, however, we have
to consider the uncertainty in the derived absolute madaguntroduced by the Lutz-Kelker effect
(Lutz & Kelker 1973). Only¢ Oph has a relative error that allows a standard correctigheof.utz-
Kelker effect and we adopt the value derived from the measpagallax and the correction provided
by Koen (1992). We have reduced th&/®0onfidence limits provided by Koen to the usual standard
deviation for our errors.

The relative error in the parallax gfPup is slightly beyond the limit for which the standard Lutz-
Kelker correction can be applied. We have estimated thesction using Fig. 2 in Oudmajier et
al. (1998) and have found that the resulting value agreekwithl existing calibrations of absolute
magnitude versus spectral classification (e.g., Masseg d®@Walborn 1972). Therefore, we have
adopted this resulting value and corresponding unceytdim., +£0.43 mag which is larger than the
uncertainty adopted for most of the stars).

We have performed the same exercise fo€ep, but the resulting value did not comply with
current calibrations. We preferred the absolute magniftaia spectroscopic parallaxes given in the
literature, in particular the value provided by Garmany &r&tel (1992) since its agreement with
existing calibrations is better. Additionally, we adopdarger uncertainty in absolute magnitude,
4+0.5 mag.

¢ Per has the largest relative error in the measured paratidxte absolute magnitudes found
in the literature do not match its spectral classificatiomriphreys 1978; de Zeeuw et al. 1999;
Hoogerwerf et al. 2001). Therefore, we adopt a value fromctididrations by Massey (1998) and
Walborn (1972).

For HD 30614 & Cam), finally, we have used the absolute magnitude taken tihencalibration
by Walborn (19725,

Compared to the “old” values from Paper |, the “new” absolumagnitudes remain almost un-

3For a more thorough discussion concerning the problem dhmties and magnitudes, we refer the reader to
Markova et al. (2003).
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changed (typical modifications are of the orderf.1...0.15 mag) except for the following cases:
¢ Per,a Cam and HD 209975 have become brighter by 0.4, 0.9 and 0.7 m@sggctively, whereas
HD 217086 has become fainter by 0.4 mag.

From these N -values, stellar radii have been calculated following thecpdure outlined by
Kudritzki (1980) and Herrero et al. (1992):

5logRy = 29.58 + (Viheo — My), (4.1)

Vineo = —25log / AH, Syd),
filter
(4.2)

where H,, is the theoretical Eddington flux from the calculated models (in units of [erg £m~2
A-17) and S, is the spectral response of the photometric system.

The input radii used as starting values for our atmospheddeats were taken from Paper | and have
been calculated from the “old” M -values provided by Herrero et al. (1992) and Paper |. Sihee t
inclusion of line blocking/blanketing changes the theioedtfluxes (cf. Sect. 4.7.2) and since we
have adopted somewhat different values fay Nsee above), the radii change accordingly which has
been accounted for in the calculation of the final models. nEwe the largest modifications of

, the changes in radius remain below 25%, exceptf@am, with an increase in radius by 50%, cf.
Table 4.1.

Note that in Table 4.1 all radius-dependent quantities fichluminosity, mass and mass-loss rate
refer to the stellar radii calculated from theyMvalues as described aboveR('”), since we regard
these values as superior to the “older” ones. However, witianally provide stellar radii calculated
from the “old” My -values (‘R.1q"). Hence, L, M, M, ... can easily be rescaled (e.g., Sect. 4.7.5),
accounting for the fact that a strictly differential comigan with earlier analyses is one of the primary
objectives of the present work.

Projected rotational velocities. As a first guess we have used the values provided in Paperdgexc
for HD 210839 =) Cep, where the value given (i.e., 100 km'}is a miss-print and should read
200 km s'!). However, in 9 out of 24 cases our analysis (including aola@l Hel lines) indicated
somewhat different values, which we used instead of thenaignes. Except for the two stars in
Carina, HD 93250 and HD 303308, where we had to incréas@: from 100 to 130 km s!, these
corrections are below 20%. Compared to the elaborate asalyg Penny (1996) and Howarth et
al. (1997) using cross-correlation techniques based on hbémwations, our results agree very well
in most cases. With respect to the values presented by P&88g)(we find an average ratio of
the derived projected rotational velocities of 1:IB10 (mean absolute deviatior:0.08), and with
respect to the values from Howarth et al. (1997) an analogogarison results in 1.620.15 (mean
absolute deviation::0.11). The only real difference has been found in the casel®3129A, for
which Howarth et al. (1997) claim a value of 180 km'scompared to 130 knT$in this work. Note,
however, that the value provided by Penny (1996), 143 ki agrees much better with our analysis
for this star.

Mass-loss rates have exclusively been derived from,H In so far, the consistency (present or
absent) of the synthetic and observedIHES86 line allows to check the accuracy of our code (see
below).
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Table 4.1:Galactic O-star sample: Stellar and wind parameters adde ) and derived usingASTWIND. Teg in kKK, R, in Rg, V; sini andw, in
kms!, M, inMg, LinLg, M in 10-5M, /yr (terminal velocities),, from Paper 1). HD 93129A and HD 303308 have recently beerctiedeas binary
systems but they are treated here as single stars (seeBeld)face numbers denotevalues which could be derived with high precision from esiua
profiles. Stars with absorption profiles were fitted with asuased value off = 0.80. R4 is the stellar radius resulting from our new models which was
calculated by means of the “old” M values from Paper | (not tabulated here).

Star Sp.Type M Teg logg log g?r)ue R, Yge Visini v, loglL M, M I6) Rola
HD93129AY 02 If* -6.74 425 3.70 3.71 (22.5) 0.10 130 3200 (6.17) (94.8) (@6.8.80 (21.4)
HD 93128 03V ((f)) -5.24 46.5 4.00 4.01 10.4 0.10 100 3100 5.689.8 2.64 0.8% 10.2
HD 93250 03V ((f)) -6.14 46.0 3.95 3.96 159 0.10 130 3250 6.083.3 3.45 0.99 17.6
HD 66811 04 1(f) -6.32 39.0 3.55 3.59 19.4 0.20 220 2250 5.90 .953 8.80 0.90 16.8
HD303308) 04V ((ft)) -5.29 41.0 3.90 391 (11.5) 0.075 120 3100 (5.53) (39.0).681 0.80 (12.6)
HD 14947 o5 Iff -5.94 375 3.45 3.48 16.8 0.20 140 2350 5.70 30.7 8M25 18.1
HD 15558 O5 111(f) -6.27 41.0 3.80 3.81 18.2 0.10 150 2800 5.938.7 5.58 0.80 194
HD 193682 O5 111(f) -5.55 40.0 3.60 3.65 13.1 0.20 200 2800 05.627.9 1.73 0.80 12.3
HD 15629 05V ((f) -5.50 40.5 3.70 3.71 12.8 0.08 90 3200 5.600.43 1.28 0.80 12.8
HD 210839 06 1(n) fp -6.40 36.0 3.55 3.58 21.1 0.10 200 2250 35.862.2 6.851.00 20.2
HD 190864 06.511I(f) -5.29 37.0 3.55 3.57 12.3 0.15 105 2500415 20.3 1.39 0.80 14.2
HD 192639 O71b (f) -6.10 35.0 3.45 3.47 18.7 0.20 125 2150 5.687.5 6.32 0.90 19.6
HD 193514 O71b (f) -6.15 345 3.30 3.32 19.3 0.10 105 2200 5.638.2 3.48 0.80 19.7

HD 24912 O7.51(n)((f)) -5.50 35.0 350 3.56 14.0 0.15 220152 5.42 26.1 1.08 0.80 11.6
HD 203064 O7.51ln((f)) -5.74 345 350 3.60 15.7 0.10 3065@ 5.50 35.9 1.41 0.80 141

HD 217086 O7Vn -4.50 36.0 350 3.72 8.6 0.15 350 2550 5.05 14520.23 0.80 10.4
HD 13268 ON8V -4.77 33.0 3.25 3.48 10.3 0.25 300 2150 5.05 1150.26 0.80 114
HD 210809 09 lab -6.20 31.5 3.10 3.12 21.2 0.14 100 2100 5.60.7 21 5.30 0.90 21.2
HD 207198 091b -5.80 33.0 3.45 3.46 16.6 0.12 80 2150 5.47 29.01.79 0.80 14.5
HD 30614 09.51a -7.00 29.0 2.97 2.99 325 0.10 100 1550 5.83.6 37 6.04 1.15 21.5
HD 209975 09.51b -6.41 320 3.20 3.22 229 0.10 100 2050 5.69.43 2.15 0.80 16.5
HD 18409 09.7 Ib -5.58 30.0 295 3.04 16.3 0.14 150 1750 5.29.6 10 1.02 0.89 15.7
HD 191423 O9 Il -5.24 325 335 3.60 12.9 0.20 400 1150 5.23 24.60.41 0.80 12.7
HD 149757 o9V -4.35 320 3.65 3.85 8.9 0.17 400 1550 4.87 20<20.18 0.80 8.2

1) component of binary system.
2) log ¢ including centrifugal correction (see text).
3) denotes those absorption profiles for which there are itiditsithats differs from 0.80 (see text).
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Velocity law for thin winds. In case of thin winds, i.e., Hin absorption, it is (almost) impossible
to derive the exponent of the velocity-law, in the wind. In this case, we usually adopted the “theo-
retical” values = 0.8 (cf. Pauldrach et al. 1986), but performed a rigorous emafysis concerning
the possibility that other values are present (cf. Sec). £6r some stars with Hin absorption, we
actually found indications of values different frafn= 0.8. These special cases are described in our
comments on individual objects (Sect. 4.5) and also indttat Table 4.1 - the summarized results of
our analysis.

Summary of results. This table comprises the HD number, spectral classificatioew” absolute
magnitude, effective temperatuiég, “measured” gravitylog g, “true” gravity log girue (including

the centrifugal correction, cf. Sect. 4.6), stellar radiis (see above), the luminosity, the helium
abundance (by numbeY};.= N (He)/N (H), projected rotation velocity; sini, terminal velocityv,

mass),, mass-loss rat#/ and, as mentioned above, the derived or adopted val@efdrthermore,
we provide also the stellar radii as calculated from the Malues from Paper IR 4.

The spectral classification used is the one adopted by Herrero et al. (1992) except feetbbjects
for which a re-classification of luminosity class has beeoppsed. The main purpose of this re-
classification was to reduce the scatter of physical paensét.g., gravity) within a given luminosity
class and to adopt consistent absolute magnitudes. Sinite ipresent work we make no use of
any parameters calibrated against luminosity class (¢Xoephe absolute magnitude of Cam), a
re-classification is not necessary. Therefore, we prefardmtain the classification based on purely
morphological aspects. Note, however, that some starstrhagle physical parameters that deviate
from those obtained using calibrations.

Moreover, according to Walborn et al. (2002), HD 93129A ari2i363308 (prior to knowing that
the two stars were binaries; see Nelan et al. 2003, in pregve been revised to O2*lfand O4
V((fT)), respectively.

The final fits  for our sample stars are plotted in Figs. 4.1 to 4.7. Figs4®4.5 and 4.8 display
the fits of those lines which are preferentially formed in pim®tosphere, whereas Figs. 4.3, 4.4, 4.6
and 4.7 comprise the “wind lines”, Halong with Hal 6527) and Hel 4686.

Strategic lines. For the photospheric lines we display the hydrogen BalnmasliH; and H, (Hs
and H are absent in most of our spectra since they lie at the far efide short wavelength range),
the Hel singletsA\4387, 4922, the Hetriplets A\4471, 4713 (He 4026 again is absent in most
cases) and the Helines AA4200, 4541. Additionally, we have included those He lineigimgoring
H., namely Hal 6404 and Hel 6683/Hel 6678.
In former analyses mainly two Helines, Hell A\4200 and 4541 (n = 4-11 and n = 4-9) have
been used to derive the stellar parameters, sinae 4836, on many occasions, is affected by severe
wind emission which could not be synthesized from planedfglrmodels. Moreover, He 4686
depends strongly on the behaviour of thelH®sonance line at 3@3 which in turn reacts sensitively
to the details of line-blocking (as all other Heesonance lines do).

Since the present code can deal with both winds and lineksiggcthis line has now been included
and serves as an ideal tool to indirectly check the accurkihyeaalculated line-blocking in the EUV.
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Moreover, as already mentioned, we have included the Hs loeated blue- and redwards of
H. into our analysis, providing additional constraints anfbimation on the sensitivity to small
parametric changes and thus allowing to check the consistehour assumptions and results. In
particular, we added the two Hielines at 6404 and 652A bluewards of H, with corresponding
transitions n = 5-15 and n = 514, respectively. Redwards of,Hve included Hel 6683 (n =5
—13) which is blended with He6678. The latter line belongs to the singlet system with lolereel
(2p' P°) and upper level3d! D).

Before beginning to comment on the individual objects, weaildike to point out some general
behaviour of the fitted lines.

Line cores of photospheric Balmer lines. For almost all luminosity class | objects from our sample
with T, > 35,000 K, the synthetic Balmer lines formed in or close toghetosphere (KHand H;,
where present, along with 4 show too much wind emission in their cores if fits (cf. Fig. 4.1, in
particular{ Pup). In these cases, it turned out that it is impossibleh{withe standard assumptions
of our model) to obtain a consistent fit fal Balmer lines at a given mass-loss rate. This finding,
however, is not completely new, cf. Herrero et al. (2000,200Reversing our modus operandi we
obtain well fitted line cores but rather poog, tprofiles if we reducel/ by a factor of typically 1.5 -
2.

On the other hand, for those supergiants With< 35,000 K we either obtain a good fit quality
for all Balmer lines or (in two cases).Hand/or H; show too little wind emission in their cores.

“Generalized dilution effect”.  Another prominent feature found in class | to lll objectshie pres-
ence of the so-called “generalized dilution effect”.

“Historically”, this effect expresses the strengthenitighe Hel absorption lines with decreasing
effective temperature (see Voels et al. 1989 and referetheesin) and has been invoked to explain
certain deviations between synthetic line profiles frplane-parallel models and observations in
cool O-supergiants: in this spectral range, one usuallysfthdt a number of synthetic Hdines are
considerably weaker than the observations, whereas ferst & most prominent for He4471.

The conventional explanation assumes that the lower lesethe corresponding transitions,
235,215, 23 P, and2' P become overpopulated (with decreasing degree of overatipn) because
of the dilution of the radiation field in the (lower) wind. Nothat the NLTE departure coefficients
scale with the inverse of the dilution factor, since the zation rates are proportional to this quantity
(less ionization from a diluted radiation field), whereas tecombination rates remain unaffected.

Once more, this explanation is based on principal the@letionsiderations, without any direct
proof by actual simulations accounting for an extended aphere.

From the results of our simulations (which now include su¢teatment), however, it is obvious
that there still might be something missing in the aboverpriation. In particular He4471 is still
too weak in cooler supergiants, even if we account for a gamt micro-turbulence (see above).
Again, this finding is supported by previous investigatifnosn Herrero et al. (2000, 2002).

Another consequence of the above theoretical scenariodwarithe following: For each of the
lower Hel levels under consideration, the lines belonginge series should become less affected
by the dilution of the radiation field with decreasing ostibr strength, since the line is formed at
increasingly greater depths.
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This would imply, e.g., that HE6678 with lower level2! P (larger oscillator strength but less
overpopulated lower level) should approximately be asngfisoaffected by dilution as He4471
(with lower level23 P). From our results, however, we can see that also this giedidoes not hold
if checked by simulations. A typical exampledsCam: Although He 4471 is too weak, He6678
can perfectly be fitted.

At least for all other lines investigated, the predictioerss to hold. The weakest transitions in
each series, i.e., the H&713 triplet line and the He4387 singlet line, give very good line fits and
the same is true for He4922.

Hence, the only line with prominent generalized dilutiofeef (we keep this denotation) is He
4471 and cannot be reproduced by our code even if line-bigddianketing is included. Similarly, it
is rather improbable that a too large wind emission in the ¢iore (as found for the blue Balmer lines)
is the reason for this “defect”, since this problems seenietpresent only in hotter supergiants. For
the cooler ones, where Hd471 is too weak, the line cores of all other lines are equedlly described.

Thus, the actual origin of the dilution effect in Hd471 is unclear, although a tight relation to
either luminosity and/or the presence of a (strong) windrse® be obvious: dwarfs do not suffer
from this effect, no matter if early or late type dwarfs, as ba seen from the almost perfect fit quality
of Hel 4471 in these cases (Fig. 4.8).

On the other hand, all O-type class | and Ill objects betweéra@d 09.5 show too weak He
4471, whereas stars earlier than O6 behave like class Vtebjex, they pose no problem.

The boundary for the onset of the dilution effect, howevewifficult to determine. Our model
calculations of HD 210839 (06 I(n) fp) which constitutes aper boundary for the effect in class |
objects reveal that a decreaselig: or 3 along with corresponding changes/ifi helps to improve
the H,, Hg and He 4471 line fits, whereas the good fit quality for the other lirse®st in this case.
The situation is similar for HD 190864 (06.5 1lI(f)). No mattwhich sensible parametric alterations
we applied, there were hardly any changes in H&71.

From these experiments, we estimate the upper boundargdgresence of the dilution effect to
lie somewhere between O6 and 06.5 for class | and IIl objects.

It cannot be excluded, of course, that the discussed eBeztdeficiency of the present version
of FASTWIND. Combined UV/opticat MFGEN analyses by Crowther et al. (2002) and Hillier et al.
(2003) for LMC/SMC supergiants do actually reproduce thergjth of Ha 4471 in parallel with the
other lines, but the number of objects analyzed is still tm@ to allow for firm conclusions. Nev-
ertheless, we are aware of the fact that a consistent catmulaf the temperature structure (also in
the outer wind) might be relevant for the formation of thelH&71 line cores, particularly in the
parameter space under consideration; since a new versiexsofvIND will include such a consis-
tent temperature stratification, we will be able to reportaogy changes due to this improvement in
forthcoming publications.

4.5 Comments on individual objects

In the following section we will give specific comments on pkgrities, problems and uncertainties
for each individual object, starting with the hottest of ehaminosity class and ordered according to
derivedT 4.
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HD_NR Hy Hg Hel4387 Hel4922 Hel6678 Hel4471Hel4713 Hell4200Hell4541 Hell6404
Hell6683
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Figure 4.1:Line fits of supergiants with spectral types ranging from @8¥%.5, ordered according to deroived
T.. The horizontal and vertical lines in the bottom right carinelicate the scale used and correspond té\20
in wavelength and 0.5 in units of the continuum, respedtifextending from 0.75 to 1.25.)

4.5.1 Supergiants

HD 93129A. The re-analysis of this object reveald g of 42,500 K (compared t@,4= 50,500 K
from Paper ) which constitutes the most significant chandgé found throughout the course of this
investigation. The upper temperature limit lies at 45,00@Mere the wings in the He lines start to
become too strong. Before a final statement concerning feetieke temperature can be given, the
nitrogen spectrum will have to be synthesized, of course.

The value of3 has been constrained to 0.8 and the helium abundarige.t00.1. A larger helium
abundance can be excluded since an increasgdrwould yield too strong absorption troughs. The
reader may note that this object was recently confirmed aseaybwith a separation of 60 mas (Nelan
etal. 2003, in prep.), where the components have been faumelgimilar with respect to their spectral
types and masses. Thus, the observed spectrum might bécsigtly contaminated and the results
of our analysis are somewhat artificial (especially coniograll radius dependent quantities such as
mass, luminosity and mass-loss rate. If we assume that batip@anents were actually identical, the
values for radius, luminosity, mass and mass-loss ratengivélable 4.1 would have to be scaled
by a factor of2=1/2,1/2,1/2 and2~%/4, respectively, in order to obtain the corresponding values
for onecomponent.) Note, however, that the deduced reductidfidn(as a consequence of severe
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HD_NR Hy HE Hel4387 Hel4922 Hel6678 Hel4471 Hel4713 Hell4200Hell4541 Hell6404
Hell6683
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Figure 4.2:As Fig. 4.1, but for spectral types ranging from O7 to 09.7

line-blanketing) sounds reasonable and gives some clug afwat would happen if the object were
a single star.

Since the value fol/. sini claimed by Howarth et al. (1997) significantly exceeds tHee/ae-
duced by us (cf. Sect. 4.4), we have also determined an ujppiefdr this value. In order to obtain
synthetic spectra consistent with the observations, ithi furned out to be 150 kms, very close
to the alternative value provided by Penny (1996).

HD 66811 ¢ Pup). For this star, as already discussed, the line cores.ofitl H; become too
strongly filled in by wind emission if we use the mass-lose @xrived from a fit of . In this case,
we have concentrated on the red wing qf bince the blue wing is known to be problematic (see
also Paper I). In particular, the (strong) blue absorptiongh cannot be reproduced by our models.
It might be speculated whether this feature is related tospherical wind which should be present
because of the large value Bf sini and which is supported by spectropolarimetric analysesgechr
out by Harries & Howarth (1996).

Compared to the results from Paper\f, needed to be increased from 6.0 to 8.8 °M, /yr,
mainly because had to be reduced from 1.15 to 0.90.

A lower limit for the mass-loss rate of 7.40-°Mg, /yr can be inferred if we try to reproduce
the line cores of K, Hz and Hel 4541, in this case, Kland Heal 4686 become much too weak,
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of course. From these limits, however, it might be possiblddrive tight constraints concerning the
possibility of wind clumping (see Sect. 4.7.5).

Although the fit quality for Hel 4200 is good, Ha 4541 (with same lower level) appears too
weak. The discrepancy between these two lines (which igavaso for the next two stars, HD 14947
and A Cep) has already been discussed by Herrero et al. (1992) ffi0flane-parallel and unified
model atmospheres without line-blocking/blanketingpessively. The inclusion of the latter effects
does not resolve the problem. Interestingly, it seems taroacly in those cases where the line cores
of H, and H; are too weak.

HD 14947. The overall fit quality is good, but again no optimum solutfon the line cores of the
blue Balmer lines could be obtained. In order to match thdilprehape of Het 4686, 5 had to
be increased by 0.25 and to be decreased by 25(from 8.5-10-5M,, /yr to 6.4-10-5M,, /yr),
compared to the values derived from H

Since Ha 4471 is the only He line with considerable strength, the ionization equililomi (and
thus the effective temperature) remains somewhat unoedaé to missing additional constraints.

The apparent discrepancy between the predicted and obdareeprofile of Hell 6683 is partly
due to an erroneous rectification.

HD 210839 (A Cep). This star, ag Pup, is known to be a fast rotator with a projected rotational
speed of/; sini = 200 km s'!. Also the fit quality is very similar t@ Pup: We find the same line
core problems in K and Hz and no possibility to obtain the observed P Cygni shape jr(dgain
aspherical wind?). Note that HD 210839 is the first star whkesvable dilution effect. Note also
that the rather large uncertainty in\M(due to the distance problem discussed in Sect. 4.4) leads to
correspondingly large error barslisg L, M and related quantities.

HD 192639. Our re-analysis gives a rather consistent fit of both the Balines and the weak He
lines, with exception of the strong dilution effect obsehie Hel 4471.

For this star, we found the most striking discrepancy beinwtbeoretical prediction and obser-
vation in Hell 4686, where theory predicts strong emission but a weak P iGjwped profile is
observed instead. In order to fit this line appropriatelyyauld be necessary to decrease the mass-
loss rate by more than 50 (from M = 6.3-10~ M, /yr to M ~ 2.8-10-5M, /yr.) Note that this
star has parameters and profiles similat\t€ep. The latter is known to be strongly variable (cf.
Herrero et al. 2000) and, thus, it might be possible thatfalsblD 192639 the apparent mismatch of
H, and Hell 4686 might be partly related to wind variability: As pointedt in Sect. 4.3, the blue
and red spectra have not been taken simultaneously, butvi@imporal offset larger than the typical
wind flow time which is of the order of a couple of hours.

The apparent bad fit of He 6404 is solely due to an erroneous rectification.

HD 193514. The presence of a wind is evident from Hel686 showing a weak emission. By
comparing the star to HD 192639 which is of same spectral tyjple similar values forT,¢ and
log g, we can see that the Hine in the case of HD 193514 is in absorption, whereas in #se of
HD 192639 it is in emission. Accordingly, the derived massslrate for HD 193514 has half the value
of HD 192639.
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Figure 4.3:“Wind lines” of the hotter supergiants as Figure 4.4:“Wind lines” of the cooler supergiants as
in Fig. 4.1. in Fig. 4.2.
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HD 207198. The fit quality for this sample star is very good (except fomzah dilution effect in
Hel 4471), so no further comment is necessary.

HD 209975. The spectrum and line fit is very similar to HD 207198 and ateotarameters deduced
lie close together. Compared to HD 207198, this star haghtblilower T.¢ along with a 0.25 dex
lower value forlog g. Note that the dilution effect in He4471 is considerably stronger.

HD 210809. For this star, the syntheticHand H; profiles are slightly too strong iabsorption in
contrast to all cases encountered so far.

Hell 4686 reveals a huge difference between theoretical prediend observation. The theo-
retical emission feature as shown in Fig. 4.4 is similar @ d¢me observed in HD 192639 (but not
as prominent). In this temperature range, the line reacdsigly to small changes in temperature.
Around a critical temperature df.¢= 30,000 K, Hal 4686 switches from absorption to emission,
i.e., at that temperature we would be able to fit the line pdyfeNevertheless, we have retained the
higher value (31,500 K) since this value gives a more comsidit concerning the remaining lines.
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This discrepancy which points to some possible problemsumtreatment of line-blocking around
303 A (or could be also related to wind variability) will be aceded for in our error analysis when
discussing the error bars f@i.

HD 18409. This star comprises a similar problem as found in HD 203068l &aRer (see below):
The photospheric value df; sini = 150 km s'! has to be reduced g sini = 80 km s ! in the case
of H,. Although this line is in absorption, we favor a valuesf 0.85 which improves the fit quality
of the wings of H, and Hell 4686 moderately.

HD 30614 (« Cam). The effects of line blocking off.¢ are rather weak, and in order to obtain a
convincing fit we had to decrease the helium abundance ¥ 0.2 toYy.= 0.10. 5 turned out to
be slightly larger than derived in Paper | (1.15 compared16)1 Note that the value derived ok,
29,000 K, is identical to the value obtained via a UV-anaysérformed by Pauldrach et al. (2001,
wmbasic).

452 Giants

HD 15558. The line fits obtained are in good agreement with the obsengtand especially the
Balmer lines give a consistent fitl.¢ was reduced by13% to 41,000 K, whereas the other pa-
rameters remained more or less at their old values (excephdaotational velocity which had to be
adapted from 120 kms to 150 km s'1).

The rather small discrepancy between theoretical predicind observation in the case of e
4686 can be removed by increasihgy from 5.6-10~ M, /yr t0 6.5-10 M, /yr.

HD 193682. As can be seen in Fig. 4.6, the red wings @f &d of Hell 4686 do not fit the observa-
tions perfectly, but constitute the best compromise caringrthe overall fit quality of the spectrum.

The rotational speetf, sin: was found to be 200 knT3, although with a value of 180 knT$ an
improved fit quality of the H line could be achieved.

Compared to the values from Paper | (which relied on the arsly Herrero et al. 1992), the he-
lium abundanceYy,., needed to be drastically decreased, from 0.43 to 0.20.r&tisction (obtained
by requiring a comparable fit quality for all lines) is maiyconsequence of the reductioniqf by
5,000 K and the inclusion of the additional He lines in ourlgsia as described above.

HD 190864. The re-analysis gives a consistent fit for the Balmer lines @ahHel and Hell lines
with exception of the dilution effect observed in H8471. AlthoughT.g had to be reduced by
4,000 K to 37,000 Klog g remained at its old value. Again, the helium abundance ntéude
decreased, in this case from 0.2 to 0.15. A valug ef0.8 was already suggested in Paper |, and also
the differences in the derived mass-loss rates are nelgligib

HD 203064. is an extremely rapid rotator with} sini = 300 km s'! which is clearly visible in
the broadened line profiles as shown in Fig. 4.5. The thealegiredictions agree well with the
observations apart from the dilution effect in H&71.

The star behaves prototypical for a number of giants (andtipergiant HD 18409) with large
values ofV; sini: Whereas H and Hs reveal a consistent fit, only the line cores of Bind Hell 4686
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Figure 4.5: Line fits of the giant sample with spectral types ranging frof to O9, ordered according to
derivedT g.

are in agreement with the observations. The wings of botts|ihowever, are too narrow compared
to the photospheric rotational speed and would be much nasistent if we used a lower value of
190 km s !(cf. Paper | and Sect. 4.8).

HD 24912 ¢ Per). The fit quality is good, with the exception of Hd471 which apart from the gen-
eralized dilution effect also comprises a small error irtifieation. Photospheric lines display a pro-
jected rotational speed &f sini = 220 km s'!, while H, indicates a much lower valug;100 km s
(for further comments see Paper I).

HD 191423. together with HD 149757 are the fastest rotators in the whaleple with a projected
rotational speed of; sini = 400 km s'!. As for the previous two stars, the wings of, lre too
narrow compared to Hand Hg, corresponding to an “effective” value of 300 km's

Line blanketing leads to a reductionTfs by 1,500 K, and the mass-loss rate had to be increased
by nearly a factor of two (fromd/ = 0.2-10~ M, /yr to M = 0.4-10~ M, /yr). Note that the profile
points to a disk like structure as discussed in Paper |.

The derived helium abundance is larger than the one obtdipédllamariz et al. (2002 Y=
0.14). In essence, this difference is mainly due to the lawiero-turbulent velocity adopted by us.
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Figure 4.6:*Wind lines” of the giants as in Fig. 4.5. Figure 4.7:*Wind lines” of the dwarfs as in Fig. 4.8.

45.3 Dwarfs

HD 93128. The H, line cores of all dwarfs in our sample, which are located init@a(HD 93128,
HD 93250 and HD 303308), are contaminated by nebula emisgidch makes the determination of
M a somewhat difficult task. For HD 93128, we derive a mass+atesof 2.6510_6M@/yr which

is roughly a factor of two higher than the value obtained ipd?d. This value is an upper limit (the
lower one is given in the next section) and has been useddcuola# the final model. Line-blanketing
leads to a decreaseng from 52,000 K to 46,500 K without changingg ¢g. With 5 = 0.85 we were
able to improve the fit of the wings of H although this procedure turned out to be rather difficuét du
to the contamination by nebula emission.

HD 93250. The profiles are generally very similar to HD 93128, althottjp 93250 seems to be
less affected by line-blanketing effects. We had to rediigeto 46,000 K (from the older value of
50,500 K), again with no changeslisg g. M is decreased by 1.40~%M, /yr to 3.5-1075M, /yr,
for a value of3 = 0.90 which resulted from a compromise between the fit of the linee @nd the
wings of both H, and Hell 4686.
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Figure 4.8:Line fits of the dwarf sample with spectral types ranging fro@ to O9, ordered according to
derivedT .g.

HD 303308. For this sample star we had to apply a relatively lafgg-correction of 7,000 K (to
41,000 K) along with a change ilog g of 0.15 dex (to 3.90).M is slightly reduced, whereas the
rotational speed had to be increased from 100 kinte 120 km s!. Interestingly, our model cal-
culations display an under-abundance in helitfi,= 0.075. The star is a “very likely” binary with
a separation of approximately 14 mas (Nelan et al. 2003, ep.primplying that the results might
be somewhat artificial. However, from the rather good fit yalf the profiles, the contamination
brought about by the companion seems to be negligible.

HD 15629. For this star, T.¢ needed to be decreased quite drastically, from 47,000 K to
40,500 K with an appropriate adjustmentlof g to 3.70. The mass-loss rate is moderaté €
1.3-10~%Mg, /yr) but almost twice as high as deduced in Paper I. The fit quisligenerally good,
and we confirm the helium deficiency to bg.= 0.08 as found in Paper | and by Herrero et al. (2000).

HD 217086. For both the Balmer and the Héines we obtain a very good fit quality, but there are
still small discrepancies for He 6683 and Hei 6404 which constitutes a problem in other sample
stars as well. However, usually they occur only in stars \th rotational speed. HD 217086 is a

fast rotator withV; sini = 350 km s and exhibits very broad line profiles as shown in Fig. 4.8 and
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Fig. 4.7. According to Paper | there is a difference in thetpspheric and the “effective” rotational
velocity of 85 km s which could not be confirmed in our present analysis. The ujipé for the
mass-loss rate was found to be 0:28 %M, /yr for an adopteds = 0.80.

HD 13268. Although being a fast rotator with. sini = 300 km s!, the photospheric value, again,
applies to the | profile (in contrast to the findings from Paper I). For the rdass rate only an
upper limit of 0.2610~5M_, /yr can be given, for an adopted valuef 0.80. The enhanced helium
abundancé’y.= 0.25, as given in Paper |, was retained giving the best comise especially in the
case of Hal 4541 which is still slightly too weak.

HD 149757 ¢ Oph). finally, is a very fast rotatorl(, sini = 400 km s'!), but also here the pho-
tospheric lines and Kldisplay the same broadening, i.e., the discrepancy foulaper | could not
be confirmed. We obtained a mass-loss rate of 0L085M_, /yr as an upper limit. This value was
used for our final model calculation and is considerably @ighan previously determined, wheré
was found to bex 0.03-10~ %M, /yr. Moreover, the “old” helium abundance Bfi.= 0.19 could be
slightly decreased to 0.17 giving a very good fit quality apldiyed in the corresponding figures.

4.6 Error Analysis

In the following section we will discuss the errors estindatend derived) for the parameters given in
Table 4.1 which will be needed for our further analysis.

4.6.1 Stellar parameters (cf. Table 4.4)

Effective temperatures. The formal errors ifl.g, estimated from the quality of the helium line
fits, generally lie betweer-1,000 K and+1,500 K (Table 4.2 to 4.3, cf. also Herrero et al. 1992,
2002) with two exceptions: The upper temperature limit f@ $8129A (neglecting its binary status)
lies at 45,000 K, in contrast to the temperature of our finestditting model at 42,500 K. Although
somewhat artificial, we will not discard this star from ouabssis for the sake of completeness and
assumeAT.g to be of the order of-2,500 K. The second case with larger error bargjnconstitutes
HD 210809 for which we also adopt an error62,500 K, due to the dilemma concerning 4686
(cf. Sect. 4.5). Since we found the critical temperatureenstthis line switches from absorption to
emission, to be located dt;=30,000 K (compared té,.=31,500 K for our final model), we added
this additional uncertainty in our model (i.e., 1,500 K) he tusual error of 1,000 K.

Gravities. The errors in the derivelbg g-values,Alog g, were consistently taken to be0.10 due
to the rather good fit quality of the Balmer line wings. It hase noted, however, that these values
are “only” effectivevalues, contaminated by the centrifugal forces presentauatation. In order to
obtain the “true” gravities needed to calculate the masseshas to apply a “centrifugal correction”.
This has previously been done by Herrero et al. (1992) anda/atal. (1996), who argued that the
centrifugal acceleration averaged over the stellar diskbesapproximated by the projected centrifugal
velocity,

(Viorsin0)2)  (Vioy sini)?

cent) — ~ ) 4.3
{Geent) R, R, (4.3)
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whered is the stellar co-latitude. However, in neither of theselijgakions this expression has been
actually derived and we could not find such a derivation anywhere. Since suddrigation is in-
evitable, especially with respect to a thorough error aig)ywe decided to calculate the desired
centrifugal correction from first principles. In Appendix ¥e have outlined the solution of the prob-
lem, and it turned out (neglecting any distortion of thelateladius) that Eq. 4.3 is correct, and that
the underlying errors (originating mostly from statistiaeguments) can be summarized by

A cen 2 AR* A .
7<;int;g ~ ( 7. )2 + (Tf)Q, with (4.4)

7Y In o1t 0w )

assuming that the projected rotational velocities can basomed with high precision. Since

Jtrue = g + <gcent>a

the total error of the “true” gravity follows from

(9Alog 9)? + ({geent) Alog(geent ))?
(A10g Girue)? = p
true

, (4.6)

with

A<gcent> ~ A<gcent>
<gcent > <gcent >
Remarkably, the error itbg g, IS Of the same order as the adopted errorlégrg, i.e., 0.1 (and
sometimes even smaller), since the true gravity can becamsiderably larger than the effective

value due to the centrifugal correction, whereas the eritbr spect to this correction remains rather
low.

Alog(geent) = log(l + loge. 4.7)

Helium abundance. The model calculations of both HD 303308 and HD 15629 show rade
abundance in helium dfy.= 0.075 andyy.= 0.08, respectively. Due to the good fit quality of the
Hel and Hell lines (see Figs. 4.8 and 4.7) and the low values foundrfqr, only small variations
are possible. We, therefore, estimate an error of not mameAyy.= +0.02/ — 0.01. In the case of
HD 303308 the formal under-abundance might be easily exgpibby its binarity, i.e., by a possible
contamination from the companion, but in the case of HD 1562%ituation is different. For this star
we found the same value as determined by Herrero et al. (18BBpugh we have used a completely
different code and accounted for line-blocking/blankgtiisince it would be very difficult to justify
such an under-abundance in physical terms, we refrain fronegplanation and will keep this star in
mind as an objective for further investigations.

For stars with “normal” helium abundance (i.&y.= 0.10), the fit quality is good and suggests
an error ofAYy.= £0.02.

For objects with slightly increased valueslif(i.e., Yy.= 0.12 to 0.15), we deduced an error in
helium abundance alYy.= +0.03 which is consistent with the values given by Herrerd.¢2802).
The last “group” of stars are those for which we found a definiter-abundance in helium, i.&.=
0.20 to 0.25. The error estimate is the same as before, natigly= +0.03. Even for HD 13268
with the highest abundance found throughout our analyigis< 0.25), we estimate an error of the
same order, since the fit quality is extremely good.
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Radii. As is well known, one of the largest sources of error conogrrany derived parameter
(mass, luminosity and mass-loss rate, see befow}salactic objectscomprises the uncertainty in
the stellar radius due to uncertain distances or absolstigavimagnitudes M, respectively. For
a thorough discussion we refer the reader to Markova et @03 in the present investigation we
adopt a general uncertainty dfMy = + 0.3 as a representative value for all our objects. Although
the individual 1e values are different and smaller in most cases, we adopvahi® in view of the
different sources from which our data is derived. The onlgegtions ar€ Pup and\ Cep, for which
larger uncertainties#0.43 and+0.5 mag) are adopted, as explained in Sect 4.4.

Since we calculate the stellar radius from botk Mand theoretical model fluxes (Eq. 4.1) and
sinceH) ~ B)(T1aq) x Teg in the V-band (Sect. 4.4), the corresponding error is given b

AlogR, =~ 0.2¢/(AMy)2 + (2.5 Alog Tog)?, (4.8)
ATeff

AlogTeg = 10g(1+ Tor )

With the above estimates falMy and AT.g, the error in the stellar radius is dominated by the
uncertainty in M; and is of the order ofA log R, ~ 40.06, i.e., roughly 15 %.

4.6.2 Wind parameters (cf. Table 4.2 and 4.3)

All terminal velocities, v, which have been taken from Paper |, were found to be suldjgotan
uncertainty of approximately Y0 as shown by Haser (1995). Here and in the following, we will
neglect this uncertainty with respect to its influence ondéeved mass-loss rate.

In order to address the errors in the wind-parametérand3 (which are intimately coupled), we
first have to consider the fact that any line-fit tq Hoes not allow to specify/ itself, but only the
quantity @, as extensively discussed in Paper |,

M
pr— —Ri.B

Q (4.9)

The logarithmic error of this quantity can be calculatedrfrthe uncertainty in\/ at agivenvalue
for R, , i.e.,

AM

AlogQ =log (1 + W) (4.10)

R,=const
Remember that any change Bf leads to an identical fit if\/ is adapted in such a way thét
remains constarit.

Thus, before we calculate the total error in mass-loss rhiehwdepends on both the error @h
and inR, via

Alog M = \/(Alog Q)2 + (gAlog R, (4.11)

we have to consider the errors@halone. For this purpose, we distinguish between two cases:

“Except for objects which lie close to the Eddington-limitheve the actual value di, has a direct impact on the
photospheric structure.
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Table 4.2:Stars with H, in emission:Errors in stellar and wind parameters given in Table 4% in kK,

A adopted ast0.1, Alog Q4 is the error inQ-value due to uncertainties in Hine fit, Alog Q- is the error

in Q-value arising from uncertainties i,z and Alog Q; is the total error. All values have to be preceeded by
atsign.

Star AT.g  Alog@Qr  AlogQs  AlogQy

HD 93129A 2.5 0.02 .04 0.047
HD 66811 15 0.02 .03 0.035
HD 14947 15 0.02 .03 0.036
HD 210839 1.5 0.04 .03 0.051
HD 192639 1.5 0.03 .035 0.045
HD 210809 2.5 0.04 .065 0.075
HD 30614 1.0 0.04 .03 0.049

Table 4.3: Stars with H, in absorption:Errors in stellar and wind parameters given in Table 4.1.akion
and units as in Table 4.2, except for the adopted uncertaintyand the corresponding uncertaintyif (for
stellar radii from Table 4.1, see text). The upper and loweit$ of M/ (in units of 10-5M, /yr) correspond
to the lower and upper limits of, respectively. The listed errors s andlog Q- (cf. Table 4.2) have to be
preceeded by asign.

Star AT.e AB M, M7 AlogQs AlogQ;
HD93128 15 12 159 370 0.023 *J55
HD93250 15 *015 258 3.87 0.023 ‘59
HD303308 1.5 0% 1.35 200 0.027 ‘509
HD15558 15 *920 384 6.31 0.027 *5%
HD193682 1.5 *0%0 094 216 0.028 019
HD15629 1.0 *J% 085 155 0.018 *5%
HD190864 1.0 0% 097 185 0.020 ‘513
HD193514 15 020 290 4.16 0.033 508
HD24912 1.0 970 074 129 0.022 )03
HD203064 1.0 935 094 177 0.022 1518
HD217086 1.0 )% <0.05 <0.33 0.021 *{4
HD13268 1.0 0% <012 <0.34 0.024 *533
HD207198 1.0 930 129 233 0.024 913
HD209975 1.0 0% 155 228 0.025 0%
HD18409 15 *J12 074 154 0.040 *O1%
HD191423 1.0 *320 <0.28 <0.46 0.024 3%
HD 149757 1.0 0% <0.04 <0.25 0.024 *54t
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Table 4.4:Parameters and corresponding errors for our sample s@reriers inT.g andlog ), see Table 4.2, 4.3. All quantities are given in the same
units as in Table 4.1D,,,, denotes the modified wind-momentum rate (Eq. 4.14) and Bngiv cgs-units. Note that all values quoted for HD 93129A
and HD 303308 may (strongly) suffer from a possible contatidm by a companion. Only the values i, log g, Yire and@ (which are more or less
independent of) might be considered to be of correct order of magnitude.

Star log gtrue AlOg gtrue R ARy Yae AYne logL AlogL M, AM, logM AlogM log Dyom Alog Dy,
HD93129A 3.71  *040 225 *3) 0.10 +0.02 6.17 *§1% 94.8 T313 -458 100 30.40 0%
HD93128  4.01 310 104 13 0.10 +0.02 566 *J13 39.8 Ti72 558 *TOI7 2922 L9
HD93250  3.96 310 159 +24 010 +0.02 6.01 *J13 833 F3¢Y 546 O 29.45 0%
HD66811  3.59 009 194 *1% 020 +0.03 590 *15 539 38 506 F013 29.74 1918
HD303308 391 00 115 j}g 0.075 *902 553 *o11 39.0 *¢% 579 *O13 29.03  Ipig
HD14947 348 Ol 16.8 f33 020 4+0.03 570 *9ii 307 Y -5.07 010 2071 O3
HD15558  3.81  *910 182 37 0.10 +0.02 593 911 787 T33% 525 04 29.62 1031
HD193682 3.65 3% 13.1 *29 020 +0.02 560 *t314 279 flL7 576 *Ol 29.04 518
HD15629 371  “000 128 T17 008 *HUf 560 *0i 304 Fg% 580 00 28.96 04
HD210839 3.58 1009 211 *3% 0.10 +0.02 5.83 3} 622 )% -5.16 )8 29.65 1021
HD190864 357  f0i0 123 *1% 015 4003 541 *913 203 *87T 586 018 28.88 fO 18
HD192639 3.47  foi0 187 *3% 020 4+0.03 568 *f9li 375 T%1 -520 00 2957 ‘o1l
HD193514 3.32 310 193 +2? 010 +0.02 568 114 282 fl2! 546 *)12 29.33 it
HD24912 356 909 140 *21 015 4003 542 *513 261 f1%9 597 F012 28.80 1030
HD203064 3.60 0% 157 33 0.10 +0.02 550 *Ji3 359 fj¢9  -5.85 *f5i3 28.95 018
HD217086 3.72 02 86 *fi9 015 4+0.03 5.05 *f93 142 *93 <-6.64 DL <28.03 0%
HD13268 348 )it 103 f1% 025 4+0.03 505 f93 117 *37 <-659 *Oi° <28.05 f918
HD210809 3.12 310 212 +33 014 +0.03 560 1315 217 34 528 1012 29.51 013
HD207198 3.46 010 16,6 *25 012 +0.03 547 *f313 290 *12° 575 01D 2899 07
HD30614 299 0I5 325 *i% 010 +0.02 583 *913 376 ¢ 522 00 29.53 o1t
HD209975 322  fpl0 229 *30 010 4+0.02 569 f03 314 %t 567 010 20.12  to8
HD18409  3.04 % 163 f3% 014 4003 529 f0° 106 '3} -5.99 020 28.66 *thTa
HD191423 3.60 'Ol 129 *19 020 +0.03 523 513 246 Tl <-6.39 *O1} <28.03 1014
HD149757 3.85 0% 89 f1¥ 017 +0.03 487 *912 202 *8% <.675 *OLT <27.72  *91
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e Stars with H, in emission(cf. Table 4.2). M and g are fit parameters and determined from
the H, profile itself (for specifiedR, ). The influence of} on the profile shape (specifically on
the central emission peak and also on the part where the \stagsto form) is so large that it
can be determined in parallel with the mass-loss rate. kdase, we adopf\g = +£0.1; the
corresponding error in the mass-loss rate, which direddilydlates into the corresponding error
in the Q-value, Alog @1, has been estimated from the requirement that within thesgese
the fit quality of H, should remain reasonable. Note, however, that the unagrted mass-
loss rate Q-value) depends also on the error in effective temperatdfEy, because of the
accompanying change in the ionization/excitation equilin of hydrogen. The corresponding
error, Alog 2, has been estimated using Eqns. (48, 49) in Paper | whichrsthis effect
The total error arising from both effects (line-fit antll.¢), Alog Q;, follows from the usual
error propagation assuming both error sources to be indepenFrom the results presented in
Table 4.2, the typical (total) error ilog Q (which would also be the total error Ing M if the
radius were known to high precisipis of the order of 0.05 dex, i.e., 12%. Only for HD 210809,
the error is of the order of 20% mainly because of the largeerainty inT,s(see above).

e Stars with H, in absorption(cf. Table 4.3). For stars with absorption profiles a différap-
proach has to be applied sinGecan no longer be derived from the profile shape (with excep-
tion of a few cases which we have commented on in the previecisog). Instead, it has to
be adopted from theoretical considerations, and we used 0.8 as discussed in Sect. 4.4.
Note that the derived mass-loss rate (actually the delye@lue) is valid only for this specific
value and that the dependencepbn S is much stronger for absorption than for emission type
profiles (cf. Fig. 15 in paper I). Thus, in order to obtainable error estimates fap, we varied
[ within reasonable limits and deduced, for a specified vafuR,q the corresponding upper
and lower boundaries of the mass-loss rate from the fit toltiserved profiles.

Generally, M will become smaller if5 is increased and vice versa. In particular, we have
varied3 typically by (+0.2/-0.1) to obtain i) a conservative lowinit for // and ii) to exclude

6 values below 0.7 (which are difficult to justify theoretiggl Only in those case where we
were able to constraiff due to additional arguments (cf. Sect. 4.5), the “alloweadyed of 3
could be (moderately) reduced. The specific values chogsefi,fg and S,..x as well as the
errors inM estimated in such a way are listed in Table 4.3. Together thigtsmall influence

of AT.g, we obtain typical uncertainties idlog Q; between 0.1 to 0.2 dex, i.e., of the order
of 25... 60%, which indicates the lower quantity of the dedivnass-loss rates if His in
absorption (cf. Paper | and Kudritzki & Puls 2000).

For stars with extremely low mass-loss rates, where onlypgewulimit of A/ could be deduced
(HD 217086, HD 13268, HD 191423 and HD 149757), the same pioeehas been applied,
such that the derived limiting valued{* and )M —, are also only upper limits. Note the extreme
uncertainty inM/ for HD 217086 and HD 149757.

4.6.3 Derived Quantities (cf. Table 4.4)

So far, we have considered the errors for the quantitiestwbén actually be “measured” from a
spectroscopic analysis, i.d,q, log g, Yae, @ and, to a lesser extenbg girue, 5, and R, . In the

5In order to account for the effects of line-blanketing immanated in the present work, we have u§égi ~ 0.9 Teq,
cf. Sect. 4.7.2
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following, we briefly summarize the errors in tderivedquantities which are needed for our further
interpretation in order to assess the achieved accuratyaldles are presented in Table 4.4.

At first, the error in luminosity is given by

Alog L =~ /(4 Alog Tog)? + (2 Alog R,)? (4.12)

and results i\ log L ~ £0.14, i.e., the influence of the error iR, is somewhat larger than that in
T.g. The error in mass,

Alog M ~ \/(Alog giue)? + (2 Alog R,)? (4.13)

is rather large and suffers, again, from the uncertaintyadius. The error inV/ is found from the
errors inlog @ and inlog R, (Eq. 4.11). Finally, the modified wind-momentum raf&, .., is given

by
Dinom = Mg (=25)"7 = Qua (22)?, (4.14)

where the corresponding error has to be calculated fromebens! equality, sincé) (and not))
is the actual fit quantity. The typical errorslisg D,,,m are of the same order as the errorddg L
which will result in a more or less quadratic error box whewtiihg the wind-momentum luminosity
relation.

4.7 Discussion

4.7.1 The effective temperature scale for Galactic O-stars

Our analysis was carried out using a large sample of spestitatypes ranging from O2 to 09.5
enabling us to obtain a temperature scale for O supergigiatsts, and dwarfs. Fig. 4.9 displays our
current calibration of . vs. spectral type for Galactic O-type stars. From this plet,conclude that
the influence of line-blanketing redefines this temperasaede significantly. Supergiants of spectral
type O2 to 09.5 are now located between roughly 43,000 K an@0oBOK (if we assume that the
effective temperature of HD 93129A is not too wrong), wheréaarfs of spectral type O3 to O9 are
located between 47,000 K and 32,000 K.

Our results indicate a somewhat larger influence of linellmy on the effective temperature
of dwarfs than found by Martins et al. (2002) in a comparableestigation utilizing model grids.
Typically, our temperatures are lower by 1,000 to 2,000 Ke ®as to note, however, that a significant
number of our objects are fast rotators, which might be &by gravity darkening (e.g., Cranmer
& Owocki 1995; Petrenz & Puls 1996) and hence appear cocdar tifieir non-rotating counterparts.

Moving from dwarfs to supergiants (the temperatures oftgiéie in between), we can see that our
temperature scale is somewlhatiter than the scale derived by Crowther et al. (2002, line-bltatke
models usingcMFGEN). The differences are marginal at spectral type O4 but asgdowards later
types, where the discrepancy is of the order of 4,000 K. lukhde mentioned though that the
accomplished analysis and results obtained by Crowthdr @Q02) comprised extreme Magellanic
Clouds objects, whereas in our sample such extreme objectau@. Thus, it can be speculated that
the derived effective temperatures are lower just becafifee@xtreme wind-density of the objects
analyzed (see below). Note also that the lower entry at Oesponds t@ Pup. For this star (which
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Figure 4.9: T.¢ vs. spectral type for Galactic O-stars (line-blanketed et®dthis analysis), compared to
similar investigations and results from unblanketed medd@he dashed lines denote the results obtained by
Vacca et al. (1996, plane-parallel, unblanketed modelsgres the upper and lower relation correspond to
dwarfs and supergiants, respectively. The results oldaiyeMartins et al. (2002) are displayed by the bold
line and corresponds to dwarfs (usiogIFGEN+ISA). The dotted line corresponds to extreme supergiants in
the Magellanic Clouds (as derived by Crowther et al. 2002giIsMFGEN). The rectangles at O2 and O4
correspond to HD 93129A and HD 303308, respectively (battssire binary systems; see Nelan et al. 2003),
whereas the arrow indicates upper and lower limits/igf for HD 93129A. Circles enclose extremely fast
rotators withV; sini > 300 km s*.

has a much more typical wind-density), the results of botiyeaes (ours and the one performed by
Crowther et al.) agree perfectly, with a derived valueTgr=39,000 K.

Compared to the late§tg-spectral type calibrations published by Vacca et al. (1J9886ich is based
on plane-parallel, pure H/He model atmospheres, the diifers are of the order of 4,000 K to 8,000 K
at earliest spectral types and become minor around BO, asladsvn in Fig. 4.9. In the following, we
will discuss the origin of these differences in considezad#tail.

4.7.2 Why lowerT, s with blanketed models?

As mentioned above, the inclusion of line-blanketing dffegeduces the effective temperature scale
significantly, when compared to the results from pure H/Healet® without winds (and, to a lesser
extent, when compared to the results from pure H/He moaligtewinds, cf. Herrero et al. 2002). As
we will see in the next section, the gravities become smabewell, at least in the typical case. On
the other hand, the values f&, andM remain roughly at their “old” values, so that we can antici-
pate a significantly modified wind-momentum luminosity tiela, due to the decrease in luminosity.
Thus, we find severe effects concerning all problems rel@dq; as function of spectral type (and
luminosity class, due to the additional impact of mass}lcasd in the following we will investigate
the questiorwhythe stars “become cooler” in more detail.

A simple answer to this question has been given in a variety of publicatioealidg with line-
blocking/blanketing (cf. Sect. 6.1), and we will briefly somarize the major aspects.
Due to the presence of the multitude of metal-lines in the BEb¥ flux is depressed (“blocked”)
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Figure 4.10: Emergent Eddington fluxH, Figure 4.11:As Fig. 4.10, but for corresponding
as function of wavelength. Solid line: Cur- radiation temperaturéek,.q. The radiation temper-

rent model of HD 15629 (O5V((f)) with param- ature of the blanketed model 1 (solid lines) in the
eters from Table 4.17(#=40,500 K, log ¢=3.7, V-band and close to His roughly 0.97g.

“model 1"). Dotted: Pure H/He model without

line-blocking/blanketing and negligible wind, at

sameT.g andlogg (“model 2"). Dashed: Pure

H/He model, but withl.=45,000 K andog g=3.9

(“model 3”).

in this regime, compared to a metal-line-free model. Sihe¢dtal flux, however, has to be conserved
the flux blocked by the lines will emerge at other frequencigss is the case in regions where only
a few lines are present, i.e., at longer wavelengths, iagut an increase of the optical flux.

This can readily be seen in Figs. 4.10 and 4.11, where we cantipa results from a prototypical
example (our current model of HD 15629 (O5V((f)},#=40,500 K,log g=3.7, hereafter “model 1”)
with those from a pure H/He model (with negligible wind) aetbame effective temperature and
gravity (“model 27). Note in particular that the radiatioaniperature in the V-band (and close to
H,) is given byT,.q ~ 0.9 T,5°, compared to the values of 0.75 ... O.g for pure H/He models
(Paper I). Thus, the ratio of the emergent fluxes longwardsstortwards from the flux maximum
increases due to line-blocking/blanketing.

The process responsible for achieving this flux increaserggdr wavelengths is line-blanketing.
Due to theblanketof metal-lines above the continuum-forming layer, a sigaifit fraction of photons
is scattered back (or emitted in the backwards directiomyhghat the number density of photons
(x mean intensity/,)) below this blanket is larger compared to the line-free casese photons are
(partially) thermalized, and the (electron-) temperaf@@und10=? < Trees S 2) iNcreases. Since
the emergent flux is proportional to the source-functiom,at 2/3 (Eddington-Barbier), and since
the NLTE-departure coefficients for the excited levels ofifegen are close to unity for hot stars
(note that the optical continuum is dominated by hydrogeprbtesses), an increase in temperature
directly translates into an increase of the optical flux.

Thus, if we determined effective temperatures from optamaitinuum fluxes (concerning the
failure of such a method, see Hummer et al. 1988), the remtucti7.s would be easily explained:

Line-blanketed models have optical fluxes similar to thoma funblanketed models at highélrg.

5This result roughly holds for all spectral types considdretk.
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jonization fractions (Hel,Il,Ill)

Figure 4.12:lonization fractions of He for the different models from Fig10, as function ofg,.. From top
to bottom: Hail (blanketed model only), He and Hel, respectively. Note that the fractions for our current
blanketed model (solid) coincide with the fractions for tiagter, unblanketed one (dashed).

Although the actual analysis @i, for hot stars depends on the helium ionization equilibris®e(
below), the above finding allows us to understand why thevddrstellar radii remain almost unal-
tered: Since we “measure” these radii from a comparison of (Which of course is independent of
the model) with theoretical model fluxes in the V-band (cf.. E4), where the latter depend almost
linearly on the correspondirif..q (Rayleigh-Jeans regime), the ratio between “old” and neli can
be approximated by

RV 0.9TF"

R T 0.8 T

and is close to unity in any case, sifEg" < T

A closer inspection. As just pointed out, the actual determinationi@f for hot stars exploits the
sensitivity of the He/Hell ionization equilibrium on temperature. Figure 4.12 shdwesdorrespond-
ing ionization fractions for model 1 and 2 (compare with R3gn Herrero et al. 2002), as well as
the results for a hotter, pure H/He model (again with neglegivind) at7.;=45,000 K andog ¢=3.9
(dashed curve, “model 3"). In the formation regionpbfotospheridines (rross < 5 - 1072, onset of
wind at lower values), the ionization fractions of both IH&d Hell are similar for model 1 and 3; in
contrast, model 2 produces significantly moreitdad Hei:

Line-blanketed models of hot stars have photospheric Higation fractions similar to those from
unblanketed models at high&gg (and higherog g, see below).

The final question then is: What determines the displayedwetir of the ionization fractions? If we
concentrated on Fig 4.11, this behaviour would remain @amcle model 1, the emergent flux short-
wards of the Hei-Lyman-edge is lowest. In so far, we would erroneously cathelthat this model has
the highestpopulation of Hal (at least, regarding the ground-state), in contrast to \ehdisplayed
in Fig. 4.127 We have to remember, however, that the ionization equilibris controlled by the

"The reason that model 1 has the lowest emergent flux is givethéojact that for this model the Hecontinuum
becomes optically thick already in the wind, since theH®pulation is larger there, compared to the other models.
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Figure 4.13:As Fig. 4.11, but with radiation temperatures calculatedifimean intensity/, at Tress = 2/3.
Note the difference in the He Lyman continuum { < 229 A). Whereas the Lymafilux is lowest for the
blanketed model (Fig. 4.11), the corresponding mean iitteadie in between the results of both unblanketed
H/He models.

balance between ionization (dependent on the local phdémisity) and recombination (dependent on
the local electron temperature and density).

Thus, in order to understand the run of ionization, we hawtwsider the mean intensity, plotted
in Fig. 4.13 as corresponding radiation temperatuke = B, (T;.q(v)) for a depth ofrress =
2/3. Most important and in contrast to Fig. 4.1dnfergent fluxis the fact that the mean intensities
shortwards of the He Lyman edge are now ordered in the following sequence (frame$b to highest
values): model 2, 1 and 3, i.e., the results for the blanketedel lie in between the results of the
unblanketed ones. This is true not only fef,ss = 2/3, but also for the complete photosphere, and it
is also true for the run of the electron temperature, lyinggtween the temperature stratifications for
model 2 and 3 due to the effects of line-blanketing as dismisbove.

It is well known that the ionization balance (or more corgdhe ratio between the ground state
occupation numbers of iolhand ionk + 1) can be approximated by (e.g., Abbott & Lucy 1985; Puls
et al. 2000)

nik T aq ( nik )*
T I e N (.
Ny ki1 Te \nqgpi1ne/ Traa
with n. being the actual electron-density alidy being the radiation temperature at the ionization

edge. The bracket denotes the corresponding LTE-valueateal afl}.q 8. Without those constants
which are identical for a specific ion, we have

ny(Hell) Ne 1.4388 - 108

n(Helll) © Toq(229A)/Te ¥ <229 - Trad(22921)) (4.15)
np (Hel) Ne 1.4388 - 10%  \ nq(Hell)

n(Helll) © Toq(5044)y/Ts T <504 - Trad(50421)) n(He 1)

8Actually, this expression needs to be modified by a factotaining certain branching ratios with respect to ordinary
and metastable levels, which in the following is of no concer



4.7. DISCUSSION 115

Using these approximations, we have convinced ourselMesgirt.14 that the similarity of the He
ionization equilibrium for model 1 and 3 as well as the lagepulation of Ha and Hell for model 2
can be explained by three facts:

i) the run of the electron temperatures, where the valueth®blanketed model lie in between
the ones for the unblanketed models (back-warming);

i) the run of the radiation temperatures, which are rativailar to T, (continua optically thick in
the photosphere!), although somewhat higher

iii) the higher electron density, for model 3, because of the higher gravity in this cdsg ¢{=3.9
vs. log g=3.7). If we had compared models with identical gravitiesded 3 would have yielded
the highest ionization degree, which is just compensateduse of the increased recombination
due to the higher electron density.

In summary, the He ionization equilibrium of our blanketeddel 1 and the hotter, unblanketed
model 3 are similar because of backwarming (increagingnd, thus,T,.q4 at the edges in model 1)
and because of the higher gravity in model 3 (increasing llmegspheric recombination).

Fig. 4.15 finally displays the corresponding profiles foriHEl71. Obviously, the results for
model 1 and 3 are indistinguishable, whereas model 2 predaaauch stronger profile. Thus, a
spectroscopic analysis of hot stars, based on the He igonizatuilibrium and performed by means
of blanketed models, will usually result in parameters atdol . and lowerlog g, compared to an
analysis utilizing pure H/He models.

The parameters derived from Heof course, have to consistently produce the other (optical
lines from hydrogen and He Since for hotter stars the Hielines A\ 4200, 4541 are preferentially
fed by recombination from He (which remains the dominant ion with and without blockintgey
remain almost unaffected by temperature variations antt reainly (but weakly) on gravity (cf. the
corresponding sequence of Hdines in Fig. 4.8). On the other hand, the hydrogen Balmezslin
remain fairly unaltered if temperature and gravity are geahin parallel, which needs to be done in
any case if He is to be preserved.

It is hence possible to obtain line-fits of almost equal dydliom blanketed and unblanketed
models, if the former have lowef.g andlog g than the latter. For physical reasons we prefer the
former, implying that we have to accept a re-calibrationteflar parameters as a function of spectral
type.

In the following we will see that there is also another pasigib If the hydrogen lines “forbid” a
decrease in gravity, we might be able to obtain a fit at lolygrandequallog g, but with areduced
helium abundance. This reduction then compensates fonthedse of the Hefraction, which oth-
erwise could be obtained only by a decreaskgy. The Hell lines must allow for such a reduction,
which is possible in certain domains of tHE £, log g)-plane.

From these results it becomes also clear why'Ege correction for supergiants is larger than
for dwarfs. Supergiants have a stronger wind due to a largemiosity. At first glance, one might
speculate that the major effect is an increased backwareffegt due to an increased wind-albedo
(cf. Hummer 1982; Voels et al. 1989): the “blanket” becomessir because of the increase in line
opacity and the velocity shift in the wind. However, in moases this effect is minor compared to the

9Because of the usual effect that for ground states and ababe tsurface/,, > B, (T, and the additional increase of
J., due to back-scattered photons from above in case of thedteshiknodel 1
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Figure 4.14:As Fig. 4.12, but for ionization ra- Figure 4.15:Hel 4471 line {/; sini=90 km s!)
tios Hell/Hein (upper panel) and HéHein (lower  for all three models from Fig 4.10. Whereas the
panel). Both panels show the actual ratios for all profiles model 1 and model 3 coincide, model 2
three models as well as the ratios as approximategroduces a much stronger line (see also Fig. 4.12).
by Eq. 4.15, using mean intensitigghe ionization =~ The dashed-dotted profile results from a model sim-
edge. The offset between all four arrays of curvesilar to our current blanketed one, but with negligi-
is arbitrary. Obviously, the approximation is a good ble mass-loss. Obviously, the presence or absence
representation for the actual situation (see text.)  of a weakwind (model 1 has a mass-loss rate of
1.3-10~°Mg, /yr) has no effect on the temperature
analysis. The weakest profile shows the influence
of a strong wind: the underlying model again is
similar to model 1, but with a mass-loss rate of
7.5:107%Mg /yr.

influence of the wind itself. In a dense wind, the line coresfarmed in the wind, and particularly
Hel is significantly filled in by wind emission (Fig. 4.15). Thaslarger correction to even lowé
is required to match the observations, compared to an asdigsed on wind-free models.

One last comment: Not onlf.s and A/ have an influence on the effect of line-blocking, but
alsolog g, particularly for dwarfs. Since with increasifigg g the photospheric density increases,
the recombination rates of the metal-ions become enhamd&dh results in a higher population of
the lower ionization states. Less ionized metals have a mongplex level structure whose more
numerous lines then enhance the blocking and blanketiegteff

4.7.3 TheT.s vs.log g diagram

Figs. 4.16 and 4.17 show the spectroscopist’s view of thézsrung-Russel diagram, namédg g
vs. T, Which is independent of any uncertainty in the distance. m@ared to the results from
Paper I, a shift towards lower temperatures can be obseovedl tars in our sample as indicated by
the displacement vectors, which is in agreement with theltefrom above. As shown, we would
also expect a (moderate) reductionlef ¢*°, which is found for only 14 out of 24 sample stars. For
eight stars, the gravities remain unaltered, and for tws stdD 24912 and HD 207198 (luminosity
class Il and I, respectively), we actually had to increlaggy in order to obtain a convincing fit.

If we consider those objects in more detail where the gragtyained at its old value (or had to

ONote that the values dbg g from Paper | include an approximate correction for windeef§.
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Figure 4.17: True gravity log girue VS. Tor

for Galactic O-stars (this work) compared to the
calibrations provided by Markova et al. (2003),
evaluated in theT.g-logg plane. Although al-
Jnost all results agree within the typical error bars
ATy ~ + 1,500 K andAlogg =~ =+0.1,
the “outliers” HD 217086 (O7Vn, fast rotator) and
HD 15629 (O5V((f))) might indicate a steeper re-
lation for dwarfs, as indicated by the long-dashed
line, logg = 3.32 + 0.013 - Tigr, Tegin kKK (see
text).

Figure 4.16: True gravitylog giue VS. Tug for
Galactic O-stars (this work) compared to the re-
sults from Paper | (unblanketed models, gravity cor-
rected for wind effects and centrifugal forces). A
shift towards lower temperatures can be observe
for all stars in our sample, as indicated by the dis-
placement vectors in tHE.¢-log g plane; 14 out of
24 stars had to be shifted towards lovies g, 8 ob-
jects preserved their “old” value and for two objects
we had to increase the gravity (see text).

be increased), it turns out that for 9 of the 12 objects wevddra lower helium abundance than found
by Herrero et al. (1992). These cases, thus, comprise #rmalive stated above: Instead of a reduced
gravity, which in these cases is “forbidden” from the hydrdBalmer lines, we obtained a reduced
helium abundance. Therefore, the well-known helium dganey has considerably been reduced by
our analysis using blanketed models (see also Herrero 20602).

Fig. 4.17 again displays our ndwg g vs. T.g diagram for Galactic O-stars, but now we compare the
results to a recent calibration implicitly provided by Mava et al. (2003), who have partly used the
results described in the present paper. In particular, libtesprves as a consistency check, because
Markova et al. derived two independent calibratiohg; vs. spectral type anlbg g,ve VS. Spectral
type. Since their calibrations are based on a linear mod @l its caveats, particularly for extreme
supergiants), it is possible to combine both and to derivaliaration forlog g vs. Teg. This is what
we have done in Fig. 4.17, where also the corresponding cizefts have been tabulated as a function
of luminosity class.

In the case of class | and Il objects, also this new combanatigrees with our results: almost all
objects are within the typical error batsT.¢ ~ + 1,500 K andA log g ~ +0.1, even if we include
the “problematic” object HD 207198 mentioned above (thigeot)y however, together with Cep,
doeslie above the general trend).

It should be noted that some of the stars studied have datdgbeen excluded from the analysis
performed by Markova et al. (2003). Not only were the two bdiemHD 93129A and HD 303308
discarded but also the fast rotators (e.g., HD 217086 and3268).

Nevertheless, the quality of the comparison performedtigeragood with exception of the class
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Figure 4.18:The HR diagram for our sample. Filled symbols indicate stitls He abundances higher than
Yr.= 0.17 and open squares mark the rapid rotators Witini higher than 200 kms'. Evolutionary tracks
for non-rotating stars are taken from Schaller et al. (1992)

V objects. For this luminosity class, Markova et al. havduded the results obtained by Martins
et al. (2002) into their calibrations. These results areethas an analysis of model-grids and on a
different code ¢MFGEN), which might lead to a certain inconsistency. The comparisf our results
with the calibration now indicates a steeper relation, ifdeenot exclude the “outliers” HD 217086
and HD 15629 (both withog g ~ 3.7). For both stars, the fit quality is very good, making an error
in the spectroscopically derivadg g very unlikely). To account for this problem. we have added an
alternative regression based on our results only (alonky thié corresponding coefficients), denoted
by the long-dashed line in Fig. 4.17.

If we assume, on the other hand, that the regression by Markb&l. were correct, the mismatch
could be explained by means of an under-estimate of the tawity at least for HD 15629|{, sini=
90 km s!) in case it were a fast rotator seen pole-on (Eq. 4.5). For HID26, however, this
possibility can most probably be excluded, since it is a fatdtor with only a small error in the
centrifugal correction.

In conclusion, théog g vs. T, calibration for I.c.V objects remains somewhat uncertainereas
for I.c.I/1ll stars no obvious problems are visible.

4.7.4 s there still a mass discrepancy?

Fig. 4.18 shows the position of our objects in the HR Diagrarere different symbols have been
used to mark objects with large He abundances or rotatiaiatities.

A comparison with the data from Paper | using the same alesohagnitudes (which would
slightly modify the entries in Fig. 4.18) reveals two majdffetences which are explained by the
new, lower temperatures and subsequently by the lower logitias (remember that the radii are very
similar).

First, lower masses are derived for the most massive stan,itwe include the binary compo-
nents in Carina. In Paper I, progenitor masses in exces0dff2and actual masses in excess of 100
Mg were derived for the most massive stars, whereas in ourgres®k all stars have progenitor
masses and actual masses below ¥QQ
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Figure 4.19:Evolutionary vs. spectroscopic masses obtained in Papgeh(squares) and in the present work
(filled circles), using the same absolute magnitudesi,q).

Second, all of our stars are clearly separated from the ZAkt®m HD 93128, although we
have another five stars classified as dwarfs. This offsetf@ctfe temperature cannot be explained
by distance uncertainties, unless they have been serioushestimated (which would then pose a
problem for HD 93128). A similar effect has been found in tlaadset analyzed by Herrero et al.
(1992), although they have used different evolutionary ef®ménd there were no sample stars as
young as HD 93128. Investigating the evolutionary trackis s$tar would have an age of only 0.15
Myr (see also Penny et al. 1993) which is much less than thefdfe next youngest star, HD 93250
with an age of 1.3 Myr. Although the uncertainties in the dedli ages are very large, this finding
is consistent with the fact that both stars have very singfsctra and parameters.¢ andlog g),
but almost one and a half magnitudes difference in briglstnkgs also consistent with the fact that
HD 93128 is a member of Trumpler 14, which has been argued wignéficantly younger than Tr
16 to which HD 93250 belongs (see Walborn 1982a, 1995). @sigk would like to point out that
also HD 93250 might be a binary (cf. Walborn 1982b, but alsdbdfa et al. 2002) which would
additionally explain the rather low wind-momentum ratehi§tstar compared to similar objects.)

From Fig. 4.18 we can also read off the masses predicted bgviblationary tracks (i.e., the
evolutionary masses) and compare them with those deriwed fhe stellar parameters which were
determined by spectral analysis (i.e., the spectroscopisses). Note that both masses depend in a
similar way on the adopted distance, and, therefore, thigéreince will not change unless we have to
modify this distance dramatically.

Herrero et al. (1992) performed this comparison and foumatl tthe spectroscopic masses of gi-
ants and supergiants were systematically smaller thanvitlatenary ones. At the same time, the
spectroscopically determined heliummerabundances could not be explained by current theories of
stellar structure and evolution. The correlation of thass discrepancy.e., the difference between
evolutionary and spectroscopic masses, and the distartbe tddington limit indicated that the de-
duced discrepancy might have been related to the fact thaietdeet al. (1992) omitted sphericity
and mass-loss in their analyses. However, even with therdajppate) inclusion of sphericity and
mass-loss in the determination of stellar parameters dsrperd in Paper |, the actual problem could
not been solved, but it could be improved.
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Figure 4.20:Spectroscopic and evolutionary masses of our sample stidwrslata from Table 4.1 and errors as
discussed in Sect. 4.6. The binary components HD 93129A &n8(3308 have been discarded from the plot.
Open squares denote rapid rotators Witlsini > 200 km s!, as in Fig. 4.18

From a recent analysis of seven Cyg OB2 supergiants ingutimeffects of sphericity, mass-loss
and line blanketingHerrero et al. (2002) found no conclusive evidence for asndéscrepancy to be
present. While the star with the lowest mass still showederepancy, the other six stars were found
to be evenly distributed on each side of the 1:1 line dividspgctroscopic and evolutionary mass,
with the error bars crossing it.

In the present context and to illuminate the effects of lileking/blanketing, it is now interesting
to compare the evolutionary and spectroscopic masses faparR with the ones obtained in the
present analysis, using the same absolute magnitudes.es$hlk can be seen in Fig. 4.19. A distinct
improvement of the general situation is obvious, espscialla number of stars in the “intermediate”
mass range. Not surprisingly, these are stars for whichdhection in effective temperature is very
large.

The present situation (with respect to,Mand R, from Table 4.1) is displayed in Fig. 4.20. We
see that for almost all stars the corresponding error bassehe 1:1 line with exception of those three
objects with the lowest spectroscopic mass (whichhatt¢he three objects with the lowest luminosity
in Fig. 4.18).

Although our new results are consistent with the ones foyrtddrrero et al. (2002), implying that
the mass discrepancy seems to be limited to stars of lesd 8, there is still additional concern.
Most stars with masses lower thanlgQ, (including those three objects with mass discrepancydyoll
an imaginary line located parallel to the 1:1 line which ispdiaced by about 1Bl in ordinates. We
consider this finding as a milder form of the original massmipancy which still has to be explained.

Unfortunately, is not possible to perform a similar compani using evolutionary calculations
based on rotating models as presented by Meynet & MaedeO)20@ Heger & Langer (2000),
since we do not know the initial rotational velocity of ourjetts. If we simply assume that all our
objects had started with 300 kim's the remaining discrepancies as discussed above woultasté
persisted. At least the derived range of He abundances beudcplained, but not necessarily at the
correct effective temperature, luminosity, and age asudised by Herrero & Lennon (2003).
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Figure 4.21: Logarithm of modified wind- Figure 4.22:WLR for our sample, using the same
momentum rateD,om = N[UOO(R*/ R)%5, vs. My -values ( R,q) as in Paper |. Denotation as
log(L/Lg), for the values derived on the basis written in the plot legend. The binary components
of Roq (i.e., assuming the same values foryM HD 93129A (I.c.l, alog L = 6.13 andlog Do =
as in Paper |), compared to the results from Pa-30.35) and HD 303308 (l.c.V, diog L. = 5.61 and
per | itself. For all stars in our sample, a shift to- log Dy,om = 29.12) have been discarded from the
wards lower luminosities has been found, whereasregressions.
for most of the stars the modified wind-momentum Error bars with respect ta\log Do, are plot-
rate remains roughly constant. Only for the starsted only for objects with | in absorption. The
with log(L/Lg) < 5.3 the upper limit of the wind-  regression was performed accounting for the er-
momentum rate (indicated by arrows) has increasedors in both directions and for their correlation (see
(see text). text). Overplotted (in grey, long-dashed) are the re-
gressions as obtained in Paper | using pure H/He-
models. Note that the new regression for lumi-
nosity classes Ill/V (dotted) almost coincides with
the “old” regression for supergiants, and that both
agree well with the predictions by Vink et al. (2000,
dashed).

4.7.5 Wind-momentum rates

Whereas the effective temperatures decrease significamtlys-loss rates and stellar radii are hardly
affected by line-blocking/blanketing and remain roughtyreeir “old” values (if the same values for
distance/M; are used, of course). For the radii, this finding has already fexplained in Sect 4.7.2
(increase off}.q/Teq in the optical) and for the mass-loss rates the argumentridasi First, the
H.-emissivity increases only weakly due to the reduced elademperature in the wind (at least for
the hot stars considered here). Second, the underlyinghcommt, i.e., the radiation temperature close
to H,, remains comparable to or hotter than the continuum of atankbted model at its “older”,
higherT,s. The combined effect of the modified electron, radiation effielctive temperature of/
can then be approximated by Eq. 49 in Paper |, and in most dasess out that we should expect a
rather weak reduction i/ of the order of 10 to 20 %.
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Comparison with previous results assuming identical M; ’s

This expectation has been checked in Fig. 4.21, where we bengared the modified wind-
momentum rates as derived here with those resulting fronePlago avoid any confusion due to
changes ink, because of differences inyV, this comparison has been performed on the basis of
Roq (Table 4.1, last column), i.e., assuming the same valuddl{oras in Paper |. With respect to the
values for luminosity and,,,, as given in Tables 4.1 and 4.4, this means that both quantitee
been scaled withiR.14/ R.)?.

In contrast to our expectation from above, Fig. 4.21 shows ith some cases we actually en-
counter an increase i/ . The reason for this behaviour is twofold. The fitted value3dias de-
creased for a number of stars with emission lines, (e.g. @up from 1.15 to 0.90), probably as a
consequence of the somewhat modified ruffig@i-). A decrease it then translates into an increase
in M .

For objects with an almost purely photospherig ptofile, on the other hand (the four low lu-
minosity stars for which we could obtain only upper limitd)is upper limit has increased due to the
higher precision of the present analysis: The approximapecach used in Paper | becomes somewhat
uncertain at (very) low mass-loss rates, mainly becausepitids on an incident boundary condition
based on results from hydrostatic, plane-parallel mod&tklitionally, all four objects are very fast
rotators. In Paper I, we reduced the rotational velocitynfritcs photospheric value to a somewhat
lower, “effective” value in order to match the Horofile. Again due to the higher precision of the
presentunifiedapproach, it turned out that such a modification is no longeeasary, at least not for
the three dwarfs (cf. Sects. 4.5 and 4.8). Keeping the ndmiaiaes ofV; sini then increases the
derived mass-loss rates.

Insofar, the dilemma discussed in Paper | (What is the retsdrthe modified wind-momentum
rates of low-luminosity stars lie below the average ref&jo finds its natural explanation: For the
present results, this dilemma simply no longer exists, atld we assume that the actual mass-loss
rates lie at the obtained upper limits (where this assump#dmittedly, is rather bold.)

From our findings, we conclude that for most of our objectg#tie between mass-loss rate (and thus
modified wind-momentum rate) and luminosity has becomestazgmpared to previous results. This
becomes particularly clear in Fig. 4.22, where we compaaterage WLR for Galactic supergiants
and giants/dwarfs obtained in Paper | (long-dashed, gréitie corresponding regressions using the
present data, again for the same values @f MNote that the latter have been performed accounting
for the errors in both directions/log L and A log D.om, Cf. Table 4.4) and for their correlation
(both quantities depend d®?), as described in Markova et al. (2003).

The corresponding coefficients with respect to the WLR,

log Diyom = xlog(L/Lg) +log D,, x = %, (4.16)
(with o/ being the exponent of the line-strength distribution fimgtcorrected for ionization effects)
are given in Table 4.5. Interestingly, the new regressioruiminosity classes IlI/V (dotted) almost
coincides with the “old” regression for supergiants, whsréhe new regression for the supergiants
has become significantly steeper than previously detednifaken literally, the new value of (sg)
is smaller thar/(g/dw), in contrast to results from theoretical considerat (Puls et al., 2000). Let
us point out, however, that the regression coefficients dipeggiants are rather uncertain, since the
minimum of y2 is extremely broad (in contrast to the Ic llI/V case).
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Table 4.5: Coefficients of the WLR obtained in the present investigat{discarding HD 93129A and
HD 303308 from the regression), compared to the results fPaper | and the theoretical prediction by Vink
et al. (2000). Entry 4 and 5 correspond to values obtainedsinguthe “old” absolute magnitudes( Ro14),
entry 6 and 7 correspond to the values derived from new omdsdimg the results for seven Cyg OB2 stars by
Herrero et al. (2002). The last entry corresponds to theessipn performed in Fig 4.24. Present data has been
analyzed by accounting for the errors in both directionstedt correlation, whereas a standard least square
fit has been performed for the data in Paper | (no errors dla)la

Sample log D, X o
Vink et al. (2000) 18.680.26 1.83-0.044 0.55-0.013
sg (Paperl) 19.230.98 1.750.17 0.5%0.055
g/d (Paperl) 18.981.46 1.720.25 0.58-0.085
sg My (old) 17.34t2.46 2.14:0.44  0.47%0.096
g/d My (old) 19.3+1.22 1.73:0.22  0.58:0.074
sg (+CygOB2) 17.981.88 2.00:0.32  0.50:0.080
g/d (+CygOB2) 18.761.29 1.84:0.23  0.54-0.068

“unified”, cf. Fig. 4.24 18.920.87 1.86:0.16  0.56:0.049

Although quantitatively different, both the results pret®el here and in Paper | indicate a clear
separation between luminosity class | objects and the adtbipugh this separation seems to have
decreased regarding our new data. The most obvious intatiprewould be that the effective number
of lines driving the wind (comprised in the quantifyo from Eq. 4.16) is a function of luminosity
class. A comparison with recent theoretical predictionsd(aven with older ones, cf. Fig. 25 in
Paper 1) obtained bglifferent independerapproaches (Vink et al., 2000; Pauldrach et al., 2003; Puls
et al., 2003a) suggests that this is not probable, since tbalsulations predict aniquerelation,
almost coinciding with our present regression for clag¥ldbjects (cf. Figs. 4.22, 4.23).

Clumping in the lower wind?

If we now use our preferred absolute magnitudes, i.e., theesagiven in Tables 4.1 and 4.4 and
include the results obtained by Herrero et al. (2002) foese@yg OB2 stars (which should be
free of errors related to relative distances), the sitmatiecomes even more confusing as shown in
Fig. 4.23 (see also Puls et al. 2003a, Fig. 3). Although thep@B2 sample consists almost exclusively
of supergiants, only the two most extreme supergiants (B&#J and #11) follow the “upper” WLR
from Fig. 4.22, whereas the derived wind-momenta for aléotfive) objects are consistent with our
present WLR for class IlI/V stars.

In order to clarify this confusion and on the basis of a praiamy analysis of the present data set,
Puls et al. (2003a) have suggested a scenario which we wikaltbl briefly summarize, because in
the following we will present the corresponding outcomengsiur results.

When plotted not as a function of luminosity class but as atian of H, profile type(Puls et al.,
2003a, Fig. 4), it turned out that stars with, ih emission and those with absorption profiles (only
partly filled in by wind emission) form two distinct WLRs, f@sctively, where in this representation

Note that this analysis has been performed with the same asd#pplied by us, i.e., the results are at least in a
differential sense of equal quality.
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Figure 4.23:As Fig. 4.22, but with the actual absolute magnitudes fromld&4.1 including the results for
seven Cyg OB2 stars analyzed by Herrero et al. (2002) (esdlbg circles).

the CygOB2 objects make no exception.

From these findings, Puls et al. (2003a) suggested thatffleeatit WLRs might be a consequence
of wind-clumping: The contribution of wind emission to thwal profile is significantly different for
objects with H, in absorption compared to object with,Hn emission, since for the former only
contributions from the lowermost wind can be seen, whereatht latter the emission is due to a
significant wind volume. Thus, there is the possibility thatthese objects weeethe effects of a
clumpedwind which would mimic a higher mass-loss rate, as it is mogbgably the case for Wolf-
Rayet winds (e.g., Moffat & Robert 1994). With this suggestiwe do not exclude the presence of
clumping in the winds of objects with Hin absorption; owing to the low optical depth, however, we
simply cannot see it.

It should be mentioned that the principal presence of clagpias never been ruled out for O-star
winds; however, at least from conventional spectrum amafyethods there was simply no indication
that the H, forming regionwas considerably clumped (see the discussion in Paper fjn®the
past years, this situation has somewhat changed. Apartreoent theoretical considerations (e.qg.,
Feldmeier et al. 1997, Owocki & Puls 1999 and referenceseihemwhich do not prohibit such a
relatively deep-seated clumped region, a number of additievidence for such a scenario has been
gathered.

First, note that time-series analyses ofIH4686 from({ Pup by Eversberg et al. (1998) have
revealed “outward moving inhomogeneities” from regionantée photosphere out to2, , i.e, just
in the H, forming region which extends typically out to 1.5 stelladiraAlthough these features are
most probably different from the clumps suggested heresetludservations indicate that the lower
wind is not as stationary as previously assumed.

Second, our hypothesis is supported by a number of UV-aeslyBased on FUSE-observations
of (L)MC-stars, both Crowther et al. (2002), Massa et al0@0and Hillier et al. (2003, see below)
found indications that the winds might be clumped, majortyrf the behaviour of thewPresonance
line (if phosphorus is not strongly under-abundant, asraai by Pauldrach et al. 1994). By compar-
ing the results from self-consistent wind models and UV-kgathesis, Puls et al. (2003a) found that
the clumping scenario is also consistent with the behawbtite Siv resonance line.
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Figure 4.24:WLR of the combined sample from Fig. 4.28 for objects with H, in emission reduced by a
factor of 0.44. The resulting WLR follows closely the preéias by Vink et al. (2000) (see also Markova et al.
2003).

Most important in the present context, however, is the gnobtoncerning the cores of the (blue)
Balmer lines discussed in Sect. 4.4. At least for five out ef¢lven objects with Hin emission, the
synthetic H H; (where present) and Hines formed in or close to the photosphere show too much
wind emission in their cores, and would require at least tofaaf 1.5 less mass-loss in order to be
consistent with observations. Interestingly, this bebavhas also been found for the extreme objects
of the Cyg OB2 sample analyzed by Herrero et al. (2002). Tikésrina is not present for stars with
H, in absorption for which we anticipate that the derived nlass-rates ar@ot contaminated by
clumping effects.

In Fig. 4.24 we have considered the following question: & fluggested scenario was correct, what
(clumping) factor would be required to “unify” the differeRVLRs with each other and with the
theoretical predictions, respectively? To this end, weehawedified the mass-loss rates for all objects
with H,, in emission (including the CygOB2 stars) in order to matehWLR of giants/dwarfs as close
as possible. This approach, of course, assumes that ditheluimping factor in the Flemitting wind
region is constant or that the ,Hemitting volume is of similar size. The required factor widspect

to M turned out to be 0.44, corresponding to an (effective) ciagpactor < p? > / < p >2=
0.44=2 = 5.2, which sounds reasonable and is somewhat lower than thesvaiterred from (the
outer regions of) Wolf-Rayet winds.

With such a reduction we find an almost unique WLR consistétit theoretical simulatioris,
where the corresponding parameters are given in Table £6alRhat the quoted values have been
“derived” on the basis of thaypothesighat the modified wind-momentum rate is a function of lu-
minosity alone, independent of luminosity class. This Hipsis is strongly supported by theoretical
predictions and simulations in those cases where the WLRdispiendent of stellar mass (which is
the case for Galactic O-stars witt close to 2/3). If this hypothesis is wrong, the derived climgp
factors might be somewhat too large.

In any case and in summary, there are strong indicationsrithas-loss analyses of (at least) O-star

2For the “outliers” aroundog(L/ L )~ 5.8, the deduced factor might be too large, indicating thede stars are affected
by a smaller clumped wind volume than the rest.
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winds utilizing H, tend to overestimate the resulting values, unless clumigiagcounted for or the
winds are comparatively thin.

After finishing this investigation a very interesting papbgrHillier et al. (2003) appeared which
gave additional support to our hypothesis. In this papey,$MC O stars, AV83 (O7 Idf) and AV69
(OC7.5 1I((f))) have been analyzed by meansooiFGEN. Although both objects are shown to be
located at rather similar effective temperatures and lositres {og(L/Lq)=5.54 and 5.62, respec-
tively), their spectra display quite different wind sigmis, with H,in emission for the supergiant
and in absorption for the giant. Whereas for the superglamtmass-loss rate could be determined
precisely (/ = 2.0-107%M, /yr for 3 = 2, neglecting clumping), the giant's mass-loss rate could
not be derived unambigously, due to thgroblem discussed in Sect. 4.6.2. Fbe= 0.7,1.0,2.0
mass-loss rates df/ = 1.5, 0.92 and 0.3210~%M,, /yr are quoted, respectively. Accounting for the
different terminal velocities (960 knT'$ vs. 1800 km s! — strongly related to the different gravi-
ties), the derived modified wind-momentum rates are quitelai if clumping is neglected. For an
assumed value of, e.gi,= 1.0 for the giant,D,,,n for the less luminous supergiant is slightly larger,
by a factor of only 1.16.

On various evidence (including the behaviour of thelire, see above), the authors then argue
that the supergiant wind is probably clumped, and that theping should begin at the base of the
wind! In this case, for a best simultaneous fit of all phot@sfhand wind lines the mass-loss rate
becomes reduced by a factor of 0.37. Note that this numbeelisgthe conclusion aleep-seated
clumping agrees very well with our above hypothesis. Nos® d@hat no clumping correction has
been applied to the giant, since clumping is (if at all) onlgakly visible in a small number of UV
wind lines (Qv and Qv), such that a correction df/ would be less than for the supergiant. Taking
all numbers literally, a “unification” of the wind-momenturates in the same spirit as above (i.e.,
claiming an equal value ab,, in Eg. 4.16) would yield a value af’ ~ 0.2 for 3(giant)=1.0, which
might be somewhat low for SMC O-(super)giants (cf. Puls e28D0; Vink et al. 2001). Note,
however, that only a small reduction of the giant's mass-iage to a value of 0.580 M, /yr
(corresponding to & = 1.5 or/and a moderately clumping corrected mass-loss ratejdwoeld a
much more typical value, i.ex/ ~ 0.4.

4.8 Conclusions and summary

In this paper, we have re-analyzed the Galactic O-star safrggh Paper | by means of line-blanketed
NLTE model atmospheres in order to investigate the influesfcine-blocking/blanketing on the
derived stellar and wind parameters. For our analysis awrdidition to the “conventional” strategic
lines (e.g., Herrero et al. 1992), we have included a numbeétedines neighboring H to provide
complementary constraints on the fitting procedure.

The fit quality is generally good (or even very good), excepttfie following systematic incon-
sistencies:

i) For five out of seven supergiants with,Hh emission, the line cores of the blue Balmer lines
are too weak (i.e., too much filled in by wind emission) whemniass-loss rate was determined
by matching H,. This effect (in conjunction with the analysis of the WLR)ght indicate an
overestimate in mass-loss rate.

i) In a number of cases, He 4541 turned out to be too weak, althoughiH4200 (same lower
level!) fitted perfectly. There are two possibilities to &ip this deficiency: either the upper
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level is too strongly populated, or the wind emission is trgé (note, that He 4541 is stronger
than Hel 4200, i.e., is formed further out in the wind). Since in moases this problem
occurred in parallel with the problem outlined in item i),edation to an erroneous mass-loss
rate cannot be excluded. Interestingly, Herrero et al. Z199sing plane-parallel models) have
reported a similar inconsistency, but in their casalHE00 was too weak.

iif) Although our models comprise the effects of mass-lagshericity and blanketing, with the
present version cFASTWIND we were not able to get rid of the “generalized dilution effét
Hel 4471 emanating from both cooler supergiants and giantsoibet of this effect was found
to be located around spectral type O6. For almost all affestars the blue Balmer lines could
perfectly be fitted, which makes a relation to an overesthabass-loss rate rather unlikely.

iv) If H, appears with a P Cygni shape, we are not able to match the bdoepion component.
This finding points either to an inconsistent treatment ef ¢brresponding He blend or to
effects of stellar rotation disturbing the emergent profile

v) In Paper |, the nominal value df; sini (from photospheric lines) was reduced for most of
the objects with a large rotational velocity in order to natbe observedd,, profiles. This
was explained by the fact that the wind emission is formedadiffarentially rotating medium
with an “effective” rotational speed smaller than fhteotospherimne (see also Petrenz & Puls
1996). In our present analysis, we have encountered the sfiewt, but only in giants (and
one supergiant), namely in HD 18409, HD 193682, HD 24912, BB0B4 and HD 191423 (cf.
Sect. 4.5). For the fast-rotating dwarfs (HD 217086, HD ¥36d HD 149757), on the other
hand, no discrepancy between, tdnd the other lines was detected, in contrast to the results
from Paper I. Actually, this finding is quite reassuring,cgrthe wind-emission in those stars is
so low that an influence of differential rotation in the wifdd (r) o« Viot(Ry) R, /7) is rather
unlikely.

On the other hand, it should be noted that in most cases tleimat wind line Hal 4686 could be
reproduced in parallel with K indicating that our (approximate) treatment of line-tdiog around
Hen 303 is rather accurate.

Compared to pure H/He plane-parallel models, our new edigplay the following trend:

For a given spectral type, the effective temperatures beclower along with a reduction of
either gravity or helium abundance. The reductiorfgf is largest at earliest spectral types and for
supergiants, and decreases towards later types. At 0@.4lifferences to unblanketed analyses are
small, at least for the objects from our sample. Recent wgriClowther et al. (2002), however,
indicates thaextremeO-supergiants of late spectral types have significanthelovalues ofl .4 than
our objects.

The reduction of the effective temperature scale has beplaierd in Sect. 4.7.2 as the final
consequence of UV line-blocking, increasing both the ebectemperature by line-blanketing and
the mean intensity by back-scattering in the outer photesplvhere the strategic lines are formed.
As a result, line-blanketed models of hot stars have phbtrép He ionization fractions similar to
those from unblanketed models at highiéf; and highefog g. Thus, any analysis based on the He
ionization equilibrium results in lower values @fy, if line-blocking/blanketing is accounted for. In
those cases, where a reductiona g is prohibited by the Balmer line wings, the helium abundance
has to be reduced instead in order to allow for a convincing fit
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On the other hand, stellar radii and mass-loss rates (antehandified wind-momentum rates)
remain roughly unaffected by line-blanketing, sincedipécal fluxes from line-blanketed models are
similar to those from unblanketed models at their corredjmay) higher effective temperatures due to
flux-conservation.

After correcting for the centrifugal acceleration (whehnétcorrection and the corresponding error
has been derived in Appendix A), we calculated the masses@ngared them with previous results
as well as with evolutionary masses. Although the formeass discrepancfHerrero et al., 1992)
becomes significantly reduced, it still seems to exist atdivest massesW < 15 M). For all stars
with larger mass, at least the corresponding error barsagsd¢he 1:1 line. Nevertheless, a systematic
trend seems to be present: H6rM, < M < 50 My, the spectroscopically derived values are still
lower than the masses derived from evolutionary calculatioy roughly 1QM .

In the case of théelium discrepancywe could significantly reduce the He abundance for a num-
ber of objects, particularly for those where previous valwere extremely large (e.g., for HD 193682
Yue has decreased from 0.43 to 0.20). A significant fraction efsample stars, however, still re-
mains over-abundant in He. For these objects, at least tivedeaange in abundance is consistent
with present evolutionary tracks when rotationally indiliocgixing is accounted for.

One of the major implications of reduced luminosities andadt unaltered wind-momentum rates
affects the wind-momentum luminosity relation. Previoesults for O-stars (Puls et al., 1996; Ku-
dritzki & Puls, 2000) indicated a clear separation of the WASfunction of luminosity class, where
the WLR for supergiants was found to be more or less consistitn recent theoretical simulations
which donot predict any dependence on luminosity class. For giants adfs, the WLR was lo-
cated roughly 0.5 dex below that. In addition, it showed & kiswards even lower momentum rates
for objects withlog(L /L) < 5.3 which could not be explained so far.

Regarding our new values, the separation of the WLR is sgi@nt with one decisive difference.
Now, the WLRfor giants/dwarfsis consistent with theoretical expectations and also th& kias
vanished at least if we assume that the actual mass-loss liatat the obtained upper limits. On
various evidence (including recent UV-analyses and thélpmoatic line cores of the blue Balmer
lines, see above, with additional support from a recentsitigation by Hillier et al. (2003)) we have
argued that the different WLRs can be unified on the basisefdliowing assumptions: For those
stars with H, in emission, the derived mass-loss rates are affected bypthg in the lower wind
region. For stars with K in absorption, on the other hand, this line is formed venselto the
photosphere so clumping effects cannot disturb the amalyEhis kind of unification would then
require a clumping factor of roughly 5, where the mass-lasssrof stars with Kl in emission would
typically be overestimated by a factor of 2.3. As displayedrig. 4.24, the combined WLR is then
consistent also with theory.

We have, of course, to be open to other possibilities whioghtéxplain the discrepancies found.
A combined multi-spectral analysis (UV, optical, IR andicgdased on clumped wind-models and
applied to large samples of stars of different spectral sipauld clarify these questions as well as
others, e.g., the problem of wind-momenta from mid-typeuBesgiants which appear to be much
lowerthan expected (Kudritzki et al., 1999).
One of the major problems encountered in the present amak/she uncertainty in stellar ra-

dius, which originates from uncertain distances and emfeeglratically into the values for masses,
luminosities and wind-momentum rates.
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Since the distances to Galactic O-stars (which are impblkecause of their “Galactic” abun-
dances) will probably pose a problem for the next decad#{gje are only two possibilities to over-
come this uncertainty (at least indirectly). Either we é¢dessamples much larger than the present
one (with the hope that better statistics will help to obtzétter constraints), or we concentrate on the
analysis of O-stars (definitely) belonging to distinct ¢dus (with the hope that the analysis is at least
intrinsically consistent).

For recent progress into direction “one”, we refer the readdéviarkova et al. (2003). Regarding
the second possibility, a first step has been taken by Heetexlo (2002), although the amount of ana-
lyzed objects (seven) is not enough to obtain represeatedbults. Observational campaigns utilizing
multi-object spectroscopy like the upcomirgaAMES-project, aiming at the analysis of samples of
more than hundred Extragalactic and Galactic objects, deifinitely lead to a dramatic increase of
our knowledge of hot, massive stars.
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4.9 Appendix: Centrifugal correction

The objective of this appendix is to derive an expressionttier centrifugal correction which we
will apply to the “effective” gravity, in order to obtain arpproximation for the “true” value and the
corresponding error (cf. Egs 4.3, 4.4). Thus, we have taiatalthe average

{(Vzor sin 0)2)

4.17
R (4.17)

<gcent > disk —

where(geent )aisk 1S averaged is over the stelldisk and, thus, depends on the inclinatign i. This
quantity must not be mistaken for the centrifugal accei@nativeraged over the stellaphere

o27r foﬂ Geent(0) R2 sin 0d0 d¢ 2 V2

<gcent >sphere - 47TR3 = 3 %7 (418)

which, of course, is independent of the inclination. Hera iarthe following we neglect any distortion
of the stellar radius due to centrifugal forces that mightdmee relevant in the case of rotational
velocities close to break-up.

The geometrical situation is sketched in Fig. 4.25. We a®rdivo Cartesian co-ordinate systems,
(24, s, qx) @Nd(z, p, q). The former refers to the stellar system with rotation gxisand the latter to
the one of the observer. Theaxis is directed towards the observer, the “impact pararhet= p,
is perpendicular to théz, ¢)-plane (identical to théz,, ¢, )-plane), and; is the “height” of the disk,
perpendicular to both andp. Thus, both planes are tilted with respect to one anothegring of
inclination: (betweeny andg,).
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The co-ordinates in the stellar system can be expressethis @& stellar co-latitudé, azimuthal
angleg¢ and radius-. Any points,#, on the stellar surfacéand only those are needed for our calcula-
tion) can be described by the following relation:

Zx R, sin 0 cos ¢
7= |p«]| = | Resinfsing | . (4.19)
Qs+ R, cost

For the integration over the stellar disk, on the other harmdfirst employ a polar co-ordinate system
with co-ordinates” and polar angl@. Any pointd situatedon the stellar diskas then coordinates

- Pcos®
d= (Z) = <P;O§d5> , P = +\/p?+ ¢*, ® = arctan(q/p). (4.20)

In this representation the desired average of the cenalifacceleration over the stellar disk is given
by

2T Geont PAPAD

cent/ — 4.21
<g t> ﬂ.Rz ( )

However, sinceg..; is dependent on the stellar co-latitu@lean integration with respect to the spher-
ical stellar co-ordinates is advantageous.

Before we consider the general case of arbitrary inclimatiwe will deal with the simpler case
wheresini = 1 (i.e., the star is observed equator-on). In this case, #issystem (wherd is
defined) and the system of the observer coincide, 4.+ ¢, such that the transformation from
(P, ®) to (0, ¢) is the following: Any projected point on the stellar disk daa represented by the
corresponding physical location on the stellar sphere via

p\ _ (Pcos®\ (R,sinfsing¢
g/  \Psin®) R, cosd '

P? = RZ%(sin®@sin’ ¢ + cos?f) (4.22)
cot 0
tan® = .
sin ¢
q
qx
gg(tgtion p=n
[¢]
v |
"""""""""""""""" { qr;:;“:”
___________ I observe
~Jo

"~ equatorial plane,

Figure 4.25:Geometry used for calculating the centrifugal correctmee(text).
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Note that we only have to consider the points on the halftspd&ected towards the observer, i.e.,
z > 0. Since the integral ovePd P can alternatively be expressed by the integral dy@rd P?, the
variable transformation inside the integrals, frgdi?, d®) to (d6, d¢), is obtained by evaluating the
determinant of the Jacobian of the transformation (4.22ckw(after a number of operations) turns
out to be

det(J((P?,®),(0,¢))) = 2R?sin? § cos . (4.23)

Thus, forsini = 1, the integral over the stellar disk can be expressed as egraitover the front of
the stellar sphere,

1 [27 R?
5/ / f(P%,®)dP%dd =
0 0

w/2
= R? / /0 f(0,¢)sin® 0 cos ¢pdhd . (4.24)

—m/2

One can readily convince oneself that 60, ) = 1 the correct resultR?x, is obtained, whereas
for f(0, ¢) = geent () We find

3 Vi
nt ) disk.sini=1 = — . 4.25
<gce t>dlsk,sm1 1 4 R* ( )

For arbitrary inclinations the line of argument is simil&fote that the relation between stellar and
observer’s system can be represented by a rotation witkecespthe commonp-axis, i.e.,

z sint 0 cost Zy
p| = 0 1 0 Di (4.26)
q —cost 0 sing Qs
and the generalization of (4.22) is

z R, (sinf cos ¢ sini + cos 6 cos i)

P = Pcos® | = R, sin 0 sin ¢ ,

q Psin® R, (—sin6 cos ¢ cosi + cos O sini)

P? = R2%(sin®@sin® ¢ + sin? @ cos® ¢ cos? i + cos? fsin? i —

— 2sin# cosf cos ¢sinicosi) (4.27)
tand = 98 10} cosii + cot Osini
sin ¢

The corresponding determinant of the Jacobian becomesu(atdd withMATHEMATICA)
det(J) = 2R?sin O(cos A cos i + sin § cos Ppsin i), (4.28)

and forsini = 1 we obtain the same result as above, whereasifiar = 0 (i.e., the star is observed
pole-on) we find (using appropriate integration limits, betow)

R? 0% Oﬂ/z Jeent (0) sin 0 cos 0dOd¢ 1 V2

<gcent>disk,sini:0 = 7TR,2( = 5 }%it . (429)
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In order to obtain the complete expression for arbitranyi, we first have to calculate the integration
limits. From the conditiorr > 0 (4.27) we find that

oo 0 < ¢<2m,
Z<§ ’ 0 < 9<9maxa emax:

—cos¢ptant

\/1+cos? ¢ptan? i

T
Ty 0 < 0<m.

{—7?/2 < ¢ <72,

With these limits, we are able to calculate the first doubtegral (x cosi, i < 7/2, again with
MATHEMATICA ),

2m Omax
COs @ / / sin® 6§ cos dAdp = % cos® i (4 — 2sin?4). (4.30)
o Jo
The second onex(sin i, i < 7/2) is given by
21 Omax T
sin ¢ / / sin® 0 cos ¢pdfd¢ = A sin?7 (8 — 2sin” 7). (4.32)
0o Jo
Finally, we obtain the rather simple result
Vi o1 o1
<gcent>disk(Sin Z) = R%Zt (5 —+ Z Sin2 Z>7 (432)

which includes the case= = /2 (and, of course, the pole-on caise 0).

In conclusion, the centrifugal acceleration averaged twerstellar disk depends on two terms. The
first one, constituting a minimum value, depends\afy alone (whichcannotbe measured) and a
second term depends o¥i.&ini)? (which canbe measured).

In order to obtain a suitable approximation for the cengrucorrection based on the measurable
quantity (; sini)?, we will use appropriate means. Since the probability derfsinction for the
distribution of the inclination angleis given bysin i itself (see, e.g., Chandrasekhar & Miinch 1950),
the mean and standard-deviation (i.e., square-root ofahiance) okin? i is given by

(sin? i) = ; (1 + %) (4.33)

By approximating ¥; sini)? with V.2, (sin? i), we can express the centrifugal correction via

rot

(Vi sini)? 1 1 (Vi sini)?
cen ~ n e ——— 1 A
{Geent) R, (2<sin2 i) * 4) R, (1+41)
Af = 51 ~on (4.34)

ZT\/E— 1~ 023

The larger error (i.e., an under-estimate of the centrifagarection) occurs i&in? i < (sin?4) since
Viot IS large, wheread/, sini is small. Ifsin?i = <sin2 i), the error is much lower because the
estimator ofl}. is of the correct order. Thus, we encounter the (somewhaidparcal) result that
our approximate centrifugal correction is rather correctfast rotators (except for the still missing
correction concerning the deformation of the stellar rajiwhereas for “slow” rotators the centrifugal
correction might be too low.
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Chapter 5

Mass-loss and wind-momentum rates of
O-type stars: A pure H,, analysis
accounting for line-blanketing

N. Markova, J. Puls, T. Repolust, H. Markov, A&A 413, 693

Abstract. We study mass-loss and wind momentum rates of 29 Galactyp®stars with luminosity classes |,
[lland V by means of a pure Hprofile analysis and investigate to what extent the resoltsgare to those orig-
inating from a state-of-the-art, complete spectral ansly@ur investigation relies on the approximate method
developed by Puls et al. (1996) which we have modified to atcfuu the effects of line-blanketing. Effec-
tive temperatures and gravities needed to oljaintitativeresults from such a simplified approach have been
derived by means of calibrations based on most recent gigeopic NLTE analyses and models of Galactic
stars by Repolust et al. (2004) and Martins et al. (2002). @aing (i) the derived wind-densities to those
determined by Repolust et al. (2004) for eleven stars in comand (ii) the Wind-momentum Luminosity
Relationship (WLR) for our sample stars to those derived thyeoinvestigations, we conclude that our ap-
proximate approach is actually able to provide consistestlts. Additionally, we studied the consequences
of “fine tuning” some of the direct and indirect parametertegng the WLR, especially by accounting for
different possible values of stellar reddening and distan€ombining our data set with the corresponding data
provided by Herrero et al. (2002) and Repolust et al. (200 finally study the WLR for the largest sample
of Galactic O-type stars gathered so far, including an ettiecerror treatment. The established disagreement
between the theoretical predictions and the “observed” ¥Whe&ing a function of luminosity class is suggested
to be a result of wind clumping. Different strategies to d¢h#ds hypothesis are discussed, particularly by
comparing the | mass-loss rates with the ones derived from radio obsenstio



138 HAPTER 5. MASS-LOSS AND WIND-MOMENTUM RATES OFO-TYPE STARS

5.1 Introduction

The evolution of the Universe, since the time when the firatsstvere formed, is a central topic
of present-day astrophysical research. Massive stardarmain engines which drive this cosmic
evolution. Although rotation may also play an importanerahass-loss is still considered to be the
dominant process for the evolution of these stars. As showninerous stellar evolution calculations,
a change in mass-loss rates of massive stars by even a fdcohas a dramatic effect on their
evolution (Meynet et al., 1994). Indeed, the nature of thenaval supernova explosion may depend
critically on the precursor's mass-loss history, in patac during the poorly understood post main-
sequence phases of evolution (Woosley, Heger & Weaver ,)2002

Thus, accurate mass-loss rates are crucial for both our lkdge of the nature and evolution of
massive stars and our understanding of the Universe as a&wAalcurate mass-loss rates are also
important with respect to the so-called Wind-momentum Lnosity Relationship (WLR, cf. Ku-
dritzki & Puls 2000 and references therein) which will pabian alternative possibility to determine
extragalactic distances by means of purely spectroscopis.t There are several physical processes
that may effect and significantly modify the observed mass-rates, of which the most important
are metallicity, wind clumping, spectral variability aratation.

During the recent years new model atmosphere codes havedeseloped which can provide
accurate and consistent stellar and wind parameters fgp©stars. These codes take the effects of
NLTE and winds properly into account, in particular the prese of metal line-blocking/blanketing
(Hillier & Miller, 1998; Pauldrach et al., 2001; Herrero &t a2002). The inclusion of these processes
has a strong impact on the derived effective temperaturdsesus to lower values, compared to
results from unblanketed models (Martins et al., 2002; éferet al. , 2002; Crowther et al., 2002;
Bianchi & Garcia, 2002; Repolust et al., 2004), see also Hul# Lanz (1995). This temperature
reduction leads to a downward revision of stellar lumiriesi{and, to a lesser extent, of gravities,
radii and mass-loss rates) for O-type stars.

The application of the new codes, in particular to far-UV &hd spectra, indicated that O-star
winds might be clumped (Crowther et al., 2002; Bianchi & Gar2002; Massa et al., 2003), which
is in agreement with predictions from time-dependent hggnamical simulations (Owocki, Castor
& Rybicki, 1988; Feldmeier, 1995; Owocki & Puls, 1999). Atldhal evidence in support of the
clumped nature of O-star winds has been found by Repoludt €0D4, henceforth “RPH") who
studied the corresponding WLR using optical spectra. Thesleors confirmed the clear separation
between the WLRs for luminosity class | (Ic I) and luminositiass 11I/V (Ic 1lI/V) stars, already
detected by means of unblanketed analyses (Puls et al.). 198& that such a separation is in contrast
to present-day theoretical simulations of line-drivendgnpredicting a unique relation instead (Vink
et al., 2000; Pauldrach et al., 2002; Puls et al., 2003).

The effect of clumping may be the key to resolve this disanepaln particular, Puls et al. (2003)
suggested that there might be no separation at all, but tieatan ‘see” the effects of clumping in
objects with H, in emission (i.e., with a large contributing wind volumehiah then mimics a higher
mass-loss rate (and thus wind-momentum) than actuallypteb objects with i in absorption, on
the other hand, only contributions from the innermost (tatnped) wind are present and, thug,is
observed at its actual value.

The possibility to use the WLR of O-stars as an indicator afdvlumping is very exciting but
still needs to be proven. One way to check this possibilitoicompare mass-loss rates derived
from wind diagnostics relying on different density depemzks, e.g., from K and UV resonance
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lines. In fact, a coarse comparison of observed and synthBfi spectra performed by Puls et al.
(2003) revealed that for those objects where thentiss-loss rates did not agree with the theoretical
predictions, Siv (which is p?>-dependent) favoured the “observed”, i.e., larger mass+ate. Those
lines, however, which form close to the photosphere seemdst tconsistent with a lower value.
Hence, a (re-)analysis of UV spectra aiming at an indepentiedetermination for those stars with
H., in emission might by worthwhile.

Another possibility to check for clumping in O-star windgdscompare H and radio mass-loss
rates. In the case of completely clumped winds and owingdastiygested radial stratification of the
clumping factor (Owocki et al., 2000), radio and, hass-loss rates might differ significantly. The
comparisons performed so far do not give evidence of angsatic difference (Lamers & Leitherer,
1993; Scuderi & Panagia, 2000). Note, however, that in viEth@interpretation by Puls et al. (2003)
also this result needs to be re-investigated (cf. Sect. 6).

Following the outlined reasoning, we have started a prdje@ddress the questions of wind
clumping in O-type stars (beginning with Galactic objects) comparison of optical data with ra-
dio (and IR) mass-loss rates. Such a project requires a)(lemge sample of stars to be analyzed,
because of the rather large error bardinestimates for individual objects (at least in our Galaxie d
to uncertain distances). It must be noted, however, thatdhgutational effort to analyze the spectra
of evenonestar is extremely large, so that the application of the cadestioned above becomes
rather problematic.

In order to find a suitable resolution to this problem, we dedito investigate the following
guestion: To what extent can the analysis of thegrofile aloneprovide results consistent with those
originating from a complete spectral analysis? In case asopable agreement, such an analysis
can be used at least in two ways: First, valuable informatiam be added to complement smaller
samples which have been analyzed in a detailed way by usiegdsl available H spectra (or spectra
with missing strategic lines). Second, from such an amaligsgets for follow-up observations (and
analyses) can be selected, particularly for investigatiarthe radio and IR band.

The results of this investigation are presented in theatlg. In Section 2 and 3 we describe
the observational material and the stellar sample; in &ectiwe outline the method, determine
mass-loss rates and compare with results from completgsetal Based on these data and as a first
application we derive the corresponding WLR and compardtfit similar studies as shown in Sect. 5.
Having convinced ourselves that the simplified approachgyoonsistent results, we finally combine
our data with alternative data sets, namely those from RRH-mrrero et al. (2002), to obtain the
largest sample of Galactic O-stars used so far for a studigef¥LR. In Section 6 we discuss the
implications and present our (preliminary) conclusions.

5.2 Spectral observations

The H, spectra analyzed in the present work have been obtainedtasf gathree year observation
program to study wind variability of luminous early typersta our Galaxy. We used the Coudé spec-
trograph of the 2m RCC telescope at the National Astrondn@teservatory, Bulgaria. The project
started in 1997 with aeLECTRON ccbwith 520 x 580 pixels of 22 x 24 as detector. Beginning in
the fall of 1998, we used RHOTOMETRIC ccDwith a pixel area of 1024 x 1024 and a pixel size of
24y1. With the former configuration approximately 1A5%can be observed in one exposure with a res-
olution of R = 15000, while with the latter one the spectrumaezage is approximately 200, again
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with a resolution of 15000. Spectra taken in April 1998 welntamed using a SBIG ST6 Thomson
CCD with an area of 375 x 242 pixels and a pixel size of 23 y.ZIfhe resolution of these spectra is
15000 over a spectral range of &2

While the observational material derived throughout thigpam has been/will be used as a ba-
sis for a series of investigations dealing with wind vafifpiitself, in the present study we have
considered only one (the most “representative”) spectranstar.

We followed a standard procedure for data reduction, inofyudias subtraction, flat-fielding,
cosmic ray hits removal, wavelength calibration and caivacfor heliocentric radial velocity. The
spectra were normalized by a polynomial fit to the continuspecified by carefully selected contin-
uum windows, and re-binned to a step-size of A.per pixel. The atmospheric water vapour lines
were removed by dividing each spectrum of each target witheaially constructed "telluric spec-
trum”. All steps in the reduction procedure were performsithg a series of modules written in IDL.
More information about the observations and the reductimtguure can be found in Markova &
Valchev (2000).

5.3 Sample stars

Our sample consists of 29 stars with spectral classes mifrgim O4 to O9.7 including 22 supergiants
of luminosity class If, la, Ib and lab, one bright giant, 3mai giants and 3 dwarfs. The stars are
listed in Table 5.1 together with the adopted spectral tgpesluminosity classes (Column 2), clusters
or association membership (Column 3), visual magnitudels &1 V') colours (Columns 4 and 5),
extinction ratioR and distances (Column 6 and 7) and absolute magnitudegQdiumn 8).

Twenty one of the targets have been selected by means ofllbwifa criteria:

1. To be brighter than™ in order to allow spectra with a signal-to-noise ratio of mpmately
200 to be obtained with the available instruments in less fftsamin.

2. To be spectroscopically single stars (see below)
3. To be members of clusters or associations, i.e., to havewhk” distances.

The remaining eight targets (displayed in the lower part @ibl& 5.1) satisfy the first two criteria
but are not members of clusters or associations. Nevesthelee have included these stars into our
sample because, first, they have never been analyzed witbated® mass-loss rates using kexcept
for HD 188 209). Second, a part of them has recently been wbders radio sources (Scuderi et al.,
2003), whereas the other part has good chances to be deite¢hedradio band as their Hprofiles
appear mainly in emission. In particular, we intend to ussé¢hadditional objects in order to derive
constraints on the clumpiness of their winds.

Spectral types and luminosity classes for the majority ef $kars are taken from the work of
Walborn (1971, 1972, 1973). For HD 24 912, however, we addpténosity class | instead of 11l as
assigned by Walborn, in agreement with Herrero et al. (198%) found that even with the correction
for the effects of centrifugal forces the gravity of thisrsamuch lower than for typical luminosity
class Il objects. For the two stars without a classificatign/Valborn, BD+56739 and HD 338 926,
spectral types and luminosity classes originate from Eil{1956) and from Hiltner & Iriarte (1955),
respectively.



5.3. SAMPLE STARS 141

>

[ea)

[aly L 4

L os5F .

=1 i ]

- +

5 L ++ +

g 00f -

17 T

-

5 I

3 [ |
+

® —os5F -

\% L |

=

2 L L L L L L

-75 -70 -65 -60 -55 -50 —-45 -4.0
My (present study)

Figure 5.1:Difference in absolute magnitude between our recalculat{asing photometry bilipparcog and
the values reproduced by Howarth & Prinja (1989), for thaaesof our sample which belong to an association
or cluster. The three outliers at the bottom correspondnfieft to right, to HD 30614, HD 209975 and
HD 36 861 (see text).

Cluster and association membership are from Humphrey8j18@m Garmany & Stencel (1992)
and from Lennon et al. (1992, HD 30 614). For all but two st#ii3,66 811 and HD 30 614, distances
adopted by Humphreys (1978) have been used. In these twptexta cases, distances are taken
from the Galactic O Stars Catalogue (Cruz-Gonzalez et@l4) To check the stars for spectroscopic
binarity we consulted the list of Gies (1987).

To avoid possible inconsistencies when adopting absolaignitudes from different sources we
recalculated the M of our targets using photometry and colours frBlipparcos(given in columns 4
and 5 of Table 5.1) combined with a mean intrinsic colpbir— V'), = —-0"31 and —@"28 for stars of
luminosity classes V/III and I, respectively (FitzGeral®70; Wegner, 1994) and an extinction law
with R = 3.1, again, with the distances as mentioned above.

However, since the extinction can change significantly ddgy on the line of sight and since
individual estimates oR for stars in several associations are available in theatitee (Cardelli, 1988;
Clayton & Cardelli, 1988; Cardelli et al., 1989), we decidedise these estimates as a second entry
to determine absolute magnitudes. In particular, for dbjecCep OB2, in Per OB1 and in Ori OB1
the second entry foR is the average of more than one member.

As shown in Fig 5.1, the obtainedyMvalues agree withig=0""3 with those published by Howarth
& Prinja (1989) for all stars in common, except for HD 209 9F) 36 861 and HD 306141 In
the first two cases, the larger differences iR Mre due to relatively large differences between the
Hipparcosphotometry and the one used by Howarth & Prinja (1989). HD13Q) &n the other hand,
is marked as a field star in Howarth & Prinja (1989)+(M-6™0), while in the present work we
consider it as a member of the globular cluster NGC 1502.

For several stars more than one entry is given in Table 5.1s Ads been done to account for
the “distance” problem inherent tGalactic objects mentioned in the introduction and to address
the effects of using different radii on the resulting masssland wind-momentum rates. The entry
superscribed with number (1) accounts for the individudlies of R as discussed above while the

!Note that with regard to absolute magnitudes the work of Htw& Prinja (1989) is not a primary source, because the
authors adopted these values from an unpublished catalygkieGarmany.
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Table 5.1:Spectral types and photometric data of the studied starsolfjects with more than one entry, see
caption below and text.

* data corresponding to Garmany'’s spectral typg-@dlibration reproduced by Howarth & Prinja (1989).

Star Spec. type Assoc. m B-V R d My

HD mag mag kpc mag
HD 190429A  OA4lf+ CygOB3 6.62 0148 3.1 229 -651
HD 66 811 O4l1(n)f Gum Nebula 2.21 -0.269 3.1 0.46 -6.14
HD 66 812 field 3.1 -6.40
HD 66 811 runaway 31 073 -7.14
HD 16 691 o4lf PerOB1 869 0411 31 229 -525
HD 16 691V PerOB1 2.8 229 -504
HD 16 698) runaway 3.1 -6.40
HD 14947 O5lft PerOB1 8.03 0.389 31 229 -584
HD 14 947) PerOB1 28 229 -564
HD 14 947 field 3.1 -6.90
HD 210839 06I(n)f CepOB2 505 0192 31 0.83 -6.01
HD 210 839) CepOB2 2.76 0.83 -5.85
HD 210 83%) runaway 3.1 -6.60
HD 42088 06.5V GemOB1 755 0.014 31 151 -435
HD 42 088) GemOB1 31 200 -4.96
HD 54 662 06.5V CMaOB1 6.23 -0018 3.1 132 -528
HD 192 639 O71b(f) CygOB1 712 0279 31 182 -591
HD 193514 O71b(f) CygOB1 7.42 0392 31 182 -596
HD 34 656 o7II(f) AurOB1 679 000 31 132 -4.68
HD 34 656) AurOB2 31 3.02 -6.64
HD 47839 o7V((f) MonOB1 466 -0233 31 071 -4.83
HD 24912 07.51(n)(()) PerOB2 398 0016 3.1 040 -4.95
HD 24912) PerOB2 3.98 324 040 -4.99
HD 24912 runaway 3.1 -6.70
HD 36 861 o8lli((hH) OrioB1 339 -0160 3.1 050 -557
HD 36 861! OrioB1 50 050 -5.85
HD 210809 0O9lab CepOB1 756 0.010 3.1 347 -6.04
HD 207 198 09lb/Il CepOB2 594 0312 31 0.83 -549
HD 207 198) CepOB2 2.76 0.83 -5.29
HD 37043 o9lll OrioB1 275 -0210 31 050 -6.05
HD 37 043) OrioB1 50 050 -6.24
HD 24 431 o9lll CamOB1 6.74 0349 31 1.00 -5.30
HD 24 431) CamOB1 351 1.00 -5.57
HD 16 429 09.51/11 CasOB6 770 0530 31 219 -651
HD 30614 09.5la NGC1502 426 -0008 3.1 095 -6.47
HD 30614 runaway 3.1 -6.00
HD 209 975 09.51b CepOB2 507 0240 31 083 -6.14
HD 209 975) CepOB2 2.76 0.83 -5.96
HD 18409 09.7Ibe CasOB6 837 0419 31 219 -550
HD 17 603 O7.51b(f) field 849 0551 3.1 -670
HD 225 160 08lb(f) field 819 0.260 3.1 -6.40
HD 338926 08.5Ib(e?) field 9.52 1.207 3.1 -6:60
HD 188 209 09.5lab field 560 -0.078 3.1 -6*00
HD 202 124 09.5lab field 7.74 0209 3.1 -6*00
HD 218915 09.5lab runaway 7.23  -0026 3.1 -6.00
BD +56 739 09.5Ib field 9.95 0.991 3.1 -6:00
HD 47 432 09.7lb field 6.23 0.086 3.1 -6:00

1) My computed with individual values for R (see text).

2) suggested to be a field/runaway star by Gies (1987).

3) suggested to be a runaway star by Stone (1979).
4) suggested to be a runaway star by Sahu & Blaauw (1993).
%) distance (as a member of NGC 2175 in GemOB1) given by Felli ¢1877).
6) distance as a member of AurOB2 (Tovmassian et al., 1994).
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one superscribed with number (2) takes into account th@se sthich have been suggested by Gies
(1987) to be field or runaway stars, in contrast to the work bynighreys (1978). In the latter case as
well as for the stars listed in the lower part of Table 5.1 (field stars), absolute magnitudes derived
with the same spectral type —Mrelation as used by Howarth & Prinja (1989) have been adopted
Entry number (3) relates to the work of Stone (1979) who ssiggkthat HD 16 691 is a runaway
star originating in the Galactic plane. Entry (4) referstie vork by Sahu & Blaauw (1993) who
suggested, based on proper motion and radial velocity ttaathe supergianf Pup is a runaway
star originating in the Vela Molecular Ridge close to theavBR association. With a distance of 730
pc, ¢ Pup would become the most luminous star in our sample. E&jrar(d (6) refer to comments
given in Sect. 5.1.

5.4 H, mass-loss rates

As noted in the introduction, one of the major goals of thespnt study is to check to what extent
the analysis of i profiles alone can provide results consistent with thosgrating from a complete
spectral analysis. To this end, we employed the approximatthod developed by Puls et al. (1996)
which we have modified to account for the effects of line-klog and blanketing. This method uses
H and Hel departure coefficients from unified model atmospheres paterined in a simple way
as a function of wind velocity together with photosphericT¥Lline profiles as an inner boundary
condition in order to obtain an “exact” (i.e., non-Sobolesliative transfer solution to synthesize the
wind contaminated Kprofile.

Detailed information about the actual fit procedure can hadoin Puls et al. (1996). In the
following, we will discuss how we obtain (i.e., approximgathose input parameters which aret
varied throughout the fit, and how we account for line-blagkblanketing effects.

5.4.1 Input parameters

Since we are going to use “only” Hall stellar parameters including,, have to be provided either
from different sources or from calibrations.

Effective temperatures and surface gravities (Columns 3 and 5 of Table 5.2) are determined from
spectral types using own calibrations based on data oltdigeRPH via line profile fitting to a
number of strategic (hydrogen and helium) lines in the spenge between 4 000 and 6 7A0sing
NLTE atmosphere models with mass-loss, sphericity and aroajmative treatment of metal line-
blocking/blanketing.

Actually, not all of the stars studied by RPH have been inetLith derive the spectral typ€lss
relation: close binaries (HD 93 129A and HD 303 308, Nelarl.&2@03) as well as fast rotators (e.g.,
HD 217 086 withv sini = 350 km s and HD 13 268 withv sin i = 300 km s!) were excluded.The
former due to a possible influence of the secondary on theetabd” temperatures and the latter
because of the effects of stellar rotation on the surfac@eéeature distribution (gravity darkening).

Since there was only a small number of luminosity class \sd&dt after the reduction of the Re-
polust sample we incorporated data presented by Martins @Q0®2) in a comparable investigation.
(With respect tdog g , we used the Repolust sample alone). Fig 5.2 shows the tatope(left panel)
andlog g (right panel) calibrations for luminosity classes |, Illca¥ derived and used in the present
study.
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Figure 5.2: Spectral typeZ.« (left panel) and spectral typksg g relations for luminosity class | (bold), 1lI
(dotted) and V (dashed) derived and used in the present.stbdgrplotted are the corresponding data from
RPH and for Ic V objects in the left panel also from Martins ket(2002): crosses — Ic |, asterisks — Ic I,
diamonds — Ic V. The dotted-dashed lines represent the aralpdalibrations obtained by Vacca et al. (1996)
using data derived by means of pure H/He, non-LTE, planelghrhydrostatic model atmospheres.

One can see that the scatter of g data around the regression lines is relatively snead 950,
360 and 793 K, for Ic I, Ill and V, respectively), while in thase of the spectral typksg g relations
it is somewhat largero( = 0.12, 0.17 and 0.20). On the other hand, the reader may hatdahe
T, calibration for late spectral types (later than O7) remaimsmiewhat uncertain due to the strong
influence of the specific wind-density dfig. The dotted-dashed lines overplotted in each panel
represent the empirical calibrations obtained by Vaccd. €1896) using data derived by means of
pure H/He, non-LTE, plane-parallel, hydrostatic model @gpheres.

Our results indicate that the differences between the blaadkand the unblanketed temperature
scale decrease with decreasifig , being largest (maxf7.g) ~ 10 000 K) for luminosity class | and
smallest (max{\T.¢) ~ 5000 K) for luminosity class V stars due to the additional dvilanketing
present in supergiant atmospheres.

On the other hand, tHeg g regressions for luminosity classes Il and V based on blgakanodels
are almost identical to the calibration by Vacca et al., e/fidlr (late) supergiants an increase of less
than 0.15 dex is found, in agreement with what might be exuae@tom theory (different density
stratification in hydrostatic vs. mass-losing atmospharéisose regions where the Balmer line wings
are formed, cf. Puls et al. (1996)). All gravities displayeéFig. 5.2 have been corrected for the effects
of centrifugal forces (similarly to the procedure appligdHerrero et al. 1992, Vacca et al. 1996 and
particularly RPH), since many of the stars from the Repddastple have projected rotational speeds
exceeding of 200 km. For the faster rotators in our sample, we have finally reemted the
derivedlog g values in order to use photospheric input profiles with appate effectivegravities in
our H, line-profile fitting procedure.

We are aware of the fact that the spectral tyfiégrelationship may not be linear, e.g. Crowther
(1998). Note, however, that the data used here do not giveddgnce of significant deviations from
a linear approximation, at least not in the covered rangge€tsal subclasses. In particular, using a
cubic, instead of a linear regression for stars with strofigd) and weaker (Ic V) winds improves the
fit quality by less than 100 K, which is much smaller than thedsl error inT.g (+ 1 000. .. 1500 K)
derived from complete spectral analyses (e.g., Herrerb £982; RPH). Admittedly, our calibration
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might be somewhat unrealistic for the earliest spectradgyat luminosity class Ill. Note, however,
that our sample does not comprise any objects in this ramgtherefore our analysis is not affected
by this uncertainty.

Stellar radii  (Column 4 of Table 5.2) have been derived from de-reddensdlate magnitudes and
theoretical fluxes in the V-band using the procedure outlibg Kudritzki (1980), cf. Egs. 1 and 2
in RPH. The theoretical fluxes have been approximated bygusiradiation temperature @f..q ~
0.9 T.¢ (V-band!), where this approximation results from an anialgs line-blanketed O-star model
atmospheres. The typical accuracy of this approximationiditranslates almost linearly into the
derived radii) is of the order of 5% in the O-star domain.

Helium abundance. Forthose stars in common with the sample by Repolust et ahave adopted
their helium abundance. For the remainder, we have usedrmatbabundance ofy. = N(He)/N(H)

= 0.1 as a first guess. Subsequently, this value was increfisetessary, to obtain a better fit (with
respect to the Heblend), accounting also for the evolutionary phase (dwapiérgiant) of the objects.
Therefore, these values can be considered only as rougiagss.

Radial and rotational velocities. Puls et al. (1996) noted that the accuracy of the adoptedlradi
velocity, v, should be better than 20 knT'sin order to obtain reliable fit results. In the present
study, radial velocities (not listed in Table 5.2) and pctgel rotational velocitiew sin i (Column

7 of Table 5.2) of the sample stars hotter than 35500 K arentéiken the General Catalogue of
Mean Radial Velocity (GCMRYV, Barbier-Brossat & Figon, 20@md from Penny (1996), respectively,
except for HD 16 691, for which we have used our own estimatesof i (see below).

For stars cooler than 35500 K, with the exception of HD 36 882,338 926 and HD 188 209, we
obtained own estimates forsin 7 andwv, by means of fitting the HeA6678 absorption line. The reli-
ability of our determinations has been checked by compangith data from other investigations. In
particular, our set of sin i estimates conforms quite well (within10 km s™1) with those from Penny
(1996) for 9 out of 11 objects in common. In the exceptionalesaof HD 36 861 and HD 188 209
our estimates of sin i turned out to be larger (by 30%) than those from Penny, and the estimates
of Penny have been adopted.

Good agreement was also found between our set data and that of Conti et al. (1977) (within
+20 km s7!) for 13 stars in common. The Hspectrum of HD 338 926 does not includel A&678.
Hence, no estimates of eitherin: or v, could be derived. We adopted from thesimBAD Cata-
logue and a typical value of 80 knt5for v sini.

Wind terminal velocities (Column 9 of Table 5.2) have been derived by interpolatingous esti-
mates available in the literature (Haser, 1995; Howarth £1997; Lamers et al., 1995; Groenewegen
etal., 1989), except for HD 16 691, HD 225160, HD 17 603, HD®#8 BD+56 739 and HD 18 409.
For the first two of the latter stars we derived g - estimated by means of line-profile fitting of UV
lines available from the jnes IUE archive, while for the sning four objects we used the calibration
provided by Kudritzki & Puls (2000).

Radiation temperatures at H,, and photospheric profiles. To account for the effects of line blan-
keting, we have used a value Bf,q = 0.917.4 for luminosity class | objects arif}.,q = 0.867 4 for
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Figure 5.3:Examples of differently shapedHrofiles from stars of our sample together with the corredpon
ing model fits

the other luminosity classes, where these values origiinae a calibration of a large grid of (line-
blanketed) model fluxes calculated by J. Puls and co-workévge that for unblanketed model atmo-
spheres this value is much lower, i.e., of the order of @g7(cf. Puls et al., 1996).

In principle, the photospheric input profiles have to be I@dated as well. Because of the insen-
sitivity of the Balmer lines to changes ifig in the O-star domair{differences up to 5,000 K result
only in marginal changes), however, we employed the samielgnketed) grid of line profiles as
described in Puls et al. (1996), evaluated at the “new” &ffecemperatures, of course.

The only quantities left to be specified are the wind minimwetogity v,,;,, and the electron temper-
atureT.. Following Puls et al., we adopt,;, =1 kms™!' and7,. = 0.757.¢ , which are the values
consistent with the parameterized run of the H/He departoedficients. A comparison with H
profiles from the consistent analysis performed by RPH caad ourselves finally that this parame-
terization remains roughly unaffected by blanketing d@ffeat least if the values @f..q as cited above
were used.

5.4.2 Results
General remarks

When performing the individual profile fits, it turned out thmost of the supergiants exhibit,H
profiles with a blue wing that cannot be fitted with the adop®dndard” parameterization of the
Hell departure coefficients. To fit theses profiles, we were fotoedcrease the He-opacity in the
inner wind part - corresponding to an increase in the depaxtaefficienth’? typically by a factor
rit = 1.3 — and, in a few cases, to reduce the emissivity outside,to lowerb® (a typical factor
here isrg® ~ 0.8). The same problem was noted by Puls et al. (1996) who attdbthis to the
neglect of the effects of (EUV) line blocking which becometigallarly important in dense winds.
Our results indicate a similar trend (remember, that we beé'standard” parameterization derived
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from unblocked models) with a somewhat smaller correctimmugih compared to the results by Puls
et al., which most probably is due to the increased rati®,.gf / T.g in our modified approach.
Concerning the run of the hydrogen departure coefficiengsfonnd that the adopted “standard”
parameterization does not pose any problems when used I fiines of the observed profiles. In
general, an almost perfect fit to any kind of profile (emissadrsorption, P Cygni type) was obtained.
The only problems we have found so far are related to theviiolig profile types in supergiants:

i) profiles exhibiting a strong decline from the emission imaxm towards the absorption mini-
mum, e.g., from HD 66 811, HD 14 947 and HD 47 432.

i) profiles showing H, in absorption with a central emission, e.g., from HD 193 31B,209 975,
HD 188 209, HD 218 915 and BD+56 739.

To fit these profiles, in all but two of the above cases we wereefbto enhance the Hemissivity,
i.e., to increasel (typically, from the “standard” value 1.2 to a value of 1.4)or HD 66 811 and
HD 47 432, the H emissivity in the inner wind part had to be reduced (typica@ll* ~ 1.05). Finally,

in the case of HD 210839, we had to increase theoHacity in the inner wind part. Let us point out
that all these modifications are more or less “cosmetic’, iteey lead “only” to an optically almost
perfect fit. The decisive parameters obtained from the fiydver, M and 3 (see below), remain at
the same value as if one uses the “standard” parameterizaypical examples of differently shaped
profiles together with the corresponding model fits are shiowrig. 5.3.

As noted by Puls et al. (1996), objects with, i emission allow to derive the velocity parameter
[ in parallel with the mass-loss rate. For these objects (@igfiven as italic numbers in Table 5.2),
we find an average value ¢f = 1.02 + 0.09. For objects with H in absorption, we used = 0.8
(expected from theory for thin winds) as a starting value emgroved this value from the line fit,
where possible. In these cases, of course, the uncertaitaind, thus, in\/ (c.f. Kudritzki & Puls,
2000; Puls et al., 1996) is much larger than in the cases whesn be derived unambiguously (at
least with respect to the “standard model” of winds) and,whierefore, be considered separately in
our error analysis.

It is worth noting that forC Pup - for which a fit using unblanketed models resulte@ ix 1.15
(Puls et al., 1996) — we find = 0.92, in agreement with the recent optical analysis by R#?id,much
closer to the results from UV line-profile fitSyy = 0.7...0.8, see Groenewegen & Lamers (1989)
and Haser (1995).

For one star in our sample, HD 202 124, we have obtained arritige value,3 = 1.25. This
object is a supergiant of spectral type 09.5 which showspirirast to the other supergiants of the
same spectral type in our sample, a P Cygni-like profile witlalsorption dip that seems too strong
to be solely due to absorption from the IHblend. In particular, this absorption feature cannot be
fitted by simply “playing” with the H/He departure coefficisn

Finally, we like to point out that the last two plots of Fig35llow to assess the quality of our
log g calibration (Sect. 5.4.1). Since we didt vary the gravity during our fit procedure but always
used the value derived by means of our calibration, the alper$ect agreement between observed
and modeled line wings indicates a rather high precisiohisfdalibration.

Error analysis

In the following, we briefly describe our error analysis wheill become important in the next section
when deriving the wind-momentum luminosity relation for sample.
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Table 5.2:Stellar and wind parameters of the O-star sample, derived fralibrations discussed in Sect 5.4.1
and by H, line fitting. Stars with more than one entry correspond toghiies in Table 5.1 and differ mainly
in the adopted stellar radius and in the dependent quantfiigectral types abbreviated, cf. Table 5.1.

Bold face numbers falog L and D,,,.,, indicate the preferred solution that is used in our final ysialof the
WLR (“case C”, cf. Sect. 5.5.1) while italics fg¥ mark valueglerivedfrom emission type profiles. Modi-
fications of departure coefficients for Hgiven asmultipliersr, ¢ to standard values from Puls et al. (1996).
Modifications of departure coefficients for hydrogen areegiby absolute numbersi® /b, “pt” indicates
whether H, is in absorption or emission.
Luminosity L in Lo, vsiné andvs in units of km s°1, M in 10~% M /yr, modified wind-momentum rate
Dinom =M v (R [R5 )%5 in cgs andQ = M /(R, /R ) in units of M /yr.

Object Sp M, Tem R, logg Yge wsini logL v M 5 rif‘/rgo biQ"/bis.n log Dmy log@ pt
HD 190429A 04l -6.51 39200 20.8 3.65 0.14 135597 2400 14.2 0.95 1.05/ 29.99 -6.82 e
HD 66811 o4l -6.14 39200 175 3.65 0.20 203582 2300 6.4 0.92 /1.05 2959 -7.06 e
HD 66 8112 -6.40 19.8 5.92 7.6 /1.05 29.69 -7.06
HD 66 8114) -7.14 27.8 6.22 12.8 /1.05 29.99 -7.06
HD 16 691 o4l -5.25 39200 11.6 3.65 0.10 140 546 2300 5096 29.46 -6.85 e
HD 16 6911 -5.04 10.6 5.38 4.9 29.38  -6.85
HD 16 6913) -6.40 19.8 5.92 12.5 29.92 -6.85
HD 14 947 o5l -5.84 37700 157 356 0.20 133 565 2300 7098 1.15/ /145 2965 -691 e
HD 14 9471 -5.64 14.3 5.57 6.67 1.15/ /1.45 2956 -6.91
HD 149472 -6.90 25.6 6.08 16.0 1.15/ /1.45 30.07 -6.91
HD 210839 o6l -6.01 36200 17.5 3.48 010 214 568 2200 51100 1.05/ 2./ 29.47 716 e
HD 2108391 -5.85 16.3 5.62 4.6 1.05/ 2./ 29.41 -7.16
HD 2108392 -6.60 23.0 5.91 7.7 1.05/ 2./ 29.71 -7.16
HD 42088 06.5V -435 38600 7.7 3.85 0.12 62 508 2200 0.38 0.83.3/ 28.17 -7.75 a
HD 42 08¢5) -4.96 10.7 5.36 0.62 1.3/ 28.45 -7.75
HD 54 662 06.5V -528 38600 11.9 385 0.12 85 545 2450 0.6 0.80 2850 -7.84 a
HD 192 639 O7lb 591 34700 17.2 3.39 0.20 110559 2150 5.3 1.09 1.25/.80 29.47 -713 e
HD 193514 O7lb -5.96 34700 17.6 3.39 0.10 95 561 2200 2.7 0.80 /1.48 29.20 -7.44 a
HD 34 656 ol -468 34700 9.8 350 0.12 85 510 2150 0.62 1.09.5/ 1 2842 769 a
HD 34 6566) -6.64 24.1 5.88 2.40 1.5/ 29.20 -7.69
HD 47839 o7V -483 37500 9.9 384 0.10 62 524 2200 1.2 0.75 2872 -741 a
HD 24912 0O7.5]  -495 34000 11.2 3.35 0.15 204 5.18 2400 1.198 0.1.3/.85 28.78 -750 a
HD 249121 -4.99 115 5.20 1.23 1.3/.85 28.80 -7.50
HD 2491242 -6.70 25.2 5.88 4.0 1.3/.85 29.48 -7.50
HD 36 861 o8Il -557 33600 151 356 0.10 66 542 2400 0.8 0.80 2867 -787 a
HD 368611 -5.85 17.2 5.53 0.97 28.78 -7.87
HD 210809 O9lab  -6.04 31700 196 323 0.14 100554 2100 45 091 1.1/ 2942 -729 e
HD 207 198 09lb/ll  -5.49 31700 15.2 3.23 0.12 85 532 2100 0.9970 1.3/ 28.67 -7.82 a
HD 207 1981 -5.29 13.9 5.25 0.79 1.3/ 28.59 -7.82
HD 37043 o9l -6.05 31400 19.8 350 0.12 120 554 2300 1.2 50.81.6/ 2889 -787 a
HD 370431 -6.24 21.6 5.61 1.37 1.6/ 28.97 -7.86
HD 24 431 o9lll -5.30 31400 14.0 3.50 0.12 90 524 2150 0.3 0.95.3/ 28.18 -8.24 a
HD 24 4311 -5.57 15.9 5.35 0.36 1.3/ 28.29 -8.25
HD 16 429 09.51/l -6.51 31000 248 3.19 010 80 571 1600 1.4 0.85 1.3/.9 28.85 -7.95 a
HD 30614 09.5la -6.47 31000 249 3.19 010 100 5.71 1550 41205 1.3/ 2931 -747 e
HD 306142 -6.00 19.6 551 2.9 1.3/ 29.10 -7.48
HD 209 975 09.5lb -6.14 31000 20.9 3.19 0.10 90 556 2050 1.880 0. 1.3/ /142  29.03 -7.72 a
HD 209 9751 -5.96 19.2 5.49 1.58 1.3/ /1.42 2895 -7.73
HD 18409 09.7lb -550 30600 157 3.17 0.14 110529 1750 15 0.70 2882 -762 a
HD 17603 O75lb -6.70 34000 252 335 0.2 110 588 1900 5805 1.1/ 2955 -733 e
HD 225 160 08lb -6.40 33000 224 331 012 125 573 1600 5185 1.5/.9 29.40 -730 e
HD 338926 085lb -6.60 32500 22.7 3.27 012 80 572 2000 51700 2953 -7.28 e
HD 188209 09.5lab -6.00 31000 19.6 3.19 0.12 87 551 1650 1.00 0 1.4/ /1.47 2887 -7.73 a
HD 202 124 09.5lab -6.00 31000 19.6 3.19 0.12 140 551 1700 325 1.4/.7 29.18 -7.43 e
HD 218915 09.5lab -6.00 31000 19.6 3.19 0.12 80 551 2000 1.B50 1.2/ /154 2898 -7.71 a
BD+56 739 09.5lb -6.00 31000 19.6 3.19 0.12 80 551 2000 2.3850. 1.35/ /133 29.02 -761 a
HD 47432 09.7lb -6.00 30500 189 3.17 0.12 95 545 1600 11903 1.4/.8 /1.07 2892 -764 e
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In order to assess the errorslig . andlog Dy, We followed the philosophy outlined in detail
by RPH. To estimate the uncertainty in the stellar radiusap@ied their Eq. 8 withAMy, = +0.3
and ATz = + 1500 K. The former value is in accordance with the resultgldiged in our Fig. 5.1,
while the latter reflects the uncertainties in our spectnét—T.g calibration and in the underlying
data base, cf. Fig. 5.2. With these estimates, the errorarstéllar radius is dominated by the
uncertainty in M; and is of the order ofA log R, ~ +0.06, i.e., roughly 15 %.

Specified in this way, the error in luminosity is given by

Alog L ~ /(4 Alog Teg)? + (2 Alog R,)? (5.1)

and results iM log L =~ £0.15, i.e., the error due ta\ R, is somewhat larger than due 48[ ..

To assess the errors in the wind-momentum rate, let us fiedyzethe errors in\/ inherent to
our analysis. Actually, any line-fit to Hdoes not specify itself, but only the quantity) introduced
by Puls et al. (1996),

M

Q

In particular, any change iR, leads to an identical fit if/ is adapted in such a way th@tremains
constant (compare Table 5.2 for those objects with more din@nentry). Thusg) is the quantity for
which the error has to be evaluated.

For emission profiles, where algaan be constrained from the fit, we estimate the precisiomeof t
derived@ as+20% (from the fit quality). For absorption profiles, we have vdrigtypically by +0.1
(or more, if necessary), and obtained the correspondingrugpd lower boundaries dff (actually,
of Q) from additional fits to the observed profiles. The resultshi§ procedure are displayed in
Table 5.3. When these error estimates were smaller thardthped error from above (i.e420%),
the latter value was chosen as a conservative minimum. Natdhe maximum errors i) can reach
factors of almost two (for absorption profiles)!

From the error inQ, the uncertainty in the derived wind-momentum rabg,,,, = Qus. k2, can
be calculated via

Alog Dyom ~ /(Alog Q)2 + (2 Alog R,)? + (Alog veo )2 . (5.3)

Note that the error iR, enters again quadratically. The errorig have been assumed to #€150
km s! or larger, if either the different sources fag, do not coincide ow,, has been obtained from
calibrations. Thus, in most cases the resulting errdsdgnD,,,,m iS Of the order oft0.15, i.e., similar
to the error inlog L.

5.4.3 Comparison with results from a complete analysis

The basic outcome of our approximate analysis, namelytvalue, is listed in Table 5.2. Before we
discuss further consequences and as outlined in the imtiody we have to convince ourselves that
the estimates derived for this quantity are consistent thighresults of the complete analysis. That
way, we particularly verify our modifications concerning teffects of line-blocking/blanketing.

Any Q-value derived from H profiles should be almost independent of stellar paramitierthe
underlying models the same terminal velocities were usedifahe influence of different effective
temperatures were considered by applying the temperabarection given in Puls et al. (their Egs. 48
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Table 5.3:0Objects with H, in absorption: variation in derivedif , if 3 is modified within the typical uncer-
tainties,3~ < 8 < 3+, with Ag of order 0.1.M in units of 10°° M /yr.

Object Ié; M s~ Mt 3t M~

HD42088 0.85 0.38 0.75 0.46 0.95 0.30
HD54662 0.80 0.60 0.70 0.90 0.90 0.40
HD193514 0.80 2.70 0.70 3.24 0.90 2.05
HD34656 1.09 062 080 095 1.20 0.50
HD47839 0.75 1.20 0.65 1.50 0.90 0.95
HD24912%2 0.78 4.00 0.65 5.00 0.90 3.00
HD36861 0.80 0.80 0.70 1.40 0.90 0.64
HD207198 0.97 090 0.80 1.25 1.10 0.70
HD37043 0.85 1.20 0.75 1.50 0.95 0.96
HD24431 0.95 0.30 0.80 0.60 1.05 0.24
HD16429 0.85 140 0.75 1.70 0.95 1.12
HD209975 0.80 1.80 0.70 2.16 0.90 1.44
HD18409 0.70 150 0.65 1.80 0.90 0.90

HD188209 090 1.60 0.80 192 100 1.28
HD218915 095 1.70 080 2.04 105 1.30
BD+56739 0.80 2.15 0.70 258 0.90 1.72

and 49). In our comparison with the Repolust sample for 1dsstacommon (Fig. 5.4) we have
performed such a correction.

This figure shows that at higher valueslo§ @, i.e., denser winds, the agreement is excellent
(within 0.06 dex). On the other hand, at lower values theediifices can become significant, e.qg., for
HD 207 198, HD 18409 and HD 24 912. From Table 5.2, last coluwansee that the Hprofiles
of these stars all appear in absorption. Insofar, the ab@mioneds-problem might be a reason of
this discrepancy, and a closer inspection of the corredpgretrors (see Table 5.3) reveals that this
actually is the major source of disagreement.

The remaining disagreement ef 0.1 dex (in those cases where the formal errors are still too
low) more likely reflects real variability in the strengthtbe studied winds. Note, e.g., that mass-loss
variations of up to~45% have been suggested by Markova & Scuderi (2003) to extilaivariability
of the H, emissivity observed in our sample stars over a 2 year petitérpreted in this way, the
disagreement found here would indicate variations of theesarder.

Finally, let us explicitly state that the discrepancy fowtdow wind densities isiotrelated to the
problems we have partly met when fitting, lgrofiles in absorption, (i.e., to the required modifications
of departure coefficients), since the final valuesbéire only weakly affected by this procedure: The
line opacity scales wittiZ 2 but only linearly with theb;’s.
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Figure 5.4:Comparison of derive@-values from our analysis with corresponding data from RieHeleven
stars in common. The Q-values of the complete analysis heme torrected for differences in effective temper-
ature. Overplotted are the individual error bars calcalatescording to Sect. 5.4.2. For a discussion concerning
the outliers, see text.

55 Wind-momentum rates and WLR

Table 5.2 summarizes all stellar and wind parameters defaed adopted) for our sample stars as
described in the previous section. Before we proceed tanancanalyis of the corresponding WLR,
let us give some

Remarks on individual objects. A closer inspection of the available data reveals that at lea
three cases, HD 16 619, HD 24 912 and HD 34 656, the derive@sdtu My , and accordinglyR, ,
seem to be inconsistent with the adopted spectral typerilosity class and the available spectroscopy.

The estimates oR, for HD 16 619 (as a member of the Double Clusteand¢ Persei), derived
with the standard and the individual extinction ratio aréntefactor of two lower than the radii of the
other two sample stars of same spectral type.

The reason for this discrepancy is most likely related toftut that the distance to this star is
very uncertain (Stone, 1979; Walborn, 2002). Thus, in thHievang we will preferentially use the
parameters resulting from a calibration of/M.e., entry (3).

The second star with doubtful parameters is HD 24 912. If aflevi's the plausible arguments
given by Herrero et al. (1992) that this star is a supergiuen its radius cannot be of the order of
11 R . On the other hand, if one believes that it is a normal gidr@n tits wind-momentum is too
high for a luminosity class Il object. The situation does maprove if the individual extinction ratio
is adopted. The possibility that HD 24912 is not a member oOB& but a runaway star (Gies,
1987) seems to resolve the problem, and also for this starilves& the parameters resulting from a
calibration of My (entry (2)).

Humphreys (1978) has listed HD 34656 as a member of Aur OB1.82=kps). However, the
R, derived when adopting this distance is rather low, a facfowo lower than the radii of the
other two supergiants of same spectral type. On the othed, HEsvmassian et al. (1994) argue
that HD 34656 is a member of a small group of stars locatedeatlistance of AurOB2 (d=3kpc).
Although the values for M and R, resulting from this distance seem a bit too large for the t&tbp
spectral type/luminosity class, we will use these paramdtntry (6)) until further notice.
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Two other objects deserve special attention as well. HD 82398sted as a member of GemOB1
(d=1.5 kpc) by Humphreys (1978). However, Felli et al. (1Pilentified this object as a mem-
ber of NGC 2175 for which several independent distance ot@tions exist, ranging from 1.91 to
2.87 kpc. Thus, a distance of 2 kpc as adopted by Felli et @7 {llseems to be a good compromise
for HD 42 088, also with respect to its radius, and we will Uge value in the following (entry (5)).

For ¢ Pup (HD 66 811), the values resulting from both its “convemal” distance of 460 pc and
a calibration of M, (entry (2)) overlap within the adopted errors, and we wittfprentially use the
“standard” values for this star. In addition, we will follathie suggestion by Sahu & Blaauw (1993)
that this star is a runaway star originating from the Vela@dolar Ridge and has a distance of 730 pc.
With this value and adopting a standard reddening, the saufi¢t Pup becomes 28, which is rather
large for its spectral type. Interestingly, a present itigasion by Pauldrach and co-workers (in prep.
for A&A) seems to favour such a large value in terms of bothla@®sistent hydrodynamical wind
model and the corresponding synthetical UV spectrum, wlmnpared to observations. In what
follows we will use this entry (4) as a second choice in orderdnsider its possible relevance within
the wind-momentum luminosity relation.

Hereafter, we will denote HD 16 691, HD 24 912, HD 34 656 and 12[D@8 as “peculiar objects”.

5.5.1 WLR as function of luminosity class

From now on, we will concentrate on the second major objeaithe present investigation, namely
on the wind-momentum luminosity relation (WLR) for GaladD-type stars. We begin with consid-
ering the consequences of “fine tuning” direct and indirecameters entering the WLR.

Let us first comment on the influence of using different vafeeshe total to selective extinction,
R. The largerR, the brighter the star is in the visual, and the larger thiéasteadius. Since we are
fitting for @, also the mass-loss and the wind-momentum rate increaseglbas the (bolometric)
luminosity. Even in cases of an “extreme” extinction rati®dd, however, the resulting differences in
R, andM are small, roughly 10-14% of the values derived with= 3.1. (Hereafter all data obtained
using R = 3.1 will be referred to as “standard” values). The correspogdiariations inlog L and
Dom are 0.11 dex and 0.08 dex, respectively, as shown in Figahdare (much) smaller than the
individual uncertainties for these quantities. Moreoteg, corresponding shifts are almost in parallel
to any expected wind-momentum luminosity relationshipg fomparison, we have overplotted the
theoretical relation provided by Vink et al. 2000), so thay aincertainty inR should by of minor
influence on the results discussed below.

In addition to the effect caused by using different reddiagd, there is also the distance problem,
which, taken together, forced us to deal with more than oty éor many of our sample objects (cf.
Sect. 5.3). Consequently, various combinations have te¢teuated for, and we decided to consider
the following different cases (A to C without field stars):

e Case Aincludes those entries without any superscriptdstahni.e., (almost) all distances from
Humphreys (1978) an® = 3.1) plus the specific values adopted for “peculiar objects” as
discussed above.

e Case B refers to entries with superscript 1 (individual ezddg) plus “peculiar objects” + data
without superscript for the rest of the stars.



5.5. WIND-MOMENTUM RATES AND WLR 153

30'0: — — Vink et‘ al., 2000, «' ‘: 0.55 ]
29.5F b ﬁf/ﬂg ]
29.0F B p-"7
g r 5A K ]

E [ T -
2 2850 “/A ]

g ¢ N
28.0F -~ b
E- mean error of log L = 0.14 |
L mean error of log D, = 0.17 ]
275 typical error bar 1
2r.0t ‘ ‘ ‘ ]
5.0 5.2 5.4 5.6 5.8
log (L/Lsun)

Figure 5.5:Influence of uncertainty in reddening on modified wind-motaeand luminosities. Arrows point
from positions resulting from standard reddenifiy= 3.1, to positions resulting from adopting individual
values forR (entries with superscript (1) in Tables 5.1 and 5.2). Dashezbretical WLR predicted by Vink et
al. (2000).

e Case C combines data with superscript 2 plus “peculiar tdjjgtus data with superscript 1 (
if no entry with superscript 2 available) plus standard galtor the rest.

e Case D comprises case C plus field stars.

In Fig. 5.6 we have displayed the WLRs based on the data-sgtssponding to case A, which is
the starting point of our investigation, and case D, whicthésending point. Numbers correspond to
luminosity classes.

Linear regressions, obtained by meansydfminimization accounting for the individual errors
(calculated as described in Sect. 5.4.2bathdirections, are shown as solid (l.c. I/1l) and dotted (l.c.
[1I/V) lines. We have used the conventional formulation

0g Dyom = xlog(L/L) + Do (5.4)

with exponentr being the inverse of’, which corresponds to the slope of the line-strength itligtr
tion function corrected for ionization effects (Puls et 2D00; Kudritzki & Puls, 2000).

To our knowledge, this investigation together with that &HRare the first to account for errors in
both directions. Our approach follows the principle argotagyiven by Press et al. (1992, Sect. 15.3
and references therein), i.e., the parameters of the s#grefollow from minimizing

) (log Dymom.i — wlog L; /Lo — Dy)?
Dy) = § j : 5.5

i

with total varianceVart,

Varie ; = Var (log Diom,i — xlog Li/Le — D). (5.6)

Sincelog Do andlog L are statistically dependent (vi2Z, a case not considered by Press et al.),
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Figure 5.6:WLR for our sample of Galactic O-type stars. Case A (left) ease D (right) as discussed in the
text. Error bars with respect td log D,,,o, are displayed for all stars with Hn absorption. The errors for the
remaining objects with Hin emission and the errors fak log L roughly agree with the typical error bars dis-
played in the figures. Regressions obtained frgivminimization with individual errors in both co-ordinates,
accounting for the covariance between luminosity and medlifiind-momentum rate.

Numbers 1, 3 and 5 correspond to luminosity classes I, [II\dn&spectively. Special symbols: “zP” corre-
sponds ta Pup as used for the regression (either standard or entryd2additionally to entry 4 (upper right).
The “x” denotes HD 47 839 (15 Mon, Ic V), the open square HD 1% @& |) and the asterisk HD 34 656; all
three objects have been discarded from the correspondings®ons. The filled circles denote the field stars
of our sample included for case D.

one has to account for the covariance between both terms, Wsuhave

Vary ; = Var (log Diom,i) + 2% Var (log L; / Le) —
— 2z Covar (log Diom,i, log Li/L). (5.7)

with

Covar (log Diom i, log Li/ L) ~ 4Var (log R;/R) (5.8)

if we neglect the weak dependenceryfonT g .

We consider this type of regression as essential, sincertbesanlog L are of the same order
as those idog Dy,om, and theyare correlated indeed. E.g., if we assume that the momentumsrate
lower because of a smaller radius, we also have to assumghthaiminosity is smaller (and vice
versa), a fact not accounted for in the standard type of ssgre.

Actually, by comparing with results from a conventionaldesquare fit (even accounting for the
specific errors ifog Diyom), We sometimes find significant differences in the regressaefficients.
Only when the errors itbg L are small, both methods yield similar results. Insofar,toge simple
method might be justified in cases where the (relative) dat#y in distance is small, e.g., in inves-
tigations of extra-galactic sources or specific associatias performed by Herrero et al. (2002).

In Fig. 5.6 one can see thabrmal giants and dwarfs show lower wind momenta (roughly by
0.3...0.5 dex) than supergiants at the same bolometricrosity, and that they are in good agree-
ment with the theoretical predictions by Vink et al. (200@&skled line). Note that because of the short
interval inlog L covered by giants and dwarfs, the regressions for lumindi$i/ objects cannot be
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regarded as significant. Thus, in Table 5.5 only the regrassbefficients for the luminosity class |
objects obtained for the different samples (A, B, C and D)iated.

There are three stars that deviate strongly from the abate™rHD 47 839 (15 Mon, denoted by
an “x”), HD 16 429 (denoted by an open square) and HD 34 656aofgenwith an asterisk). Interest-
ingly, all these stars have been recognized as “blue seegjdISchild & Berthet, 1986), among which
the rate of double/multiple systems seems to be exceptyonigh (Bellazzini et al., 2002; Carney et
al., 2001). Actually, the former two objects were proven ¢osbdouble (Gies et al., 1993, and ref-
erences therein)) and a triple (Gies, private communicasgstem, respectively - a result that might
explain their “erroneous” position (compared to the théoat predictions). Accordingly, one might
speculate that the excess luminosity of HD 34 656 might aésdue to the influence of (a) possible
companion(s). In view of these uncertainties, we have dischall three objects from the regression.

In addition, we like to mention thatPup with parameters from entry(4), i.e., assuming the &arg
radius, lies well below the regression of the other Ic | ot§ieahereas with the “conventional” radius
its location is just slightly below the mean. This result htidpe used to favour the lower radius.
Note, however, that Pup is a “bona fide” runaway star, i.e., its parent associatiela R2, has
been identified, and hence it is quite probable that the stambt reached its present status through
single star evolution. In particular, Vanbeveren, de Lo&rBensbergen (1998) have argued that
Pup could not have become a single runaway as a consequenlos@fencounters with other stars
in a very dense cluster, but is more likely to originate frosugernova explosion in a massive close
binary. In view of this scenario, the “peculiar” charactéids of{ Pup, such as enhanced He and N
abundances at the stellar surface, higher peculiar antlormah velocities and overluminosity might
all find their natural explanation.

Our analysis indicates that the regression somewhat imprawe., the errors of the parameters
decrease (and move towards those predicted by theory, bfe B&5), when individual values at
(case B) are used instead of the standard ones. This impentdmecomes even larger by adopting
those parameters resulting from a calibration af kr objects suspected to be runaway stars (Case
C). The final inclusion of the definite field stars (lower pdrfrable 5.1) has a minor influence on the
corresponding regression coefficients (Case D), althohglstatistics futher improves. Accounting
for the fact that the positions of these stars remain somewiertain since they strongly depend on
the accuracy of the empirical {4calibration, we will concentrate now on sample C, sincejiears
to be the most relevant, in terms of both statistics and uyidgrphysical assumptions.

Comparison with other investigations. Apart from the work by RPH mentioned in the introduc-
tion, there are a number of other investigations which hageipusly tried to derive wind-momentum
rates as function of luminosity. In particular, Kudritzki Ruls (2000) and Herrero et al. (2002)
provided corresponding coefficients for Galactic O-typeesgiants, which have been included in Ta-
ble 5.5 for comparison. Note that the values quoted by Kzkir& Puls (2000) refer to the analysis
of Puls et al. (1996), i.e., have been derived by meanmbfockedmodel atmospheres, and that all
coefficients except those from RPH refer to conventionatleguare fitting. Additionally, we quote
the coefficients of the theoretical relation for stars witly >30000 K as calculated by Vink et al.
(2000), which is predicted to be independent of luminosigs (see below) and compares well with
the position of our Ic I1I/V objects.

Except for the data from Kudritzki & Puls (2000), the remaini‘observational” results are rather
similar. On the one hand, this is not too astonishing, siticé@e investigations either use or rely
on the same (line-blanketed) model atmosphere codsTWIND. On the other hand, however,
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Table 5.4:Coefficients of the WLR obtained for the supergiants of oungla cases A, B, C and D in com-
parison to results from other investigations. The valuethefminimizedy? (not displayed here) indicate an
acceptable fit in all four cases. Regression accountingrfor®in both co-ordinates for case A to D and the
analysis by Repolust et al.; standard least square fit foair@ng entries.

Sample log D, X o
Case A 16.882.53 2.21-0.45 0.45:-0.09
Case B 17.532.18 2.10:0.38 0.48-0.09
Case C 19.081.37 1.83:0.24 0.55:0.08
Case D 18.5&1.25 1.90:0.22 0.53:0.06
Herrero et al. 19.2#1.37 1.74:0.24  0.58:0.08
Repolust et al. 18.302.12 1.974-0.38 0.510.10

Kudritzki & Puls  20.69:1.04 1.53%#0.18 0.66:0.08
Vink et al. (2000) 18.6&80.26 1.83:0.044 0.550.013

31 T T T T T T T T
[ — — Vink et al, 2000, ' = 0.55

[ numbers: luminosity classes L

- jr P

s b b b bk

o = mean error of log L = 0.13
L mean error of log D, = 0.19
E ___regression to '1,2, o = 0.53 typical error bar
O regression to '3,5', o' = 0.54 4’7
] ) S S U S
5.0 5.5 6.0 6.5
log (L/Lsun)

Figure 5.7:WLR for Galactic O-type stars. Sample includes our sampse € the sample by RPH for objects
notin common and the sample by Herrero et al. (2002). Regressioounting for errors in both directions
and appropriate correlations; errors corresponding feere#/e publications. All symbols as in Fig. 5.6; arrows
indicate upper limits for objects with almost purely phatbsric profiles which have been discarded from the
regression.

the fairly good agreement between our results (in partic@ase D) and those from the complete
spectral analysis RPH indicates that the approximate appréollowed by us actually can provide
compatible results in terms of both mass-loss rates (Ségtadd WLR, not only qualitatively, but
also quantitatively.

5.5.2 Enlarging the sample

The latter conclusion allows us to proceed in the spirit atired in the introduction, namely to
combine our data with the data-sets from RPH for stars nobimnecon and Herrero et al. (2002), in
order to improve the statistics and to study the WLR of Gadgtstars by means of the largest sample
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Figure 5.8:As Fig. 5.7, but with regression in de- Figure 5.9:As Fig. 5.8;M of class 1 objects (H
pendence of profile type (see text). in emission) decreased by a factor of 0.48.

of stars used so far. In total, this sample comprises 19 gigrgs and 15 Ic IllI/V objects entering
the regression. Again, we have accounted for the errorstmdicections, with errors taken from the
respective investigations. Note that the errors in the $aifnpm Repolust et al. are dominated by the
uncertainty in radius, similar to the objects from our saanjh contrast, the errors in the sample from
Herrero et al. are somewhat lower, since these authors hesstigated objects fromneassociation
only, i.e. CygOB2, which reduces the scatter.

The results obtained in Fig. 5.7 confirm those presenteddrptivious section as well as the
ones reported by RPH: The WLR for luminosity class 1lI/V dtigestrictly follows the theoretical
predictions while the relation for the supergiants show®wical offset, corresponding now to an
average factor of roughly 0.25 dex.

Note that with respect to Ic IlI/V objects, the “unified” sal@pgovers a much larger range in
log L. Thus a more precise determination of the correspondingessipn coefficients than before
is possible. Note in addition that even those stars with aplyer limits for D, (those with an
arrow), which havenot been included into the regression, follow the continuatible 111/V objects -

a finding that has already been discussed by RPH.

The results of the regression analysis for our “unified” slengmd for the “unified” sample of
RPH are summarized in Table 5.5. Note in particular that tedficients for Ic | objects derived by
us are closer to the values predicted by theory and affegtexintaller errors (due to the improved
statistics) than those obtained by RPH. Note also that Isecafithe inclusion of giants and dwarfs
from our investigation, the “unified” Ic 111/V sample now she a better coverage along the L axis
(with no gaps in between). The corresponding regressiofiicieats, however, deviate stronger from
the values predicted by theory and have a somewhat larger than those derived by RPH. This
finding (for weak winds) again points to theproblem discussed in Sect. 6.5 and may also indicate a
higher sensitivity of the results on the approximationsdusgour method.

5.5.3 WLR as function of profile type

The clear separation between the WLRs for luminosity clasgécts and those of luminosity class
[11/V might in principle be explained by a different numbefr effective lines driving the wind, since

the coefficientD, depends on this quantity vi®, NOI/O‘/ (c.f. Kudritzki & Puls, 2000, their
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Table 5.5:Coefficients of the WLR obtained for Galactic O-stars, by boring our sample case C with the

results from Herrero et al. (2002) and RPH for objects notammon. Regression accounting for errors in
both co-ordinatesy?/(N — 2) gives the “average” value of the minimizgd per degree of freedom, whev

is the number of objects included in the sample. “Ic” denotgsession as function of luminosity class, “pt” as
function of profile type, respectively. Asterisks mark @sponding data from RPH.

Sample log D, X o 2/ (N —2)
Ic | 18.73+1.13 1.840.20 0.53:0.06 0.77
Ic 1* 18.24+1.76 1.96:0.30 0.510.08

lclli/vV  18.57+1.98 1.86:t0.36 0.54:0.10 0.66
lcll/V*  18.64£1.29 1.85:0.23 0.54:0.07

pt1 19.75£1.85 1.71#0.32 0.58:0.11 0.50
pt3 19.28£1.15 1.74:0.21 0.5%0.07 0.64

Eq. 18). However, such a difference is rather unlikely sipeesent theoretical simulations of line-
driven winds (on the basis of completely different appr@shdo not find such a separation, but
predict a unique relation instead (Vink et al., 2000; Padtret al., 2002; Puls et al., 2003).

Although the separation between supergiants and the r&stlisobvious, there are certain out-
liers that are much more consistent with the regressionddhl/\V stars. Among them are three
supergiants from the sample of Herrero et al. with well-dafipositions due to their membership to
CygOB2. Interestingly, all these outliers show, ith absorption. Note that this confusing situation
has already been noted by Puls et al. (2003).

Subsequently, these authors suggested to plot the WLR igtdlgldifferent manner, namely as
a function of profile type instead of luminosity class. Clasorresponds to objects with,Hn emis-
sion, class 3 to objects with Hn absorption and class 5 to objects with an almost purelyqspieric
profile, i.e., with very thin winds. In this way, these authéound a much closer correlation without
any outliers.

In Fig. 5.8, we have repeated this exercise for our “unifieathple. The corresponding coeffi-
cients are displayed in Table 5.5. Our conclusion for thargeld sample is not as clear as for the
data used by Puls et al. (2003), but similar to that reporieRBH. In fact, the situation for emission
type objects has improved, and the fit quality (expressechbyminimizedy?) for class 1 objects
is lower than for Ic | objects. Also, for class 3 objects thatsr in the regression coefficients has
decreased compared to Ic Ill stars. A closer inspection @58, however, reveals a new problem:
At log L/Ls < 5.4, we find at least two class 3 stars located considerably ath@veorresponding
regression curve.

Both of these objects are supergiants, HD 18 409 and HD 201EX®er of them is a fast rotator
or suspected binary. Certainly one could find reasons taidecthem from the regression, but we
regard their positions as reliable within the error barghéligh there are certain discrepancies with
respect to the derive@-values (cf. Sect. 6.5), they cover similar positions in ithestigation by
Repolust et al., i.e., they lie in the continuation of clasddts.

Thus, we encounter the following situation: at larger luosities,log /L., > 5.5, the separa-
tion of the WLR seems to be more a function of profile type than ofitasity class (which might
indicate that the present classification scheme is simglyctarse). For lower luminosities, the op-
posite might be true, or the clear relationship betwégn,., andlog L vanishes at all. Before a final
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statement can be given, however, a complete NLTE analysigchbe awaited for, at least for the
critical objects with low momentum rates, since in this céseerrors bars are particularly large.

Following the suggestion of Puls et al. (2003, see also RR&t)there might be no separation at
all, but that for objects with emission lines one observestfects of clumping we shifted the WLR
of class 1 stars onto the WLR for class 3 stars by redudiflgy a factor of 0.48 (cf. Fig. 5.9). The
corresponding (effective) clumping factor equals 43 > / < p >2= 0.4872)

5.6 Summary, discussion and conclusions

The first objective of the present paper was to investigatgotitential of a pure K profile analysis
to provide mass-loss and wind-momentum rates for O-typs,stampatible to those from a state-
of-the-art complete spectral analysis. This goal has béamed in two ways: (i) by comparing
the derived mass-loss rates (actually, the correspon@ivglues) to those determined by RPH via
a complete NLTE spectral analysis for stars in common ahdbyiicomparing the Wind-momentum
Luminosity Relationship for our sample stars to those @efibpy other investigators (Kudritzki &
Puls, 2000; Herrero et al. , 2002, RPH) Additionally, we #ddhe consequences of “fine tuning”
direct and indirect parameters entering the WLR, e.qg., kintpdifferent values for stellar reddening
and distance into account.

To determine)M and velocity field exponents, we applied the approximate method devel-
oped by Puls et al. (1996) which has been modified by us to atdouthe effects of metal line-
blocking/blanketing. Effective temperatures and grasitneeded to perform the,Horofile fitting
have been obtained via spectral typ&. and spectral type log g calibrations for O stars of lumi-
nosity classes I, Ill and V. These calibrations are baseasults of recent spectroscopic analyses of
individual Galactic stars derived via NLTE atmospheric misdvith mass-loss, sphericity and metal
line blocking/blanketing (RPH, Martins et al. 2002).

It must be noted that in our regression we have assumed a liekadion between spectral type
andT.g, a fact that might raise some suspicion concerning thehiétiaof the derived temperatures
(see, e.g., Crowther 1998). Note, however, that the daterlyidg our calibrations did not give any
evidence of significant deviations from a linear approadtis i particulary true for the case of dwarfs
and supergiants where the available data cover a relativiely range of subclasses. Admittedly, at
spectral types earlier than O5 our calibration for lumitoslass Il might be somewhat unrealistic
due to the lack of appropriate data. However, since our saaiqs not comprise any objects in this
range, our analysis is not affected by this uncertainty. @oe of warning: Caution is well-advised
when using the provided calibrations for supergiants,esthey refer to “typical” representatives as
considered in the present investigation, botto extreme objects. In the latter case (which is visible,
e.g., from the strength of the Hine itself), the uniqueness of a spectral typ& s relation is no
longer guaranteed.

On the basis of these calibrations, we have analyzgdyimeans of the approximate method cited
above. The major modification to include the effects of lnt@nketing concerns the change of radia-
tion temperature in the neighbouring continuum. A comearisf our()-values with those from RPH
(see above) for 11 stars in common indicates that both methn@ excellent agreement in those
cases where the wind-emission is significant, whereas fenyMow wind-densities discrepancies
may arise, which are mostly related to the problem of ungextalocity exponents;;.

2This mimics a higher mass-loss rate than actually preseanalogy to the case of WR-stars, cf. also Sect. 5.1.
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Based on the complete set of stellar and wind parameters rivedehe corresponding WLR for
the sample stars accounting for different combinationdedfes reddening and distances available in
the literature. In particular, this analysis indicatest thsing individual instead of mean values for
stellar reddening causes variationddg L and D, Which are (much) smaller than the individual
uncertainties for these quantities.

Our analysis showed that not only thevalues but also the WLR derived by means of our ap-
proximate approach are in good agreement to the resuligatiilgg from a complete spectral analysis.
In particular, we confirm the result published by RPH that\WieR for Ic 11I/V strictly follows the
theoretical predictions of Vink et al. (2000), while theatsbn for Ic | shows a vertical offset.

Following the idea of Puls et al. (2003), this offset may flihe effects of clumping in the
innermost part of the wind. For the combination of our samyitb data from comparable investiga-
tions, we find that with an enhancement factoro®R for stars with H, in emission the differences
in the corresponding WLRs almost vanish and a unique relai@m be obtained (though some prob-
lems at lower luminosities still exist admittedly). Thisremcement factor corresponds to an effective
clumping factor of 4.3, which is somewhat lower than in WR a@grand in agreement with the value
provided by RPH.

The possibility to use the WLR as an indicator of wind clungpin O star winds is very exciting
but needs to be proven independently. One way to check tslplity is to compare H and radio
mass-loss rates. In particular, and if the assumption o Bull. was correct, one might expect
larger H, mass-loss rates for stars with stronger winds, i.g. itHemission, whereas the opposite,
i.e., similar or even higher radio mass-loss rates, migrexpected for stars with weaker winds{H
in absorption). Guided by this perspective we compared #logssrates derived from Hwith such
derived from radio free — free emission (Lamers & Leithel®93; Scuderi et al., 1998) for stars in
common. In total, these are seven stars, but only for fous st@ have information concerning the
distance (for the other three we have calibrated)MHD 190 429A, HD 66 811, HD 192 639 and
HD 36 861. The results obtained indicate perfect agreememteen thel/ -estimates for the Ic 11
star HD 36 861 with H in absorption fog M (He) /M (radio) = 0.03), while for the three supergiants
with H,, in emission the radio mass-loss rates are lower than thoeeH, (by an average factor of
~ 2). In particular, we foundog M (Ha) /M (radio) equal to 0.29 for HD 190 429 (d=2.3 kpc), equal
to 0.36 for HD 192 639 (d=1.82 kpc) and equal to 0.40 for HD 66 81=0.7 kpc). This finding is
consistent with both the presence of a stratified clumpietpfaand our assumption that clumping is
“observable” only in the | emission of stronger winds.

The results outlined above indicate that the approximatthogdeemployed can provide results
which are not only quantitatively but also qualitativelynststent to those from a complete spectral
analysis. Therefore, this method can be used to solve thistista problem mentioned in the in-
troduction when studying wind properties of Galactic Orstand especially when addressing the
problem of wind clumping by comparing optical and radio gliagons. Note in particular that the
ratio of H,, and radio mass-loss rate remains almost unaffected by amgrtaimty in distance, if both
values are derived using tsamevalue ford: since both mass-loss rates (as functioaind of flux,
respectively) depend odi~!-?, the distance cancels almost out, except for the effectedifaning.
This means that field stars can also be used as targets fotirggudind clumping, a fact that will
allow to additionally improve the statistics.

Although the uncertainties in distance cause many problenes studying radii and wind param-
eters of Galactic stars, we finally like to emphasize that areot refrain from such an investigation
because of the need to establish a reference base for theidehaf stars with the corresponding
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metallicity.

5.6.1 Future work

While considerable progress has been obtained with retpdéioe WLR for (Galactic) O-type stars,
also a number of questions became evident. In our opinioa,obrthe most important problems is
the following: Presently, we do not know (at least with coefide) the H-wind-momentum rates of
low luminosity supergiantsldg L/Ls < 5.5) due to the lack of a significant number of objects in
our present sample. In particular, for objects with id absorption we have to answer the question
whether the momentum rate is similar or higher than themaklyi predicted 3

In the former case our assumption concerning the behavibtit,o(“actual” A , if profile in
absorption) still works, while in the latter case it becormgasstionable. To clarify this point we have
started a new observational program that focuses on Ic ctbjeith log L. < 5.5. The question
concerning the behaviour of B and A supergiants is obvioud,should also be answered in a follow-
up investigation.

Even if there is clumping, the question concerning its tegtiatification still remains and intro-
duces a number of additional parameters concerning thelratdespheres. The only way to derive
reliable constraints is via a multi-wavelength campaighere the radio and IR domain are particu-
larly important, since the effective stellar radius (itbe region where the optical depth reaches unity)
is increasing with wavelength. In this regard and as a next, ste plan to perform and analyze radio
observations at least for those stars of our sample whiclbeatetected at radio wavelengths.
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Chapter 6

Quantitative H and K band spectroscopy
of Galactic OB-stars at medium
resolution

T. Repolust, J. Puls, M. M. Hanson, R.-P. Kudritzki, M. R. Mgk A&A submitted

Abstract. In this paper we have analyzed 25 Galactic O and early B-btarseans oH andK band spec-
troscopy, with the primary goal to investigate to what ekt@rone near-IR spectroscopy is able to recover
stellar and wind parameters derived in the optical. Moshefdpectra have been taken wi#bhBARU-IRCS, at

an intermediate resolution of 12,000, and with a very high, &fostly on the order of 200 or better. In order
to synthesize the strategic H/He lines, we have used ountelage-blanketed version sfasTwIND (Puls et

al. 2005). In total, seven lines have been investigatedraevioe two stars we could make additional use of the
He12.05 singlet which has been observed withrF-CcsHELL. Apart from Br, and Hei12.18, the other lines are
predominately formed in the stellar photosphere, and thosaim fairly uncontaminated from more complex
physical processes, particularly clumping.

First we investigated the predicted behaviour of the gjiatines. In contradiction to what one expects from
the optical in the O-star regime, almost all photospheridéi/Hell H/K band linesbecome stronger if the
gravity decreasesConcerning H and He, this finding is related to the behaviour of Stark broaderiag
function of electron density, which in the line cores is @iffnt for members of lower (optical) and higher (IR)
series. Regarding He the predicted behaviour is due to some subtle NLTE effextslting in a stronger
overpopulation of the lower level when the gravity decrease

We have compared our calculations with results from theradté/e NLTE model atmosphere codeFGEN
(Hillier & Miller 1998). In most cases, we found reasonabtenearly perfect agreement. Only the 2e05
singlet for mid O-types suffers from some discrepancy,@gals with findings for the optical Hesinglets.

For most of our objects, we obtained good fits, except foritreedores of By in early O-stars with significant
mass-loss. Whereas the observations showrBostly as rather symmetric emission lines, the models predi
a P Cygni type profile with strong absorption. This discregyafwhich also appears in lines synthesized by
CMFGEN) might be an indirect effect of clumping.

After having derived the stellar and wind parameters from IR, we have compared them to results from
previous optical analyses. Overall, the IR results coia@idmost cases with the optical ones within the typical
errors usually quoted for the corresponding parametetsmn uncertainty ifi.g of 5%, inlog g of 0.1 dex and

in M of 0.2 dex, with lower errors at higher wind densities. Gardiabove the &-level where found in four
cases with respect fog ¢ and in two cases fak/ .
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6.1 Introduction

Although rare by number, massive stars dominate the lifee@fagas and dust in star forming regions.
They are responsible for the chemical enrichment of the I&Mch in turn has a significant impact
on the chemical evolution of the parent galaxy. The mainaeder this is that due to their large
masses, each physical stage evolves on much shorter tiegescal more violently, compared to
low-mass stars, which provides a very efficient recyclingleinents. Moreover, the large amount
of momentum and energy input of these objects into the ISMronthe dynamical evolution of
the ISM and, in turn, the evolution of the parent galaxy (d.githerer & Heckman 1995; Silich &
Tenorio-Tagle 2001; Oey 2003).

Presently, high mass star formation is still poorly underdt This is due in part to the molecular
gas and dust found in star forming regions allowing littlenorlight to escape at optical wavelengths.
The dust, however, becomes more transparent in the inf(lR¢degime. Observations at such wave-
lengths reveal the hot stellar content of these dust-endleenvironments like young Hll regions in
dense molecular clouds, the Galactic centre or massiveecus

Following the substantial progress in ground-based IRuns¢ntation in the past decade, IR
spectroscopy has become a powerful diagnostics for thetigeation of hot stars and the stellar winds
surrounding them. The first systematibservationalstudies of OB stars in the andK band have
been performed by e.g., Hanson et al. (1996), Morris et 80§l and Fullerton & Najarro (1998)
providing an important basis for quantitative spectrallgsia of early type stars. With the use of
satellites (e.g., the Infrared Space Observatory (ISO)9®5land the Spitzer Space Telescope in
2003) a larger spectral window became accessible, comgl#ie IR regime already observed from
the ground.

Modelingof the near-infrared, on the other hand, has been perfornostiynfor early-type stars
with dense winds, i.e., for Wolf-Rayet Stars (Hillier 1988 alactic centre objects (Najarro et al.
1994), Of/WN stars (Crowther et al. 1995, 1998) and LuminBlug Variables (Najarro et al. 1997,
1998). For objects with thinner winds (which are of partiuhterest when aiming at the youngest
objects emerging from Ultra-CompactiH(UCHII) regions), no results are available so far, except
from a pilot study by Lenorzer et al. (2004). In this study;ias syntheticH/He IR-profiles, located
intheJto L band, are presented for a comprehensive grid of O-type($tans dwarfs to supergiants),
and their diagnostic potential and value is discussed.

The reader may note that most of the available datasets spéetra have been observed at rel-
atively low resolution (typically, af? ~ 2,000, though Fullerton & Najarro (1998) present a few
spectra withR ~ 10, 000), which compromises a precise spectroscopic analysise sirany decisive
spectral features remain unresolved. Meanwhile, howél@nson et al. (2005) have re-observed a
large sample of Galactic O-type “standards” with much higiesolution, typically atR =~ 12, 000.
The objects where chosen in such a way that they both largalglap with stars which have been
analyzed before in the optical (e.g., Herrero et al. 2003dRest et al. 2004), and cover a wide range
in spectral type and luminosity class. Therefore, the prtiasaper has the following objectives:

e We carry out a spectral analysis for this sample in the ndeargd regime and compare it with
results already obtained in the optical. This will allow asheck the extent to which the data
derived from the IR is consistent with results obtained faltarnative studies in different wave-
length bands. As an ultimate goal, we plan to use solely tiaregd regime to provide accurate
constraints to the characteristics of stars which can oalghiserved at these wavelengths.
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e We test our model atmosphere caassTWIND (Santolaya-Rey et al. 1997; Herrero et al. 2002;
Puls et al. 2005) for OB stars in the near infrared, hencenditg its usage to these wavelength
ranges.

e We give special attention to those lines which are locatetiend andK band, i.e., which can
be accessed bground-basednstrumentation alone. Note that these lines are mainimnéat
close to the photosphere, i.e., remain uncontaminated di@uhl effects such as clumping
and X-rays and, thus, should provide rather robust estsniate effective temperatures and
gravities.

The remainder of this paper is organized as follows. In S&2twe briefly describe the obser-
vations and the lines used in our analysis. In Sect. 6.3 wergrnne our model calculations and
comment on our treatment of line-broadening for the hydnolgees. Sect. 6.4 outlines some the-
oretical predictions concerning the behaviour of stratdigies, and Sect. 6.5 compares our results
with those obtained by Lenorzer et al. (2004) by means of lteenative wind-codeeMFGEN (Hillier
& Miller 1998). In Sect. 6.6, we discuss the analysis of tha@idual objects of our sample, and
Sect. 6.7 compares the results with those from the correlipgioptical data. In Sect. 6.8, finally, we
present our summary and conclusions.

6.2 Observations, targets and strategic lines

For our analysis we use a subset of stars given by Hanson (@08K). Detailed information about
the observation dates, resolution, spectrometers andetation can be found there. We selected
the spectra from that sample which where obtained with tfrarked Camera and Spectrographds)
mounted at the Cassegrain focus of the 8.2m Subaru Teleatdfgeuna Kea, Hawaii. This totaled in
29 stars out of the 37 targets collected by Hanson et al. {2005

The targets had been selected i) to fairly cover the com@&estar range down to B2/B3 at all
luminosity classes, and ii) that most of them have alreadyntanalyzed in the optical (for details,
see Hanson et al. 2005). According to the purpose of our sisalye have exclusively used the data
from the Subaru Telescope and not the VLT data (comprisiegéimaining 8 objects), since we did
not possess complementary optical spectra for the lattaseta In the following, we will define four
different sub-samples denoted by | to IV in order to distislbetween objects analyzed in the optical
by different authors. Sample | comprises those stars disecuby Repolust et al. (2004), sample I
corresponds to objects analyzed by Herrero et al. (200®)208ample Il (B-supergiants) has been
analyzed by Kudritzki et al. (1999, only with respect to winarameters), and sample 1V consists of
the few remaining objects considered by various authorstatrall. In particular, HD 46150 has been
investigated by Herrero et al. (1992, plane-parallel, ankéted models) and Sco (HD 149438) by
Kilian et al. (1991, plane-parallel NLTE analysis with ungieng Kurucz models) and by Przybilla
& Butler (2004) with respect to optical and IR hydrogen lingéable 6.1 indicates to which individual
sub-sample the various objects belong.

The Subarukcs H band and band spectral resolution is/R 12000. The typical signal-to-noise
ratios obtained with these spectra were $/R00-300, with areas as high as S#\b00, and as low
as S/N~ 100, depending on the telluric contamination. The specteewbtained over two separate
runs, the first in November 2001 and the second in July 2002 tbypoor weather condition, the

'Note that the first of the two investigations has been peréarivy unblanketed models.
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Table 6.1:Sample stars and observing data inthandK band. In sub-samples | to 1ll we have grouped those
objects which have been previously analyzed in the optgad{sample I: Repolust et al. 2004; sub-sample II:

Herrero et al. 2000, 2002; sub-sample I11I: Kudritzki et &99). Subsample IV comprises those objects covered
by various authors or not analyzed at all.

Star Sp.Type SUBARU-IRCS sample
CygOB2#7 O3 If* Nov 01 Il

CygOB2#8A 05.5I(f) July 02 I

CygOB2#8C 05 If July 02 I

HD 5689 o6V Nov 01/July 02 I
HD 13268 ON8 V Nov 01 |
HD 13854 B1 lab Nov 01 M
HD 13866 B2 Ib July 02 1
HD 14134 B3 la July 02 M
HD 14947 05 If+ Nov 01 |
HD 15570 04 If+ Nov 01 ]
HD15558)  O51li(f) July 02 |

HD 15629 05 V((f)) July 02 |
HD 30614 09.5la Nov 01 |
HD 36166 B2V Nov 01 v
HD 37128 BO la Nov 01 i
HD 37468 09.5V Nov 01 \Y,
HD 46150 05 V((f)) Nov 01 \Y;
HD 46223 04 V((f)) Nov 01 v
HD 64568 03 V((f)) Nov 01 v
HD 66811 04 I(n)f Nov 01 |
HD 1494382 B0.2V July 02 \Y;

HD 149757 o9V July 02 |
HD 190864  06.5 IlI(f) July 02 |

HD 191423 09 lll:rf July 02 |

HD 192639 071b July 02 |
HD 203064 O7.511:n ((f)) July 02 I
HD 209975 09.51b July 02 |
HD 210809 09 lab July 02 |
HD 217086 07 Vn Nov 01 |

D only K band available.
2) Additional IRTF-CSHELL spectra covering H.05 available.
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telluric corrections for some of the spectra proved to béadit. This can be seen in thd band
spectra of HD 217086, HD 149757, HD 66811, HD 5689 and HD 15628thermore, there were no
H band spectra of HD 15558 andSco available, weakening the significance of their analy$ee
reduction of the data was performed usirgF routines and PerbL including standard procedures
such as bias subtraction, flat field division, spectrum eiitba, wavelength calibration and continuum
rectification. Table 6.1 summarizes all observational misisined withirRcs. In the following, all
wavelengths of NIR lines are given in micronsg) (

The data for the HeA2.05 line, which had not been observed ®iyBARU were taken at the
Infrared Telescope Facility§TF) in March, June and July of 2003. ThsHELL echelle spectrograph
(Greene et al. 1993) was used with a slit of 1.0 arcsecondsiriBfrumental spectral resolving power
as measured by a Gaussian fit to the OH night sky emission \Wass4.0 pixels FWHM, or 12.1
km s~!, corresponding to a resolution of 24,000. The spectra weateaed usingrRAF routines and
the subsequent analysis was done using routines writtearind® . For all spectra, dark frames and
flat field frames were averaged together to form a master duatlklat frame. Unfortunately, H2.05
lies within a region where the telluric absorption is extedyrlarge, degrading the signal significantly
(Kenworthy & Hanson 2004). After the reduction, it turned that most of our spectra did not posses
sufficient quality (only moderate S/N), and we could use ahé/spectra obtained for two of the stars
(HD 190864 and- Sco) for our analysis. Nevertheless, in all cases we haveded thesynthesized
line for the sake of completeness.

The spectral classification of sample | is the one adopted daydrb et al. (1992), based mostly
on the work by Walborn (1972, 1973), the unpublished cataogf OB stars by C. Garmany and by
Mathys (1989). As for samples Il to 1V, the spectral clasatin used by Hanson et al. (2005) has
been retained. The classifications were based mostly ondivatbassifications, except for the Cyg
OB2 stars, which relied on Massey & Thompson (1991).

In total the sample consists of 29 Galactic O and early B types ss listed in Table 6.1 ranging from
O3 to B3 and covering luminosity class la/lab, Ib/ll, lll,cal objects, where 4 stars (of the latest
spectral types) have been discarded later in the study. tfdtegic lines used in our analysis are (all
wavelengths in air)

¢ H band

H1 A1.68 (n = 4—11, Brll),

H1 A1.74 (n = 410, Br10),

Hel A1.70 Bp 3P° - 4d 3D, triplet)
Hell A1.69 (n = 7—12).

e K band

— H1)\2.166 (n = 4—7, Br,),
— Hel X2.058 @s 'S - 2p 'P°, singlet), where available,

— Hel A\2.11 (comprising the Hetriplet A2.1120 @p 3P° - 4s 3S) and the He singlet
A2.1132 Bp 'P° - 45 19)),

— Hen A22.188 (n = 7—10).
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Note that Br, overlaps with the Hetriplet A2.1607 ¢d ®D - 7f *F°), the Hel singletA\2.1616 ¢d 'D

- 7f 'F°) and Hell A2.1647 (n = 8-14). Whereas the singlet is not included in our formal sohuti
the Hel triplet, in particular, has been used to check the congigtef our results. Note that the
influence of the Ha lines overlapping with Br10 and Brl1 is marginal.

6.3 Model calculations

The calculations presented in this paper have been perfbbyjeneans of our present version of
FASTWIND, as described by Puls et al. (2005). In addition to the featsummarized in Repolust
et al. (2004), this code meanwhile allows for the calcutatid a consisterttemperature, utilizing a
flux-correction method in the lower atmosphere and the thkbalance of electrons in the outer one.
As has been discussed, e.g., by Kubat et al. (1999), ther latthod is advantageous compared to
exploiting the condition of radiative equilibrium in thosegions where the radiation field becomes
almost independent ¢f,. Particularly for IR-spectroscopy, such a consistentatsication is of im-
portance, since the IR is formed above the stellar photaeghenost cases and depends (sometimes
critically) on the run off,. We have convinced ourselves that our previous resultsecoimg optical
lines remain (almost) unaffected by this modification.

Puls et al. (2005) present a thorough comparison with mddetsalternative “wind-codesWm-
basic, Pauldrach et al. 2001 anthFGEN, Hillier & Miller 1998). Some differences were seen in
the Q1 continuum at and below 358 (FAsTWIND predicts a higher degree of line-blocking in this
region), which might have some influence on the helium idivmabalance, due to a different illu-
mination of the Hel resonance lines. Als@MFGEN predicted weaker optical Hesinglets in the
temperature range between 36,000 to 41,000 K for dwarfs etvdelen 31,000 to 35,000 K for super-
giants. Otherwise, the comparison resulted in very goodeagent.

6.3.1 Atomic data and line broadening

In order to obtain reliable results in the IR, our present H BEliell models consist of 20 levels each,
and He includes levels untihh = 10, where levels withn = 8,9, 10 have been packed. Further
information concerning cross-sections etc. can be fouddlkuthy (2002).

The hydrogen bound-bound collision strengths require sspeeial remarks. The atomic data on
radiative line processes in Hare very accurate because they can be obtained analytitalyo the
two-body nature of the hydrogen atom. However, for exatatie-excitation processes, these involve
a colliding particle, making the situation much more complén most cases only approximation
formulae are available.

Note that the “choice” of the collisional data is an espdgiahportant factor for the line formation
in the IR. Although the effect of different collisional datall not be apparent for the ground state,
higher levels display a significant sensitivity, reachitgymaximum for levels with intermediate
at line formation depth. Recently, Przybilla & Butler (2Q0#ave emphasized the differences in the
collisional cross section from approximation formulae afdinitio computations for transitions up
ton = 7. Particularly, the frequently used approximations by Nékeet al. (1975) and by Johnson
(1972) show a different behaviour and fail to simultanepusproduce the optical and IR spectra over
a wide parameter range. However, the collisional data gdeal/by Przybilla & Butler (in combination

2Note, however, that non-radiative heating processes rbiglf importance.
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with the approximation formulae by Percival & Richards (&82@nd Mihalas et al. (1975)) are able
to reproduce the observed line profiles in those cases wiaieh been checked. Note, however, that
these checks did not cover O-type supergiants, cf. Secl.!6.7

The standard implementation of the corresponding cros®aesdnFASTWIND, on the other hand,
is based on data presented by Giovanardi et al. (1987). édthaffected by similar problems as de-
scribed above, the differences to the ab initio calculatiare smaller but still worrisome. As detailed
later on, a comparison of simulations using both data-degsnatively revealed thdbr our O-star
samplewe find better agreement with corresponding optical restitsir standard implementation
is used. Consequently, all calculations described in tHewing are based on these data, whereas
further comments concerning the effect of incorporating dlata by Przybilla & Butler (2004) are
given in Sect. 6.7.1.

Since we are concentrating on those lines which are formms ¢b the photosphere, line-broadening
is particularly important (and leads to a number of inténgseffects, shown below). Unfortunately,
calculations as “exact” as for optical lines do not yet efasttheir IR counterparts, leaving us to use
reasonable approximations.

Actually, Lemke (1997) has published extended Stark broadetables (based on the approach
by Vidal, Cooper & Smith 1973, “VCS”) for the hydrogen LymamBrackett series. In a first step,
we have used his dataset for the calculation of the Bradkets.| However, we immediately realized
that at least Brl1l must be erroneous by virtue of a comparstinobserved mid-resolution B-type
NIR spectra which revealed no problems if approximate beoad) functions are used (see Hanson
et al. 2003, Fig. 4). After a careful investigation by K. Bart{priv. comm.), it turned out that not
only Brl1 but also other transitions, i.e., predominantlymivers of the higher series, are affected by
a number of (numerical) problems in the code used by Lemke.

Thus, Stark-broadening of hydrogen needs to be approxiireevell. We follow the method
by Griem (1967) as outlined in Auer & Mihalas (1972, Appendixased on a corrected asymptotic
Holtsmark formula. Due to comparisons with VCS calculagiéor optical transitions from Schoning
& Butler (1989), which are used sASTWIND anyway, we have convinced ourselves that the Griem
approximation recovers the more exact VCS results with Wi precision, if the upper and lower
level of the transition lie not too closely together (e.g,, id badly approximated, whereas for,H
no differences are visible). The results obtained by usititeethe (erroneous) data by Lemke or
the Griem approximation are given by means of a detailed emisgn later on, cf. Fig. 6.6. Griem-
broadening is also applied to He(1.69, 2.18u), whereas for He(1.70, 2.05, 2.1%:) we have used
Voigt functions only, with damping parameters accountioigifatural and collisional broadening. The
comparison to observations suggests that this approximdgscribes reality sufficiently well.

6.4 Predicted behaviour of strategic lines

Before we describe the results of our analysis, we will itigase the behaviour of our synthesized
lines in some detalil, particularly because their depergl@mcgravity seems to be somewhat strange,
at least if one extrapolates the knowledge accumulateckiopkical. Although a related investigation
has already been performed by Lenorzer et al. (2004), they dialy discussed the behaviour of the
equivalent widths. Moreover, their model grid is rathettnieted and does not allow the investigation
of changes in synthesized profiles if omgeatmospheric parameter is altered. On the other hand, we
have calculated a rather large grid of models in the paramatge20, 000 < T.g < 50,000 with a
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Figure 6.1: Comparison of strategic NIR lines for two atmospheric medgll.z= 40,000 K and different
gravities,log ¢g=3.7 (solid) andog g=4.5 (dashed), respectively. Both models have a negligilel, with
log () = —14. The number in the upper left corner gives the equivalenttwyioh A) of the low-gravity model,
where, in agreement with previous papers, negative nuniaicate net-absorption. All profiles are displayed
on the same horizontal scale (of width Ou)2and the profiles have been rotationally convolved Witlsini=

80 kmst,

typical variation inlog g over two dex, and wind strengths varying from negligible ¢oylarge (cf.
Puls et al. 2005), allowing us to inspect this kind of reattio more detail. In the next section we
will, of course, compare our results also to those obtainedddmorzer et al. (2004).

As a prototypical example, in Fig 6.1 we compare the stratetjfHe NIR lines for a model at
Tog= 40000 K, withlog g= 3.7 (solid) and 4.5 (dashed). Both models have a vanishing density,
corresponding tdog Q = —14, where() is a suitable measure to compare the influence of different
wind strengths in recombination lines (see Puls et al. ()99&roughout this paper, we have defined

M Mg /yr]
((R*/R@)voo [kmsfl])

Most interestingly, almost all NIR featurdgecome deeper and their equivalent width increases
if the gravity decreases In contrast to the Balmer lines, the cores of Brl0, Brll, émud of
He111.69/2.18) are significantly anti-correlated with gravityis behaviour is completely opposite to
what one expects from the optical. Only the far wings of thdrbgen lines bear resemblance to the
optical, which become shallower when the gravity decreases

Although the reaction of Heon log ¢ is only moderate, at lower temperatures (with morel He
present) we observe the same trend, i.e., the equivalett ¢a@dv.) increases with decreasing gravity,
as shown in the e.w. iso-contour plots in Fig. 6.3. For colgpat this plot also shows the extremely

Q= (6.1)

1.5°
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“well-behaved” Ha4471 line, which decreases in strength with decreasingtgravall regions of
the T g-log g -plane.

Before we will further discuss the origin of this peculiathlagiour of NIR-lines, let us point out
that these trends doot depend on specific details of the atmospheric model, péatigunot on the
presence or absence of a temperature inversion in the uppergpheric layers. The same relations
(not quantitatively, but qualitatively) were also found rimodels with a monotonically decreasing
temperature structure in the inner pdtg(tr.ss > —2) and a constant minimum temperature in the
outer wind.

6.4.1 Hydrogen and Hal lines: Influence of Stark broadening

The peculiar behaviour of the line cores of the hydrogen Braidines and H& 1.69/2.18 can be un-
derstood from the reaction of the core of the correspondiagksprofiles as a function of electron den-
sity. Fig. 6.2 shows the Stark-profiles for, tdnd Br10 as a function of frequency displacement from
the line centre in units of thermal Doppler-width, calcatain the Griem approximation. Both profiles
have been calculated for typical line-forming paramet&rs; 40,000 K andog n, = 11.5,12.5 and
13.5, respectively. The corresponding pure Doppler pridfitverplotted (in grey). The decisive point
is, that for H,, with relatively low upper principal quantum number, ther®twidth is not consider-
ably large, and the core of the profile is dominated by Doppteadening, independent of electron
density. Only in the far wings does the well known dependence., become visible. On the other
hand, for Br10 the Stark width becomes substantial (beinggmtional to the fourth power of upper
principal quantum number), and even the Stark-core becextesmely density dependent. Only at
lowest densities, the profile coincides with the pure Dopplefile, whereas for larger densities the
profile function (and thus the frequential line opacity) @d&ses with increasing density. In the far
cores, finally, the conventional resuli({/) correlated withn,) is recovered. Thus, as a consequence
of the dependence of Stark-broadening on density, the tinescof the hydrogen lines with large
upper principal quantum number become weaker with inangagiavity. Br, (with upper quantum
number n=7) is less sensitive to this effect, cf. Fig 6.1.

In Fig. 6.4, we demonstrate the different reactions of tlelStrofiles on electron density (gravity)
by comparing the synthesizednergenprofiles of the high- and low-gravity model aty=40,000 K,
as described above. In particular, we compare these prafifleshe corresponding profiles calculated
with pure Doppler-broadening. For,Hthe core of the Stark-broadened profile agrees well with the
Doppler-broadened one (dashed) in both cases. The mdierati€e is found in the far wings, which
become wider and deeper as a function of (electron-) denbitg, being the most useful indicators
for the effective gravity. For Brl10, on the other hand, theeddoppler profile is much deeper than the
Stark-broadened core, where the differences are more pnord for the high gravity model. Note
particularly that the (absolute) e.w. is larger for the lomity model (although the high gravity
model has more extended wings), since the major part of thfideis dominated by the core which
is deeper for lower gravities!

Actually, the same effect is already visible in the opticemely for the prominent He lines at
42004 (transition 4-11) and 4544 (transition 4-9, not shown here). The increase in absalute as
a function of gravity is solely due to the wings. In accordamdgth Br10/Brll, however, the cores
of the lines become shallower with increasing grawvityt because of an effect of less absorbers, but
because of less frequential opacity due to a strongly dee@droadening function.

Let us allude to an interesting by-product of our investayat A comparison of our synthetic NIR
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increases as function of gravity, whereas for the NIR lifés behaviour is mostly reversed. Asterisks denote

the position of the calculated models (see also Puls et 8620
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Figure 6.4: Influence of Stark-broadening for lines with low- and higimt upper level as a function of
gravity. Upper level, solid lines: Synthetic spectra of, Br10 and He14200 (n=4—11) for an atmospheric
model withT.g= 40,000 K,log g=4.5 andlog Q = —14 (cf. dashed lines in Fig. 6.1). Overplotted (dashed)
are the corresponding profiles with pure Doppler-broadgnirower panel: As the upper panel, but for an
atmosphere witlog g=3.7 (solid lines in Fig. 6.1). For comparison, the resutsthie Stark-broadened profiles
from the upper panel are overplotted in grey. Note the shitylin effects between Br10 and Hiet200.

profiles with the observations will show that in a number cfesathe observed Br10/Brll profiles
cannot be fitted in parallel. In this case the line formati®nvell understood and the profiles from
CMFGEN are identical (note that also the optical hydrogen linesagvell, see Repolust et al. 2004),
giving us confidence that our occupation numbers are rebfoaad that the obvious differences are
due to inadequate broadening functions.

On the other hand, since H&200/4541 is affected by almost identical line broadenimgwould
like to suggest a solution for a long standing problem indbtcal spectroscopy of hot stars: It is well
known that for a wide range of O-star parameters the theatetimulations of these lines (by means
of both plane-parallel and extended atmospheres) have heee able to reproduce the observations
in parallel (e.g., Herrero et al. 2002), where the largestrédipancies have been found in the line cores.
The origin of this discrepancy is still unknowrDue to the similarity of this problem to the one shown
by Br10/11 and accounting for the similar physics, we sugties also in this case we suffer from
an insufficient description of presently available broadgrfunctions (which are described within
the VCS-approach, see Schoning & Butler 1989). Thus, awestigation of line broadening for
transitions with high lying upper levels seems to be urgertuired.

In summary, due to their tight coupling with electron depsithe cores of Brl0/11 and

Note that this problem is most probably not related to thegmee of the Ni blend in Hel14200, since it occurs also
in hot objects.
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Figure 6.5:Left panel: NLTE-departure coefficients for the lower (dpknd upper (dotted) levels of K. 70

for a model withT,4= 30,000 K,log g=3.4 and negligible wind. Overplotted in grey are the cquoesling
values for a similar model, but with lower gravitgg ¢=3.0.

Right panel: As the left panel, but for the corresponding ource functions in units of the emergent continuum
at1.7Qu.

He111.69/2.18 are excellent indicators of gravity, where deepees indicate lower gravities (if the
(projected) rotational velocities are similar).

6.4.2 Hel lines: Influence of NLTE effects

The peculiar behaviour of the hydrogenic lines could beetdadown to the influence of the profile-
functions, whereas the formation of most of the NIRIHi@es is dominated by NLTE-effects. As
has been extensively discussed by Mihalas (1978), Kudii1£/9), Najarro et al. (1998), Przybilla
& Butler (2004) and Lenorzer et al. (2004), the low valuehof/kT leads to the fact that even small
departures from LTE become substantially amplified in théimRcontrast to the situation in the UV
and optical). A typical example is given by the behaviour @ H70 at temperatures beldig~
35,000 K, cf. Fig. 6.3 (note, thatMFGEN gives identical predictions). Again, this line becomes
stronger for lower gravity, in contrast to the well known beiour of optical lines (compare with the
He14471 iso-contours).

Fig. 6.5 gives a first explanation, by means of two atmospherodels with7,4=30,000 K,
log g=3.4 and 3.0, respectively, and (almost) no wind. The dapartoefficient of the upper level,
by, of this transition 4d D) is independent of gravity and has, in the line forming reg value of
roughly unity (strong coupling to the Heground-state), whereas the lower levgp ¢P°) is quite
sensitive to the different densities, i.e., being strormyerpopulated in the low-gravity model. Conse-
quently, the line source function, being roughly proparéibtod,, /b;, is considerably lower through-
out the photosphere (right panel of Fig. 6.5), and thus tbélelis deeper, even if the formation depth
is reached at larger values af .

The reason for this stronger overpopulation at lolegrg-values is explained by considering the
most important processes which populate 3pdevel. First, the influence of collisions is larger
at higher densities, which drives the departure coefficiettt LTE. Second, the level is strongly
coupled to the triplet “ground state” (i.e., the lowest mst@ble state) which, in the photosphere,
is overpopulated as an inverse function of the predominansity. The overpopulation (with the
consequence of over-populating thelevel) is triggered by the strength of the correspondinmiziog
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fluxes. These are located in the near UV (roughly at 2/&pand are larger for high gravity models
than for low gravity ones. This is because the stronger Lyjuerp and the stronger EUV flux-
blocking (higher densities> lower metal ionization stages more lines) have to be compensated for
on the red side of the flux-maximum to achieve flux conseruatio

If the ionization/recombination rates are dominating, (hkotospheric) departure coefficients
inversely scale with the flux at the corresponding edge (foilar electron temperatures, cf. Mihalas
1978), and for higher gravities we obtain lower departuieffacients (more ionization) than for lower
gravities. Thus, the increase of the Her0 line flux with gravity is a final consequence of the difatr
near UV radiation temperatures as a function of gravity.

One might wonder why the strength of HeI71 is “well” behaved, since this line has the same
upper level as HeL. 70, and the lower leveRp 3 P°) is strongly coupled to the triplet ground-state as
well. Actually, a simple simulation shows that for this ts#tion the same effect as for the He70
line would be preserif the transition were situated in the IRnly because the transition is located
in the optical fv/kET > 1), the corresponding source functions are much less dependegravity
(the non-linear response discussed above is largely ssggate The profiles react almost only on the
opacity, which is lower for lower gravity due to the lower niben of available Heions.

In summary, the Heline formationin the opticalis primarily controlled by different formation
regions, since the source functions do not strongly depargtavity, whereaf the IRthe deviations
from LTE become decisive. In particular, the influence ofsidarably different source-functions is
stronger than the different formation depths, where thesece functions are larger for high-gravity
models due to a less overpopulated lower level.

With respect to the singlet transitions (FH05, reacting inversely to the red component of
Hel2.11), we refer the reader to the discussion by Najarro €18P4) and Lenorzer et al. (2004).
But we would like to mention that for a large range of paramsetéel2.05 reacts similar to the way
described above, simply because the ionization/recomibmeates (over-)populating the lower level
(2s 1S, again a meta-stable level, located at roughly 3 Apfemain the decisive ingredients control-
ling the corresponding source functions.

6.5 Comparison with results by Lenorzer et al.

As already mentioned, recently Lenorzer et al. (2004) mteska first calibration of the spectral
properties of normal OB stars using near infrared lines. drredysis was based on a grid of 30 line-
blanketed unified atmospheres computed withFGEN, with 10 models per luminosity class I, lll,
and V, where wind-properties according to the prediction¥ink et al. (2000) have been used, and
T.g ranges from 24,000 K up to 49,000 K (cf. Fig. 6.7). Emphasis wat on the behaviour of
the equivalent widths of the 20 strongest lines of H and Hédé@Jt H, KandL band. For detailed
information on procedure and results see Lenorzer et a@04(R0n order to check our results obtained
by means ofFASTWIND, we have calculated models with identical parameters anthegized the
same set of NIR lines (see also Puls et al. 2005). Notedk@#GEN uses a constant photospheric
scale height (in contrast teASTWIND), so that the photospheric density structures are somewhat
different, particularly for low gravity models where thelirence of the photospheric line pressure
becomes decisive.

Since Lenorzer et al. calculated their hydrogenic profiléh the erroneous broadening functions
provided by Lemke (1997), thd andK band profiles have been recalculated by means of the Griem



180 CHAPTER 6. QUANTITATIVE H AND K BAND SPECTROSCOPY OISALACTIC OB-STARS

o

Equivalent width [A]

0 1 1 1 1
25 30 35 40 45 50

Tesf [KK]

Figure 6.6:Comparison of equivalent widths (defined here in the corwaatway) for NIR hydrogen lines of
O-type dwarfs (Lenorzer et al. 2004) using the (erroneormdening functions by Lemke (1997) with results
using broadening functions in the Griem approximation ljed3. Squares, circles and triangles correspond to
Brll, Br10 and By, respectively. Note that in all cases the equivalent widibdmes larger and that the most
significant differences occur for Brl1 at lower temperagure

approximation by one of us (R.M.). The differences in theieaant widths for the dwarf grid are
shown in Fig. 6.6. In all cases the equivalent widths becarget, mainly because of increased line
wings, and the most significant changes occurred for Brldvatid temperatures. Note, however, that
also Br, has become stronger throughout the complete grid.

In Fig. 6.7 we now compare the detailed profiles of the strat@ges located in théd andK band
of the present investigation (results framrFGENin grey). The agreement between the results for the
(almost purely photospheric) lines in thkband (Br10/11, Hel.70 and Hel1.69) is nearly perfect.
The only differences occur in the cores of Br10, whererGEN predicts some emission for hotter
objects, and some marginal differences in the far wings eftipergiants, which we attribute to the
somewhat different density stratification in the photosphédditionally, CMFGEN predicts slightly
stronger Hel1.69 lines for the hottest objects (models “1V” and “1la”ddor the supergiant model
“6la”.

Concerning th& band, the comparison is also rather satisfactory, excepido2.05 at interme-
diate spectral type (see below). Concerning,Bhe dwarf models give rather similar results, with
the exception of intermediate spectral types, wh&TWIND produces some central emission. We
have convinced ourselves that this prediction is very sté@hd not depending on any temperature
inversion), resulting from some intermediate layers whheepopulation of the hydrogen levels is
similar to the nebular case. Here the departure coefficiritse individual levels increase as a func-
tion of quantum number. In such a situation, a central emssiving to a strong source function
is inevitable. For the supergiants, the major differeneggrd, again, the line cores, wittMFGEN
predicting more refilling.

Somewhat larger differences are found foriHe18, again (cf. Ha1.69) for the hottest models
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Figure 6.7:Comparison of synthetic NIR lines for the grid of O-type dfsaiupper panel) and supergiants
(lower panel) described by Lenorzer et al. (2004), as catedlbyFASTWIND andCMFGEN (in grey). For hy-
drogen and He, the results reported by Lenorzer et al. have been rectéécllsing the Griem approximation.
The horizontal and vertical lines in the bottom right cormeficate the scale used and correspond to i1
wavelength and 0.1 in units of the continuum, respectivetysimplify the comparison, the synthetic profiles
have been convolved with a rotational profile corresponding; sini= 80 km s 'and degraded to a typical
resolution of 10,000.
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whereCMFGEN predicts significantly more absorption.

Concerning He, the situation for the triplet line (blue component of i2€ll) is as perfect as
for Hei1.70. The differences for the Hetriplet) component located at the blue of,Bare quite
interesting. CMFGEN predicts an emission for hot stars but “nothing” for coolbieats, whereas
FASTWIND predicts a rather strong absorption at cooler temperatlicesur present knowledge, this
is the only discrepancy we have found so far (including thiicaprange) for ariplet line.

The onlyimportantdiscrepancies concern the Hsinglets (He2.05 and the red component of
Hei12.11) of the supergiareind dwarf models in the range between models 5 to 7. Starting from
the hotter sidecMFGEN predicts strong absorption, which abruptly switches imhdssion at models
no. 7, whereasASTWIND predicts a smooth transition from strong absorption at héde strong
emission at model 8. Reassuring is the fact that at leashtteese behaviour between H205 and
Hel12.11(red) (as discussed in Najarro et al. 1994 and Lenotzdr 2004) is always present.

Analogous comparisons performed in the optical (Puls &04l5) have revealed that the strongest
discrepancies are found in the same range of spectral tifnestriplets agree perfectly, whereas the
singlets disagree, because they are predicted to be mutbvetraby cMFGENthan the ones resulting
from FASTWIND. Again, the transition from shallow to deep profiles (at Ispectral type) occurs
abruptly inCMFGEN.

Puls et al. (2005) have discussed a number of possibilitiishamight be responsible for the
obvious discrepancy, but at present the situation remaiokear, and further conclusions concerning
the origin of the “singlet problem” are not possible. We walf course, continue in our effort to clarify
this inconsistency regarding the Hsinglets.

In addition to the detailed comparison performed inthendK band, we have also compared the
resulting e.w.’s of some other important lines in frendL band. Most important is the comparison for
Br,, which is a primary indicator of mass-loss, as already dised in Lenorzer et al. (2004). Fig. 6.8
compares the corresponding e.w.’s, as a function of “etgmtavidth invariant” )’ (see Lenorzer
et al.). Generally, the comparison is satisfactory, andiquaarly the differences at large mass-loss
rates are not worrying, since in this range the net-emissants strongly on small changesi.
Real differences are found only for the weakest winds, frlybeelated to “uncorrected” broadening
functions used by Lenorzer et al.

As we have found for He2.18, also the differences for the other iH&nes are significant. Note
that we can only compare the e.w.'s and that the broadenigleslated by Lenorzer et al. suffers
from erroneous line broadening. For H&-7 the behaviour compared to Lenorzer et al. (2004) is
the same, but our lines are twice as strong in absorptiondrcéise of giants and dwarfs. For the
supergiants we obtain the strongest absorption at 36 kKpintrast to 42 kK in the comparison
models. The only difference found for H&-11 concerns the behaviour of supergiant and dwarf line
trends. The supergiants in the comparison models showggrabsorption lines than the dwarfs,
whereas in our case the situation is reversed.

At high T.g, the models for Ha7-13 display a monotonic behaviour with the hottest models
showing the strongest absorption. Our hottest models alispleaker absorption profiles (as was
found in the detailed comparison of H&.69 (7-12)), partly due to emission in the line cores. Hynal
our emission lines obtained for Hi&-7 are twice as strong in the case of supergiants and giants
compared to Lenorzer et al. (2004).

In summary we conclude that at least from a theoretical pafitiew, all H/K band lines syn-
thesized byFASTWIND can be trusted, except for H205 at intermediate spectral type and maybe
Hen2.18, where certain discrepancies are found in comparistnamrFGEN, mostly at hottest tem-
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Corresponding values from Lenorzer et al. (2004, their Fjgare given by the end-points of the vertical lines
(see text).

peratures. Concerning the discrepancies ofiHie other bands, we have to clarify the influence of
correct broadening functions, whereas for the Kiaglet problem work is already in progress.

6.6 Analysis

6.6.1 General remarks

It might be questioned to what extent all decisive stellal wmd parameters can be obtained from a
lone IR-analysis in thél andK band. In view of the available number of strategic lines, &esy, in
most cases we are able to obtain the full parameter set, efarep

i) the terminal velocity, which in most cases cannot be @etifrom the optical either, and has
been taken from UV-measurements. For our analysis, we hse@ the values given in the
publications corresponding to sample | to Ill. The termimalocities of sample IV have been
adopted from Howarth et al. (1997). If no information is (aHl We) present, calibrations af,,
as a function of spectral type have to be used, e.g., Kudédt&uls (2000).

i) the stellar radius, which can be inferred fromyMand the theoretical fluxes (Kudritzki 1980),
and has been taken from the optical analyses in the presekt lmduture investigations when
no optical data will be available, a similar strategy exjigj infrared colors can certainly be
established.

In particular, Br10 and Brl1 give clues on the gravityq(if; is known), Ha and Hell define temper-
ature and helium content, and-Bcan serve as an/ indicator, at least in principle. In those cases,
where only one ionization stage of helium is visible, theed®ination ofYy, becomes problematic,
and also the uncertainty f@t.g increases (see below). Due to the high quality of our spelatnaever,
both Heli lines are visible for most spectral types.

Only for the coolest objects He vanishes, which occurs for spectral types later than O9 for
dwarfs, about BO for giants, and again BO for supergiants ffis. 6.9 to 6.11). In those cases
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it still should be possible to derive (somewhat more inaa®@)restimates fol.g, at least if some
guess forYy, is present. This possibility is due to the behaviour ofiH&0 vs. He2.05 (Fig. 6.3),
since the former line is almost only dependentlagg, whereas the latter depends stronglyTog.
Unfortunately, the data for H2.05 are not of sufficient quality (except for HD 190864 an&co,
where the latter just lies in the critical domain) that weldaexploit this behaviour only once and had
to refrain from an analysis of the remaining coolest objécisr in total).

Because of the independence of H&0 onT.¢ and the fact that Br10/11 catwaysbe fitted for
certain combinations df.g/log g, a perfect fit in combination with completely erroneous paaters
would result if Ha2.05 had to be discarded. This is indicated in Fig. 6.11 forl14D34, being a
B3la supergiant (witl g roughly at 18,000 K, see Kudritzki et al. 1999), which coudfitted with
Twg = 25,000 K. If, on the other hand, H2.05 had been available, the appropriate parameters should
have been obtained, at least when the helium content coukllbeen guessed. Such a guess of the
helium abundance should always be possible for objects eeantually aiming at in our project
(cf. Sect. 6.1), i.e., for very young, unevolved stars witiprocessed helium.

Micro-turbulence. In agreement with the findings by Repolust et al. (2004), weetedopted a
micro-turbulence ofx,, = 10km s°! for all stars with spectral type O7 or later regardless oirthe
luminosity class, whereas for hotter O-type stars the rdigrbulent velocity has almost no effect on
the analysis and we have neglected it. At spectral type @@u5|R-analysis of HD 190864 (06.5
[I) indicated that a micro-turbulence is still needed, wdas from O7 onwards,,,, did not play
any role, e.g., for HD 192639 (O7 Ib). Since the former andl#tier stars havd s = 37 and 35
kK, respectively, we conclude that at rougfly = 36 kK the influence ofy,,1, on the H/He lines is
vanishing, in agreement with our previous findings from thtaal.

Rotational velocities. For the (projected) rotational velocities, we have, as & fivgess, used the
values provided by Repolust et al. (2004), Herrero et al0(2@002) and Howarth et al. (1997) for
sample |, Il and 1lI/1V, respectively. In our spirit to relynolR data alone, we have subsequently
inferred the rotational velocity from the (narrow) He lin@dgth most emphasis on He Concerning
sample |, the results from our IR-analysis are consistetit thie velocities derived from the optical,
except for HD 190864 and HD 192639, where the profiles inditalightly lower values (10% and
20%, respectively), which have been used instead of thgitai’ ones.

For sample Il stars, in 3 out of 5 cases the “optical” valueivdd by Herrero et al. (2000, 2002)
were inconsistent with our IR-data. In particular, for HE896we found a velocity of 220 km™$
(instead of 250 km s!), for HD 15570 a velocity of 120 km™s (instead of 105 kms') and for
Cyg OB2#7 our analysis produced the largest differencesghgal; sini = 145 km s, compared to
a value of 105 kms!provided by Herrero et al. (2002) (30% difference!).

The values taken from Howarth et al. (1997) for the remaisagple 111/1V objects, finally, agree
fairly well with our IR data, and are also consistent with tladues derived by Kudritzki et al. (1999)
in their analysis of sample Ill objects.

Let us finally mention that in those cases when Boes not show emission wings, a statement con-
cerning the velocity field parametet, is not possible, as is true for the optical analysis. In ptde
allow for a meaningful comparison with respect to opticaledminations of)/ , we have used the
corresponding values derived or adopted from the opticaiuture analyses, of course, this possibil-
ity will no longer be present, and we have to rely on our acdated knowledge, i.e., we will have to
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adopt “reasonable” values far, with all related problems concerning the accuracybf(cf. Puls et
al. 1996; Markova et al. 2004).

6.6.2 Fitting strategy and line trends

In order to obtain reliable fits, we applied the followingasegy. At first, we searched for a coarse
determination of the relevant sub-volume in parameterespgccomparing the observed profiles with
our large grid of synthetic profiles as described by Puls.e28105), which has a typical resolution
of 2,500 K inT.g, 0.3 inlog g, and 0.25 inlog Q. A subsequent fine fit is obtained by modifying
the parameters by hand (using the “actual” valuesHpranduv., to obtain information or\/ addi-
tionally tolog @), where typically 10 trials are enough to provide a best camise. In those cases,
where at present no information abagy is available (which concerns the three objects presented in
Table 6.3), “only”log @ can be derived. For the actual fits of these three objects wa bacourse,
used prototypical parameters fB;, andv..

Most weight has been given to the fits of the He lines (whichratker uncontaminated from
errors in both broadening functions and reduction of theenlexi material) followed by the photo-
spheric hydrogen lines, Br10/11, which sometimes strosgfier from both defects. Least weight has
been given to By, because of the number of problems inherent to this linegeantly described by
Lenorzer et al. (2004) and independently found by Jokut®@22. Particularly, the synthetic profiles
for larger wind densities, predicted by bathsTwIND andCMFGEN, are of P Cygni type, whereas
the observations show an almost pure emission profile. Mereérom a comparison of equivalent
widths, it has turned out that in a lot of cases the predictedie much larger than the observed one,
which would indicate that the models underestimate the emassion (remember, that Bforms
inside the H, sphere). Often, however, this larger e.w. is due to the prediP Cygni absorption
component which is missing in the observations, and we toetbncentrate on the Biine wings
in our fits ignoring any discrepancy concerning the predi®eCygni troughs. If the synthetic lines
actually predicted too few wind emission, this problem widbbecome severe for lines where pure
absorption lines are observed, and should lead to an oiresgstof M/ . We will come back to this
point in the discussion of our analysis.

Another important point to make concerns thellA@.11 line (comprising the Hetriplet A\2.1120
and the He singletA2.1132). Close to its central frequency, a broad emissiatufe can be seen (at
A2.115) in the spectra of hot stars. This line can either btifiled as NIl (n=7—8) oras Qi (n=
7 —8) or maybe both (Hanson et al. 1996; Najarro et al. 1997a4)200 his feature is seen in stars
of all luminosity classes, for stars hotter than and inclgdspectral type O8 in the case of dwarfs
and giants and O9 in the case of supergiants (though itsra®ig is somewhat unclear, as 2ell
appears as a P Cygni profile in late-O supergiants, possiiohjaking this feature). Since our present
version of FASTWIND synthesizes “only” H/He lines and their analysis is the scopthe present
paper, we are not able to fit this feature, but have to congigefact that this feature significantly
contaminates He2.11.

Due to the well-resolved spectra, the twoiHiees overlapping with By as mentioned in Sect. 6.2,
i.e., the He triplet A2.1607 and the Hesinglet \2.1616, are also visible in certain domains. For

“Due to the rather similar structure and the fact that themesitions occur between high lying levels, the predicted
transition frequencies are almost equal. Since most oftrs & the OIf phase will have depleted C and enhanced
N, however, the major contribution should be due to ldnd possibly also due tow.105 (10—11) for the hottest
objects (F. Najarro, priv. comm.).I€ will be contributing if Qv at 2.07-2.08 is strong.
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supergiants later than OS5, H&1607 begins to appear in the blue wings of Band in two stars,
HD 30614 and HD 37128 the H2.1616 singlet seems to be present, even if difficult to sedhe
giant spectra, HE2.1607 can be seen from spectral type O9 onwards, and in thg dpectra this
line appears in spectral types later than O8.

The strength of the Brackett lines in supergiants (Fig. pshbw a smooth behaviour as a function
of spectral type, apart from certain fluctuations such asdden the late O- and early B-type stars.
As one moves from early B-type to mid O-type (i.e., O5), the Bpsorption weakens, and from mid
to the earliest O-types the line profiles switch into emissiwhere the emission at the blue wings of
Br, is much more pronounced (except for HD 15570), presumalsytalthe overlapping He blend.

As for the photospheric Br10/11 lines, we can see that theserption profiles show an extremely
continuous behaviour, being rather weak for early O-typessind increasing in strength towards early
B-types. Hence, the cooler supergiants show the most pesrhand sharpest absorption features. The
emission features visible at the blue side of Br10 in thedsbtsupergiants are due to an unidentified
feature.

Fig. 6.11 shows that the observed Br10/11 profiles are mustlyreproduced by the theoretical
predictions, although at hotter temperatures certainnsistencies arise, particularly with respect to
the line cores. Most interestingly, in a number of cases wedcoot fit both profiles in parallel, and
typically Brll is then of better quality. Since we have coiwed ourselves that the differences most
probably are not exclusively due to reduction problems, epeat our hypothesis that the broadening
functions are somewhat erroneous, cf. Sect. 6.4.1. Agaimthe theoretical profiles for Br we
would like to mention that for emission lines the wings arielfavell reproduced in contrast to the
line cores.

The Hel1.70 line shows a very smooth behaviour, being absent indttedt and most luminous
star, Cyg OB2#7, and successively increasing towards late O-type ang Bajpe stars. This also
applies to the sharpness of the profiles. As has been streadist on, Hal 1.69 and Hei2.18 vanish
in supergiants of spectral type BO (being still detectablexfCam, 09.5Ia)

The situation is similar in the case of giants (Fig. 6.10) dnérfs (Fig. 6.9). All hydrogen and
Hel lines show the systematic variations expected, namelyy@ease in strength from early O-types
to early B-types. The model predictions do agree well with dbserved profiles, again, except for
certain discrepancies between Brl0 vs. Br 11. Sincer@mains in absorption throughout the entire
spectral range, it can be reasonably fitted in most casegteste the “correct” value, will be clarified
in Sect. 6.7). Particularly, the Heprofiles give almost perfect fits except for very few outljeand
vanishes at 09 for dwarfs and about BO for giants.

6.6.3 Comments on the individual objects

In the following, we will comment on the fits for the individuabjects where necessary. Further
information on the objects can be found in the corresponginiglications concerning the optical
analyses, see Tab. 6.1. A summary of all derived values céoulne in Tables 6.2 and 6.3.

Dwarfs

HD 64568. The fit quality of the lines is generally good except for,BrThe theoretical profile
displays a central emission which is more due to an overptgdiupper level than due to wind
effects (cf. Sect. 6.5) and, thus, cannot be removed by ampatower)/ . Moreover, the theoretical
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Figure 6.9:Line fits for hot dwarfs with spectral types ranging from O33@ (upper panel) and cool dwarfs
with spectral types ranging from O8 to B2 (lower panel). Tdv@drmost object (HD 36166, B2V) has not been
analyzed due to missing Hieand Hel2.05 (see text). The horizontal and vertical lines in thedootright
corner indicate the scale used and correspond to 0.01 nsigravavelength and 0.10 in units of the continuum,
respectively.
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Figure 6.10:As Fig. 6.9, but for giants with spectral types ranging frof 0 B9. Concerning HD 15558
(only H band available), see text.

Hell line would become too strong if a lowe! were used. Insofar, the present fits display the
best compromise. Since no radius information is availatrdy the optical depth invariarbg @ is
presented.

HD 46223 and HD 46150. For both objects, the fit quality is satisfying, except foe tHell lines
(particularly in HD 46150) and Bt where the former lines are predicted to be too strong anthéor
latter there is, again, too much central emission presdri, however, not possible to reduce the
temperature in order to fit the Hieline, since this would adversely affect HeA further reduction of
Y. (adopted here to be “solar”, i.e., 0.1) is implausible, s the presented line fits reveal the best
fit quality possible. For HD 46223 we can derive only the agtatepth invariantog @ due to missing
radius information.

HD 15629. The fit quality for the He lines is very good, and we confirm tleéibm deficiency to be
Y1 = 0.08 as determined in the optical, see Repolust et al. {234, again, suffers from too much
central emission, and the cores of Br10/11 are much narrthvaerpredicted (at least partly, as some
of the narrowness might be due to reduction problems). ThesHuess rate is moderate with a value
of M ~ 1.3-10-5M,, /yr which represents the same value as determined in the gpticateasog g

is found to be larger by 0.1 dex.
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HD5689. Again, moderate mismatches for the H lines are found, wisetiea He lines provide a
good fit. Br, does not show a central emission anymore, but the thedretichle seems to be too
broad. The same problem (very steep increase on the blueaidest perfect fit on the red side)
seems to be present also in HD 217086 (and, to a lesser exteéti) 203064 and HD 191423), and
we attribute some of this disagreement to reduction erathpugh an underestimate of the e
blend (which is in emission in this parameter range) mighpdssible as well. Since all four stars are
very fast rotators, effects from differential rotation ionebination with a non-spherical wind (cf. Puls
et al. 1996; Repolust et al. 2004 and references thereimotd® excluded, see below.

In the case of Brl0/11, on the other hand, problems in thedertag functions might explain
the disagreement, as already discussed. Finally, the @hmoitrough of the theoretical profile for
He12.11 seems to be too strong, but might be contaminated bylukevards Nii/Ciii complex.

HD 217086. A very similar fit quality to HD 5689 has been obtained for thiigr, although Br10/11
are now in better agreement. The parameters determinedamgacable to the ones obtained from
the optical, including the overabundance of Btg{= 0.15). An upper limit for the mass-loss rate has
been derived, which is less than half the value obtained franoptical.

HD 13268. The theoretical prediction reproduces the observatiotequéll, especially in the case
of He11.70 and both He lines. As for the hydrogen lines, the two photospheric liBe$0 and
Br1l show too much absorption in the line cores, wherea?Hé& shows the same trend as already
discussed for HD 5689. The fit quality for Brhowever, is much better, and even thelPl¢607
(triplet) blend is reasonably reproduced, although digtdo strong. For the mass-loss rate only
an upper limit of 0.1710-°M,, /yr can be given, for an adopted value @t 0.80. The enhanced
helium abundanc®y, = 0.25, as found in the optical, could be confirmed, givingltbst compromise
regarding all He lines.

HD 149757 and HD 37468. The very good fit quality makes further comments unnecessary

HD 149438. 7 Sco is probably one of the most interesting stars of the saiaphlyzed, since it is
avery slow rotator and all features become visible at the obtanesdlution. Although only th&
band observation is available, it can be seen that we obta@ryagood fit quality for all H and He
lines present (He is absent at these temperatures). As discussed beforeysa dases where only
one ionization stage of helium is visible, the determinatié Yy;. becomes problematic, and also the
uncertainty forl.g increases. Since in the casero$co we could make use of the He05 line, we
could still determine the effective temperature (resgliima similar value as in the optical), on the
basis of an adopted valldg;. = 0.1. Also the mass-loss rate is well constrained fromréselved
central emission feature in Brhaving a value of 0.0200-°M, /yr. From a similar investigation by
Przybilla & Butler (2004), exploiting the central emissgoof Pf,, Pfz and B, as well, they derived a
value of 0.00910~%M, /yr (factor two lower) as a compromise, but have adopted a differelocity-
field exponent § = 2.4 instead ofg = 1.0 used here) and utilized the “canonical” value fog g =
4.25 which fits H. In our case, however, and in the spirit to rely on a lone IRyas we preferred a
lower value log g = 4.0, since in this case the emission feature is better deped (much narrower)
than for a higher gravity, whereas the differences in24@5 (and concerning the line wings of By
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are almost negligible. If we have had the information on Bt10Qthis dichotomy could have been
solved.

Having finished our investigation, one of us (R.M.) has arediytheoptical spectrum ofr Sco,
also by means ofASTWIND. Details will be published elsewhere. Most interestingtg ob-
tained perfect line fits, at parametefs;= 31,500 K,log g = 4.0!, Y45, = 0.14 andM = 0.017 ...
0.047-10~5M, /yr (for velocity exponents3 = 2.4 ... 0.8, respectively). We like to stress that
this analysis hasot been biased by our present results from the IR, since it weerpged by an
“automatic” line fitting procedure based on a genetic athani After all, this consistency with the
parameters derived by our IR-analysis is certainly reasgur

HD 36166. This object has not been analyzed, due to missing ldedHe12.05 lines.

Giants

HD 15558. Also for this star, only theK band observation is available, and because of the high
temperature and rather largé no independent information concernifig; andlog g can be derived.
Thus, we adopted the effective temperature at its “optigallie, T = 41,000 K. With this value,

a simultaneous “fit” oflog g, Yie and M resulted in the synthetic spectrum displayetil was
constrained by the wings of BrandYs. = 0.08 derived on the basis that at this valuelHs still
somewhat too stronglog ¢ is rather badly defined, since a variation $19.2 dex gives only small
differences in all three observed lines. In conclusion fithebtained allows to reliably constrain the
mass-loss rate alone, and this oiflyhe temperature actually has the adopted value. Note, rewev
that a (much) lower value is excluded since the predicted &8 line would become too weak (cf.
Fig 6.3, lower right panel).

HD 190864. The analysis gives a consistent fit for all lines (includingIB105!) except for By,
where the theoretical profile of Brshows too much central emission. The parameters remained
almost the same compared to the optical except for the hedibomdance Yy, which has been
increased from 0.15 to 0.20.

HD 203064 and HD 191423. The analysis for HD 203064 yields a consistent fit for all $inexcept
for He12.11 which displays a similar problem as described for HD668Ve recovered the same
values forT.g andlog g as in the optical, though the helium abundance had to be ddubid also
the mass-loss rate increased by roughly 80%. The thedrptickile of Br, for both stars is slightly
broader than observed, although the effect is weaker thamdféor HD 5689 and HD 217086. Note
in particular that for both giants also,Hurned out to be narrower than predicted, with “emission
humps” present on both sides of the absorption trough (Repeit al. 2004, Fig. 6). Summariz-
ing and considering their extreme rotation velociti€ssini being 300 km s'and 400 km s'for
HD 203064 and HD 191423, respectively), our above hypothekrotational distortion is the most
probable solution for the apparent dilemma in these cases.

Also for all other lines, HD 191423 behaves very similarlyH® 203064, although a better fit
quality for Hel2.11 is found, whereas H&.70 has become worse (we aimed at a compromise between
both lines).
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Supergiants

CygOB2#7. This star, being the hottest one in the sample, shows an emsrdiscrepancy in the
Br, line, due to the observed central emission, which is notipted by our simulations. Itis the only
star in our sample where we find the same problem im21&8, i.e., where the theoretical predictions
with respect to its morphology could not be confirmed. In otdedetermine a fairly reliable mass-
loss rate, we have concentrated exclusively on the wings.af Bne parameters derived agree with
their values from the optical, except for the helium aburéarThe determination of this quantity is
problematic due to missing Heln contrast to the optical valu&y. = 0.3 (Herrero et al. 2002), our
best fit favoured'j;. = 0.1, whereas simulations using the optical value haveradiyeaffected the H
lines. Moreover, to preserve the good fit quality ofiHe69, we would have to lowér,.; significantly

if Yy = 0.3 were the correct value. (Actually, a temperature diydawer by 1,500 K compared to
the optical has been used to achieve the displayed fit).dstiagly, a re-analysis of Cyg OB27 in
the optical performed by one of us (R.M.) resulted in a valigt jn between, namely, = 0.20 (at
Twg = 46,000 K). The emission on the blue side of Br10 is due to &mowvn feature, as discussed in
Sect. 6.6.2.

HD66811. The fit quality is generally good, except for Bwhich again shows much more central
emission than predicted. The wings, on the other hand, ceeltbe fitted and gave a mass-loss rate
of 8.8-1075M, /yr, in agreement with the optical value. Brl0 is contaminatedhe blue side, but
to a lesser extent than in Cyg OBZ7.

HD 15570 and HD 14947. show very similar profiles, and could be reasonably welldittdote the
prominent emission in By which could not be matched, so that we had to concentrateeowings.

In both cases He2.18 gives an additional constraint dri, since at higher values the (theoretical)
wings would show too much emission.

Cyg OB2 #8C and Cyg OB2#8A. These stars, being of rather similar type and displayinigerat
similar profiles (with the noticeable difference of He70, immediately indicating that 8A is some-
what cooler than 8C), have been carefully analyzed in theapfand, again, reanalyzed by R.M.).
From the optical, both stars have significantly differeravifies (well constrained from the Balmer
line wings), where object 8C witlbg ¢ = 3.8 has a rather large gravity for its type, cf. Herrero et
al. (2002). The values derived from the IR, on the other hanelmuch closer to each other, namely
3.62 and 3.41, respectively. According to the observedesloaphe profiles and their corresponding
theoretical fits, a highdbg g would lead to severe inconsistencies. Apart from gravibyyéver, the
other parameters derived are comparable to their opticaitegparts, including the differences/i
although the fit quality of By is dissatisfying.

HD 192639. For this star, we found a reasonable compromise concerhafittquality of the lines
present. We derivedlag ¢ value of 3.3 compared to 3.45 in the optical, because of thgsuBr10/11
(note the different degree of inconsistency in the lineesYr and due to the shape of H2.18.
With a value oflog g = 3.45 Hel12.18 becomes even narrower, with a more pronounced P-Cyumi t
profile. The helium abundance was raised to 0.3 (from 0.2eroftical) in order to fit the Heand
Hell lines appropriately in combination with the derivégk. Also in this case, the observed Br
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Figure 6.11:As Fig. 6.9, but for hot supergiants of spectral type O3 to @apér panel) and cool supergiants
(09 to B3, lower panel). The three lowermost objects (HD 43851lab, HD 13866, B2lb and HD 14134,

B3la) have not been analyzed. The synthetic profiles oviguldor HD 14134 show a perfect fit for completely
wrong parameterd(g= 25,000 K log g= 2.7), indicating that a spectroscopic H/K band analysisifgossible

if He 1 and/or Ha2.05 are missing (see text).
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line shows a central emission which could by no means be depesl. The H&2.1607 triplet blend
showing up in the theoretical prediction is not yet preserihé observation.

HD 210809. Part of the observed discrepancy in,Bnight be attributed to intrinsic variations in
the notoriously variable wind of this star (Markova et al08)) though it is also possible that some
(though not all) of the mismatch arises from errors in theaeah of the Br, feature in the telluric
standard. Fortunately, the line wings could fairly well keefi, resulting in a mass-loss rate of 5.80
-1075M, /yr compared to 5.3010~ %M, /yr in the optical. The major difficulty encountered was to
fit the Hel and Hell lines simultaneously. In fact, a decreasfin leads to an even more pronounced
P-Cygni type profile for Ha 2.18 for the given mass-loss rate, as was already true for32039.
We regard our solution as the best compromise possibleuating for the fact that by a reduction
in T.¢ we would also increase the apparent dilemma in Br10/11 améiéh component in By. The
helium abundance was raised by 0.06 to 0.2 in order to find gpoomise for the He lines.

HD 30614. For these stars a very good fit quality was obtained makinydurcomments unneces-
sary.

HD 209975. The stellar profiles are fairly well reproduced and repreiem best compromise pos-
sible. All hydrogen features predicted are a little toosty,onvith some contamination on the blue side
of the profiles. The parameters obtained are comparablestogtical ones, except faog g, where
we determined a smaller value (0.15 dex).

HD 37128 ¢ Ori). Almost perfect fit. Let us only point out that the derived \&lior T, repre-
sents an upper limit, since from this star onwardsiHg no longer present and Héecomes rather
insensitive tdl ., so that without He2.05 further conclusions are almost impossible.

HD 13854 and HD 13866. have not been analyzed, due to missingiHand He2.05.

HD 14134. As above. The “theoretical” spectrum displayed in Fig 6.4dves the insensitivity of
the Hel1.70 and He2.11 lines tal g for temperatures below 30,000 K. Although a virtually petfe
fit has been obtained, the synthetic modEly(= 25,000 K,log g = 2.70) is located far away from
realistic values (roughly af.¢ = 18,000 K,log g = 2.20, cf. Kudritzki et al. 1999).

6.7 Comparison with optical data

In this section, we can answer the question to what extemteardear IR analysis is suitable to recover
the parameters from an analogous optical analysis. Thesmonding data can be found in Tab. 6.2.

In contrast, Tab. 6.3 summarizes the parameters deriveithdse stars which have not yet been
analyzed in the optical, i.e., constitute a “by-productdaf investigations. Since at present no radius
information is available for the latter objects, we prest corresponding values for the optical
depth invariantjog Q, instead of the mass-loss raté. In the following, we will no longer comment
on these stars, but would like to point out that all derivethpeeters appear to be fairly reasonable,
except for the gravity of HD 46223, which is rather low for aatfwof spectral type O4.
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Table 6.2:Comparison of stellar and wind parameters in the opticalthadear infrared derived usimgsT-
WIND. To in kKK, R, in Rg, M in 10-5Mg/yr. log g values are corrected for centrifugal acceleration. If not
explicitely indicated, the optical parameters have bekertdrom Repolust et al. (2004).

Star Sp.Type R, TR' Tk  loggl, loggi.. VPt Vi Mopt M'r
CygOB2#7Y) 03 If* 14.6 455 44.0 3.71 371 0.200.30 0.10 9.86 10.00
HD 66811 O41(n)f 19.4 39.0 39.0 359 3.59 0.20 0.17 8.80 8.77
HD 1557¢ O41f+ 22.0 42.0 38.0 381 351 0.18 0.15 17.8 15.20
Cyg OB2#8C" 05 If 13.3 41.0 39.0 381 3.62 0.09 0.10 2.25 2.00
HD 14947 O5 If+ 16.8 37.5 375 3.48 3.48 0.20 0.20 8.52 7.46
CygOB2#8AY 055I(f) 27.9 38.5 37.0 351 341 0.10 0.10 13.5 11.50
HD 192639 O71b 18.7 35.0 34.0 347 332 0.20 0.30 6.32 6.32
HD 210809 O9lab 212 315 320 312 331 0.14 0.20 5.30 5.80
HD 30614 09.5la 325 29.0 29.0 299 288 0.10 0.20 6.04 6.04
HD 209975 0951b 229 320 31.0 3.22 3.07 0.10 0.10 2.15 3.30
HD 37128) BO la 35.0 285 290 3.00 3.01 0.10 0.10 2.40 5.25
HD 15558 O51I(f) 18.2 41.0 410 381 381 0.10 0.08 5.58 7.10
HD 190864 06.51l  12.3 37.0 365 357 361 0.15 0.20 1.39 0.98
HD 203064 O751l 157 345 345 3.60 3.60 0.10 0.20 1.41 2.58
HD 191423 09 Il 129 325 32.0 3.60 3.56 0.20 0.20 <0.41 <0.39
HD 46150) O5V((f) 13.1 43.0 40.0 3.71 371 0.10 0.10 N/A 1.38
HD 15629 O5V((f)) 12.8 40.5 40.5 3.71 381 0.08 0.08 1.28 1.28
HD 5689 06V 7.7 37.0 36.0 357 3.66 0.33 0.20 0.16 0.17
HD 217086 O7 Vn 8.6 36.0 36.0 3.72 3.78 0.15 0.15 <0.23 <0.09
HD 13268 ON8V  10.3 33.0 33.0 3.48 3.48 0.25 0.25 <0.26 <0.17
HD 149757 09V 89 320 335 3.85 3.85 0.17 0.17 <0.18 <0.15
31.4 4.24 0.10 0.009
HD 149438) B0.2V 5.3 315 31.0 4.00 4.00 0.14 0.10 0.017...0.0470'020

Optical parameters taken from

) Herrero et al. (2002) 2 Herrero et al. (2000) (unblanketedsTwinND models) #) Kudritzki et al. (1999)

4) Herrero et al. (1992) (unblanketed plane-parallel H/He ete)d
%) Kilian et al. (1991) and from Przybilla & Butler (2004) witespect to wind properties (upper entries)
and from R.M. EASTWIND, lower entries); the limits o/ correspond to velocity field exponents

B=24...0.8.

) from a re-analysis by R.MEASTWIND)

®) upper limit

©) taken from optical analysis
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Table 6.3:Adopted and derived stellar and wind parameters obtaimed $pectra in the infrared for sample IV
objectsnotanalyzed in the optical. Since no radius information is latdé, only the optical depth invariant,
log @, can be derived (Eq. 6.17.¢ in KK, V; sini in km s~!. Centrifugal correction assuming a typical radius.

Star Sp.Type T.g logg log gfr)ue Yue Visini log@Q S

HD 64568 O3 V((f)) 450 3.85 3.86 0.10 150 -13.00 0.90
HD 46223 04 V((f)) 420 3.70 3.71 0.10 100 -12.70 0.90
HD37468 09.5VvV 300 4.00 4.00 0.10 80 -14.10 1.00

Figs. 6.12 and 6.13 compare the resultsfaf, log g and M for all stars which have been ana-
lyzed in the optical. In each figure, we have indicated eresslusually quoted for the corresponding
“optical” quantity. In particular, thenaximumerrors for effective temperature are on the order of
+5% (corresponding te-2,000 K at T.¢ = 40,000 K) andtypical errors forlog g are+0.1. The
“error bars” for the mass-loss rates, indicatect#ls2 dex, correspond tmeanvalues attributed to
M measurements from H Note, however, that the actual precision is an increagingtfon of M,
being higher than 0.2 dex for low/ and lower for larger values (e.g., Puls et al. 1996). Remembe
also that all our simulations (both in the IR and the optidaye been performed withnclumped
models, i.e., the derived mass-loss rates represent upper and may need to be corrected.

From the three figures, it can immediately be seen that therityapf IR-values are in reasonable
agreement with the corresponding optical data. Most ingodlt, noobvioustrend is visible, neither
as a function of the parameter itself nor as a function of hawsity class (“Ic”), although a weak trend
in T.¢ cannot be excluded: Froffi; = 35,000 K on, the IR data are distributed more towards lower
values (than derived from the optical).

In the following, we will briefly discuss the outliers, i.¢hose objects which are located beyond
the indicated error bars and thus must be interpreted aseseiematches.

With respect toT.¢, only two objects behave “peculiarly”, at least at first glan namely
HD 46150 (Ic V, being 3000 K cooler) and HD 15570 (Ic I, 4000 Kola). Actually, both objects do
not pose any problem, since the corresponding optical aeslizas been performed bgblanketed
models, so that the obtained differences are just of theatetgeorder of blanketing effects @tg =
42,000 K, i.e., roughlyAT.¢ ~ —3,500 K (e.g., Martins et al. 2002; Repolust et al. 2004). New
positions corrected for blanketing effects of this amowawehbeen indicated by arrows.

Blanketing effects do not only affect effective temperagjrbut also gravities. Unfortunately, the
corresponding corrections depend strongly on the spedifiat®on, and corrections towards signifi-
cantly lower values and of negligible amount have been faonghrallel, see Repolust et al. (2004,
Fig. 16). We have indicated the two stars by circles in Figi26right panel. HD 15550, on the one
hand, may be actually affected by such a strong effect, beisggonsible for the most severe discrep-
ancy with Alog g = -0.3. HD 46150, on the other hand, poses no problem withertsp gravity,
consistent with the second possibility as described abBeethe comparison concerningSco, we
have used the optical parameters derived by R.M. (cf. Se@t3)6 Consequently, no differences
are visible for this object. Remember, however, the actilaimina regarding- Sco. Since no pho-

5This uncertainty is also consistent with the uncertainigtes to the He singlet problem possibly affecting our optical
analyses, cf. Puls et al. (2005, Sect. 10).
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Figure 6.12:Comparison ofl.¢ andlog g derived from the optical and the near-IR. Asterisks, crossel
diamonds correspond to luminosity classes |, Il and V, eesipely. The displayed “error bars” correspond to
maximum uncertainties claimed in optical analyses, nam@&¥%6 in 7. and+0.1 inlog g. The two arrows in
the left panel correspond to the objects HD 15570 and HD 44/®8lyzed by means of unblanketed models in
the optical) and indicate the average shift in position &rileting effects would have been accounted for. The
same objects are indicated by circles on the right. The &aptigravity of 7 Sco has been adoptedlag g =

4.0, in accordance with the analysis by R.M. Concerningéheaining outliers, see text.

tospheric hydrogen lines have been observed, its gravaymest unconstrained with respect to our
NIR analysis, and we have favoured the lower value aloneusecaf the shape of the central emission
in Br,,, which constitutes the only difference betweelogg = 4.0 andlog g = 4.25 model, given the
observed lines. In future analyses with only IR spectralabkd we would favour this fit under the
same circumstances anyway.

Thus, in total we have four “real” outliers (i.e., above the level), namely HD 192639 and
HD 209975, which both appear to be lower in gravity by -0.1% déen compared to the optical,
and the record holders, Cyg OB2 #8C and HD 210809, which gifereinces of -0.2 and +0.2 dex,
respectively. In this sample, we might also include HD 462881 Tab. 6.3, since the derived gravity
is probably too low by a similar amount.

Concerning mass-loss rates, the situation is as satisfyingescribed above. First note that
Fig. 6.13 also displays those stars for which we can onlyideoupper limits ofAZ , and which we
have compared. The only star missing in this comparisenSso, however a comparison with both
the “optical” mass-loss rate and the value cited in Tab. ®tich has been derived from an alternative
IR analysis, cf. Sect. 6.6.3) reveals a disagreement otarfattwo (smaller and larger, respectively).
Such a difference is not too bad, taken the intrinsic unoegs at such low wind densities. We will
come back to this problem later on, though.

As expected from the non-linear increase of wind-emissior &unction of)/ , the disagree-
ment between optical and near IR mass-loss rates becomdiersfoalarger wind-densities. For
log M°P* 2 —5.3, these differences are lower than 0.1 dex, which indic&tesensitivity of the By
line wings (remember that only the wings could be fitted irhhig objects) and partly of He on this
parameter. The differences obtained for the corresporetijogyalent widths (observations vs. theory,
cf. Lenorzer et al. 2004 and Sect. 6.6.2) are thus almostisively due to the differences with respect
to the line cores, which cannot be explained at present. Heolow M stars, on the other hand, no
trend (particularly not towards considerably larget) is visible, so that the above problem might
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Figure 6.13:As Fig. 6.12, but for mass-loss ralé . Upper limits have been treated at their nominal values.
The “error bars” correspond to mean uncertainties-0f2 dex quoted for Hmeasurementsr Sco has not
been included in this comparison (see text).

be related to the physical conditions in the outer wind, whsrin the lowermost wind no obvious
differences between the formation of,tdnd Br, seems to be present.

With respect to the outliers, we find the most prominent défifrees for HD 37128(Ori), A log M
= 0.33, which might partly be related to the fact that theagdtmass-loss rate has been derived from
unblanketed models. The differences found in HD 2036 M/ = 0.26, have to be considered as
“real”, since all other parameters derived do agree (exfoefty., which has only marginal influence
on the derived mass-loss rate). For HD 217086, finally, difiees occur only with respect to an upper
limit, e.g., the IR analysis predicts a lower limit than trgioal one.

Concerning the helium abundance (not plotted), there dsetavo problematic cases. Cyg OB2
#7 has been discussed already in Sect. 6.6.3, and both ticalagdiundanceY, = 0.2 ... 0.3)
and the corresponding IR valu&i{, = 0.1 ) are uncertain, the latter due to the missing higes
(although we would derive a significantly low@Lg if the high abundance were true). The second
outlier is HD 5689 withYy;. (optical) = 0.33 and’j. (IR) = 0.20. Again, this discrepancy is probably
irrelevant, since the optical analysis has been perforngaddans of unblanketed atmospheres, which
are well-known to overestimate the helium abundance in abeurof cases (cf. Repolust et al. 2004,
particularly Sect. 7.2).

6.7.1 Comments on hydrogen collisional cross sections

In Sect. 6.3.1 we briefly discussed the importance of cardistollisional data for the resulting IR
line profiles. We outlined recent calculations performedbgybilla & Butler (2004) and references
therein. These authors provide a recipe for an “optimum’iahof collisional data, based on a
number of comparisons with observations, comprising mdA-type dwarfs (including- Sco) and
supergiants, whereas only one test has been presented@stam, the O3.5lwarf HD 93250.

After incorporating their data into our version sASTWIND®, we have subsequently tried to
analyze our observed dataset. First let us mention thatrtbidification gave rise to changes in the

®Note that Przyhilla & Butler have used a similar version techpart of their calculations.
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Best fit with cross sections from Giovanardi et al. (1987)naSigs. 6.9 to 6.11. Grey: Models wiientical
parametersbut cross sections calculated according to Przybilla &éy(2004) as described in the text.

hydrogen lines alone, since in all cases the temperaturetste (being dependent on the collisional
bound-bound rates) remained almost unaffected, with maxirchanges on the order of 100 Kelvin.

Unfortunately, however, it turned also out that, agaialircases the hydrogen line cores became
stronger (in agreement with the findings by Przybilla & Botlavhereas the line wings are barely
affected, as shown in Fig. 6.14 for some prototypical exaspaken from the fits in Figs. 6.9 to
6.11. In a few cases this might actually lead to an improvdroéthe situation, e.g., for HD 46223
or Cyg OB2 #8C, which actually need gravities higher thars¢hderived above. (Remember that
increasing the gravity results in shallower line coresSeict. 6.4.1). Since, however, the IR-gravities
based on our standard collisional data from Giovanardi.€L8B7) were found to be consistent with
the optical ones in thenajority of cases, models based on the alternative data by PrzybiBait&r
would consequently lead to an overestimate of gravities.

The same would be true for the mass-loss rates. Using the amwbuld sometimes improve
the situation, e.g., any central emission inside 8irpresent) becomes reduced, cf. HD 46233 and
Sco in Fig. 6.14. Actually, this reduction is the origin oétlower mass-loss rate of Sco as derived
by Przybilla & Butler (2004): IfM is decreased, the strength of this feature increases ajd@ast
if the winds are very weak, due to subtle NLTE effects and lated to any direct wind emission.

For “normal” winds, on the other hand, where wind emissiayplthe primary role, the deeper
cores predicted by the “new” models would necessitate highess-loss rates. Thus, the present
situation would get worse, at least in those cases whérés no longer derived exclusively from
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the wings. As an example, consider HD 203064 in Fig. 6.14chvipresently has an IR mass-loss
rate which is a factor of two larger already. Using the newaslet would further deteriorate this
discrepancy.

Insofar, the preference for our standard set of collisiazh is triggered solely from the results
described above, namely from the generally satisfyingeagemnt between the IR and optical analyses
for those objects analyzed in the present investigatidfe do not argue that one set or the other is
better, but point out that in these cases our standard dag&ass results which are more consistent
with the optical.

Of course, we have also looked into some of the details ressiplerfor the differences obtained. It
turned out that the NLTE departure coefficients are astomaghsimilar, when comparing the results
from both collisional datasets. There are only (very) sutiifferences in those regions where the line
cores are formed giving rise to the deeper profiles if thes#athy Przybilla & Butler is used. Either
the lower level of the transition is slightly more populagtedthe upper one is slightly less populated.
The obvious discrepancies are then induced by the extrensitigity of the IR line formation on
such subtle differences. As has already been argued almfrtnation of He lines (Sect. 6.4.2),
this discrepancy would barely be visible if the lines wetaatied in the optical. Insofar, not only the
data but also the numerical treatment plays a crucial raleany case it is quite astonishing how well
the observed profiles can be simulated.

6.8 Summary and conclusions

In this paper, we have analyzed 25 Galactic O and early B-&tarmeans oH andK band spec-
troscopy. The primary goal of this investigation was to ¢herwhat extent a lone near-IR spec-
troscopy is able to recover stellar and wind parameterveldiin the optical. This is critical to our
desire to precisely analyze the hot, massive stars, deépwlite disk of our galaxy, and in particular
the very young, massive stars just emanating from thein lpidces.

Most of the spectra have been taken wathBARU-IRCS, at an intermediate resolution of 12,000.
In order to synthesize the strategic H/He lines present énlHiK band, we have used our recent,
line-blanketed version ofASTWIND. In total, seven lines have been investigated, three from hy
drogen, including By serving as a diagnostic tool to derive wind-densities, tvéo Bnd two Hal
lines. For two stars, we could make additional use ofH@5 (singlet) which has been observed
with IRTF-CSHELL. Apart from Br, and Hel12.18, the other lines are predominately formed in the
stellar photosphere, and thus remain fairly uncontaméhfitem more complex physical processes,
particularly clumping.

In our attempt to prepare all required broadening functidrsirned out that at present we have
to rely on the Griem approximation for Stark broadening @mant for hydrogen and He), since
the corresponding published data (based on the more exaStapproach) suffer from numerical
problems, particularly for the members of higher series.

First we investigated the predicted behaviour of the gjiatines, by means of a large model grid
described in Puls et al. (2005). Interestingly and in catittéon to what one expects from the optical,
almost all photospheric lines in thé andK band (from H, He and Hell ) become stronger if the
gravity decreaseslIn Sect. 6.4, we have carefully investigated the originhi$ tather unexpected
behaviour.

Concerning H and He, it is related to the particular behaviour of Stark broadgras a function
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of electron density, which in the line cores is somewhated#ht for members of lower and higher
series. For the latter, the cores become deeper when thityddesreases, and contribute more to the
total line strength than in the optical.

Regarding He, on the other hand, the predicted behaviour is due to sonteeNbTE effects
resulting in a stronger overpopulation of the lower levekwlhe gravity decreases, so that the source
function becomes weaker and the profile deeper, i.e., strofidhis strong dependence of the profile
on the source function is a direct consequence of the IR bradtion withhv /kT << 1. If those
lines were situated in the optical, on the other hand, optiepth effects would dominate, leading to
a decrease of line strength due to a lower number of &esorbers. This explains the different (and
“normal”) behaviour of, e.g., H&l471.

In Sect. 6.5, we have compared our calculations with reguisented recently by Lenorzer et
al. (2004), utilizing the alternative NLTE model atmosphendeCMFGEN. In most cases, we found
reasonable and partly perfect agreement. Only the2H)® singlet for mid O-types suffers from some
discrepancy, in agreement with our analogous findings focalpHe! singlets (Puls et al. 2005).

After carrying out the analysis for our sample describedvabd@and in agreement with the pre-
dictions from our model grid), we find that &K band analysis is able to derive constraints on the
same set of stellar and wind parameters as it is known fronohieal, e.g.,T.q¢, log g, Yu. and
optical depth invarian), where the latter yields the mass-loss rafeif stellar radius and terminal
velocity are known. For cooler objects, when iiH&s missing, a similar analysis might be possible if
He12.05 is available (due to the almost orthogonal reactionaft05 and He2.11 onT.4 andlog g
) and the helium content can be adopted, which should belpedsi very young objects containing
unprocessed material.

For future purposes, when no UV observations will be av&latine terminal velocity,, has to
be taken from calibrations, as it is true for the velocitydiekponents, at least in those cases when
no emission wings in Brare visible. Concerning the determination/af, a similar strategy as in the
optical might be developed, utilizing infrared colours atistances.

For most of our objects, we obtained good fits, except for ithe ¢ores of By in early O-stars
with significant mass-loss (see below), and except for tbiglifet particularly at mid O-types Br10/11
could not be fitted in parallel. We have argued that this d{gancy is similar to the problem in the
optical, concerning He4200/4541 (e.g., Herrero et al. 2002). Due to the simildritthe involved
levels and broadening functions, we have speculated abpossible defect of these broadening
functions for transitions between members of higher serid® largest discrepancy, however, was
found for the line cores of Br First note that this problem is not particularly relatecoto code,
since alsocMFGEN exhibts the same shortcoming. Whereas the observations Bhpomostly as
rather symmetric emission lines, the models predict a P Qyge line, with a comparably deep core
which is never observed. Note that this type of profile cary & created if theatio of departure
coefficients for the involved levels (n =4:7) deviates strongly from unity (cf. Puls et al. 1996),
whereas a ratio close to unity would just give the observednsgtric emission profile. One might
speculate that this can be achieved due to a stronger in8usraollisional bound-bound processes,
which, e.g., might be possible in a strongly clumped mediRemember, however, that Btypically
forms inside the H-"sphere” (Lenorzer et al. 2004), where the degree of clugs usually thought
to be moderate (e.g., Markova et al. 2004; Repolust et ak)2@Bough a recent investigation by
Bouret et al. (2005) strongly indicates the opposite.

After having derived the stellar and wind parameters from IR, we have compared them to
results from previous optical analyses, in an almost §ritifferential way, since most of these results
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have been obtained also on the basisa$TwIND. Overall, the IR results coincide in most cases
with the optical ones within the typical errors usually qeebfor the corresponding parameters, i.e, an
uncertainty inZ.g of 5%, inlog ¢ of 0.1 dex and in\/ of 0.2 dex, with lower errors at higher wind
densities. In most of the cases where we have found disaregzabeyond these errors, their origin
could be easily identified. Outliers above the level where found in four cases with respectdg g
and in two cases fab/ .

As a by-product of our investigation, we could determine(tRe) stellar parameters and the;
value for three dwarfs, which have not been analyzed in thieaso far. Of course, these objects
need to be checked in this spectral range.

Let us highlight one additional “bonus” obtained from th&amed. In those cases when a star has
an extremely weak wind and the core of,Bran be resolved (requiring a very low rotational speed),
the central emission will give us a clue about the actual Aassrate and not only an upper limit,
as is true for the optical. An example of this kind of diagissis 7 Sco. Particularly with respect
to recent investigations of young dwarfs with surprisinglgak winds (Martins et al. 2004), this will
turn out as an invaluable source of information (even mdémegupled with observations of Br e.g.
Najarro et al. 1998; Przybilla & Butler 2004).

After finishing this investigation, we are now able to coastrthe observational requirements to
perform such an IR-analysis. Most important is a (very) H&jN, because most of the lines to be
investigated are extremely shallow, at least for the hatbgects, and a very good resolution, similar
to the one used here (of order 10,000). Only then is it pasgibldisentangle the line cores from
the wings (particularly important for By and to obtain reasonable clues about any contamination
due to reduction problems. As for the required set of linémpat all lines analyzed in the present
paper are necessary to obtain useful constraints, maylepteia Brl0, since Brll seems to be less
contaminated. Since both Heines behave very similarly and show the same degree of stemnsly
or disagreement (if present), one of those two lines migtdibearded as well.

In the last section of this paper, we have argued that oudatdnmplementation of hydrogen
collisional cross sections seems to give results whichraleiter agreement with the optical results
for our sample ohot objects, compared to the data suggested recently by PezgbButler (2004).

In view of their findings, namely that for cooler stars thaiegcription gives more consistent results,
this discrepancy has to be clarified in future work. The saf®arse is true regarding the severe
mismatch of the By cores. A first step will require to include clumping and toestigate to what
extent this process might improve the situation.

The value of a reliable quantitative analysis for hot, masstars based entirely in the infrared
cannot be overstated. Most obvious, it will allow the evtbraof massive star characteristics at
an evolutionary stage significantly earlier than has evenlmossible before. The influence of disk
emission may render the photosphere of some very young veastsirs inaccessible. We suspect,
however, that among the most massive stars, around mid-Ottar hthe disk will be destroyed well
before even near-infrared studies would be feasible dubeosery short disk lifetime (Watson &
Hanson 1997).

More broadly, nearly every O star within our galaxy now beesmaccessible to a quantitative
analysis, provided the extinction is not extreme; (A 50). One of the powers of quantitative analysis
is its ability to determine absolute magnitudes. When OBsstee in clusters, those cluster distances
will be robust, giving us clues to the structure and naturéghefpresently, poorly understood, inner
Milky Way. OB stars serve as secondaries to massive comp@atte. Because the extinction is typ-
ically high for such systems found in the inner galaxy, a NiRlgsis of the OB companion provides
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the only means for making critical measurements to comsttese fascinating systems. In truth,
because many more O stars within our galaxy are visible il\tirethan the opticaby almost two
orders of magnitudethe development of a robust quantitative analysis in tfraiad will stimulate
entirely new, important results on massive stars, them#dion and evolution and numerous valuable
insights into the inner workings of our Milky Way galaxy.
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