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“The hope is that, in not too many years, human brains and
computing machines will be coupled together very tightly, and that
the resulting partnership will think as no human brain has ever
thought and process data in a way not approached by the
information-handling machines we know today.”

– J. C. R. Licklider



Abstract

Our senses, cognition, and physical capabilities have long been bound by biological con-
straints. Not anymore. Augmentation technologies, from wearable haptics to AI-driven cogni-
tive support are expanding human potential in ways once imagined only in science �ction.
But with these new capabilities come new questions: How does augmentation a�ect decision-
making and risk-taking? How do others perceive augmented humans? This thesis addresses these
points by not only studying augmented human behavior and perceptions but also developing
functional prototypes to explore augmentation in real-world applications.

Here I explore the design of human augmentation technologies through the dual lenses
of autonomy and heteronomy, investigating the interplay between internal and external
in�uences on the augmented human and its decision-making processes.

For autonomy, I examine how augmentation technologies impact individual decision-making
and behavior. Speci�cally, I focus on risk-taking and the sense of agency, demonstrating
that the mere presence or even the belief in the presence of augmentation technologies
signi�cantly a�ects human behavior and the attribution of responsibility at both behavioral
and physiological levels.

For heteronomy, I explore how external societal factors in�uence the decision-making of
augmented individuals. By examining societal attitudes toward augmented humans across
di�erent cultural contexts, this work identi�es key factors shaping public perceptions of
augmentation technologies and presents a standardized methodology for measuring these
attitudes over time. This includes the development and validation of the SHAPE scale, a
psychometric tool designed to assess societal acceptance of human augmentation.

Finally, I investigate how individuals experiencehumanaugmentations, examining the bound-
aries between augmentation and learning. In this context, I further explore the potential of
Virtual Reality as a platform to prototype and study augmented human experiences, providing
insights into how these technologies can be integrated meaningfully into human life.

Beyond these behavioral and societal perspectives, this thesis also contributes to the technical
foundations of human augmentation. A central part of this work involves the development
of functional augmentation prototypes. These include wearable haptic feedback systems
for sensory, cognitive and motor augmentation and interactive VR environments to study
augmentation experiences in controlled settings.

The contributions of this thesis span from understanding individual behaviors to societal
perceptions and technical artifacts in human augmentation. As augmentation technologies
become increasingly plausible, this work provides researchers and practitioners with a
human-centered framework for designing augmentation systems that harmoniously integrate
into human life.
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Zusammenfassung

Unsere Sinne, unsere Kognition und unsere körperlichen Fähigkeiten waren lange Zeit durch
biologische Grenzen de�niert. Doch das ändert sich. Augmentierungstechnologien – von trag-
barer haptischer Rückkopplung bis hin zu KI-gestützter kognitiver Unterstützung – erweitern
menschliche Fähigkeiten auf eine Weise, die einst nur in der Science-Fiction vorstellbar war.
Doch mit diesen neuen Möglichkeiten entstehen auch neue Fragen: Wie beein�usst Augmen-
tierung Entscheidungsprozesse und Risikoverhalten? Wie werden augmentierte Menschen
von der Gesellscha� wahrgenommen? Diese Arbeit untersucht diese Aspekte nicht nur durch
empirische Studien zum Verhalten und zu den Wahrnehmungen augmentierter Menschen,
sondern auch durch die Entwicklung funktionaler Prototypen, die Augmentierung in realen
Anwendungsszenarien erfahrbar machen.

Diese Dissertation erforscht die Gestaltung von Augmentierungstechnologien aus zwei Per-
spektiven: Autonomie und Heteronomie. Dabei wird untersucht, wie interne und externe
Faktoren die Entscheidungs�ndung von augmentierten Individuen beein�ussen.

Im Bereich der Autonomie analysiere ich, wie Augmentierungstechnologien individuelle
Entscheidungsprozesse und Verhaltensweisen verändern. Besonders im Fokus stehen Risiko-
bereitscha� und das Gefühl der Handlungskontrolle (Agency). Die Ergebnisse zeigen, dass
bereits die bloße Anwesenheit – oder sogar nur der Glaube an die Anwesenheit – von Aug-
mentierungstechnologien das Verhalten und die Zuschreibung von Verantwortung sowohl
auf kognitiver als auch auf physiologischer Ebene signi�kant beein�usst.

Im Bereich der Heteronomie untersuche ich, wie gesellscha�liche Faktoren die Entschei-
dungsprozesse von augmentierten Individuen formen. Durch die Analyse sozialer Einstel-
lungen gegenüber augmentierten Menschen in verschiedenen kulturellen Kontexten iden-
ti�ziere ich zentrale Faktoren, die ö�entliche Wahrnehmungen von Augmentierungstech-
nologien prägen. Dies beinhaltet auch die Entwicklung und Validierung der SHAPE-Skala,
eines psychometrischen Instruments zur Messung der gesellscha�lichen Akzeptanz von
Augmentierungstechnologien über die Zeit.

Darüber hinaus untersuchenwir, wie Individuen Augmentierung erleben undwo die Grenzen
zwischen Augmentierung und Lernen verlaufen. In diesem Zusammenhang wird insbeson-
dere das Potenzial von Virtual Reality als Plattform zur Prototypisierung und Erforschung
augmentierter Erfahrungen erforscht, um zu verstehen, wie diese Technologien sinnvoll in
das menschliche Leben integriert werden können.

Neben diesen verhaltenswissenscha�lichen und gesellscha�lichen Perspektiven leistet diese
Arbeit auch technologische Beiträge zur Augmentierungsforschung. Ein zentraler Bestandteil
ist die Entwicklung funktionaler Augmentierungsprototypen. Dazu gehören tragbare hap-
tische Feedback-Systeme für sensorische, kognitive und motorische Augmentierung sowie
interaktive Virtual-Reality-Umgebungen (VR), in denen Augmentierungserfahrungen unter
kontrollierten Bedingungen untersucht werden. Durch den Einsatz von VR als Forschungs-
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plattform können digitale Simulationen als Testumgebungen für die Entwicklung zukün�iger
Augmentierungstechnologien genutzt werden.

Die Erkenntnisse dieser Dissertation reichen von der Analyse individuellen Verhaltens über
gesellscha�liche Wahrnehmungen bis hin zur Entwicklung technischer Artefakte in der
Augmentierungsforschung. Während Augmentierungstechnologien zunehmend realisier-
bar werden, bietet diese Arbeit Forschenden und Praktiker:innen ein menschenzentriertes
Rahmenwerk zur Gestaltung von Augmentierungssystemen, die sich nahtlos in das mensch-
liche Leben integrieren. Indem sie es Individuen ermöglichen, ihre natürlichen Fähigkeiten
zu erweitern, während gleichzeitig eine verantwortungsbewusste Innovation sichergestellt
wird, ebnet diese Forschung den Weg für eine Zukun�, in der Technologie das Menschsein
bereichert, anstatt es zu ersetzen.
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Preface

® Augmentation technologies are like lenses: they can sharpen, distort, or reveal realities. This
thesis examines what happens when we begin to look through these new lenses. ¯

What started as a naive fascination with providing “superpowers” gradually transformed
into a rigorous, sometimes obsessive ideal of de�ning and correctly framing the terminology
surrounding human augmentation. Along this path, I confronted the inherentHumanFactors
vs. DesignDilemma that lies at the core ofHCI andhuman augmentation research. Yet beyond
these academic challenges, I came to realize that science andHCI research surpasses the texts
of papers or prototypes. Understanding the phenomenawe study also requires understanding
the community that studies them.

This community, diverse and collaborative, has shaped me as much as I hope this work might
contribute to shaping it. As Donna Haraway once said, “We are all cyborgs now.” Indeed,
we stand at the intersection of humans and technology, where augmentation is no longer a
dream but a tangible reality demanding re�ection and multidisciplinary engagement.

The themes addressed in this thesis require expertise that spans psychology, psychometrics,
hardware prototyping, and cognitive modeling. Such breadth of knowledge is impossible for
any single individual to possess. Tomeet the demands of thiswork, I collaboratedwith experts
across disciplines, brilliant individuals who brought their skills and insights to our shared
e�orts. As a result, I o�en use “we” throughout this thesis to acknowledge the collective
nature of these �ndings, conclusions, and reasoning. Where I use “I,” it re�ects my personal
interpretations, views, or �ndings, without implying they are shared by my co-authors.

This thesis, then, is more than the culmination of years of research. It is the record of a
journey, through concepts, collaborations, and discoveries, that seeks to illuminate the ways
technology shapes human experience and, in turn, how humans shape technology.

Let’s Begin
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1
INTRODUCTION

“There can be no question of which was the greatest era for
culture; the answer has to be today, until it is superseded by
tomorrow.”

– Steven Pinker.
Enlightenment Now: The Case for Reason, Science, Humanism,

and Progress. 2010.

As technology advances, so do human capabilities. AI assistants now enhance our cognitive
processes, and augmented reality glasses enrich our perception of the environment. These
developments have undeniably moved humanity forward, yet many technologies remain
disconnected from human psychology and societal contexts. While earlier issues, such as the
rejection of assistive technologies or privacy concerns surrounding devices like Google Glass,
were relatively contained, the growing integration of technology into daily life poses bigger
challenges. As technology becomes an intrinsic part of the environment and ourselves, its
in�uence on social norms and interpersonal relationships intensi�es, potentially leading to
social friction or exclusion [19, 20].

To make technological development more psychosocially viable, especially in the �eld of
human augmentation, we need to ask an important question: Who or what should be the
subject of analysis in the future?. 1 When Chignell, Hancock, and Takeshita [21] introduced
this question nearly thirty years ago—at a time when AI was rule-based, real-time processing
was rare, wearable technology was almost non-existent, and connectivity was limited—they
likely envisioned 2025 as a distant future. Yet, from the perspective of human augmentation,
this question remains unresolved or even overlooked.

Despite this, this question seemsmore urgent than ever. Generative AI now replicates aspects
of human cognition [Aut3]2, augmented reality (AR) enhances sensory experiences [22],
and electrical muscle stimulation (EMS) systems improve motor abilities [23]. As these
technologies reshape human capabilities, we, the researchers and designers of augmentation
technologies must ask: Should our focus lie on the human, the technology, or the dynamic
relationship between them?.

This thesis argues that human augmentation must re-embrace a human-centered design
approach on two levels: First, in the traditional sense, ensuring technology is intuitive and
meets users’ needs3. But more critically, at a higher level, technology must be socially

1Chignell, Hancock, and Takeshita [21] originally posed this question in experimental psychology, but it has
grown increasingly relevant for HCI in recent decades.
2Across this work, references to papers included in this thesis are marked with the pre�x Aut, for publications
related to Autonomy, Het, for Heteronomy, and Exp, for Simulation and Experience.
3Aligned with usability standards, that emphasize this point, see ISO 9241-210 standard, for example.
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Introduction

acceptable within the augmented human’s context and designed in ways that nurture social,
psychological, and physical integrity 4. This is, bringing back the focus/goal from novel
technology development to humanity-centered human augmentation. In short, designing
augmentations that respect human behaviors, cognition, and social dynamics [Het1, Aut1,
Aut2] while enhancing capabilities without disrupting psychological or social harmony.

We can better address design challenges, such as identifying technologies or applications
that risk isolating/segregating individuals from their groups, by establishing a clear focus
on who is at the center and understanding how augmentation technologies reshape human
interactions and analyzing their potential to alter power dynamics within relationships. Thus,
this thesis advocates for designing augmentation technologies that empower individuals and
integrate seamlessly into human life [24]. While dystopian visions o�en highlight technology’s
potential to disrupt society or diminish agency [25], history has shown that thoughtful design
can enhance human capabilities and enrich lives [26]. By prioritizing human and humanity
needs, researchers can create systems that amplify human potential while preserving what
de�nes us, as envisioned by Engelbart [27, 28].

To bring this vision to life, I propose viewing human augmentation through the lens of auton-
omy optimization. This perspective considers any bias, unwanted behavior, societal norm
violation, or negative attitude introduced by technology as a restriction of autonomy, shi�ing
the focus away from the human and toward the technology. I examine this through human
decision-making processes, such as risk-taking and agency, societal factors that shape the
perception of augmentation, and building augmentation prototypes that enable people to
experience human augmentation. These insights are framed using the dual concepts of
autonomy and heteronomy: autonomy encompasses the individual’s self-directed decisions
and goals, while heteronomy captures external in�uences that shape those decisions. These
concepts, drawn from the Kantian philosophy of ethics, provide a framework for understand-
ing the interplay of internal and external factors that shape the augmented human’s everyday
life.

RQ1 Howdo augmentation technologies in�uence individual human behavior and decision-making
processes?

RQ2 What are societal perceptions of augmented humans, and how do these a�ect their social
acceptance and integration?

RQ3 How can humans meaningfully experience and interact with augmentation technologies to
explore their potential and limitations?

This work is structured into three main parts: Autonomy, Heteronomy, and Experiencing
Human Augmentation, following the current Part (Part I: Context). In Part II: Autonomy,
we address RQ1, we investigated the in�uence of beliefs and narratives surrounding human

4Re�ecting recent proposals, such as Don Norman’s Humanity-Centered Design perspective
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Figure 1.1: Thesis structure overview: Organized into three main parts (Autonomy (Aut), Heteronomy
(Het), and Experiencing Human Augmentation (Exp)), each addressing a distinct research question
(RQ) through dedicated chapters and corresponding papers. Please note that Part I: Context, which
sets the stage, and Part V: Ends and Means, which synthesizes this work, are not included in the
diagram.

augmentation on risk-taking and agency through four key publications: [Aut1], [Aut2], [Aut3],
and [Aut4]. First, in [Aut1], we examined how the belief of being augmented in�uences
risk-taking behavior using a standardized risk-taking task. Building on this, [Aut2] explored
cognitive agency by reviewing the literature for physiological markers and proposing an
EEG-basedmethod tomeasure agency. Then, in [Aut3], we designed and built a prototype that
augments face-to-face conversations using AI, analyzed the impact on conversational �ow,
and extracted insights regarding the sense of agency within that context. Finally, in [Aut4],
extending insights from [Aut1], we developed a psychometric tool speci�cally designed to
measure prior expectations regarding the use of human augmentation technologies. Then,
a�er touching on factors that in�uence the individual’s autonomy, I move toward the external
layer, which addresses societal factors.

To addressRQ2, we conducted twomajor investigations inPart III:Heteronomy. In [Het1], we
mapped societal attitudes toward augmented humans across four distinct cultures: Colombia,
Germany, Japan, and the United States. From this exploration, we identi�ed key factors
in�uencing bystander and observer judgments of individuals using human augmentation
technologies. Building on these insights, [Het2] standardized the measurement process by
developing a questionnaire based on the factors identi�ed in [Het1] and existing surveys
on performance-enhancing technologies. The resulting questionnaire revealed two main
factors—Perceived Autonomy and Social Threat—which closely align with the concepts of
Autonomy and Heteronomy explored in this thesis. Finally, a�er exploring autonomy and
heteronomywithin the context of human augmentation, I showcase the experience of human
augmentation and potential ways to simulate human augmentation in VR.

To address RQ3, we conducted a series of investigations in Part IV: Experiencing Human
Augmentation. We begin by discussing the distinction between Augmentation and Learning,
illustrated through a practical use case of Electrical Muscle Stimulation for motor learning
in [Exp1, Exp2]. In [Exp3], we report �ndings from a �eld study with students developing
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human augmentation experiences in VR, where the lack of haptic feedback emerged as a
major obstacle to fully experiencing human augmentation. Building on this, [Exp4], [Exp5],
and [Exp6] explore methods to enhance sensory perception in VR: [Exp4] investigates ultra-
sound haptics for rendering material properties, [Exp5] presents a room-scale ultrasonic
rendering system using a robotic arm, and [Exp6] explores the use of robotic arms to simulate
temperature sensations.

Additionally, we present two tools for facilitating human augmentation experiences. [Exp7]
is a plugin that enables rapid development of haptic experiences in VR using serial robots,
while [Exp8] is a haptic vest designed to render tactile sensations on the back, demonstrated
through a use case involving emotion rendering.

To conclude, in Part V: Ends andMeans, I synthesize the key insights gained from this series
of investigations and discuss their broader implications for the �eld of human augmentation.
I also outline essential considerations for researching, developing, and communicating
augmentation technologies e�ectively.

1.1 Research Approach

This section outlines the key contributions of this work, structured to re�ect the range of our
research across empirical studies, methods, and artifact development.

Many existing approaches to human augmentation emphasize technical performance while
overlooking human and contextual complexities. This thesis focuses on the human aspects
that shape autonomy and heteronomy in augmented experiences. Yet, since state-of-the-art
human augmentation research is closely tied to the artifacts and prototypes that enable these
experiences, this thesis also includes and reports a series of technical implementations that
support the study of these concepts. To do so, I drew frommultiple disciplines, incorporating
methodologies from psychology (e.g., standardized decision-making tasks), physiology (e.g.,
psychophysical methods for sensory perception), engineering (e.g., electronics, robotics),
and cognitive sciences (e.g., EEG to examine physiological factors).

This work employs a combination of methods, includingMixed Methods approaches where
applicable [Het1, Aut3], predominantly quantitativemethods [Het2, Exp1, Exp4, Exp5, Exp6,
Exp8, Aut1, Aut2, Aut4], and complemented by qualitativemethods [Exp2, Exp3]. The con-
tributions are classi�ed based on Wobbrock and Kientz [29] taxonomy for HCI research.

1.1.1 Empirical Research Contributions

The core of the research presented in this thesis falls under the category of empirical research,
as we adopt an empiricist approach to HCI. This perspective emphasizes experimentation and
inductive reasoning to generate insights. Throughout this thesis, our empirical contributions
span a variety of methods and study designs, as outlined below.
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Controlled Studies:

Many of our investigations required controlled environments to ensure reliable operational-
ization of variables. For example, in [Exp1, Aut1, Aut3], we relied on established standardized
tasks from the literature. Speci�cally, in [Aut1], we employed the Columbia Card Task (CCT)
to measure risk-taking behavior, a widely used instrument in psychology. In [Aut3], we
utilized a Discourse Completion Task (DCT) to analyze how augmentation in�uences verbal
articulation in face-to-face conversations. Similarly, in [Exp1], we applied a Mirror Drawing
Task (MDT) to assess motor skills under augmented conditions.

For studies focusing on sensory perception, we adapted psychometric methods to suit the
needs of our experiments. For instance, we employed adjusted versions of well-known
approaches like the two-alternative forced-choice and staircase methods in [Exp4, Exp5] to
obtain measurements of sensory thresholds and perceptual experiences.

Field Studies:

In [Exp3], we conducted a �eld study to explore how VR developer trainees design and
develop human augmentation technologies over the course of a semester-long program. By
analyzing the outcomes and interviewing a subset of participants, we gained insights into
their design processes, challenges, and overall experiences.

Physiological Measurements:

Several of our studies incorporated physiological data to understand human responses to
augmentation technologies better. In [Exp4, Aut1, Aut2], we used EEG measurements to
capture physiological responses to speci�c stimuli. These measurements provided objective
markers of cognitive and sensory processes. In detail in [Aut1], we performed an Event-
Related Potential (ERP) analysis and studied speci�cally the P300 component in the central
area of the head, while in [Aut2] we performed a spectral analysis across the alpha and beta
bands. In [Exp4] we again performed an ERP analysis but focused on mismatch negativity in
the N3 component.

Data Modelling:

To derive nuanced insights from empirical data, we employed data modeling across multiple
studies. In [Het2, Exp1, Exp5, Aut1, Aut4], we applied tailored models to �t the data and
analyze underlying phenomena. For instance, in [Aut1], we used a Bayesianmodel to account
for censored data in the CCT analysis. In [Exp1], we �tted a logarithmic decay model to
examine the learning e�ects of Electrical Muscle Stimulation (EMS). Structural equation
modeling was employed in [Het2, Aut4] to validate scales and subscales in the developed
questionnaires. Additionally, in [Exp5], psychometric models were applied to analyze tactile
sensitivity and detection thresholds.
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Interviews:

Qualitative methods played a central role in several of our investigations, allowing us to un-
cover insights that would have been di�cult to quantify. In [Het1, Exp3, Aut3], we conducted
interviews to explore underlying factors in�uencing human experiences with augmenta-
tion technologies. Through thematic analysis and coding, we identi�ed recurring themes,
motivations, and challenges, providing a richer understanding of the human aspects of
augmentation [30].

1.1.2 Artifact Contributions

To make the experience of human augmentation more tangible, we developed several proto-
types that allowed individuals to experience augmentation rather than merely imagine it.
These prototypes played a crucial role in demonstrating sensory augmentation and enhancing
user understanding of the possibilities and limitations of augmentation technologies.

Prototypes:

In [Aut3], [Exp2] and [Exp8], we created prototypes that augment participants sensorily,
enabling them to experience augmentation e�ects directly. This approach was particularly
signi�cant in Part IV, where we focused on creating richer and more immersive VR aug-
mentation experiences [Exp5, Exp6, Exp7]. To achieve this, we designed and implemented
custom components, such as specialized mounts [Exp5] and end-e�ectors [Exp6], tailored
to speci�c experimental setups. These hardware solutions facilitated the exploration of
novel sensory interactions, including haptic feedback, material properties, and temperature
simulation, advancing the practical development of augmentation systems. Furthermore, in
[Exp3], we explore multiple prototypes of human augmentations in VR.

Multi-system integration:

We implementedmulti-system integrations in several studies to achieve real-time interactivity
and functionality. For instance, in [Exp1], we integrated the Falcon delta robot with the Unity
Game Engine and the Let Your Body Move toolkit from [31], enabling seamless real-time
interactions, [Aut3] required to integrate the Meta Quest Pro headset with the Microso�
Azure and OpenAI APIs. Similarly, the setups described in [Exp4, Exp5, Exp6, Exp7] required
integrating the Unity Engine with additional hardware, such as the Kinova serial robot, the
Ultrahaptics mid-air ultrasonic haptic system, and the Leap Motion hand-tracking system.
These integrations allowed us to explore complex interactions, combining robotic systems,
mid-air haptics, and real-time hand tracking to deliver richer, more immersive augmentation
experiences.
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1.1.3 Methodological Contributions

Throughout our exploration of human augmentation, we frequently encountered gaps in
the availability of appropriate tools and methods to address our research questions. To
overcome these challenges, we developed two standardized questionnaires and two tools to
support prototyping e�orts, contributing to the advancement of methods in HCI and human
augmentation.

Scale Development:

HCI, and particularly human augmentation, remain emerging �elds where tools andmethod-
ologies have o�en been borrowed from other disciplines. Recently, there has been a growing
trend toward developing domain-speci�c tools tailored to the unique needs of HCI research.
In alignment with this shi�, we contributed to human augmentation methodology by devel-
oping two standardized questionnaires:

• In [Het2], we introduced a questionnaire to measure societal attitudes toward users of
augmentation technologies, enabling a systematic understanding of public perceptions
across diverse contexts.

• In [Aut4], wedeveloped aquestionnaire designed tomeasure expectations of technology
use prior to interaction, �lling a methodological gap in assessing user preconceptions
and biases.

Tools:

To facilitate the prototyping of human augmentation systems, we developed two tools that
streamline and enhance research work�ows: In [Exp7], we contributed Cobity, a plug-and-
play plugin for the Unity3D game engine. This tool enables researchers to quickly prototype
VR experiences involving Kinova Cobots. As of today, Cobity has been successfully utilized
in studies such as [Exp5, Exp6]. In [Exp8], we developed a prototype capable of rendering
tactile sensations on the user’s back, which we showcased through an emotion-rendering use
case. This tool has since been used in additional studies, including [8, 14].

1.1.4 Survey Contributions

In [Aut2], we systematically examine studies at the intersection of augmentation and agency,
identify critical research gaps, and propose methods for measuring agency in the context of
cognitive augmentation. This survey supports the development of more robust frameworks
for understanding and evaluating agency in human augmentation.
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1.2 Research Context

This thesis is based on research conducted at the Chair for Human-Centered Ubiquitous
Media and the Media Informatics Group at LMUMunich over a period of approximately �ve
years. My primary supervisor was Prof. Albrecht Schmidt, head of the research group. During
this time, I collaborated with researchers and project partners across multiple institutions,
engaging in studies, co-organizing events, and co-authoring papers.

1.2.1 HIVE-Lab

From the beginning of my PhD until the end of 2021, the HIVE-Lab was my primary source
of funding and support. Within this context, I developed many of the VR and Haptics papers
presented in this thesis. The HIVE-Lab research network established two complementary
“Living Labs” in Düsseldorf and Munich to facilitate applied research and innovation. These
labs supported research and development projects through technical expertise, such as
selecting appropriate algorithms, while enabling the evaluation of technical innovations in
both real and simulated everyday environments.

In addition to technical support, the HIVE-Lab created a publicly accessible knowledge
base to promote the transfer of scienti�c know-how to economic and social domains. This
knowledge base was disseminated through public events and open-access publications. The
lab also o�ered design, ethical, and social consulting services to its research, economic, and
societal partners.

1.2.2 AMPLIFY

Following my involvement with the HIVE-Lab, I joined the AMPLIFY project, a program that
strongly aligns with the core themes of this dissertation and was a signi�cant motivation for
me to join the research group. AMPLIFY explores how digital technologies can augment,
amplify, and enhance human perception.

While technical sensor systems have advanced to outperform human senses in speci�c
areas, such as cameras with higher spatial and temporal resolution and broader spectral
ranges, human perception encompasses far more than mere sensory input. AMPLIFY seeks
to seamlessly integrate technologies that extend human perception and cognition without
causing information overload. These technologies aim to enrich how individuals see, hear,
and feel, ultimately shaping their experiences and cognitive processes.

This project explores such advancements on multiple levels: technical, conceptual, individ-
ual, and societal. By augmenting and amplifying human perception, AMPLIFY opens new
possibilities for human-environment interaction, with transformative potential for human
experience and understanding.
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1.3 Thesis Outline

This thesis follows a hierarchical structure organized into parts, chapters, and papers, with
papers representing the smallest unit. In most cases, one paper corresponds to a single
chapter. However, when a concept from one paper is closely related to another, two or even
three papers have been grouped into a single chapter. The thesis is divided into �ve parts
(For details on the parts II to IV see Figure 1.1).

Part I: Context provides the necessary introduction and background to understand the main
content and conclusions of the thesis. It consists of two chapters: Introduction and Related
Work. Part II: Autonomy contains three chapters. The �rst chapter, Autonomy and Beliefs,
explores decision-making and autonomy in the context of human augmentation. The second
chapter, Cognitive Autonomy, investigates cognitive augmentation during conversations and
its relationship to autonomy. The third chapter,Measuring Beliefs, introduces a standardized
questionnaire designed to measure users’ expectations of technologies prior to their use.
Part III: Heteronomy consists of two chapters. The �rst chapter,Mapping Attitudes, presents
a multi-cultural, mixed-methods study that maps attitudes toward augmented humans. The
following chapter,Measuring Attitudes, proposes a standardized approach to measure these
attitudes systematically. Part IV: Experiencing and Simulating Human Augmentation in-
cludes three chapters. The �rst chapter, To Augment vs. To Learn, examines the distinction
between learning and augmentation in the case of motor learning, speci�cally using EMS.
The second chapter, VR to Augment, explores virtual reality as a tool for augmentation and
introduces techniques to enrich VR environments within this context. The �nal chapter of
this part, Prototyping Tools, reports on two tools developed to prototype augmentations. Part
V: Ends and Means comprises three chapters. Here, the implications of the research are
discussed, alongside its limitations, future work, and conclusions.
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2
BACKGROUND AND DEFINITIONS

“I learned very early the difference between knowing the name of
something and knowing something.”

– Richard P. Feynman

+ This chapter outlines the foundational concepts underlying this thesis, focusing on clarifying
the conceptual scope of the thesis. It begins with an overview of human augmentation as a �eld
and a concept, followed by a discussion of autonomy and heteronomy, which are informed by
Kant’s philosophy and adapted to the context of human augmentation.

2.1 Human Augmentation as a Field and as a Concept

The concept of enhancinghumanpotential is not new. For centuries, humankindhas explored
methods to augment natural abilities using various techniques and technologies, such as
cognitive enhancements [32, 33] and genetic modi�cations [34]. Broadly, the practice of
improving human skills or capabilities, irrespective of the approach, is referred to as human
enhancement. When these enhancements are achieved through digital technologies, the term
human augmentation is used [35]. Which, since 1962, has been the vision initially introduced
by Engelbart [27].

The origins of humanaugmentation canbe traced to the development of assistive technologies
designed to compensate for impairments [24, 36]. For example, initial sensory augmentations
emerged to address sensory de�cits, but their adoption by non-impaired individuals led
to improved capabilities, such as enhanced hearing [37] and vision [38]. Similarly, motor
augmentation technologies, such as exoskeletons, originally intended to restore mobility,
now enable users to achieve capabilities beyond natural human limits [39].

Still, the research �eld emerging around the term human augmentation is relatively young,
and a shared understanding of its core concepts is still in �ux [35, 36]. As a result, de�nitions
of human augmentation o�en remain broad [36], making it challenging to delineate what
constitutes human augmentation and what does not. For instance, consider a lab technician
using an electron microscope. This scenario satis�es some of the cited conditions (e.g., over-
coming biological limits)—their vision is signi�cantly enhanced, and modern microscopes
employ Arti�cial Intelligence (AI) for image processing. Yet, most people would not view this
as a prototypical example of an augmented human.

Nevertheless, as research on human augmentation aspires to form a research agenda, some
consensus is emerging regarding its foundational aspects [40]. Human augmentation gener-
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ally involves a close relationship between humans and technology to achieve goals unattain-
able independently [27, 28, 41]. Importantly, the agency over the task is typically localized
within the human; the technological component is o�en conceptualized as subordinate, not
as a partner [42, 43]. In other words, technology enhances the human but does not gain
task-level agency, even when it incorporates a degree of intelligence.

This distinction is particularly relevant to this thesis, as it contrasts with alternative visions
of human-computer relationships where agency is more distributed [44]. For instance, in
Licklider [45] concept of human-computer symbiosis, both human and machine share con-
trol over a task, each complementing the other’s strengths and mitigating their respective
weaknesses. A similar perspective underlies human-computer integration, introduced by
Farooq and Grudin [25] and later re�ned by Mueller et al. [46], which builds on the idea of
symbiosis but emphasizes sensory fusion—seamless communication between humans and
computers through integrated sensors. In both cases, the technological system is not merely
a tool but an active collaborator in decision-making and execution.

Depending on the type of technology used and the function it performs (input, output, or
processing), human augmentation can be categorized into three primary types: sensory,
motor, and cognitive augmentations [35, 47]. Although Some taxonomies also include social
augmentation as an additional category [36]1. Under this framework, the distinction between
human augmentation and overlapping concepts, such as human enhancement, becomes
clearer: a genetically enhancedhuman is not an augmentedhuman,whereas a technologically
(digital technologies) enhanced human is. Extending human capabilities is used not only to
overcome impairments but also to enhance users so that they can unlock new potential for
interacting with their environment.

YDe�nition –Human augmentation: Human augmentation is the discipline that seeks
to enhance human performance and skills using near-body digital technologies that
mediate the interaction of the individual with the self or the world. Such augmentation
technologies do not assume control over the task that the augmented human performs
but instead serve as the user’s subordinate. [Het1]

Consequently, throughout this work, a user of digital technologies designed for human en-
hancement is referred to as an Augmented Human. This term encompasses individuals
augmented by any of the types of augmentations mentioned earlier (Cognitive, Motor, Sen-
sory) and depicted in Figure 2.1. These augmentation categories are further detailed as
follows:

1I adopt the taxonomy proposed by Raisamo et al. [35], which classi�es human augmentation into cognitive,
sensory, and motor categories. This framework aligns with neuroscienti�c models of brain function, as social
interactions rely on higher-order cognitive processes [48]. By categorizing social functions within cognitive
augmentation, this taxonomy remains consistent with neuroscience [49].
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Figure 2.1: A conceptual diagram of human augmentation, depicting the relationship between motor,
sensory, cognitive, and social components. The core concept contains motor, sensory, and cognitive
augmentations, while the cognitive aspect also connects to social augmentation.

2.1.1 Motor Augmentation

Motor augmentation in Human-Computer Interaction (HCI) explores the integration of
technology to modify and augment human physical actions [50]. This includes devices
such as exoskeletons [51, 52, 53], robotic manipulators [3], which provide users access to
motor capabilities beyond their biological limits or aid in recovering lost functions. Initially
developed to compensate for restricted mobility [39], motor augmentation technologies now
enable diverse forms of interaction, frommultitasking with additional robotic limbs [43] to
re�ning motor control in precision tasks by using Electrical Muscle Stimulation (EMS) in the
back of the hand [54].

Exoskeletons, for instance, have been shown to enhance physical strength and allow individ-
uals to carry heavy loads more e�ciently [55], altering the perceived weight of objects during
interaction [56]. Applications of motor augmentation span multiple domains, including,
among others, healthcare, where these systems support rehabilitation and assistance [57],
manufacturing [58], where they improve ergonomic performance [59], and creative industries,
where augmented physical capabilities enable new modes of expression and innovation.

± The Case of Electrical Muscle Stimulation in Motor Augmentation

EMS involves delivering electrical impulses through skin electrodes to stimulate muscle con-
tractions [60, 61]. EMS was designed to aid motor function recovery by mimicking the brain’s
natural signals to trigger muscle activity. EMS sends controlled electrical impulses through
electrodes on the skin, replicating the nervous system’s signals to initiatemuscle contractions.
These impulses activate motor neurons, causing the muscle �bers to contract. By adjusting
the intensity, frequency, and duration of the impulses, EMS can be tailored to strengthen
muscles, improve endurance, enhance recovery, or reduce tension. This process bypasses
the brain’s direct control, simulating voluntary muscle contractions [62]. Di�erent intensities
and frequencies have di�erent e�ects on the perceived stimulation. Moreno-Aranda and
Seireg [63] showed that high-frequency alternating current signals trigger powerful muscle
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contractions withminimal discomfort, for example, when treating paraplegic or quadriplegic
patients. In this context, EMS expanded to rehabilitation and medical settings [64] or support
�tness training [65]. In rehabilitation, EMS helps prevent muscle atrophy and promotes
muscle re-education, while athletes use it to enhance strength and endurance [66]. Recently,
EMS has gained signi�cant traction inHCI research to provide feedback and steer the physical
movements of users [31].

This case is explored in detail in Section chapter 8 in the context of motor learning.

2.1.2 Sensory Augmentation

Sensory augmentation in HCI explores how technologies can modify, extend, or substitute
sensory input, enabling new ways of perceiving and interacting with the world. These inno-
vations include devices that enhance existing senses, such as integrating thermal imaging
into vision and those that provide sensory substitution, such as translating auditory infor-
mation into tactile feedback for individuals with hearing impairments. In line with early
developments in this domain o�en focused on compensating for sensory de�cits, as seen in
systems designed to restore hearing [37] or vision [38].

More recent advancements aim to expand sensory experiences for broader applications. For
instance, Abdelrahman et al. [67] demonstrated how augmented reality headsets combined
with thermal cameras could enable users to perceive the infrared spectrum naturally, a
capability particularly bene�cial for safety-critical tasks like �re�ghting in high-temperature
environments [22]. Similarly, augmented sensory systems provide real-time information
about the surrounding environment through visual overlays or vibrotactile cues, enhancing
situational awareness and decision-making, for example, by providing augmented informa-
tion about the surroundings [8, 68]. By altering how sensory information is acquired and
interpreted, these technologies rede�ne the scope of human perception in both everyday
and specialized contexts.

± The Case of Emotions in Sensory Augmentation

Emotions, a multifaceted form of information, have garnered attention in HCI and human
augmentation [69, 70] due to their relevance in various applications, including online com-
munication [71, 72, 73], storytelling [74], and supporting neurodivergent individuals [75].

Communicating emotions through vibrotactile encoding as a form of sensory augmentation
presents unique challenges because emotions are not a uniform category of information [76].
Their psychophysiological e�ects vary signi�cantly [77] and depend on factors such as the
body location of the stimulation [78]. Researchers have explored di�erent encoding ap-
proaches, targeting areas like the wrist [79], forearm [80], hands [81, 82], and back [78, 83, 84,
85]. Commonmethods for designing these patterns involve combining vibrotactile dimen-
sions and gathering user ratings for valence and arousal [79, 83, 86, 87], identifying perceived
body locations for emotions [88], mapping facial expressions to vibration intensities [82],
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or creating patterns through user input [85, 89]. However, these strategies o�en rely on
analogies to vision or are tailored to individual users, limiting their generalizability.

In Chapter chapter 11, I explore the use of a vibrotactile vest to encode emotional information
through stimulation applied to the back.

2.1.3 Cognitive Augmentation

Cognitive augmentation explores the use of digital technologies to enhance, extend, or
complement human mental processes. Building on early research into tools for memory, rea-
soning, and problem-solving [16], the �eld now spans diverse applications, including support
for attention [90], decision-making [Aut1, 12, 16], and creative work�ows. Advances in AI have
led to systems o�ering dynamic [91] and context-aware assistance [Aut3], transforming how
people engage with information and carry out cognitive tasks. Examples include memory
aids like SenseCam [92], which externalizes episodic memory for individuals with amnesia,
and wearable interfaces such as AlterEgo [93], enabling silent, seamless communication and
information retrieval. These innovations demonstrate the deepening integration of technol-
ogy into human cognition. Devices such as life-logging systems extend human memory by
preserving experiences with greater detail and longevity than natural memory capacities [94,
95, 96, 97].

± The Case of Conversations in Cognitive Augmentation

Enhanced conversation exempli�es cognitive augmentation, as it demands the ability to
perceive, process, and articulate information under time-critical conditions. I explore these
dynamics further in Chapter chapter 4. Building on this foundation, research has explored
how technology can integrate with in-person interactions to enhance communication. For
instance, Zisk and Dalton [98] introduced the concept of "dual-purpose speech," where con-
versational context informs system interactions. This approach enables the system to capture
and adapt to speech contexts that are not directly addressed to it, enriching its functionality.
Contextual information has also been leveraged to support users in diverse ways. Kane and
Morris [99] used object context to suggest relevant words for individuals with Amyotrophic
Lateral Sclerosis (ALS), while Vargas, Dai, and Mo�att [100] developed context-speci�c sug-
gestions for users with Autism Spectrum Disorder (ASD) using images.

Another important focus of research examines how di�erent modalities of information
delivery in�uence technology-assisted conversations. Ofek, Iqbal, and Strauss [101] and
Cai et al. [91] investigated visual and auditory modalities, revealing that users o�en prefer
concise visual information delivered during conversational pauses. However, preferences
for auditory feedback show considerable variability across individuals [91, 101].
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Figure 2.2: Layers of Influences in Human Augmentation: The relationship between external influ-
ences, personal goals, and the autonomy of an augmented human, while also acknowledging the
presence of heteronomy as external dependencies.

2.2 The Human as Subject of Study Within Human Augmentation
Research

Examples such as the societal rejection of Google Glass [102], user hesitance toward cochlear
implants [103], and the unintended over-reliance on ABS technology [104], which increased
accidents [105], illustrate the consequences of overlooking societal and fundamental human
factors during technology development and deployment.

Human augmentation poses a distinct challenge. Unlike tools that can be set aside, many
future applications—such as implants—will become integral to how individuals perceive and
interact with the world [Het1, 35]. These technologies will not merely supplement human
abilities but rede�ne them [41], raising fundamental questions about autonomy, a concept
central to Kantian philosophy. Kant distinguishes autonomy from heteronomy, emphasizing
self-governance as essential to moral agency. This perspective highlights the need to ensure
that augmentation technologies support, rather than undermine, an individual’s capacity for
self-directed decision-making.

To navigate this challenge, I propose centering human autonomy as the guiding principle for
human augmentation research. This involves designing technologies that expand human
capabilities while ensuring users retain agency over their decisions. In cases where auton-
omy is inherently limited, these limitations must be explicitly acknowledged and carefully
managed.In the following, I describe the concepts of Autonomy, Heteronomy, and related
subconcepts addressed in this thesis:
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2.2.1 Autonomy

The concept of autonomy has been a focal point in philosophy, political theory, and, more
recently, HCI. Rooted in the Greek autos (self) and nomos (law), autonomy initially denoted
self-governance within a political framework [106]. Kant’s moral philosophy later rede�ned
autonomy as the capacity for rational self-determination [107], emphasizing the role of reason
in prescribing laws to oneself [106, 108]. This understanding positions autonomy not merely
as independence but as an engagement with rationality and moral self-regulation within a
socio-material context, where designers, alongside other societal actors, shape the conditions
under which autonomy is exercised [108]. Such philosophical origins resonate strongly in
HCI, where the notion of autonomy is o�en reinterpreted through the lens of user experience,
decision-making, and control in human-technology interactions [109].

In HCI, autonomy frequently intersects with concepts of agency, where users act in ac-
cordance with their goals and values, supported—or constrained—by technological design
[109]. The distinction between autonomy (self-governance) and agency (self-causation) is
o�en blurred, as technologies increasingly mediate human action at multiple levels. For
instance, frameworks such as Self-Determination Theory [110, 111] emphasize autonomy as
a dynamic interplay between individual identity and social context [110]. Similarly, work
on Human-Computer Integration highlights the tight coupling of user and technology [46],
raising questions about how such integration impacts autonomy at various timescales, from
immediate interactions to long-term identity formation.

Y De�nition – Autonomy: Autonomy is the capacity of an individual to self-govern by
making decisions and acting in alignment with their goals, values, and rationality. It
involves the ability to evaluate options and exercise control over actions.

Desicion Making

Decision-making emerges as a critical dimension in understanding autonomy within HCI, as
it re�ects the capacity of individuals to act in alignment with their goals. Technologies can ei-
ther enhance or undermine this capacity by in�uencing how users evaluate options, navigate
constraints, and exercise control over their actions. For instance, design choices that obscure
critical information or overly automate tasks may erode decision-making autonomy [112],
while transparent and adaptive systems can empower users to make informed choices [113].
Exploring autonomy through the lens of decision-making thus provides a pathway to under-
standing the broader implications of human-technology interactions, particularly in how
they shape users’ ability to govern their lives and achieve meaningful outcomes.

Augmentation Technologies, in particular, mediate how individuals engage with their sur-
roundings [35, 114]. By altering the user’s perception of their environment and its a�ordances,
augmentation technologies can lead to unexpected behavior or heightened risk-taking [115].
For instance, Low and Chan [116] demonstrated that excessive reliance on SCUBA-diving
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systems—a widely used form of augmentation—increases the likelihood of risky behavior.
Similarly, Borenstein, Wagner, and Howard [117] found that individuals o�en trust exoskele-
tons in high-risk scenarios without prior system knowledge, advocating their use in contexts
for which they were not designed.

This tendency to over-rely on augmentation technologies can have serious consequences,
particularly when users misjudge the system’s operational state [118]. For example, acting as
if an exoskeleton is providing support, such as when li�ing heavy loads, without verifying its
active assistance, can lead to physical harm [119]. Consequently, the expectation of enhanced
abilities through augmentation may unintentionally increase risk-taking during decision-
making.

± The Case of Risk-Taking Decision-making involves selecting one option from a set of
alternatives [120]. This process can be driven by calculated assessments of risks and bene�ts,
or by emotional responses and intuitive judgments about the options. The former is referred
to as "cold" decision-making, while the latter is known as "hot" decision-making [121]. Risk-
taking, in particular, is the act of choosing an uncertain course of action [122]. Prior research
suggests that individuals who engage in risky behavior o�en do so because they perceive
the potential bene�ts of an action to outweigh its possible consequences [123]. However,
risk-taking is not always rational, as it is in�uenced by cognitive biases tied to personality
traits, age [124], group-speci�c tendencies [125, 126], and self-assessments such as perceived
skill levels, which are associated with higher risk-taking [127].

Patterns of decision-making under uncertainty can be e�ectively studied using behavioral
tasks in laboratory settings [121]. Commonly employed tasks include the Iowa Gambling
Task [128], the Balloon Analogue Risk Task [129], and the Columbia Card Task (CCT), which
has both "cold" and "hot" variants [130]. Although these tasks are abstract in nature, they
demonstrate strong external validity [121].

These tasks also exhibit internal validity, particularly in their ability to measure physiological
correlates such as electro-dermal activity, heart rate, functional near-infrared spectroscopy
(fNIRS), and EEG responses. For example, Holper and Murphy [131] found that participants
displayed increased electro-dermal activity and fNIRS responses, along with a decreased
heart rate, during the hot version of the CCT compared to the cold version. They proposed
that electro-dermal activity and fNIRS together provide an e�ective means of studying hemo-
dynamic and a�ective responses.

In Chapter chapter 3, we implement and adapt the hot version of the CCT to assess a�ective
risk-taking and analyze event-related potentials recorded in the EEG when participants
believed that they were cognitively augmented.

± The Case of Sense of Agency in Cognitive Augmentation

The sense of agency refers to the experience of controlling one’s actions and their con-
sequences [132, 133], enabling individuals to recognize themselves as the agents of their
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behavior [134].

Both HCI and cognitive neuroscience seek to understand how people experience agency [109,
133]. To this end, various measures of agency have been developed. Direct measures typically
involve explicit self-report questionnaires, such as the Sense of Agency Scale [135], where
participants rate their subjective sense of agency using Likert scales. In addition, customized
scales are o�en employed. Indirectmeasures of agency have also been proposed; for instance,
Haggard, Clark, and Kalogeras [136] introduced the "intentional binding e�ect" as an implicit
measure. This e�ect refers to the subjective compression of time between a voluntary action
and its sensory consequence.

In neuroscience, researchers explore objective and physiological correlates of the sense of
agency. Using brain imaging techniques, distributed neural networks associated with agency
have been identi�ed [137]. Neurophysiological indicators, such as EEG data, have been found
to correlate with the sense of agency, allowing for its continuous real-timemeasurement [138,
139]. Speci�cally, Kang et al. [139] demonstrated that EEG alpha band activity, a key neural
metric for information processing [140], serves as a primary neural oscillation linked to the
sense of agency, with the anterior frontal lobe playing a crucial role in generating this sense.
Further research has shown that increased alpha and beta EEG power in the parieto-occipital
regions correlates with changes in the sense of agency during hand movements with delayed
visual feedback [141].

The beta frequency, like the alpha frequency, is particularly important for understanding
the neural basis of agency. Modulation of local population activity and changes in functional
connectivity mediated by the beta band suggests a network-level perspective on the agency.
For example, Buchholz et al. [142] found that during the belief of agency, the primary motor
cortex (M1) exhibited stronger beta-band functional connectivity with the inferior parietal
lobe and right middle temporal gyrus, suggesting a neural network that supports agency
based on varying causal beliefs.

Neurotechnologies, such as Brain-Computer Interfaces (BCIs), can intervene between a
user’s intention and action, potentially altering the sense of agency [143]. For instance,
Haselager [144] found that BCIs might disrupt the sense of agency, leading users to question
their role in actions. They concluded that raising awareness of this issue could guide the
development of solutions to mitigate its e�ects.

In chapter chapter 3, we explore how the feeling of being augmented impacted the physio-
logical markers of agency in the alpha and beta bands.

Y De�nition – Agency in Human Augmentation: Agency in human augmentation is an
individual’s sense of control and purposeful engagement with technological tools that
enhance cognitive, motor, or sensory abilities. It means actively choosing, directing,
and managing technological interventions that support personal cognitive functions like
memory and decision-making, motor functions such as walking, and sensory functions
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such as seeing, and hearing, while ensuring the person remains the primary driver of
their enhanced capabilities [109]

2.2.2 Heteronomy

In Kant’s philosophy, heteronomy refers to situationswhere actions are in�uenced by external
factors or authorities rather than being guided by a person’s own reasoning. This contrasts
with autonomy, which means acting based on one’s own rational principles [145]. Stensson
and Jansson [146] pointed out that terms like autonomy and intelligence are o�en applied
to technologies without clear scienti�c backing. They suggested revisiting Kant’s ideas on
autonomy and heteronomy to better understand how human and technological roles should
be de�ned in design contexts [147].

Kant described autonomy as the ability to reason and act independently, without being
persuaded by external pressures or personal biases2. He described it as “the principle of
autonomy of the will, in contrast with every other which I accordingly reckon as heteronomy” [148].
Autonomy focuses on the rights and self-imposed responsibilities of someone capable of
self-directed action, while heteronomy involves being in�uenced by external rules, prior
knowledge, or cognitive biases [146].

In HCI, heteronomy can be seen as the external factors that shape how users make decisions.
Augmentation technologies might include social norms, bystander opinions, privacy con-
cerns, or other outside in�uences. These factorsmight cause users to act di�erently than they
would if they were fully autonomous—making decisions entirely free of external constraints
or the e�ects of the augmentation itself, coherently to how human augmentation is de�ned
and understood in this work.

Y De�nition – Heteronomy: Heteronomy, in the context of HCI, refers to the in�uence
of external factors—such as social norms, authority, prior knowledge, or biases—on a
user’s decision-making or behavior. It exists on a continuum, with autonomy at one end,
representing self-directed actions guided by rational principles, and heteronomy at the
other, where external pressures or constraints dominate. In augmentation technolo-
gies, heteronomy can involve in�uences like privacy concerns, societal expectations, or
bystander attitudes that shape how users interact and make decisions.

Society’s Influence on Emerging Technologies

An individual, as part of society, might be in�uenced by societal beliefs, concerns, and
biases, making the generalized attitudes of society play a role as a heteronomous factor in
the individual’s autonomy/ Society’s perception of technology has the power to shape its
trajectory. Negative perceptions can inhibit widespread acceptance and adoption, and the

2This idea is rooted in his Categorical Imperative, a key concept in his moral philosophy.
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fear of social stigma can prevent early adopters from embracing new technologies [20]. This
can result in a vicious cycle in which the lack of early adopters leads to additional negative
perceptions of a speci�c technology, which in turn discourages potential adopters [149].
This is a critical challenge for emerging technologies, as preconceived biases can cloud the
objective evaluation of their advantages and disadvantages, thereby limiting their potential
for positive impact [150]. Emerging technologies such as AI [151], Robotics [152], and Human
Augmentation [68], are particularly susceptible to this issue partly due to their extensive
coverage in science �ction literature, movies, the news, and social media [153] as well as
because of their closeness to or their resemblance of the human body [154]. These negative
attitudes can be attributed to social validation, perceived aesthetics, intrinsic motivation,
and technology-related stigma [155]. Collectively, these factors in�uence an individual’s
perception in terms of social acceptability and, ultimately, their willingness to adopt a new
technology. To illustrate this, users o�en refuse to accept assistive technologies [156], even
though many such tools have been shown to e�ectively compensate for users’ hearing [157],
sight [158], and movement [159] impairments. Since technology acceptability has been
recognized as a key concern in HCI [149], various instruments for measuring public opinion
on technological innovations have been developed. For instance, measurement scales based
on the technology acceptance model [160], The WEAR scale [161], and, more recently, the
creepy technology scale [162], amongst others. Note that these scales o�en focus on the
technology itself and not on the person using it, thus may not apply to cases of human-
computer integration, where the lines between technology and the user blur. As users are
increasingly likely to experience augmented humans in their everyday lives, it is increasingly
important for HCI to investigate attitudes toward augmented humans as a heteronomous
factor in augmented human psychology. To address this, I examine two key cases: the societal
attitudes towards human augmentation and how to ecologically measure social attitudes
toward performance-enhancing technologies, including human augmentation, detailed as
follows

± The Case of Society and Human Augmentation

Recent years have seen increased interest and research into the question of social acceptabil-
ity’s in�uence in shaping the evolution of technology [163, 164, 165]. Koelle, Ananthanarayan,
and Boll [19] posited that a human-machine interface is sociably acceptable if its existence or
the user’s interactions with it are congruent with the user’s self-image and external image,
or positively a�ect them. In response to these demands, we intend to identify the aspects
that in�uence the perception of human augmentation technology users. Social psychology,
neuroscience, and ethics research have identi�ed a core group of dimensions relevant to the
assessment of and experience with human enhancement (Enhancing humans in a broader
sense, not necessarily using digital technologies), and these are repeatedly featured in re-
search. For example, Fitz et al. [166] reported that safety, pressure, fairness, and authenticity
are the dimensions that modulate public attitudes toward human enhancement. In detail,
they described safety as the analysis of risk and bene�ts of cognitive enhancement for the
individual (this dimension is also addressed by Scheske et al. [167]). The pressure dimension
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is de�ned as the social pressure to have augmentations (similarly de�ned by Dubjevic et
al. [168]). The fairness dimension is reported instead as the sentiment of distributed justice,
balance, and feelings of cheating [169]. Finally, the authenticity dimension was expressed as
the impact of the enhancement on the individual’s character and worthiness of achievement
[170]. In addition, Conrad et al. [171] demonstrated that people are more open to others
using enhancements than using them themselves. Though these dimensions are consistently
reported in the human enhancement �eld, it is not clear if they are transferable to human
augmentation technologies. Therefore, an understanding of how people assess augmented
humans from the HCI perspective is required. We aim to �ll this gap by conducting the �rst
study on the perception of augmented humans across a diverse sample.

Moreover, how the enhancements are communicated to the public in�uences the attitudes
toward human enhancement. Evidence shows that the terminology used in the discourse
about human enhancement impacts the acceptance and attitudes of these technologies [171].
As an illustration, using the word "fuel" instead of "steroids" evokes less negative attitudes.
Therefore, how augmentations are articulated can impact society’s attitudes toward AHs. To
take this aspect into account, we have worded both our survey and our interview protocol as
neutrally as possible.

Recent work in HCI reported that the level of integration of augmentation in the body plays
a role in its acceptance. Speci�cally, Rousi et al. [172] studied cognitive enhancement from
the body’s perspective; they refer to these levels of integration as Endo (in-body), Exo (wear-
able/embodied), andExternal (environment). Rousi et al.’swork addressed emotional attitudes
toward human augmentation technologies, wearable devices, smart clothing, smart glasses,
and what the authors refer to as cognitive enhancement games. For example, they found
that people are less willing to use a brain or eye implant than smart glasses or smart textiles,
suggesting that the integration level impacts augmentation acceptance.

While prior research has explored public opinions on enhancements, detailed insights into
attitudes toward technology-enhanced humans (augmented humans) remain limited. This
work addresses this gap through a mixed-method approach, examining the factors shaping
attitudes toward augmented humans and the perception of di�erent types of augmentations
through these factors.

In Chapter chapter 6, we analyze societal attitudes toward augmented humans, identifying
key factors that in�uence judgments about users of human augmentation technologies.

± The Case of Measuring Social Attitudes Towards Performance-Enhancing Technologies

Psychology and medicine have extensively studied attitudes toward performance-enhancing
technologies that do not rely on digital computation, such as pharmaceuticals, prosthetics,
and biochemical interventions, and found that these attitudes vary signi�cantly depending on
the context [173]. For instance, the use of performance-enhancing drugs in sports has been a
source of disagreement for many years. It has been reported that society, at di�erent layers,
has markedly di�erent attitudes towards enhancing supplements, depending on their social
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a�liations to speci�c groups [174]. Dijkstra and Schuij� [175] found a widespread attitude of
mild disapproval to strong disapproval of using enhancement technologies for applications
other than medical treatment. Moreover, their �ndings suggest that the acceptability of
enhancement use is dependent on the motivation behind it, with socially motivated enhance-
ments being perceived more positively than those used for personal gain. The debate around
doping in sports has greatly contributed to the search for strategies and tools to measure
the attitudes toward performance-enhancing technologies and create an understanding of
their impact, re�ected in the creation of tools like the Performance Enhancement Attitudes
Scale (PEAS) [176]. Yet a big part of the e�orts to measure attitudes towards performance en-
hancement from the medical, psychological, and sport science domains have been directed
towards predicting doping behavior by connecting the attitudes and the chances that it can
be correlated to the doping behavior intention and use [177].

Attitudes toward digital technology enhancements present distinct challenges compared
to non-digital enhancements. For instance, while the use of anabolic steroids is widely
regarded as punishable behavior [176], technologies such as exoskeletons are o�en framed
as necessary in speci�c contexts [178]. More complex scenarios arise when advancements
challenge conventional norms, such as cases where amputee athletes outperform their non-
amputee peers [179]. These examples highlight the nuanced and evolving perspectives on
human augmentation technologies, underscoring the need for robust tools to systematically
assess attitudes toward these innovations.

In Chapter chapter 7, we introduce and validate a standardized scale designed to ecologically
measure attitudes toward performance-enhancing technologies.

2.3 Moving Towards Digital Human-Centered Augmentations

In human augmentation practice, research, deployment, and use, multiple stakeholders
are involved, including designers, companies, society, bystanders, and users. Consequently,
a�er addressing Chignell, Hancock, and Takeshita [21]’s question of ’who’ is the subject
of research, it becomes essential to ask ’whose’ values shape the development of human
augmentation technologies. Recognizing humans as central to this �eld introduces additional
complexity: should these technologies primarily serve individual users or broader societal
needs? Although many augmentation systems aim to integrate seamlessly into individuals’
lives, their design can be in�uenced by biases that emphasize technological features at
the expense of human needs. These biases risk distorting decision-making, compromising
autonomy, and neglecting cultural context, which may lead to unintended consequences for
those who rely on these systems.

This tension highlights the need for a foundational premise to guide the development of
human-centered augmentation technologies. I argue that these systems must prioritize
individual autonomy while remaining sensitive to external in�uences, such as societal and
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cultural contexts. This dual focus ensures that technologies empower users without imposing
values that undermine their agency. The guiding principle can be articulated as follows:

® "Digital Human-centered augmentation technologies must prioritize individual autonomy
while recognizing the broader societal and cultural in�uences shaping decision-making." ¯

This principle rests on two interconnected pillars: Individual Autonomy: Technologies must
enhance users’ capacity to make decisions aligned with their own values, free from coercion
or undue external in�uence. Heteronomy Awareness: Technologies must account for societal,
cultural, and contextual factors in�uencing decisions, ensuring these external in�uences sup-
port rather than undermine individual agency. Autonomy serves as a cornerstone for ethical
technology design, drawing on frameworks such as Kantian autonomy and self-determination
theory. By respecting autonomy, technologies empower users to make decisions grounded in
their own goals, values, and contexts. For instance, an augmentation designed for healthcare
should enable patients to choose enhancements that align with their personal needs and
beliefs rather than impose a predetermined path.

However, decision-making under augmentation is rarely isolated from external in�uences.
Societal norms, cultural principles, and even inherent biases in system design o�en shape
choices. Researchers must also recognize that users bring their own biases to interactions
with these technologies, which can in�uence outcomes in ways that are complex and di�cult
to predict. The interplay between these factors must be studied to ensure that technologies
do not inadvertently constrain or distort user decisions.

Bringing the Kantian conceptualization of Autonomy and Heteronomy to human-centered
human augmentation research provides a clear optimization criterion: augmented human
autonomy. This framework places user autonomy at the core while also highlighting external
factors that may in�uence an augmented human’s decision-making. Augmentation tech-
nologies function like lenses—they can sharpen, distort, or reveal di�erent aspects of reality.
This thesis explores what happens when we adopt these new lenses and how to ensure they
enhance user goals (autonomy) rather than impose external in�uences beyond the user’s
control (heteronomy).
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3
DESICION-MAKING, BELIEFS, AND AGENCY

“In order to design a future of positive change, we must first
become expert at changing our minds.”

– Jacque Fresco.

This chapter is based on the following publications:

[ The Placebo E�ect of Human Augmentation: Anticipating Cognitive Augmentation
Increases Risk-Taking Behavior - Steeven Villa, Thomas Kosch, Felix Grelka, Albrecht
Schmidt, Robin Welsch - In Computers in Human Behavior, Volume 146, September 2023,
Elsevier.

[WhoseMind is itAnyway? ASystematicReviewandExplorationonAgency inCogni-
tive Augmentation - Steeven Villa, Lisa Barth, Francesco Chiossi, RobinWelsch, Thomas
Kosch - Computers in Human Behavior: Arti�cial Humans (UR), Elsevier.

+ I propose autonomy as the primary driver for human-centered human augmentations,
understanding autonomy as the capacity of the individual to make decisions and act aligned
with their goals (see de�nition in the previous chapter). A central part of autonomy is decision-
making. thus, in this chapter, we investigate decision-making processes, speci�cally in the
context of risk-taking and the subjective experience of being augmented. A central focus is
placed on understanding how the belief in augmentation in�uences decisions, particularly
those involving risk. To explore this, we employ the Columbia Card Task (CCT), a standardized
operationalization of risk-taking, and complement it with EEG data collection to capture neural
correlates of decision-making. Furthermore, we extend this investigation to the concept of
cognitive agency. We describe how EEG data can be leveraged to measure cognitive agency
within the same experimental framework. This approach is grounded in a review of relevant
literature, which serves to establish the theoretical foundation and methodological validity of
our measurements.

Decision-Making and Beliefs

We operationalized risk-taking through the Columbia Card Task (CCT), the participants were
given a revised version of the Hot CCT (which measures a�ective, emotion-driven decision-
making) two times, one per condition. In the augmentation condition, participants were told
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to be supported by a cognitive augmentation. In the no-augmentation condition, participants
were told the augmentation system was turned o� and that any bene�cial e�ects did not
exist. We anticipated that being cognitively augmented a�ected the participant’s risk-taking
behavior during the CCT.

We used an EEG as a placebo augmentation technology and informed participants that the
EEG was a Brain-Computer Interface (BCI) playing an inaudible sound that was proven to
improve the ability to process information and thus perform better in the CCT. However, the
setup was identical for both conditions, the system was not functional, and no sound was
played. Note that our study was designed to assess the placebo e�ect of an augmentation
technology and that we did not focus on BCIs or the e�cacy of augmentation of cognitive
capacities per se, only on the propensity of placebo e�ects of augmentation technologies to
increase risk-taking.

We adapted one aspect of the CCT for our study. Typically, in each round of the CCT, a
participant is presented with a set of cards face down. Behind these are loss or win cards
representing the given amount the player can win or lose. For the purpose of our study,
participants were brie�y presented with the cards face-up. A�erward, the cards were put
face down again and shu�ed using an animation. Participants were led to believe by the
verbal description that the augmentation would support them in tracking the cards on the
screen. Participants did not know that win or loss cards were rendered at each draw and that
the whole game was rigged.

Note that medical research on pain-alleviating placebos has varied a large set of contextual
variables that can modulate the placebo e�ect in size. Wager and Atlas [180] provides a
taxonomy of di�erent contextual cues a�ecting placebo e�ects. These cues include the
treatment cues (e.g., the novelty of the treatment), the place (e.g., a medical lab), the social
situation (e.g., the experimenter wearing a white coat) and verbal suggestion (e.g., describing
the mechanism closely); while we have taken these contextual variables into account, our
study should resemble a user study for augmentation technologies as closely as possible.

To reiterate, we state the following research question:

RQ: Can anticipation of being augmented be induced by verbal description and can this
increase risk-taking behavior?

We investigated the following hypotheses to answer this research question:

H1: A verbal description of an augmentation technology results in an increase in perfor-
mance expectations

H2: A verbal description of an augmentation technology results in an increase in perfor-
mance judgments a�er interaction

H3: Performance expectations improvement induced by a placebo-treatment increases
risk-taking behavior.
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H4: Performance expectations induced by a placebo-treatment a�ect processing of risk-
related information.

3.1 Method

In the following, we motivate and document our methodological choices in realizing the
study.

3.1.1 Participants

We recruited participants through the university’s mailing lists and communication channels.
To prevent study participants from detecting the placebo condition (verbal description of
the augmentation system), we refrained from recruiting individuals with prior knowledge of
EEG or human augmentation systems. We recruited a total of thirty participants (N = 30),
one of whom did not consent to the use of their data following the experiment, and two were
excluded due to poor data quality (no data was recorded concerning their expectancy ratings).
There were a total of twenty-seven participants (N = 27, Male = 17, Female = 10, 0 non-binary,
0 participants did not disclose or self-speci�ed a gender) with an average age of 29 years (M
= 29.13, SD = 9.51) and a reported technical competence of (M = 4.76, SD = 1.43) in a Likert
scale from 1 to 7. Participants were compensated 5 euro/30 min for their involvement.

3.1.2 Experimental design

We conducted a within-subjects lab study with four variables of interest, each with two levels.
In detail, the independent variables were: (1) Verbal description, referred to as DESCRIPTION
(The setup is augmenting participant cognitive skills is referred to as AUGMENTATION condi-
tion whereas the setup is not augmenting the participant’s cognitive skills is referred to as
NO-AUGMENTATION condition), (2) Number of loss cards (one loss card vs. three loss cards)
compared to the total number of cards referred to as LOSS CARDS, (3) Value of win cards (10
points vs. 30 points) referred to asWIN AMOUNT, and, (4) Value of loss cards (250 points vs. 750
points) referred to as LOSS AMOUNT. The order of presentation of the verbal description was
counter-balanced, while the CCT-related variables (LOSS CARDS,WIN AMOUNT,LOSS AMOUNT)
were randomized.

3.1.3 Stimulus

Verbal description:

We compared the in�uence of two verbal descriptions regarding human augmentation.
We did this by manipulating the system description (i.e., AUGMENTATION condition or NO-
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Figure 3.1: Stimulus: Verbal description; we told participants the EEG was a BCI system that modu-
lated an inaudible sound that improves their information processing and RCCT performance. In reality,
the system played no sound and was used to record data only.

AUGMENTATION condition). The participants were informed about the assigned condition
before conducting the RCCT (see Figure 3.1).

During the AUGMENTATION condition, participants were informed that the BCI was analyzing
their brain waves to emit an inaudible brain-stimulating sound to boost visual processing,
allowing the participants to recognize the win cards more precisely. A coherent explanation
of how the system works was provided to the participants. We stated that we used binaural
sounds [181], which are administered through inaudible frequencies [182], are proven to have
a positive impact on cognitive functions (e.g., mitigating Alzheimer’s symptoms [183]). In
the no-augmentation condition, participants were informed that during this condition, the
augmentation device would not be active; therefore, their performance would be determined
solely by their ability to visualize the cards shi�ing, identify the winning cards, and play the
game. This condition serves as a control condition in our experiment.

Columbia Card Task Related Variables

According to [130], the risk assessment of participants in the Columbia card task is in�uenced
by three variables: the value of win and loss cards, and the number of loss cards in the deck.
We used literature-informed values for the CCT, namely, 10 and 30 for win cards, 250 and 750
for loss cards, and 1 and 3 for the number of loss cards. The value of win cards is added to the
participant’s total round score upon �ipping a win card. In the same way, the value of loss
cards is subtracted from the participant’s total score upon �ipping a loss card. The number
of loss cards in the deck is the number of cards that can lead to a point deduction out of the
total 27 cards present in the deck.

Procedure

The participants’ assignment to the starting condition (augmentation or no-augmentation)
was counterbalanced. Participants were supplied with an explanation of the study’s design, as
well as data protection and comprehensive information. The participantswere then requested
to grant informed consent to participate in the study in accordance with the Declaration
of Helsinki and to continue with the demographics and technical competency evaluation.
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Figure 3.2: Study flow diagram: We conducted a within-subjects study. We induced a placebo ef-
fect by changing system descriptions. Participants took the Revised Hot Columbia Card Task (RCCT)
twice to measure risk-taking. Participants in the AUGMENTATION condition were told that they would
be helped by a cognitive augmentation. In the NO-AUGMENTATION condition, participants were told the
augmentation system was off and no benefits existed. Finally, we informed them about the actual
purpose of the study.

We collected the participants’ age, occupation, identity, and gender information, as well as
seven-point Likert scale ratings of their technical competence.

The researcher then described in full the notion of human augmentation, cognitive augmen-
tation, and the apparatus. Colzato et al., Møller and Pedersen, Clements-Cortés et al. [181, 182,
183] works were speci�cally cited as evidence that the outlined augmentation is functional.
However, the augmentation used in our study was a placebo. It was non-functional and did
not improve the participants’ cognitive abilities. See Figure 3.2 for an overview.

The induction of placebos adheres to a typical medical research process, see [184]. Partici-
pants received a stimulus consisting of an augmentation system that reportedly enhances
human skills and a verbal description. The system was presented as a functional EEG-based
human augmentation system that analyzes electric potentials in the brain and boosts per-
formance by playing inaudible sounds to improve cognitive skills, even though no sound is
actually created. This design integrates past studies demonstrating that the sound of musical
compositions may improve performance through placebo e�ects [185] and that EEG caps
can be utilized as a placebo [186]. The function of the augmentation device in the RCCT was
presented as enabling participants to follow the movement of the quickly shu�ing cards so
they could determine the location of the loss cards, see Figure 3.2.

The following is an excerpt of the explanation provided to the participants:

® We tune the audio to high and low frequencies that cannot be actively perceived
to minimize listener fatigue and distraction from the sounds. For this purpose,
the hearing threshold, loudness at which sounds are just heard, is measured. An
arti�cial intelligence (AI) evaluates brain activity during the experiment and dy-
namically adjusts the binaural tones accordingly. The resulting feedback cycle
ensures that the AI optimally adjusts the signal for maximum augmentation and
thus maximum performance. In this study, we now want to evaluate whether the
system enhances performance and compare this to a control condition without
cognitive augmentation by AI. ¯

A�er describing the augmentation to the participants, we questioned them on
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their comprehension of the experiment, the augmentation, and its informed
purpose (see supplementary material: https://osf.io/gex4t/?view_only=

4ed5d5ee9eab40069b908651b6d96a24 ). This included three questions: What
are the two conditions you will test in this study?, How does the augmentation work?, and,What
are the measured metrics used for?. Each item had three possible response options, but only
one was correct. All participants included in the study answered these questions correctly.

The RCCTwas explained once the experimenter checked that the individual understood these
points. Participants were informed that their remuneration would depend on their success
in each game condition. Thus, they would receive 2.50 euro at the beginning of each card
game. The worst scenario would result in 0 euros, while the best outcome would result in
10 euros. They were informed that the actual payout amount would be determined by the
number of points obtained at the completion of each condition. At the end of the experiment,
all participants were compensated with 5 euro per half hour.

The participants then played two rounds of guided instruction to familiarize themselves with
the task. The system guided them through the �rst round by displaying win and loss cards,
and the second round instructed them on how to use the rest of the interface (see Figure 3.3).
A�er the two instruction rounds, we had the participants play two practice rounds, one of
which was intentionally manipulated to demonstrate the risk of �ipping loss cards. Following
this explanation and prior to the actual experiment, we did an assessment of performance
expectations prior to the RCCT.

Participants underwent a standard auditory threshold detection task across di�erent fre-
quency bands. Thresholds were not of interest in the study but were used to strengthen
the placebo system’s narrative of the verbal description. Then, depending on the condition
(i.e., augmentation or no-augmentation), the participant either receives a pop-up stating
that the augmentation is inactive and the game begins, or they are presented with a loading
screen where they must wait two minutes until the system allegedly begins generating the
inaudible sounds to augment them. A�er this delay, a message would appear con�rming
that the augmentation is now active, and then participants would �nally be able to play the
game. Throughout each condition of the RCCT, we recorded the number of cards �ipped
and the type of cards �ipped. We simultaneously collected EEG data. The conditions were
counterbalanced to avoid order e�ects.

Then we assessed task load and game experience a�er each condition. A�er completing
both conditions, we measured participant judgments of improvement. Once participants had
completed all questionnaires, we examined the usability of the augmentation technology, and,
�nally, debriefed them on the details of the experiments. Then, we measured user judgment
of improvement and how they persisted a�er interaction. A�er debrie�ng participants we
asked participants if they consented to the use of the collected data once they were fully
informed regarding the purpose of the study. The experimenter did not know what their
decision was and their decision did not a�ect their compensation.
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Figure 3.3: RCCT interface: The interface was a deck of cards with five indicators: current round,
number of points, loss and win card values, and number of loss cards. The interface permits players
to skip and stop rounds.

3.1.4 Measures

Assessment of judgments of performance

Wemeasured user judgments of performance and how they persisted a�er interaction. For
performance expectations (judgments prior interaction) we used three questions: First, a
seven-point Likert itemwith anchors 1: Strongly disagree, and, 7 Strongly agree compared the
expected performance between both conditions: “I think I will do better in the augmentation
condition as compared to the no augmentation condition”. Then, two slider questions from
zero to 930 (the theoretically possible maximum points if the game was not rigged) asking
participants the expected number of points in each condition “How many points do you think
you will get in the no augmentation condition in the game?”, and “How many points do you think
you will get in the augmentation condition in the game?”. For judgments of improvement a�er
interaction, we asked participants to rate Table 3.1 Likert items with anchors 1: Strongly
disagree, and, 7 Strongly agree, a�er completing both conditions.

Risk-taking behavior

We applied the Columbia card task [130, 187] (hot version) to assess risk-taking behavior. In
the CCT, risk-taking is operationalized by the total number of cards �ipped in a round by the
participants under a set of factors that modulate the risk of �ipping a loss card.

There are a prede�ned number of loss cards (1 vs. 3) in the deck, each of which is equipped
with a win (10 vs. 30) and loss point (250 vs. 750). Participants are instructed to �ip as many
cards as they dare to.

To maintain the task’s credibility and prevent participants from simply �ipping every card in
the deck, seven rounds of each condition game are loss rigged, thus predetermined to result
in a loss. These rounds are selected at random. The Columbia card task has been shown to
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correlate with a�ective decision-making [121, 130], risk behavior in adolescents [188], and
other experimental measures of risk [187].

Two variants of the CCT exist (i.e., cold and hot) depending on the ability to interact with
the cards in the game. In the hot version, the player must make incremental judgments (i.e.,
turn over one card at a time) and receive feedback a�er each decision. In the cold version,
the player chooses the number of cards to turn over for the trial. We used the hot version of
the CCT for two reasons. First, it measures bias in a�ective decision-making likely relevant
for the use of augmentation under risk. Second, it could be perceived as less random as it
allows participants to choose cards individually. The location of loss cards is not known to
participants. This means that in the hot version of the CCT participants can pick cards from
arbitrary locations until they encounter a loss-card while in the cold version the algorithm
turns over cards sequentially from the beginning. To reiterate, in the cold CCT participants
choose the number of cards to turn over while in the hot version of the CCT the participant
chooses to �ip individual cards.

The verbal description stimulus (DESCRIPTION) goal is to induce the participant’s belief to be
knowledgeable of the location of loss cards, i.e. the verbal description suggested they have
an advantage in selecting the cards due to their enhanced information processing abilities.
To allow for participants to know the location of loss cards and thus have an advantage in the
game, we adapted the original CCT by showing the location of loss cards brie�y using a card
�ipping animation and then shu�ing the cards, referred in this manuscript as RCCT.

In the original CCT, the participant has no visibility of the win and loss cards, so the task
depends on the participant’s willingness to take risks based on the aforementioned factors
(i.e., number of loss cards, amount of gain, amount of loss) that are displayed in the interface.
For our narrative, however, we required a skill-based task that is subsequently executed
more e�ectively due to cognitive enhancement. In detail, we implemented two changes (see
Figure 3.4) to the CCT: Each round begins with the deck facing up (one second) so that the
player can identify thewinning and losing cards, and then the deck is �ipped over and shu�ed.
We repeated the shu�ing process �ve times. The cards are shu�ed at an extremely rapid
rate. One card could relocate from one side to the other in less than 480ms and its trajectory
was shu�ed �ve times before each round, preventing participants from determining the
actual location of the cards. The last shu�e lasted 100ms to ensure it was not possible to
follow the card location. Thereby preserving the element of risk in the actual task. As in the
original CCT the location of loss cards was pre-determined, most rounds were rigged to be
win rounds (13 of 20 rounds; 7 rigged-loss rounds). Thus, only the last or last three cards were
loss cards.

Note also that, participants had to decide whether to �ip over a card on a given location.
Therefore, the augmentation that facilitated the processing of location information was
described as giving them a relative advantage in the task. Note that implementing the same
routine in the cold CCTwould only yield an advantage to participants if they knew all locations
of loss cards. Therefore, the hot CCT is better suited for our study.
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Figure 3.4: Revised Columbia Card Task: Each round begins with the deck facing up (one second)
so the player can identify the winning and losing cards. The deck is then flipped over and shuffled
at an extremely rapid rate and relocated in less than 300ms five times before each round, preventing
participants from determining the actual location of the cards and preserving the element of risk in
the actual task.

EEG recordings

Groot and Van Strien [187] showed that feedback evaluation following risky decision-making
in the CCT was linked with feedback-related negativity (FRN) and a P300 in the EEG, where
smaller FRN di�erences were associated with greater risk-taking and, impulsivity, with a
decreased loss sensitivity, while smaller P300 di�erences were most strongly associated with
greater reward responsiveness. Therefore we operationalize the processing of risk-related
information through theFeedbackRelatedNegativity andP300 in theEEG. For the recording of
the EEG, we used an R-Net 64 channel EEGwith awireless ampli�er (LiveAmp, Brain Products,
Germany) and the corresponding recording so�ware (Brain Vision Recorder) for electrode
impedance calibration and the Brain Products LSL Streamer for signal streaming (R-Net,
Brain Products, Germany). Electrodes were electrically connected to the scalp using a saline
solution. The impedance of the electrodes was kept below 50kΩ (below the manufacturer’s
recommendations of 100kΩ). We utilized an average reference and a 500 Hz sampling rate to
record the data. We have recorded data from 32 electrodes (see Figure 8.4).

Task load

We distributed a NASA-TLX task load [189] questionnaire to compare potential variations
in task load generated by the stimulus. It is a widely used subjective assessment tool for
evaluating task load. It measures task load by assessing six dimensions: mental demand,
physical demand, temporal demand, performance, e�ort, and frustration. Participants rate
each dimension on a scale from 0 to 100, with higher scores indicating higher levels of task
load. The NASA-TLX has been extensively validated and is considered a reliable and valid
tool for measuring task load in various contexts.

3.1.5 Apparatus

We used Lab Streaming Layer (LSL) for time-series data acquisition. It was used for net-
working, time synchronization, and centralized data recording of the EEG streams and the
RCCT annotations. We based our RCCT on a web-based CCT experiment provided by The
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Experiment Factory Sochat [190] (Stanford, CA). The task was carried out using Microso�
Edge on a Windows (Windows 10 Version 21H2) desktop computer (HP Z1 G6) with an i7
(i7-10700) processor, 16GB of RAM and a screen size of 27 inches with a refresh rate of 60Hz.
Additionally, the web-based experiment was modi�ed to transmit time annotations with
the information of each button pressed (i.e., card �ip or next round) to the lab streaming
layer network and synchronize with EEG data. The participants used the mouse to select the
cards in the RCCT. They were positioned in front of the screen, which was calibrated to their
eyesight level. The distance between the participant’s forehead and the screen was roughly
75 cm (29,5 inch).

Wireless 
BrainAmp 
Amplifier

Speakers

R-Net
EEG

Revised
Columbia
Card Task

Figure 3.5: Microsoft Edge was used on a Windows (Windows 10 Version 21H2) desktop computer
(HP Z1 G6) with an i7 (i7-10700) processor, 16GB of RAM, and a 27-inch screen with a refresh rate of
60Hz to complete the task. We used an R-Net 64-channel EEG with a wireless amplifier.

3.1.6 Data analysis

EEG Data Processing

To analyze the recorded data, we used the PythonMNE library. The data was high pass �ltered
at 1Hz and low pass �ltered at 15Hz [191, 192]. The data was then re-referenced to the average
of all channels, which included the original reference electrode FCz. We applied a notch
�lter to remove the 50 Hz power-line noise. Then, we sliced the epochs into blocks of -0.3 ms
and 0.7 ms, where 0.0 ms denotes the onset of the stimulus. We use the time between -0.3 ms
and 0.0 ms as a baseline for the measured stimulus signal. We detected and rejected epochs
likely to contain noise using the Autoreject library [193]. We automatically detected the local
maximum around 300ms and 450ms to extract the P300 amplitudes for each epoch according
to previous work [187].

Bayesian Data Analysis and Inference

For this paper, we use a Bayesian approach to data analysis. We used Bayesian linear mixed
models (BLMM). The Bayesian approach has been taken up lately [194, 195, 196, 197, 198] as
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it presents several advantages to classical statistics. Kay, Nelson, and Hekler [194] explain
the advantages of Bayesian statistics in technological contexts that are also relevant to our
study. These are in particular: 1. The ability to use prior knowledge and learn from data. 2.
To inform on the size of the placebo e�ect with a given level of precision; 3. It allows for
the estimation of e�ects in small n-studies, 4. The approach enables readers to evaluate the
e�ect size, which can also be close to zero, rather than the mere e�ect existence.

This Bayesian approach to modeling the CCT is frequently used [199, 200]. Following Weller
et al. [199], we used censoring tomodel incomplete data distributions (e.g., rigged-loss trials of
the CCT). Themean and standard deviation of the data distribution are reported without these
censored trials. For a tutorial on Bayesian statistics, a description of the common work�ow
using brms, and reporting guidelines, see [201, 202, 203, 204]. Most importantly, the existence
and the non-existence of a placebo e�ect are likewise important. The Bayesian approach to
statistical inference allows us to measure the placebo e�ect and the non-existence of placebo
e�ects on the measures.

Here, we use Bayesian parameter estimation, which allows us to estimate parameter values of
e�ect sizes and quantify the uncertainty regarding these estimates based on the information
in our data and the priors applied. We used brms [204], a wrapper for the STAN-sampler [205].
For statistical inference, we used R [206] along with packages for preprocessing [207, 208,
209, 210, 211], modeling [212, 213, 214, 215, 216, 217] and post-processing [218, 219, 220, 221,
222, 223, 224, 225, 226] the data. We computed 4 Hamilton-Monte-Carlo chains with 40000
iterations each and 10% warm-up samples. Trace plots of the Markov-chain Monte-Carlo
permutations were inspected for divergent transitions. All Rubin-Gelman statistics [227] were
well below 1.1, for e�ective sampling size.

We compare possible models with approximate leave-one-out cross-validation (LOOCV) [228].
This procedure allows us to compare information criteria across models. Relatively smaller
LOOCV values indicate a better �t of the model to the data. The best model is then selected
and parameters are further analyzed. For these, pb was computed by calculating the relative
proportion of posterior samples being zero or opposite to themedian. This metric has similar
properties to the classical p-value [229, 230, 231] but quanti�es the proportion of probability
that the e�ect is zero or opposite given the data observed. Note that this is the reverse of the
classical approach to inferential statistics, where one measures the probability of the data
given the null hypothesis with respect to the test statistic. E�ects were consideredmeaningful
when there was a particularly low probability (pb <= 2.5%) of the e�ect being zero or the
opposite. In addition to the median of the parameter, we calculated the High-Density Interval
(HDI) at 95% of the posterior distribution for all parameters, which indicates the possible
range of e�ects given thedata, alongside themedianof the respective parameter. Simplemean
comparisons were done on standardized outcome variables. Therefore, all b̃ represent an
e�ect size in terms of deviations of the standard deviations from the mean (corresponding to
Cohen’s D for simple e�ects of categorical predictors with two levels). For models on factorial
designs, our analysis of the behavioral and physiological data, we calculated δt, which can
be interpreted quite similar to Cohen’s d and is based on standardizing the population-level
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e�ects on the varying-e�ects and residual variance [232, 233]. We explored the e�ect of
di�erent weakly informative priors on the data. None a�ected statistical inference. We
also provide classical tests resembling Bayesian analysis for each step of inference and
ordinal regression analysis for Likert-type questions in the supplementary material https:
//osf.io/gex4t/?view_only=4ed5d5ee9eab40069b908651b6d96a24 .

For simple mean comparisons, priors were chosen to resemble only weakly informative
priors when standardized with a prior on the standardized mean di�erence of (M = 0, SD =
1) and thus encompass positive and negative small to large e�ect sizes, dz HDI95% = [-.1.96,
1.96], centered at zero on the standardized outcome, for the intercept and the residual a
t-distributed prior (df = 3,M = 0, SD = 1) was used and we speci�ed a student-link function (ν
following a γ distribution with p = .1, b = 2) to resemble the commonly used t-test with pooled
variances.

3.2 Findings

We �rst report on the belief of participants that the system augmented them. Then, we
analyze user judgment of improvement before and a�er the stimulus. Followed by modeling
risk-taking behavior as a function of verbal description and judgment of improvement [184].
We follow this up with an analysis of feedback-related negativity in response to loss cards
[187] for the EEG signal.
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Figure 3.6: Mean expected augmentation gain in points for the RCCT with individual data points for
each subject as a function of self-reported belief in the augmentation after debriefing. Error bars
denote ±1 standard error of the mean.

3.2.1 Manipulation Check

A�er the experiment and debrie�ng participants about the deception and sham treatment,
we asked them to indicate whether they believed in the functionality augmentation system or
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suspected that they were deceived. Only one out of 27 participants (3.70%) indicated that they
did not believe in the system’s capabilities. Eleven out of 27 (40.74%) participants reported
some minor suspicion of the system’s functionality (e.g., P2: I believed that augmentation takes
place, but that it really helps was skeptical. I was aware that the di�erence was more in�uenced by
sequence, fatigue, and other factors."). Themajority of participants, 14 (51.85%), fully believed in
the augmentation technology’s e�ect. One participant did not disclose whether they believed
in the DESCRIPTION or not (3.70%).

3.2.2 Impact of Verbal Description on Performance Expectations and Judgments
of Performance (H1 & H2)
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Figure 3.7: A: Mean expected points in the RCCT with connected individual mean values. Error bars
denote ±1 standard error of the mean. B: Prior and posterior density plots. Prior samples are in beige,
and posterior samples are in green. The relative density increase from prior to posterior shows how
the data has informed the model. No posterior samples lie opposite of zero, indicating that the effect
is unlikely to be opposite, or zero.

A�er the description of the experiment, the task, and the system being used but before
interaction, we asked participants to indicate howmany points they thought they would score
with and without the augmentation on a scale ranging from 0 to 930 points. Participants
indicated that for the AUGMENTATION condition (M = 480.30, SD = 150.91), they will score
more points as compared to the NO-AUGMENTATION condition (M = 346.70, SD = 130.43). This
di�erence could be distinguished from zero , b̃std= 0.41 [ 0.29, 0.54], pb = 0%, see Figure 3.7B.
Figure 3.7A shows the mean for each condition and the substantial variation in participants.
While some estimated their gain to be small, others considered it quite substantial. Therefore,
hinting at the notion that the placebo e�ect is subject to high levels of individual variation,
which is in line with Kosch et al. [184].

To inspect whether this variation corresponds to participants’ reported judgment of improve-
ment in the AUGMENTATION condition a�er use, we plotted the di�erence in expected points,
further referred to as relative AUGMENTATION EXPECTANCY (expected points for AUGMEN-
TATION - expected points for NO-AUGMENTATION) as a function of indication of belief on
the system (manipulation check). One can see that while on average, there is no substantial
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di�erence between the full-belief group and the group of participants that reported some
doubt b̃full/doubt= -0.04 [-0.47, 0.42], pb = 56.54%, (see Figure 3.6), the variation is larger in the
group that reported some doubt; however, the di�erence in variance between groups was
not distinguishable from zero, σ̃full/doubt= 0.31 [-0.01, 0.65], pb = 3.12%. Also noteworthy is that
some participants that voiced minor doubts a�er the experiment were expecting no gain in
points through the augmentation. This is also the case for the one participant who reported
that they did not believe in the system at all a�er the experiment, see Figure 3.6.

As it could be argued that participants’ lack of familiarity with the game mechanics could
have impacted our results, we also asked participants to indicate their agreement to "I think I
will do better in the augmentation condition as compared to the no augmentation condition" on
a 7-point Likert scale with anchors 1:Strongly Disagree, and, 7: Strongly Agree. On average,
participants reported agreeing with the item withM = 4.81 (SD = 1.47). We tested this mean
against an expected value of 3 (which would indicate neither to agree or disagree with the
statement), resembling a one-sample t-test. Here, we used a normally-distributed prior on
the intercept centered at zero with a SD that was two times the standard deviation of the
observed variable again with a studentized link-function (ν following a γ distribution with p
= .1, b = 2) for the residuals. The sigma prior resembled the mean-comparison model and to
allow for more variation a t-distributed prior (df = 3,M = 0, SD = 1).. The di�erence between
the mean and the expected value of 3 was distinguishable from zero, b̃std= 1.24 [ 0.83, 1.61], pb
= 0.00% . We also asked whether they still believed this a�er interaction with the system and
experiencing the NO-AUGMENTATION condition. On average participants still believed in the
augmentation,M = 4.44, SD = 1.67, b̃std= 0.86 [ 0.46, 1.24], pb = 0%) and when comparing their
response before and a�er interaction there was no distinguishable reduction in con�dence
b̃std= -0.12 [-0.37, 0.14], pb = 17.29%. TheHDI95% was centered around zero with a maximum
e�ect of 0.37 SD on the outcome variable. Therefore, the belief of superior performance
for the AUGMENTATION condition was sustained a�er the interaction, which generated the
placebo e�ect [184].

This placebo e�ect is also exempli�ed in the post-experimental questionnaire (see Table 3.1).
We found that participants, on average, judged the augmentation system to facilitate task
completion and improve performance and cognitive abilities. This has also prompted partic-
ipants to conclude that this augmentation has potential for future development, again see
Table 3.1.

3.2.3 Influence of Performance Expectations on Risk-taking Behavior (H3)

Participants each played 40 rounds of the game. These were sampled from combinations
of 2 (1 vs. 3 LOSS CARDS) × 2 (250 vs. 750 points LOSS AMOUNT) × 2 (10 vs. 30 points WIN
AMOUNT) for each condition of DESCRIPTION. Note that the mixed model approach, we use
for analysis does not require equal distribution of trials across experimental variations. For
27 participants, this resulted in 1080 data points that indicated risk-taking as the number of
cards turned over in the RCCT. We used censoring for rigged loss rounds to model the whole
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game in line with Weller et al. [199]. Censoring takes into account that the number of cards
in loss rounds only represents a minimum but otherwise unknown estimate of the number
of cards the participant would have turned over.

Priors and Model Selection

For multilevel-data and trial-based modelling of the RCCT, we applied normally distributed
priors (M = 0, SD = 10) on all population-level e�ects, with Cholesky priors on the unstructured
(residual) correlation (η = 2), and a t-distributed prior (df = 3,M = 0, SD = 5) on the intercept,
sigma and the variance, with a normally-distributed prior on the intercept parameters (M =
20, SD = 10). Two-way interactions in our model were followed up by posterior predictive
plots, which serve a similar purpose as post-hoc comparisons in classical statistical inference.
We used e�ect-coding on categorical variables (e.g., 1, -1).

We modeled the e�ect of the stimulus using a varying intercept for every participant to
account for the repeated-measures structure of the data in the mixed model. To allow for
individual variation of e�ects in participants, we added cross-varying slopes for interaction
terms for LOSS AMOUNT, WIN AMOUNT, and LOSS CARDS for every subject. The varying
intercepts and varying slopes for each participant serve the purpose of normalization and
thus control for systematic individual di�erences in the dependent variable (e.g., individual
di�erences in loss aversion). All population-level e�ects of LOSS CARDS, LOSS AMOUNT and
WIN AMOUNT, were matched with an interaction term of DESCRIPTION and AUGMENTATION
EXPECTANCY (See supplementary material for the full model speci�cation. We compared a
null model that only estimated the intercept and the mean (LOO = 4732.99) with a model that
accounted for LOSS CARDS, loss amount and win amount with population-level e�ects and
varying-level e�ects (LOO = 4269.19) similar to Weller et al. [199] with the LOOCV information
criterion and then subsequently added main-e�ects and fully crossed interaction terms for
the DESCRIPTION (LOO = 4218.09) and AUGMENTATION EXPECTANCY (LOO = 4225.04). We
selected the most complex model with both DESCRIPTION and AUGMENTATION EXPECTANCY
as it allows us to quantify the e�ect of individual AUGMENTATIONEXPECTANCYwhile providing

Table 3.1: Items were answered on a 7-point likert scale(1 - strongly disagree; 7 - strongly agree). We
tested against an indecisive value of 3. Effects that are distinguishable from zero are marked with *.
We did not test the SUS against a hypothesized value.

Item/scale M SD b̃std HDI95% pb

The game was easy to play.* 3.93 1.86 0.47 [0.07, 0.86] 1.07%
The cognitive augmentation has made the task easier.* 3.74 1.40 0.50 [0.12, 0.88] 0.59%
The cognitive augmentation has made the task more enjoyable. 3.56 1.93 0.28 [-0.12, 0.68] 8.24%
The cognitive augmentation has made me more con�dent. 3.67 1.86 0.35 [-0.05, 0.74] 4.35%
The cognitive augmentation has made me more e�cient. 3.52 1.50 0.33 [-0.06, 0.72] 4.63%
The cognitive augmentation has improved my performance.* 4.11 1.55 0.70 [0.31, 1.09] 0.06%
The cognitive augmentation has improved my cognitive abilities.* 3.93 1.54 0.59 [0.21, 0.96] 0.20%
The cognitive augmentation in this game has a lot of potential
for future development.* 4.37 1.55 0.85 [0.45, 1.24] 0.00%

System usability scale 56.94 11.34 - - -

43



Desicion-making, Beliefs, and Agency

0

10

20

30

Augmentation No-Augmentation

A
ve

ra
ge

 n
um

be
r o

f c
ar

ds
 tu

rn
ed

 o
ve

r
A)

0

10

20

30

0 200 400 600 800
Expected points in CCT

A
ve

ra
ge

 n
um

be
r o

f c
ar

ds
 tu

rn
ed

 o
ve

r

B)

0

10

20

30

0 100 200 300 400

Relative augmenation expectancy in CCT

A
ve

ra
ge

 n
um

be
r o

f c
ar

ds
 tu

rn
ed

 o
ve

r

Augmentation

No-Augmentation

C)

-5.0 -2.5 0.0 2.5 5.0
Possible parameter values for 

placebo manipulation x relative augmenation expectancy

Posterior negative

Posterior positive

D)

Figure 3.8: A: Average number of cards turned over in the RCCT with connected individual mean
values. Error bars denote a +/-1 standard error of the mean. B: Average number of cards turned over
in the RCCT for each participant as a function of expected points in the RCCT. C: Predicted average
number of cards turned over in the RCCT by ourmodel as a relative augmentation gain (Augmentation-
No augmentation). D: Posterior density plot. The blue indicates the proportion of posterior samples
opposite to the median and thus is a visual representation of the posterior p-value. It quantifies the
proportion of probability that the effect is zero or opposite given the data observed. The smaller the
blue areas in comparison to the green areas are, the more reliable is the estimation of the effect. We
omitted to display the prior distribution as it would appear flat given the wide SD when it is, in fact,
normally distributed.

a �t indistinguishable from the more parsimonious model. For the sake of brevity, we will
analyze the posterior only for this �nal model.

Posterior Distribution Analysis

As is typically the case for the CCT, our model could show that participants considered the
number of LOSS CARDS when making their decision, b̃loss cards= 3.90 [ 3.12, 4.69], pb = 0.00%,
δ̃b= 0.78 [0.61, 0.94]. They turned over relatively fewer cards (M = 14.49, SD = 6.35) when
there were three LOSS CARDS in the deck as compared to the conditions when there was one
LOSS CARDS in the deck (M = 22.61, SD = 4.73). There was also an e�ect of LOSS AMOUNT,
b̃loss amount=0.60 [ 0.19, 1.01], pb = 0.35%, δ̃b= 0.12 [0.04, 0.20]. With more cards turned in games
with 250 points loss possibility (M = 19.28, SD = 4.83) as compared to 750 points losses (M =
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17.96, SD = 5.81). The WIN AMOUNT did not a�ect participant’s decision to turn over cards,
b̃win amount= 0.12 [-0.42, 0.64], pb = 31.53%, δ̃b= 0.02 [-0.08, 0.13]. Therefore, our data of the RCCT
is in line with other psychological studies using the CCT[199, 200].

We did not �nd any direct e�ect of the DESCRIPTION on risk-taking, b̃description= 0.42 [-0.19, 1.01]
, pb = 8.07%, δ̃b= 0.08 [-0.04, 0.20]. The HDI indicates that any di�erence between conditions is
smaller than 1 and can therefore be neglected. This lack of a substantial e�ect, was probably
due to the high level of variation in the placebo e�ect, see Figure 3.8A. However, we found
that relative AUGMENTATION EXPECTANCY (see Figure 3.8B), increased the number of cards
chosen in the AUGMENTATION condition, b̃description × augmentation expectancy= 0.72 [0.12, 1.32], pb =
1.04%, δ̃b= 0.15 [0.02, 0.26], see also Figure 3.8D. The more participants expected to gain from
the AUGMENTATION in the game, the more risks they took when expecting to be augmented,
see also Figure Figure 3.8C. The direct placebo e�ect term, as well as the interaction e�ect of
DESCRIPTION × AUGMENTATION EXPECTANCY, were not quali�ed by any interaction with the
factors LOSS AMOUNT, WIN AMOUNT, or LOSS CARDS, all e�ects centered around zero with pb
> 15.94%. The Bayesian analysis can thus show that relative AUGMENTATION EXPECTANCY is a
necessary condition for risk-taking during interaction.

3.2.4 Task Load
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Figure 3.9: A: Average TLX sum score with connected individual mean values. Error bars denote ±1
standard error of the mean. B: Prior and posterior density plots. Prior samples in beige, and poste-
rior samples in green. The relative density increase from prior to posterior shows how the data has
informed the model. Posterior samples are centered at zero, indicating that the effect is likely to be
small, or zero.

We compared the average NASA TLX Raw sum score across DESCRIPTION. There was no
signi�cant di�erence between conditions, b̃std= -0.03 [-0.09, 0.04], pb = 21.96%. Looking closely
at the posterior distribution of the mean di�erence (Figure 3.9) and taking into account
the HDI95%, it is highly unlikely that the AUGMENTATION condition produced any kind of
increased subjective workload in the TLX. TheHDI95% indicates that any di�erence would
be smaller than around 1/10 of a point on the sum-score. We can follow that the e�ect of the
DESCRIPTION on the TLX is negligible and not distinguishable from a null-e�ect. We also
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found no e�ect on any of the TLX-subscales, all pb > 5.23%.

3.2.5 Influence of Performance Expectations on Processing Risk-related Informa-
tion (H4)

Priors and Model selection

One participant had to be discarded from the dataset due to corrupted data in the recordings.
Data from 26 participants were le� for the EEG data analysis. Wemodeled the EEG separately
regarding the amplitude of the FRN and the P300.

For multilevel-data and average-based analysis of the P300 and FRN amplitudes in the EEG,
we applied normally-distributed priors (M = 0, SD = 10) on all population-level e�ects and
varying-level e�ects, and normally-distributed prior (M = 0, SD = 20) on the intercept. σ was
modeled with a t-distributed prior (df = 3,M = 0, SD = 5) and the student-link function with ν
following a γ distribution with p = .1, b = 2. Two-way interactions in our model were followed
up by posterior predictive plots, which serve a similar purpose as post-hoc comparisons in
classical statistical inference. We used e�ect-coding on categorical variables (e.g., 1, -1).

To allow for individual variation of win/loss card e�ects in subjects, we added a varying slope
for every subject. The population-level e�ects of DESCRIPTION, AUGMENTATION EXPECTANCY
and win/loss cards were fully crossed (For the full model speci�cation, see supplementary
material). As event-related EEG data is prone to outliers, we used a student link function (The
deviation of normality was due to the heavy tails of the distribution. For a histogram and a
Shapiro-Wilk test). For model selection, we compared a null model that only estimated the
intercept, varying slopes, and the mean (LOOFRN = 512.26, LOOP300 = 616.88) with a model
that accounted for win/loss cards as population-level e�ect (LOOFRN = 508.06, LOOP300 =
611.16), and then subsequently added main-e�ects and fully crossed interaction terms for
the DESCRIPTION (LOOFRN = 515.95, LOOP300 = 618.24) and AUGMENTATION EXPECTANCY
(LOOFRN = 521.53, LOOP300 = 608.11). For the FRN, the best �t was the NULL model. The
LOO information criteria, therefore, suggest that none of themodeled population-level e�ects
had any in�uence on the amplitude of the FRN. For the P300, the most complex model with
all population-level e�ects had the best �t to the data. We will thus only analyze the posterior
of this P300 model.

Posterior distribution analysis

DESCRIPTION a�ected the strength of the P300, b̃description= -0.76 [-1.38, -0.08], pb = 1.23% ,
δ̃b = −.24 [-.47, -0.02]. Participants had higher P300 amplitudes in the NO-AUGMENTATION
conditionM = -0.19, SD = 5.42 as compared to the AUGMENTATION conditionM = -0.46, SD =
5.24. We also found a distinguishable e�ect of AUGMENTATION EXPECTANCY, b̃expectancy= 1.42
[ 0.41, 2.38], pb = 0.53%, δ̃b= 0.46 [0.12, 0.82]. With every 10 points of relative AUGMENTATION
EXPECTANCY, the amplitude of the P300 increases by about 0.14. There was no distinguishable
main e�ect of win/loss cards on the P300 amplitude b̃win/loss = -1.05 [-2.13, 0.05] , pb =2.97%.
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The DESCRIPTION × win/loss trials interaction was distinguishable from zero,
b̃description × win/loss= -0.64 [-1.23, -0.01], pb = 2.31%, δ̃b= -0.21 [-0.42, 0.00], for posterior
predictive plot see Figure 3.10A. Likewise, a relative AUGMENTATION EXPECTANCY ×
win/loss trials interaction was distinguishable from zero, b̃expectancy × win/loss= 1.31 [ 0.18,
2.39], pb = 1.30%,δ̃b= 0.43 [0.05, 0.81] (see Figure 3.10B), as well as a DESCRIPTION × relative
AUGMENTATION EXPECTANCY interaction, b̃description × expectancy = -0.90 [-1.45, -0.21], pb = 0.85%,
δ̃b= -0.31 [-0.51, -0.09] (see Figure 3.11A).

Note that these two-way interactions were driven by a the three-way interaction,
b̃description × expectancy × win/loss = -0.97 [-1.48, -0.32] , pb =0.42% . To grasp themodel estimates and
the interaction e�ects, we compare the raw data to themodel predictions Figure 3.12. One can
see that the P300 only increasedwith AUGMENTATIONEXPECTANCY for theNO-AUGMENTATION
condition in loss trials; for win cards and loss cards in the NO-AUGMENTATION condition, this
correlationwas not present. We can thus follow that heightened AUGMENTATION EXPECTANCY
is associated with a decreased P300 response for loss trials.

3.3 Discussion

Our study investigated the placebo e�ect of augmentation technologies and their conse-
quences for risk-taking. We replicated prior research on placebo e�ects in technology evalu-
ation inducing expectations with a verbal description of an augmentation technology (H1)
and a�er using the sham augmentation technology, participants maintained their judgment
of improvement (H2). Consequently, using augmentation technologies results in an inherent
perception of improvement in the subject, a placebo e�ect. While we have not found a direct
e�ect of the placebo on risk-taking, our Bayesian analysis demonstrates that an expectation of
improvement is required for increased risk-taking when being told to be augmented (H3). The
P300, which typically occurs in the RCCT for loss trials [187], was lowered when anticipating
support from the augmentation compared to the NO-AUGMENTATION condition (H4).
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in the P300 amplitudes for DESCRIPTION between loss/win -trials for the AUGMENTATION condition. B:
Posterior predictive plot for the DESCRIPTION × win/loss trials interaction.
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3.3.1 Experiencing Benefits from a Sham augmentation technology

The placebo e�ect of augmentation technologies extends previous studies on placebo e�ects
that focused on improvement a�er treatment in medical research and psychology [234, 235,
236, 237, 238] but also in technology evaluation [184]. In our study, a mere expectation of
improvement changed the user’s risk-taking, and their expectation of improvement was
sustained a�er use. Particularly interesting is that, in contrast to Kosch et al. [184], not only
the joint performance with the assistance system was increased, but the users’ very own
capabilities were expected to be improved. Mapping our results onto theories of human-
computer integration [46], our study can assert that perceived human-system capabilities
may be judged in the absence of probing system functionality. In this domain of research,
our methodology of employing a placebo augmentation technology could be used to study
how human–system integration a�ects the users’ decision-making. Note, however, that for
the use of placebo for research purposes, the mechanisms [184] and contextual variables
[239] in the placebo e�ect of augmentation technologies need to be examined more closely.

3.3.2 Taking Risks with Augmentation Technologies

Augmentation technologies are mediators of interaction with the real world. Our �ndings
indicate that a belief of being augmented, in conjunction with the user’s expectations regard-
ing the augmentation technology’s performance, is su�cient to modify the user’s risk-taking
behavior. This must be examined from two standpoints. Firstly, it could be that users pose a
risk to themselves. Secondly, the user could engage in risky behavior and endanger those
around him. This may be exaggerated in situations where enhancements support in interact-
ing with environments that pose conditions that can not be met with the users’ capabilities
alone, but only when augmented, e.g., [22, 67, 117].
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Our �ndings suggest that in these situations, decision-making will be biased in favor of
riskier options that match the subjective capabilities of augmentation rather than the ob-
jective capabilities of the augmentation technology user [117]. An immediate possibility to
prevent placebo e�ects from promoting risky decision-making would be to support the user
in building appropriate mental models about the augmentation technology, e.g. by training
them to know about the constraints and limitations of the augmentation technology. A more
advanced strategy would be to support the user in an appropriate control. Here, one could
give feedback to the user that human-system capabilities are not enough to meet the user’s
expectations and therefore foster risk-averse decisions. For this, users’ expectations in a given
context could be measured verbally (i.e., by polling expectations), extracted from simulated
behavior as in the RCCT, or based on physiological sensing (e.g., comparing the amplitude
of the P300 for expected and non-expected events). These levels of information could be
integrated and presented to the user in an open-loop system. In a closed-loop system, the
level of support could be mapped onto expectations in low-risk situations to calibrate the
user’s mental model, e.g., less support by an exoskeleton when carrying an object that is not
too heavy for the user without augmentation. Overall, our study can highlight that decision-

Augmentation

No-Augmentation

loss win

0 100 200 300 400 0 100 200 300 400

-10

0

10

A
m

pl
itu

de
 o

f P
30

0

A)

0 100 200 300 400 0 100 200 300 400

-10

0

10

20

Relative augmenation expectancy in CCT

A
m

pl
itu

de
 o

f P
30

0

B)

Figure 3.12: A: Average P300 for each participant as a function of AUGMENTATION EXPECTANCY
and win/loss cards. B: Predicted P300 by our model contrasting AUGMENTATION EXPECTANCY
(Augmentation- No augmentation) and win/loss cards.

49



Desicion-making, Beliefs, and Agency

making under uncertainty needs to be taken into account when designing augmentation
technologies, irrespective of the actual human-augmentation technology capabilities.

3.3.3 P300 as a correlate of Risk Processing for Augmentation Technologies

We observed greater P300 amplitudes in the absence of augmentation than in the presence of
augmentation for loss-trials. In the context of our study, a reduction in the P300 for loss trials
when in theAUGMENTATIONcondition as compared to theNO-AUGMENTATIONcondition could
have two concurring explanations. First, Gray et al. [240] postulate that in decision-making
contexts, the P300 indexes the self-relevance of events. Concerning our study, a reduced
P300 for the AUGMENTATION condition could index that non-functional human-augmentation
technology interactions are processed as less self-relevant. Secondly, one can argue that
this was only due to a di�erence in brain-related potentials caused by perceived ambiguity
in decision-making. Previous research by Wang et al. [241] shows that the P300 amplitude
is attenuated in ambiguous situations of risk-taking and less attenuated when there is less
ambiguity concerning outcomes. In our study, the AUGMENTATION condition represents less
ambiguity as compared to the NO-AUGMENTATION condition because participants subjectively
experiencedmore control over the outcomes of their decisions, i.e., an advantage in knowing
where the loss cards are. However, looking closely at our results, the reduced P300 was only
found in loss trials and not in win trials and not only as a main e�ect. Thus, it is likely that
self-relevance, as posed by Gray et al. [240] can explain the pattern in our data. Information
about loss trials was not preferably processed as self-relevant when being augmented.

3.3.4 Effects of Augmentation Technologies on Information Processing in Aug-
mented Individuals

While previous research has suggested that Augmentation Technologies may impact self-
perception and behavior [46], empirical evidence has been lacking until now; Our results
show a notable change in P300 amplitude based on expectancy of augmentation, which
may be explained by self-relevance; this �nding raises questions about how people process
information in tasks performed with augmentation technology support. This highlights the
signi�cance of developing more e�ective augmentation technologies, given their potential
impact on decision-making, as well as the importance of further investigating decision-
making when using augmentation technologies.

3.3.5 Implications for Motor and Sensory augmentations

Expectations regarding the perception of external events are known as stimulus expectancy,
whereas expectations regarding our own involuntary reactions to events are known as re-
sponse expectancy [242]. An example of a response expectancywould be the belief that a sugar
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pill will improve response time. In contrast, a placebo that improves target detection con-
centration could be considered a stimulus anticipation. While both expectancy mechanisms
to placebo-e�ects have been studied in the medical domain, it has not yet been determined
how these mechanisms contribute to the evaluation of AI augmentation technologies.

For example, Kosch et al. [184] employed a response expectancy framing technique, informing
participants that the task would be easier to complete. However, augmentation technolo-
gies can also generate stimulus expectancy. A placebo in sensory augmentation would be
considered a stimulus expectancy, whereas a placebo in motor and cognitive augmentation
would be a response expectancy. While response expectancies are considered more stable
and robust in producing placebo e�ects, stimulus expectancies rely on the ambiguity of the
stimulus [242]. As placebo e�ects for stimulus expectancy can be modulated by stimulus
ambiguity and are typically weaker than response expectancies in terms of the placebo e�ect,
future research should investigate whether the likelihood of placebo e�ects varies between
augmentation approaches, i.e., sensory, motor, and cognitive.

3.3.6 Generalizability to other Technological Contexts

Our study has examined the contextual factors related to cognitive augmentation technologies,
which are emerging and highly anticipated technologies. Due to the limited understanding of
this technology and the external narratives surrounding it, users may develop high expecta-
tions of its capabilities [243]. Similarly, over-hyped technologies such as AI have been found
to induce placebo e�ects and a�ect user performance. Hence, it can be argued that expecta-
tions of technologies are central in the judgment of their performance, thus emphasizing the
signi�cance of user perception of the technology over its form factor (which was embodied
in our study but was desktop-based in [184]. Thus, researchers should consider controlling
for users’ expectations of the technologies under investigation to prevent potential biases in
evaluations and alterations in user behavior. This, for example, implies that models such as
the Technology Acceptance Model [244] must account for user expectations.

Currently, the placebo literature in Medicine and Psychology emphasizes the role of physical
artifacts (e.g. pills) or psychological treatments [245, 246]. However, placebo e�ects can be
found for game elements, e.g., power-ups, [247, 248], control modules in user interfaces
[249], or when being supported by AI [184]. Therefore, our study supports the hypothesis that
verbal descriptions of digital-technological artifacts can serve as a placebo.

Does the Belief of Being Augmented Also Impacts the Sense of
Agency?

We performed a systematic literature review following the guidelines from the Preferred
Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) [250]. Then, we re-
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Figure 3.13: Methodology Overview. We conducted a literature review to identify research gaps regard-
ing cognitive agency. Afterward, we conducted a user study to investigate the subjectively perceived
impact on cognitive user agency when interacting with an AI-driven assistant.

analyzed the study presented in chapter 3 to understand the impact with and without per-
ceived AI assistance [Aut1] on cognitive agency. Although previous work showed that EEG is
a validated and reliable measure for studying the sense of agency [139, 141, 251], EEG has not
yet been extensively evaluated in the context of cognitive augmentation. Thus, the analysis
investigates how EEGmetrics, such as alpha and beta band activity, could form an alternative
metric for quantifying agency in the context of interactive systems. The following sections
describe the review’s search strategy and selection process, re-analysis, and conclusions.

3.4 Search Strategy

The ACM Digital Library and IEEE Xplore electronic databases were searched for primary
HCI studies on cognitive augmentation, which also measure or consider the sense of agency.
On the ACM Digital Library, the content type “Research Articles” was selected. On IEEE
Xplore, publications were �ltered for “Journals” and “Conferences”. Records from 2003 until
2023 were considered.

To allow for the reproducibility of search results, the exact search queries can be found in the
in Table 3.2. A�er testing various keywords and combinations, we ultimately selected one spe-
ci�c search query that combined the terms “sense of agency” with “cognitive augmentation”,
“augmented cognition”, or “human augmentation”, allowing us to obtain articles that use the
established terms. Additionally, since human augmentation is not a well-de�ned term yet, we
decided also to include a more descriptive query (see Query 2 in Table 3.2) which combined:
(i) “sense of agency”, (ii) “augment*” or several synonyms, (iii) “cogniti*” or “brain”, and (iv)
“human-computer interaction”, aiming to capture all relevant HCI articles, even if they do not
mention the term “augmentation”. The “human-computer interaction” keyword was added to
�lter out records that lacked relevance to HCI research, as, without this addition, the volume
of records was not manageable within our time constraints.

Through this search process, a total 445 records were identi�ed from the ACM Digital Library
(n = 378) and IEEE Xplore (n = 67). Eight duplicate records were removed, which were caused
by utilizing the two di�erent search queries. Three records had to be removed because they
were not research articles. In total, this resulted in 434 publications to be screened.

52



Search Strategy

Table 3.2: Databases, search queries and number of identified records

Database Search query Records

ACM Digital Query 1:
Library [All: "sense of agency"] AND [[All: "cognitive augmentation"] OR [All:

"augmented cognition"] OR [All: "human augmentation"]]
10

Query 2:
[All: "sense of agency"] AND [[All: augment*] OR [All: improve*] OR [All:
extend*] OR [All: enhance*]] AND [[All: cogniti*] OR [All: brain]] AND
[All: "human-computer interaction"]

368

IEEE Xplore Query 1:
("Full Text & Metadata":"sense of agency" ) AND (("Full Text & Meta-
data":"human augmentation") OR ("Full Text & Metadata":"cognitive aug-
mentation") OR ("Full Text & Metadata":"augmented cognition"))

3

Query 2:
("Full Text & Metadata":"sense of agency") AND (("Full Text & Meta-
data":augment*) OR ("Full Text & Metadata":improve*) OR ("Full Text &
Metadata":extend*) OR ("Full Text & Metadata":enhance*)) AND (("Full
Text & Metadata":cogniti*) OR ("Full Text & Metadata":brain)) AND ("Full
Text & Metadata":"human-computer interaction)

64

445

3.4.1 Selection Criteria and Process

We checked all identi�ed publications (n = 434) against the following initial inclusion criteria:

1. Peer-reviewed, original work (excluding literature reviews)

2. Written in English

3. Sense of agency measured or considered

4. Focus on cognitive augmentation (i.e., augmentation technologies that aim to enhance
cognition)

We did not restrict the selection to a speci�c type of research method, allowing both quanti-
tative and qualitative research. In the reference management and knowledge organization
program Citavi [252], version 6.7, we imported all found records and documented the respec-
tive database and search query. Then, one author checked all publications for eligibility one
by one whilst recording the eligibility decision and reason for exclusion, where applicable.

The screening process, which is visualized in Figure 3.14, entailed three phases, Identi�cation,
Screening, and Inclusion. The �rst screening phase encompassed reading all titles and
abstracts, which excluded 326 records. If it was unclear whether a publication met all of the
inclusion criteria based on the title and the abstract, we included it in the second screening
phase.
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Figure 3.14: PRISMA flow diagram of the literature review process. Adapted from [250].

For the remaining 108 publications, we retrieved full texts and examined them in detail in
the second screening phase. The article was discarded when it became clear that at least
one of the inclusion criteria described above was not met. However, following the described
process, we found zero publications that met all initial inclusion criteria, as none of the
studies speci�cally focused on cognitive augmentation.

Consequently, we extended the inclusion criteria number four to be: “Focus on human aug-
mentation or related domains fromwhich insights on agency can potentially be transferred to
cognitive augmentation“. In a third screening phase, we again examined the 108 publications
from the previous screening phase, checking their eligibility based on the modi�ed inclusion
criteria. As a result, we included 27 works in this review (see exclusion reasons in Figure 3.14).

3.5 Results

In the following, we report the analysis of the 27 reviewed studies. We grouped them into
cognitive, motor, and sensory augmentation topics based on the framework by Raisamo
et al. [35]. Further studies that did not fall under these three categories, however, address
agency in a context related to human augmentation, are presented in the Agency in related
domains section.
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3.5.1 Agency in Motor Augmentation

Seven articles were identi�ed that examine agency related to motor augmentation [23, 253,
254, 255, 256, 257].

Kasahara, Nishida, and Lopes [23] developed a preemptive force-feedback system using
electrical muscle stimulation (EMS) to enhance reaction time while maintaining the user’s
sense of agency. In a user study (n=12) consisting of a tapping task, they found that EMS
actuation 160 ms a�er a visual target improved reaction time by 80 ms while preserving
agency. Participants felt in control even when movements were EMS-induced. A second
study (n=12) con�rmed that this preemptive action approach with optimal timing yielded
faster reaction times than participants’ own reaction times and a higher sense of agency than
traditional EMS methods, though voluntary actions still provided the highest sense of agency
[23]. Their work demonstrates that carefully timed EMS can improve reaction speed without
fully compromising agency.

Kasahara et al. [254] extended their preemptive action studies with another reaction time
experiment where participants (n=17) tapped in response to an LED �ash under three EMS
conditions. Faster reaction times were retained post-EMS removal only if trained in the
agency-EMS condition with optimal timing of preemptive action (40 ms before their natural
reaction), but not a�er the fast-EMS (syncedwith the LED) or late-EMS condition (a�er natural
reaction). This suggests that preserving agency also increases the e�ectiveness of motor
adaptation a�er EMS training.

Yet, Kasahara, Nishida, and Lopes [23] only considered scenarios of congruent situations
when an alignment between user-driven and machine-driven touch exists. Given this limita-
tion, Tajima et al. [255] expandedupon thiswork by comparing assistive-touch and adversarial-
touch in a force-feedback EMS study. They found that participants reported a higher sense
of agency for favorable outcomes (assistive-touch) as compared to unfavorable outcomes
(adversarial-touch) [255]. This suggests that the level of perceived agency is a�ected by an out-
come bias [255]. Tajima et al. [255] also created the “agency-assistance trade-o� matrix” (see
Figure 3.15), depicting design implications for haptic systems using actuators. Joint success
(i.e., user and EMS correct) preserves some sense of agency even with faster computer-driven
touch, replicating previous studies [23, 254]. Forced success (i.e., user incorrect, EMS correct)
involves corrective haptic assistance where the user involuntarily performs the correct action
due to faster computer-driven touch, which hinders agency. Forced failure (i.e., user correct,
EMS incorrect) should be prevented as it results in an incongruent as well as false outcome,
whilst also diminishing agency. Joint failure (i.e., user and EMS incorrect) results in a negative
outcome but could be useful for adversarial touch, with the system taking blame for failures
when incorrect user-driven touch was predicted.

Shahu, Wintersberger, and Michahelles [256] examined EMS acceptance in four scenarios
(motor learning, virtual reality, media player, and road safety), where one of the investigated
factors was controllability (i.e., “a user’s capacity to control a situation (sometimes referred
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Figure 3.15: Agency-assistance trade-off matrix. Adapted from [255].

to as ‘sense of agency’)” [256]). An online survey (n=113) and interviews (n=5) showed the
highest acceptance for VR-EMS and the lowest for road safety, where loss of control was a
negative factor. They recommend EMS systems maintain user control and o�er alternatives
to preserve the sense of agency.

Finally, Coyle et al. [253] studied the impact of assistance levels (none/mild/medium/high) on
agency in a machine-assisted point-and-click task with a gravity algorithm enhancing users’
mouse movement (n=27). They found the highest sense of agency in no-assistance and mild-
assistance conditions, with no signi�cant di�erence between these two levels, indicating
that computer assistance up to a certain level can still allow a high sense of agency. However,
medium and high assistance signi�cantly reduced agency, with no signi�cant di�erence
between them. These �ndings suggest that assistance can lead to a loss of agency once a
certain threshold is reached, which is relevant for human augmentation applications.

So far, most identi�ed studies onmotor augmentation have focused on EMS technology. Venot
et al. [257] investigated a multimodal BCI, examining how the timing of motor imagery tasks
a�ected performance. Their BCI integrated eye-tracking to enhance the overall sense of
agency, which participants reported via a questionnaire. However, the authors did not report
or discuss the agency results.

In summary, these motor augmentation studies emphasize that the level of assistance and
timing of the intervention are relevant factors for maintaining a sense of agency.

3.5.2 Agency in Sensory Augmentation

Research by Zolyomi and Snyder [258] relates to sensory augmentation due to its focus
on vision-enhancing technology. It is centered on understanding the social implications
of digitally enhanced vision based on a head-mounted assistive device for low vision. In
interviews (n=13) with long-term users, the authors observed that users’ desire to experiment
with the assistive technology and their perception of its value was in�uenced by users’ overall
sense of agency in life [258]. For future research on agency in cognitive augmentation, this
suggests that considering amore holistic view of agency in life, rather than just during speci�c
machine-assisted tasks, may lead to valuable insights.
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3.5.3 Agency in Related Domains

In the following, we analyze the role of agency in domains related to human augmentation,
grouped by (i) neurotechnology, (ii) human-computer integration, (iii) VR and AR, and (iv) AI
and machine learning applications.

3.5.4 Neurotechnology

Neuroscience technology is commonly used to enhance human cognitive abilities [259, 260,
261]. Therefore, studies that do not investigate neurotechnology speci�cally for human
augmentation but consider the role of agency are relevant here, as insights can likely be
transferred to the design of cognitive augmentation technologies.

A mixed-method study by Martinez et al. [262] examined the ethical concerns for neurotech-
nology in the future workplace. Participants had generally positive attitudes towards future
brain-scanning technologies, especially those boosting concentration (an example of cogni-
tive augmentation). However, interviews (n=10) revealed concerns about “trust and agency”,
particularly regarding devices that alter emotional states, which the authors suggest threaten
users’ sense of agency [262].

In the context of BCIs for stroke rehabilitation, low BCI performance can decrease
agency [263]. Hougaard et al. [263] found that fabricated input (i.e., preprogrammed positive
feedback) increased perceived agency and reduced frustration in users in (i) a surrogate BCI
based on eye blinks [263], (ii) a surrogate BCI study with stroke patients (n=13) [264], and (iii)
real motor imagery tasks in an online BCI study (n=16, healthy) [264].

Staying in the context of BCIs, Mercado-García et al. [265] investigated whether the design
approach (traditional Graz BCI vs. user-centered design including a VR CAVE system) impacts
the modulation of EEG brain signals in a motor imagery task. They found that user-centered
design enhanced the brain activity modulation. The authors suggest that natural interactions
that resemble BCI-users’ daily life activities o�ers them “a real sense of agency” [265], for
which they promote user-centered design as a promising alternative to traditional BCI design.
However, Mercado-García et al. [265] did not measure users’ agency, hence the bene�t on
agency is an assumption that needs further investigation.

3.5.5 Human-Computer Integration

According to Raisamo et al. [266], human-computer integration, which uses computing re-
sources and AI to support and work together with a human, is closely connected to cognitive
augmentation. Hence, insights on the role of agency in human-computer integration can
likely be transferred to cognitive augmentation research. Mueller et al. [267] explored shared
agency of bodily control in intertwined human-computer integration. In one case study,
“EduExo,” an exoskeleton with an electromyography sensor supports arm movement (i.e.,
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motor augmentation). The user can access all system data on a laptop, making the machine’s
agency transparent. The authors present a framework with two key dimensions of inter-
twined systems (awareness and alignment of the machine’s agency) and four system roles
(angel, butler, in�uencer, adversary) [267]. Their framework supports designing cognitive
augmentation systems with shared agency.

3.5.6 VR and AR

Human augmentation builds upon and draws elements from the �elds of VR and AR [35].
Therefore, examining the sense of agency in those contexts can be insightful for designing
cognitive augmentation technologies.

Several identi�ed VR studies, which consider the sense of agency, focus on embodiment [268,
269, 270, 271, 272, 273]. Itwas shown that embodying a body-matched virtual avatar as opposed
to a virtual object (a color-matched box at the place of the body) increased participants’ sense
of agency during a cognitive task (n=11) [268]. Furthermore, avatar hand realism a�ected
agency, with lower agency scores found for abstract hands compared to iconic or realistic
hands [269]. In the same study, body continuity, i.e., whether the virtual hands and arms
were disconnected or connected, showed no signi�cant e�ect on perceived agency [269].

A VR study (n=33) on the emotional e�ects of the full-body ownership illusion demonstrated
that movement synchrony between virtual and real body led to increased emotional valence
as well as increased sense of agency compared to a pre-recorded movement condition[270].

Another VR study (n=24), in which motor tasks were performed, found that participants’
sense of agency was higher in a virtual hand condition compared to a physical keyboard
condition (without virtual representation) [271]. However, there was no signi�cant di�erence
in agency between virtual hands and virtual controllers [271].

In VR, it is also possible to embody multiple bodies simultaneously. In a “Parallel Embodi-
ment” system developed by Takada et al. [272], users play ping-pong while simultaneously
controlling two robot arms. In a survey (n=142), users reported high ratings for the sense
of agency over both robot arms despite visuomotor incongruences. However, some users
suggested the robot arm itself had agency, with comments such as “the robot arm is moving
on its own” [272]. Takada et al. [272] conclude that agency may be in�uenced by users’ prior
knowledge of another agent’s presence.

Furthermore, Miura et al. [273] found that participants perceived agency over four virtual
bodies in parallel when controlling them simultaneously. The results from one of their
self-reported agency items suggest that the sense of agency might have decreased with more
bodies. However, as this was inconsistent with results from another agency item, the e�ect
remains open for future investigations.

In the context of object translation inhandheldAR, Sunet al. [274] observed ahigher subjective
and objective agency in one degree of freedom compared to three degrees of freedom. Sun
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et al. [275] also revealed a negative association between mental workload and agency in
head-mounted AR.

3.5.7 AI and Machine Learning Applications

AI methods are an essential part of human augmentation [35], including memory augmenta-
tion [276]. For instance, AI assistants can e�ciently carry out various tasks andmake decisions
for the user on their behalf. The model by Raisamo et al. [35] for wearable augmentation
proposes that AI is an enabling technology speci�cally for cognitive augmentation. Hence,
the role of agency in AI and machine learning (ML) applications will be considered in the
following since insights apply to cognitive augmentation.

Xu et al. [277] investigated explainable AI (XAI) in AR, proposing a XAI design framework
based on a survey and expert workshops. To provide user agency, they recommend always
making AI explanations accessible and o�ering detailed explanations upon request.

In AI-mediated social interactions, Wang et al. [278] developed an AI agent for online learning
platforms assisting users in building social connections. An interview study (n=26) revealed
that students were concerned about losing agency over the connections they build . The
authors suggest that a balance is required between a su�cient amount of pressure to ensure
successful interactions mediated by AI and preserving users’ agency with whom to start a
conversation. This is consistent with the previously described �ndings frommotor augmen-
tation [253] (see subsection 3.5.1), which already highlighted a required trade-o� between
assistance and agency.

In healthcare, Thieme et al. [279] developed an AI application to predict treatment outcomes
in human-supported, internet-delivered Cognitive Behavioral Therapy (iCBT) for depression
and anxiety. They found that AI design could a�ect clinical supporters’ sense of agency and
recommend that AI should inform the care rather than interfere with medical assessments,
keeping the supporter in charge of examiningpatients’ individual circumstances andpotential
reasons for the AI prediction outcome.

Sali et al. [280] explored natural language understanding (NLU) in games, �nding that players
reported more agency when the NLU interface provided pauses and prompts (as opposed to
free-form text entry and reactive pauses), even if it limited their actions and free will. This
suggests that guided actions can enhance the sense of agency.

Moreover, Sun et al. [281] found that users of automated machine learning systems actively
exercise agency to overcome challenges in customizability, transparency, and privacy by
employing workaround strategies.

Finally, Ahmad et al. [282] studied how tangible control and feedback mechanisms a�ect
users’ sense of agency in smart voice assistants. Their qualitative analysis highlighted the
importance of total control over the devices and easy-to-use control mechanisms. The au-
thors recommend designing future voice assistants with tangible hardware controls (e.g.,
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physical buttons to mute the microphone), aiming to increase users’ agency over their pri-
vacy. Although not focused on cognitive augmentation, these �ndings can apply to cognitive
augmentation technologies using voice assistants, e.g., as memory extenders.

3.6 Agency in Cognitive Augmentation: A Research Gap

The systematic literature search identi�ed no study that directly aimed at enhancing human
cognitive capabilities (such as memory, problem-solving, attention, cognitive overload, etc.)
using digital technologywhile alsomeasuring or discussing the sense of agency. This research
gap will be addressed in the discussion (see section 3.10).

One identi�ed study closely related to cognitive augmentation was conducted by Semertzidis
et al. [283], who developed Dozer, a closed-loop wearable beanie that accelerates sleep onset
through auditory and electrical brain stimulation. A�er an EEG detects drowsiness, the
user’s brain is stimulated through transcranial alternating current stimulation (tACS), and
speakers play pink noise for sleep enhancement. In an in-the-wild study (n=11), the authors
identi�ed “closed-loop neurocentric agency” [283] as a user experience theme related to
bodily agency. They found that: (i) Participants demonstrated high agency over the system
despite feeling disconnected due to a lack of feedback, process understanding, and system
familiarity. (ii) Knowledge of the system’s function is important for experiencing agency. (iii)
Bodily-integrated systems can provide a high sense of agency without explicit user inputs (i.e.,
initiating causal in�uence over the system). Nevertheless, participants reported a diminished
sense of body ownership and high awareness of the system’s hardware, which compromised
Dozer’s ability to e�ectively promote sleep onset.

Whilst aiming to accelerate sleep onset does not directly enhance cognitive capabilities,
Dozer can be considered a cognitive augmentation technology in a broader sense. It targets
cognitive processes involved in sleep regulation through a closed-loop wearable utilizing EEG,
auditory, and electrical brain stimulation, thereby augmenting cognitive aspects related to
sleep onset. Overall, this study implies that the user’s understanding of the augmentation
technology’s functionality may be relevant for maintaining a sense of agency. Yet, the speci�c
�eld of sense of agency in cognitive augmentation remains largely unexplored.

3.7 Mapping the Literature on Agency on Cognitive Augmentation

To understand the role of agency in cognitive augmentation technologies, we performed a
systematic review of two decades of original HCI research following the PRISMA guidelines.
We reported our analysis of 27 reviewed studies regarding their role of agency, categorized by
cognitive, motor, and sensory augmentation, as well as four domains related to augmentation:
(i) neurotechnology, (ii) human-computer integration, (iii) VR and AR, and (iv) AI and ML
applications.
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Figure 3.16: EEG analysis process overview.

We systematically identi�ed a research gap regarding the role of agency in cognitive aug-
mentation technology. One potential explanation is that publications investigating agency in
cognitive augmentation technologies exist but were not found due to the chosen keywords
or the limitation of our search to two databases1. Another potential explanation is that the
HCI community has not yet investigated this topic. Whilst agency in cognitive augmentation
appears underexplored, several relevant studies were found in motor augmentation. This
might be because the sense of agency, by de�nition, relates to feeling in control over one’s
actions [132], i.e., having motor control. Consequently, the topic of agency may hold greater
prominence in motor augmentation than in cognitive augmentation. However, low agency
over one’s cognitive performance can have various negative consequences, such as shi�ing
responsibility to the augmentation technology [284] and taking higher risks [Aut1].

3.8 Exploring Neuroagency: Assessing the Impact of Perceived AI
Support on Sense of Agency

While the impact of technology on perceived control has attracted attention in HCI [44, 109,
133, 253], quantifying and understanding perceived cognitive agency remains a signi�cant
research gap. Our literature review shows that neural activity is linked to the perception
of agency. For example, studies have successfully linked alpha and beta band oscillations
in the EEG to agency perception during motor actions, suggesting that these frequencies
serve as quanti�able metrics [139]. Importantly, research further demonstrates that these
neural markers correlate with the subjective sense of agency [285]. This section describes
the data analysis of an EEG experiment that evaluated the perceived cognitive agency. In the
following, we evaluate the feasibility of EEG data for assessing cognitive agency.

3.8.1 Measures

Previouswork byKang et al. [139] has shown that Agency canbe operationalized through alpha
(8 - 12Hz) and beta (12 - 15Hz) band oscillations duringmotor tasks. In this analysis, we further
test if this operationalization holds for cognitive agency; therefore, we study cognitive agency
by evaluating the spectral behavior of the alpha and beta bands for objectively assessing
perceived agency in real-time.

1ACM Digital Library and IEEE Xplore.
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Figure 3.17: Spectral Power for Alpha and Beta Bands: There is a decrease in spectral power for both
frequency bands in the No-Assistance condition, suggesting a higher sense of agency.

3.9 Results

This section details our data analysis of the author’s experimental study. For questionnaire
items, we employed independent-sample t-tests to establish statistically signi�cant di�er-
ences between the AI-assisted and no-assistance conditions. Conversely, we utilized gener-
alized linear models (GLMs) to analyze the Spectral Analysis values. This choice facilitated
the dissociation of the e�ects arising from the card type and those due to the experimental
condition (AI-Assistance vs. No-Assistance). In the following, we report the EEG spectral
analysis.

3.9.1 Spectral Analysis

We initially assessed the spectral power at each electrode. The spectral power of each 1-
second epoch was determined using the short-time Fourier transform (STFT) with a 512-point
sliding Hanning window and 50% overlap. Subsequently, the results were averaged across
trials for each condition and electrode. The averaged spectral power for each condition and
electrode was then accumulated over two frequency bands: alpha (8 - 12 Hz) and low-beta
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Figure 3.18: Spectral Power Topographical Maps displaying Alpha and Beta frequencies under condi-
tions with AI-Assistance and without AI-Assistance in the scenario of Win Cards.
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Figure 3.19: Spectral Power Topographical Maps displaying Alpha and Beta frequencies under condi-
tions with AI-Assistance and without AI-Assistance in the scenario of Loss Cards.

(12 - 15 Hz). We selected 19 electrodes (FP1, FP2, Fz, F3, F4, F7, F8, Cz, C3, C4, T3, T4, Pz, P3,
P4, T5, T6, O1, O2) based on previous work [139]. For further statistical analysis, the spectral
power for each condition was computed in decibels and plotted on a topographical map (see
Figure 3.18 and Figure 3.19).

In analyzing the e�ects of assistance condition and card outcome on Spectral Power, we
employed a Generalized Linear Model (GLM) with a Gaussian family and an identity link
function. The model for the alpha band revealed a statistically signi�cant negative associa-
tion between the presence of NO-ASSISTANCE and Spectral Power, with a coe�cient of -.13
(SE = .050, z = −2.63, p = .008), indicating that Spectral Power decreases by .13 units when
participants were informed that assistance is not provided, holding other factors constant.
Similarly, the outcome of ’Win Card’ was signi�cantly associated with a decrease in Spectral
Power by 1.38 units (SE = .17, z = −7.99, p < .001), compared to the baseline condition of
’Loss’.

For the beta band, themodel identi�ed a statistically signi�cant negative association between
NO-ASSISTANCE and Spectral Power, with an estimated coe�cient of −.15 (SE = .052, z =
−2.98, p = .003), suggesting that Spectral Power decreases by .15 units when participants were
informed that assistance is not provided. Conversely, the ’Win Card’ outcomewas signi�cantly
associated with a reduction in Spectral Power, evidenced by a coe�cient of−.95 (SE = .18, z =
−5.30, p < .001), indicating a substantial decrease in Spectral Power associated with winning
outcomes.

3.10 Discussion

Our work makes two key contributions to agency on cognitive augmentation research. First,
we reviewed agency in this domain, identifying central themes and research gaps. Second, we
present empirical evidence on the impact of perceived AI assistance on user agency, utilizing
neurophysiological markers to measure this e�ect based on the data collected in chapter 3.
In this section, we discuss and articulate the main �ndings of this paper; in detail, we discuss
mapping neurophysiological markers from agency in motor tasks for cognitive augmentation.
Then, we discuss the impact of cognitive augmentation on agency; then, we discuss insights

63



Desicion-making, Beliefs, and Agency

and future directions. For a general overview of antecedents of agency in HCI, see [109],
which goes beyond our study.

3.10.1 Quantifying Sense of Agency in Cognitive Augmentations

This study on cognitive augmentation reveals how AI assistance a�ects users’ sense of agency
through its electrophysiological underpinnings. Our �ndings reveal that participants experi-
enced a signi�cant decrease in the sense of agency when led to believe in the presence of AI
assistance, as evidenced by shared variations in alpha and low-beta EEG power in the parieto-
occipital regions. This suggests that the mere belief in AI assistance can e�ectively lead to a
diminished sense of agency in the context of cognitive augmentations at a neurophysiological
level.

Compared to a baseline condition (No-Assistance), this outcome was observed through al-
terations in alpha and beta brain wave activities. Such �ndings highlight how perceived
AI support can evoke di�erent patterns in brain frequency that can allow discrimination
across agency states. The decrease in the sense of agency aligns with the results reported
by Bu-Omer et al. [141], providing a neurophysiological basis for understanding how external
cues and perceived technological interventions can modulate individuals’ sense of control
over their actions. This is in line with the call for disambiguating agency de�nitions in HCI
as outlined in Bennett et al. [109].

The �ndings also reveal that winning outcomes lead to a signi�cant decrease in spectral power
compared to losing outcomes across both frequency bands. This could indicate that success-
ful outcomes, particularly in the context of the CCT, elicit a neurophysiological response
associated with reduced cognitive load or decreased need for further action adjustment, as
supported by Chen, Chaudhary, and Li [286]. This outcome delineates distinct brain activities
during the anticipation and outcome phases of win and loss scenarios.

Winning outcomes can enhance the perception of having e�ectively in�uenced an event, i.e.,
"successful" agency. In situations where individuals believe AI is assisting them, this success
can further shape their sense of control. Essentially, positive outcomes from tasks, when
combined with the notion of AI support, re�ne how people perceive their in�uence over
outcomes, reinforcing their sense of agency.

The new results expand on the role of alpha and beta on the sense of agency, as we introduced
a new paradigm that was not explored before, while still replicating results from previous
work [136, 141, 287]. For instance, Buchholz et al. [142] shows that the belief of agency itself
changes the dynamics within sensorimotor networks, particularly highlighting how the
beta band is modulated by one’s causal belief about the origin of actions. This suggests that
the decrease in beta frequency we observed might be not only a direct response to the AI
assistance but also a re�ection of the participants’ altered belief systems regarding the control
over their actions. Haggard, Clark, and Kalogeras [136] provides a overview of the sense of
agency’s underlying brain mechanisms, emphasizing the role of predictive processes and
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the contribution of alpha and beta waves in the sense of agency. This supports our �ndings
from a theoretical standpoint, suggesting that the alterations in brain frequencies observed
in our AI-assisted conditionmay re�ect disruptions in the participants’ prediction about their
outcomes.

3.10.2 Individuals Who Believe Being Cognitively Augmented Present Reduced
Agency

The observed e�ect in alpha and beta frequencies, indicative of a diminished sense of agency
under perceived AI-Assistance, highlights a central consideration for HCI design: the need to
maintain or enhance a user’s sense of control and autonomywhen interacting with intelligent
systems. This consideration becomes especially pertinent as we explore the integration
of neurophysiological markers of a sense of agency as an input for interaction, such as in
BCIs. In rehabilitation, for instance, adaptive protocols could signi�cantly improve recovery
outcomes by aligning therapeutic activities with the patient’s speci�c neural patterns, thereby
reinforcing their sense of agency. Similarly, in educational technologies, learning experiences
that adapt to the student’s sense of agency could make education more engaging.

3.10.3 Neurophysiological Insights into Agency with Cognitive Augmentation

Our EEG �ndings demonstrate decreased alpha and beta spectral power with perceived
AI-Assistance and upon winning, elucidate the neurophysiological facets of agency within
cognitive augmentation. This reveals how AI perceptions and outcomes a�ect users’ neu-
rophysiological states, in�uencing their sense of agency. These insights inform the design
of augmentation technologies that enhance abilities while preserving autonomy. We argue
that considering users’ neurophysiological reactions to aid and feedback, should aim for
empowering rather than overpowering user experiences. AI development and design of
AI should consider how it a�ects users’ sense of agency at a neurophysiological level. By
considering this, Designers can create AI systems and applications that are more aligned
with users’ sense of agency and better control over the AI outcomes, ultimately leading to
technologies that are both more accepted by users.

3.10.4 Quantifying the Sense of Agency in Real-Time

In our analysis, we utilized an EEG-based spectral analysis and based on literature [139, 141,
251], we demonstrated that the alpha and beta EEGmetrics initially developed to measure
sense of agency in a motor action context also can measure the sense of agency in Human-AI
interaction. Further supporting this, Freeman et al. [288] showed that EEG indices using
alpha and beta bands could be employed in adaptive automation systems, where the sys-
tem dynamically switched between manual and automatic modes based on changes in user
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engagement measured through these EEG metrics. Similarly, Prinzel III et al. [289] devel-
oped a bio-cybernetic system that utilized an EEG index based on beta and alpha bands to
modulate operator engagement in real time, demonstrating the feasibility of using these
metrics for adaptive automation in cognitive tasks. This opens up new alternatives for HCI
researchers to integrate real-time agency measurements in their experimental designs, with
the advancement of EEG devices.

3.11 Implications and Future Research Directions

Based on the knowledge gained from our systematic review and analysis, we now draw future
research directions to further investigate agency’s role in cognitive augmentation.

3.11.1 Find the Right Balance Between Augmentation and Agency

In the context of machine-assisted point-and-click tasks, it was possible to assist users up to
a certain level (mild assistance) without harming their sense of agency, but a rapid drop of
agency occurred once more assistance was provided [253]. A good balance between the level
of AI assistance and agency preservation was also identi�ed as a crucial factor in the context
of building AI-mediated social connections [278].

This suggests that the level of intervention may fundamentally impact agency, a �nding
that can likely be transferred to cognitive augmentation. We recommend that designers
of cognitive augmentation technologies �nd the right balance between the augmentation
level and the perceived agency level for their speci�c system. This will likely depend on
the speci�c use case, how important a high sense of agency is for the user in the given
context, and how a lower level of augmentation would a�ect the user and their surrounding.
Hence, future research should investigate this trade-o� between the level of augmentation
and agency for di�erent types of cognitive augmentation technologies in various contexts.
If a distinct threshold exists a�er which agency is lost, it is important to identify it so that
designers can make informed decisions.

Finding this right balance, hence leaving the user in control to some extent, may also increase
the acceptance rate of the augmentation technology [256].

Moreover,we suggest considering human-computer incongruent situationswhen design-
ing cognitive augmentation technologies [255]. In particular, prevent forced failures by
design, e.g., a surgeon using an augmentation technology in medical care. Avoid forced
successes when agency preservation is highly important, but allow it in training and
safety-critical scenarios.
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3.11.2 Optimize Intervention Timing

The level of assistance and the exact timing of the intervention must be considered [23, 254].
For motor augmentation, it was found that early preemptive EMS actuation decreased the
sense of agency [23]. Identifying the optimal timing for preemption resulted in faster reaction
times whilst preserving the user’s agency to some extent [23], even a�er removing the EMS
device [254].

Likely, the intervention timing is also highly relevant in maintaining agency over cogni-
tive augmentation. Designers should carefully consider the exact moment the cognitive
augmentation technology assists the user. In future studies, this timing should be manip-
ulated in controlled experiments to investigate whether a sweet spot exists in which users’
cognitive performance can be enhanced whilst also experiencing a high sense of agency.

3.11.3 Examine agency in different types of cognitive enhancement

People appear to be most excited about brain-scanning devices that boost concentration;
however, when emotional states are altered, they have trust and agency concerns, as this
may threaten their sense of agency [262]. This indicates that the level of agency and amount
of concern may depend on the cognitive ability that the system augments.We recommend
that future research examines which types of cognitive abilities can be enhanced whilst
maintaining users’ agency.

3.11.4 Reduce Cognitive Load

In head-mountedAR, Sun et al. [275] revealed a negative association betweenmentalworkload
and the sense of agency. Consequently, cognitive augmentation in AR, which aims to reduce
users’ cognitive load, may lead to a win-win situation of decreased mental burden whilst
increasing agency at the same time. Although measuring cognitive load has been the focus of
HCI and user experience research since decades [290], further research is needed to establish
the causal relationship between cognitive load and agency. Nonetheless, we recommend
that designers aim tominimize cognitive workload.

3.11.5 Explain the System’s Functionality

Explanations of AI output were found to be crucial for fostering agency in AI systems [277].
Similarly, users of a bodily-integrated sleep wearable expressed a desire to comprehend the
system’s functioning to attain a high sense of agency [283]. Therefore, in the design of cog-
nitive augmentation technologies, consider providing adequate explanations to enable
users to understand the system’s operations and to foster a relationship of competency
and trust [283] between users and the system.
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3.11.6 Resolve Performance Issues in Neurotechnology

BCI studies conducted by Hougaard et al., Hougaard et al. [263, 264] indicate that when
individuals’ sense of agency is already reduced due to low performance of the BCI, computer
assistance in the form of preprogrammed, fabricated input can improve agency. It appears
that negative consequences (here, reduced agency) of low technology performance are
mitigated through increased reliance on computer assistance in the form of fabricated input.
Moving forward, it is crucial to resolve the underlying performance issues (the cause of
the problem) to enhance agency in BCIs, which may eliminate the need for fabricated
input.

3.11.7 Use Objective Measures of Agency

As no gold standard onmeasuring agency exists yet, we also looked at which agencymeasures
were utilized in the reviewed studies. To assess agency, the majority of identi�ed studies
relied on subjective self-reports by asking participants to respond to an agency question-
naire [257, 274, 275], commonly a single-item 7-point Likert scale question [23, 254, 255, 281].
In some of the included VR studies, the agency measure was included in a self-report ques-
tionnaire concerning embodiment [268, 269, 272, 273], ownership illusion [270], or general
VR experience [271].

Several of the studies included did not directly measure the sense of agency. Instead, agency
was identi�ed as a theme based on qualitative study results [256, 258, 262, 267, 277, 278, 279,
280]. However, four studies did not speci�cally measure the sense of agency [265]. Instead,
some assessed user’s perceived control [263, 264, 282].

Only two studies utilized objective measures of agency. Coyle et al. [253] assessed intentional
binding as an implicit measure of the sense of agency, using the Libet clock method in one
experiment and interval estimation in the other. Finally, only one study used physiological
measures of agency based on EEG data, applying spectral power analysis and brain activity
analysis [274].

The advantage of objective agency measures is that they do not rely on introspection and
subjective reports, whereas self-reported agency can be biased and confounded [137]. In
future studies, we recommend enhancing objectivity by combining subjective measures
such as questionnaires with objective, physiological measures of agency [137], for example,
using EEG data [138, 274], as our results have shown that state-of-the-art EEG correlates
for sense of agency apply for the context of cognitive augmentation. Therefore, we recom-
mend that researchers include neurophysiologicalmeasureswhen assessing the sense of
agency during cognitive augmentation.

68



4
COGNITIVE AUTONOMY

This chapter is based on the following publication:

[ Envisioning Futures: How theModality of AI Recommendations Impacts Conversa-
tion Flow in AR-enhanced Dialogue - Steeven Villa, Yannick Weiss, Karin Lu, Moritz
Ziarko, Albrecht Schmidt, Jasmin Niess - In International Conference On Multimodal
Interaction (ICMI ’24). Association for Computing Machinery.

1. So, What did you .....2. It seems very Intere..3. Maybe you could h...
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Figure 4.1: Interface for visual modality retrieval: AI suggestions are rendered the near-peripheral vi-
sion of participants, the UI element on the right is a placeholder for pictures in future implementations.

+ After examining decision-making and agency in cognitive augmentations in the previous
chapter, we now explore the impact of functional cognitive augmentation on behavior during
dialogue—where autonomy and social context intersect. Notably, the mere belief of being aug-
mented already in�uences behavior; here, we investigate the e�ects of functional augmentations.
Augmenting human cognition with AI in augmented reality presents a compelling case, as it
integrates social context, cognition, and rapid interaction. Using a fully functional prototype,
we conducted an in-depth evaluation of its impact on conversational dynamics and participant
behavior.

4.1 System Specification & Apparatus

We developed a system that supports users in conversational situations. The system con-
tinuously collects contextual information about the conversation via an omnidirectional
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microphone. When the user requires support, they can trigger to o�oad the current context
of the conversation and start processing the information and retrieving the processed infor-
mation. The system was tuned to suggest ways to continue the conversation based on the
current state of the conversation.

4.1.1 Implementation

The hardware con�guration of the system comprises a Video-see-through Augmented Reality
(AR) device (Meta Quest Pro by Meta, Menlo Park, The USA) for visual rendering and inputs,
non-occluding earpods (Sony Linkbuds, Sony, Tokyo, Japan) for auditory rendering, and an
omnidirectional microphone (Senheiser SP20, Senheiser, Wedemark, Germany) for capturing
audio input from all individuals present in the room. The system incorporates the Cognitive
Services API by Microso� (Redmond, The USA) for tasks related to text-to-speech and speech-
to-text processing. Furthermore, it leverages the capabilities of GPT-3.5 by OpenAI (San
Francisco, USA) to process the user’s o�oaded tasks. We describe all these components in
detail below.

Action Triggers

The system incorporates two methods: mechanical, and ocular. The MECHANICAL TRIGGER
requires the user to press a button while in the OCULAR TRIGGER, the user has to look up
right (information processing ocular movement [291]). The �rst method uses a button on the
VR controller. The second uses the integrated eye-tracking feature of the headset.

Retrieval Modalities

The retrieved information was displayed visually and auditorily. In line with previous work,
[91] we hypothesized that the VISUAL RETRIEVAL o�ers high information density and precision

Figure 4.2: Interface for visual modality retrieval: AI suggestions are rendered the near-peripheral vi-
sion of participants, the UI element on the right is a placeholder for pictures in future implementations.
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but can split attention from the conversation. In contrast, AUDITORY RETRIEVAL potentially
maintains engagement but has a limited bandwidth. The former was implemented with a
�oating text in the near-peripheral vision of the user [292]. While the later used text-to-speech
and rendered the output through headphones. These headphones allow audio rendering
without blocking out the surrounding environment.

Conversation Context Processing:

We implemented the informationo�oadingprocess by continuously having the systemrecord
contextual information from ongoing conversations through active listening and encoding
this into text using speech-to-text. Only when the user decides to o�oad this contextual
information to the AI using an action trigger described in section 4.1.1, it is actually processed.
This approach is designed to mitigate potential bandwidth constraints. For example, in
contrast with [93], the user does not have to communicate the full prompt to the system, as
the system has preemptively recorded the context.

Task Solving:

In the present system, the task-solving stage is executed utilizing the OpenAI API. Sub-
sequently, the accumulated contextual information is used as a prompt, accompanied by
customized instructions, to generate alternatives for continuing the conversation. The output
information is then �ltered to avoid wrong-formatted responses and �nally retrieved by the
user.

Result Retrieval:

Once the o�oaded information has been processed, the outcomes of this operation are
automatically returned to the user one of the two retrieval modalities.

4.2 User Study

We conducted a within-subjects laboratory experiment to investigate the user experience
and conversation dynamics when receiving AI support. We manipulated two factors: ACTION
TRIGGER with the levels: MECHANICAL and OCULAR, and RETRIEVAL MODALITY with the
levels VISUAL and AUDITORY. The order of the conditions was counterbalanced using Latin
Square, and the order of the scenarios in the DCTwas randomized. Building on prior research,
we adopted an exploratory approach, as directly comparing to conventional baselines can
introduce multiple confounding factors. Our primary aim was to deepen our understanding
of how the modality of AI recommendations impacts conversation �ow in AR-enhanced
dialogue, thereby providing valuable insights for future work.
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4.2.1 Discourse Completion Task (DCT)

The Discourse Completion Task (DCT) originates from pragmatics [293]. This method has
been employed for research and evaluation purposes [294]. It involves using scenarios to
prompt individuals to respond in writing or speech, enabling the collection of diverse and
comparable cross-linguistic data [295]. We employed DCT with validated scenarios extracted
from previous work that have been shown to be appropriate for discoursive analysis [296,
297, 298].

The experimenter verbally presented a randomly selected scenario to the participant, con-
cluding with a question. The participant is then required to continue the conversation,
embodying the character in the scenario. Participants had to decide whether to trigger the
AI support or not. Each participant received a total of 12 DCT scenarios in a randomized way
(see supplementary material).

4.2.2 Data Collection

This study aimed to investigate the in�uence of AI support on face-to-face conversation
dynamics, user perceptions, and overall experience. We employed amixed-method approach,
including four controlled conditions and an open conversation scenario.

The initial four conditions served the purpose of familiarizing participants with the system
con�gurations, eliciting initial insights on potential conversational integration during a
normal setting, and capturing conversational behaviors under AI assistance. This prepared
the participants for the open conversation phase, where they freely utilized the system in a
natural dialogue. Additionally, we collected quantitative data on pre-existing perceptions of
performance-enhancing technologies and per-block questionnaires to capture participants’
evolving perspectives throughout the study. To complement this data, we conducted semi-
structured interviews with the participants.

Conversation Dynamics Data

Using the DCT, we recorded the prompts suggested by the system and the responses provided
by the participants. A�erward, we transcribed and cleaned all the responses for further
processing. From these responses, we calculated response similarity, response length, and
response delay.

Response Delay was de�ned as the time between the experimenter �nishing their prompt
and the participant starting their verbal response. This measure captured two key processes:
(1) the system’s technical processing time (recording, transcription, analysis, display) and
(2) the participant’s cognitive processing time (understanding, formulating, and initiating
response). Response Length was operationalized as the total number of characters included
in the participant response a�er cleaning transcription artifacts. Response Similarity we
converted both participant responses and system prompts into numerical representations
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(embeddings). These capture the semantic meaning of each sentence. We then calculated the
cosine similarity between these embeddings, resulting in a score between 0 (no similarity)
and 1 (perfect similarity). This allowed us to quantify how closely aligned the participant’s
response was to the intended meaning of the system prompt.

Questionnaires:

Task Load:We administered the NASA-TLX task load questionnaire) [189] to assess potential
variations in task load resulting from the system con�gurations. The NASA-TLX evaluates task
load across six dimensions: mental demand, physical demand, temporal demand, perfor-
mance, e�ort, and frustration. The NASA-TLX is a well-established and validated instrument
for measuring task load across di�erent situations [299]. The Sense of Agency Scale (SoA) [135]
assesses an individual’s overall beliefs regarding their sense of agency, which is the feeling of
being in control and the initiator of their actions. The scale comprises two interrelated fac-
tors: Sense of Positive Agency (SoPA) and Sense of Negative Agency (SoNA). Society’s Attitudes
Towards Human Augmentation and Performance Enhancement Technologies (SHAPE) Scale is a
standardized tool to measure attitudes towards performance-enhancing technologies [Het2].
It consists of two factors: Social Threat and Agency, which measure the perceived societal
threat of an augmentation device, and the user’s sense of ownership over their actions when
using such technology. For evaluating system usability, we employed the System Usability
Scale (SUS) developed by Brooke [300]. This questionnaire is a well-established and validated
tool for assessing the subjective usability of technological systems [301].

Semi-Structured Interviews

All audio recordings from the interviews were transcribed verbatim and imported into the
Atlas.ti analysis so�ware. We applied open coding combined with pragmatic thematic analy-
sis, as described by Blandford et al. [30]. As a �rst step, we familiarized ourselves with the
data. Data familiarization involved multiple readings of the material to gain a comprehensive
understanding. Then, two researchers coded a representative sample of 25% of the material
using open coding in line with Blandford et al. [30]. Next, an initial coding tree was estab-
lished through iterative discussion. The remaining transcripts were split between the two
researchers and coded individually. A �nal discussion session was conducted to structure
the coding tree a�er the material was coded. This was followed by a �nal discussion session
to construct and re�ne themes based on our material [30].

4.2.3 Participants

We recruited participants through the university’s mailing lists and our extended networks.
We recruited a total of N = 21 participants, from which 8 identi�ed as female and 13 as male.
The average age of our participants was twenty-six years (M = 26.85, SD = 4.57). Participants
were compensated 6 euros/30 min for participating in the study. The study was approved by
an ethics committee.
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Table 4.1: Participant Demographics
Participant Age Gender Education Ocupation Participant Age Gender Education Ocupation

P1 23 Female Some Secondary Education Student P12 23 Male Some University but no degree Student
P2 23 Male Some University but no degree Employed full-time P13 29 Male Graduate or professional degree Employed full-time
P3 35 Male Graduate or professional degree Student P14 35 Male Graduate or professional degree Student
P4 23 Female University Bachelors degree Student P15 28 Male University Bachelors degree Student
P5 29 Male University Bachelors degree Employed part-time P16 27 Male University Bachelors degree Student
P6 26 Male University Bachelors degree Student P17 30 Male Graduate or professional degree Employed full-time
P7 22 Male University Bachelors degree Student P18 36 Male Graduate or professional degree Employed full-time
P8 21 Female Some University but no degree Employed part-time P19 32 Female Graduate or professional degree Employed full-time
P9 26 Female University Bachelors degree Student P20 25 Male Completed Primary Student
P10 23 Female University Bachelors degree Student P21 23 Female Completed Secondary Employed part-time
P11 25 Female University Bachelors degree Student

4.2.4 Procedure

Informed consent was obtained from participants a�er providing detailed study information.
A demographic questionnaire and the SHAPE scale were then administered. Following this,
participants engaged with the prototype, exploring all system con�gurations. The initial
four conditions systematically combined the two ACTION TRIGGERS and two RETRIEVAL
MODALITIES. Within each block, participants provided feedback through the SystemUsability
Scale (SUS), the Sense of Agency Scale (SoA), and the NASA Task-Load Index (NASA-TLX)
a�er each con�guration. The ��h condition involved an open conversation scenario where
participants could freely choose their preferred system con�guration while collaboratively
planning a trip. This condition was always presented last to maximize the ecological validity
of the results. Counterbalancing of the �rst four conditions was ensured using a Latin Square
design. Subsequently, participants completed a second administration of the SHAPE scale
and participated in a semi-structured interview, providing valuable post-experiment data.
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Figure 4.3: Response Delay (In seconds): All AI assistance conditions presented slower response
times given the system processing requirements; however, within the AI assistance context, condition
O-V presented significantly higher delays.
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Figure 4.4: Conversation Flow plots for Response Length (In number of characters): the conditions
with visual retrieval evidenced significantly longer responses

4.3 Results

In this section, we present the results of our user study. First, we share insights drawn from
the Discourse Completion Task and questionnaires. Then, we detail the main themes that we
identi�ed based on the semi-structured interviews. For the sake of brevity, we abbreviate
the combination of ACTION TRIGGERS and RETRIEVAL MODALITIES as M-A for mechanical
trigger and auditory retrieval, M-V for mechanical trigger and visual retrieval, O-A For ocular
trigger and auditory retrieval, and O-M for ocular trigger and visual retrieval.

4.3.1 Discourse Data

The data analysis for the DCT revealed non-normal distributions. To address this and ensure
the robustness of our statistical tests, we employed aligned rank transformations (ART) on
the data. Subsequently, we conducted two-way ANOVAs or LinearMixed E�ects Models (LME)
where appropriate, followed by post-hoc tests for signi�cant e�ects.

Response Delay

For response delay, the ANOVA conducted on aligned rank transformed data, utilizing Wald
F tests with Kenward-Roger degrees of freedom, revealed a signi�cant e�ect of Condition
on Response Delay (F (3, 160.83) = 3.25, p = 0.023). Post-hoc comparisons, adjusted with the
Bonferronimethod formultiple comparisons, showed speci�c Condition di�erences. Notably,
the O-V vs. M-A comparison revealed a signi�cant e�ect on Response Delay (est. = 24.97, SE
= 8.75, df = 162, t.ratio = 2.85, p = 0.029 adjusted). However, no other pairwise comparisons
(O-V vs. O-A, O-V vs. M-V, O-A vs. M-V, O-A vs. M-A, M-V vs. M-A) reached signi�cance a�er
Bonferroni correction.
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Response Length

In the case of response length, the ANOVA revealed a signi�cant scenario interaction e�ect
on response length (F (3, 52) = 7.63, p < 0.001, η2 = 0.30). Post-hoc comparisons, adjusted
for multiple comparisons with Bonferroni correction, identi�ed signi�cant di�erences in
response lengths between scenarios: notably, O-V vs. M-V (est = 32.951, p = 0.008), O-A vs.
M-V (est. = −29.31, p = 0.021), and M-V vs. M-A (est. = 32.55, p = 0.005).

Response Similarity

To understand the impact of Condition on response similarity, we used LMEs. The LMEmodel
showed an e�ect of Condition on Response Similarity (F (3, 163) = 6.1, p < .001). Post-hoc
analyses with Bonferroni correction pinpointed speci�c di�erences: notably, scenarios M-A
and O-V di�ered signi�cantly (est. = −29.09, p = .023), as did M-V and O-A (est. = 29.28, p =
.017) and O-A and O-V (est. = −34.45, p = .004).

4.3.2 Questionnaire Data

For the questionnaire data, we excluded 2 participants due to incomplete data. In all the ques-
tionnaires, we encountered non-normally distributed data. To address this non-normality
and ensure the robustness of our statistical analyses, we applied aligned rank transforma-
tions (ART) to the data. Subsequently, we conducted two-way ANOVA tests when applicable,
followed by post-hoc tests when signi�cant e�ects were detected.

Statistical analyses revealed no signi�cant di�erences in Task Load among the four condi-
tions (F (3, 54) = 0.68, p = 0.56) or in the Sense of Agency scale (F (3, 54) = 0.55, p = 0.64).
However, a signi�cant e�ect was found for the SystemUsability Scale (F (3, 54) = 4.1606, p =
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Figure 4.5: Conversation Flow plots for Response Similarity: Participants tended to follow more
closely the system prompts in their responses when these prompts were presented Visually rather
than Auditorily.
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0.01). Post-hoc tests with Bonferroni correction indicated that mecano-visual di�ered sig-
ni�cantly from O-A (est. = 12.84, SE = 4.51, df = 54, t − ratio = 2.847, p = 0.03) and O-V
(est. = 13.73, SE = 4.51, df = 54, t − ratio = 3.04, p = 0.02) conditions (see Figure 4.6). No
other pairwise di�erences reached statistical signi�cance (p > 0.05).

In the pre-and post-interactionmeasurements of the SHAPE scale, we did not �nd statistically
signi�cant di�erences. However, regarding the Social Threat factor, 66% (N=14) of partic-
ipants reported reduced or similar perceptions of augmentation technologies as a social
threat. Meanwhile, 57% (N=11) indicated a decrease in the perception of individuals using
augmentation technologies as being in control of their actions, whereas 21% (N=4) reported
no change in this subscale (see Figure 4.7).

4.3.3 Interview Findings

Based on our qualitative inquiry, we identi�ed three themes: (a) information moderation,
integration, and balance; (b) action trigger; and (c) retrieval modality.

On a general level, our �ndings showcase how such a technology can support or impact the
�ow of a conversation, but also how individuals can adapt the use of the technology to the
situation and which critical points an ideal system should address, such as correct timing and
transparency to avoid disturbing the conversation. We identi�ed mixed opinions about the
interaction. While some participants felt like ‘tools of the system,’ others viewed the system
as merely a tool they control, highlighting the variability in user experiences with cognitive
augmentation. This indicates that perceived agency can vary signi�cantly among users of a
similar system. Our �ndings showed that the system appears to be helpful in challenging
social contexts. There were two cases where the participants reported having social anxiety,
the system being of extreme help given their condition, and the di�culty of �nding the right
words in a conversation, allowing for a continuous discussion. This illustrates that the system
could potentially have assistive properties in certain scenarios. For improved readability,
we slightly altered some statements (e.g. grammatical corrections), ensuring words and
sentiment were maintained.
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Figure 4.6: System Usability Score: the O-A and O-V presented a lower usability score.
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Figure 4.7: SHAPE Scale: 66% of the participants changed their opinions about performance-
enhancing technologies after interaction with the system

Information Moderation, Integration, and Balance

This theme refers to the amount of information that the system provides, the amount of
information that the users integrate into their answers, and the amount of information that
each agent (i.e. human and AI) contributes to the outcome, this theme has three levels:

• InformationModeration: Delivering an appropriate amount of information from the
system to the user, avoiding both insu�cient and excessive information that could lead
to suboptimal user experiences.

• Information Integration: Describes the process of how individuals incorporate the
system’s prompts into their own responses.

• Information Balance: Balance between the amount of information and the amount
of information missing (knowledge of the person/ the amount of info that the system
delivers).

We observed that participants had mixed opinions regarding the amount of information that
should be delivered. On the onehand, someparticipants highlighted the importance of having
a high amount of information from which they could select and later integrate into their
discourse, o�en correlated to the preference for the visual presentation of the information.
Other participants mentioned that they would prefer a low amount of information, so there
would be a lower cognitive workload on the integration process, o�en correlated with the
preference for auditory feedback or under-use of the visual modality. The latter also use the
information mostly as a trigger for themselves to elaborate on their responses.

For information integration, the participants used diverse strategies to merge the system
outputs with their own thoughts. some read the prompts, some paraphrased them, and others
just used speci�c keywords and integrated them into their responses. Some participants
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reported integrating information when they found it to be more natural to them or when
it was relevant, on the other hand, information that was not in line with the participant’s
mental model was rejected.

® So when I read some words I would never use, I would just trash it, would
say, no, that’s not something I would use. And if something’s interesting, I would
kind of think about, how I would formulate that sentence (...) and if I would use
it exactly like it’s suggested, I can maybe use from one word to the full sentence.
Maybe I would adjust some words, depending on whether I personally would use
the whole sentence. - P15 ¯

In line with that, participants would feel in control as long as the information retrieved
is coherent and plausible, but once the information breaks with these expectations, their
perceived agency would be reduced.

The last level of this theme is information balance. Our �ndings indicate that the level of
knowledge that people possess themselves determines (to some degree) if and how they
o�oad the information. If they possessed a moderate amount of knowledge, they o�en
integrated the additional information provided by the AI.

Other participants reported that, in the case of extensive personal knowledge, (where they
had more information than the system) they would not use the system as this did not feel
natural.

® I wouldn’t say I would use it for more personal conversations, it’s not natural
enough. It’s not natural enough to say this to your friends. You wouldn’t be the
kind of person to say something like this blindly. - P5 ¯

This showcases some of the strategies participants applied to integrate the system suggestions
into their conversations, highlighting the relevance of the coherence of the suggestions and
the contextual awareness that the system should have in order for the participants to consider
the provided information. Further, the �ndings illustrate the need for the system to adjust to
the user in terms of the amount of information delivered to keep the cognitive workload low
while providing them with alternatives to select from and integrate the information.

Action Triggers

This theme refers to the experiences that participants voiced regarding the action triggers.
For instance, individuals generally prefer using the button as a trigger mechanism, but for
social situations, a more discreet or subtle trigger method would be preferable. The levels of
this theme are the assessed triggers:
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• Mechanical: Referring to button press trigger.

• Ocular: Referring to eye-tracking-based trigger.

Although we identi�ed mixed opinions in this regard, one of the most recurrent preferred
combinations was the mechanical trigger (button) in combination with the visual retrieval
modality. O�en linked to the concept of autonomy. For example, the mechanical trigger was
described as providing more power to the user.

® I have a preference for pressing the button because I think I have more control
over when I want to have a suggestion. - P1 ¯

Our �ndings illustrate an interesting tension. Particularly, the mechanical trigger was some-
times perceived as more discreet and sometimes as more explicit. Furthermore, if the
mechanical trigger was perceived as explicit, the advantage that the use of the system could
be disclosed to the conversation partner was o�en discussed in connection with this.

® So the button, I think, has the bene�t of being very explicit. There you have to
intentionally trigger the button. It also has the bene�t of conveying to the other
person that you’re now using this system, which I would say is a good idea (...) -
P17 ¯

A highlight of the ocular triggering method was that participants were able to perform hand
gestures since there was no need to hold an additional device to trigger the system.

This elucidates the context where di�erent types of triggering methods would be applicable,
for example, using explicit methods when the person wants to inform the interlocutor about
the presence of the system and using a mechanical method in stages where the user reports
low agency. In contrast, implicit methods might be used when the conversation �ow is
prioritized over the sense of agency.

Retrieval Modality

This theme refers to the comments regarding the retrieval modality. The preference for one
or the other retrieval modality was highly dependent on personal preferences. The two levels
of this theme were the retrieval modalitys:

• Auditory: Referring to the text-to-speech method.

• Visual: Referring to the AR, text-based method.
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While some participants felt overwhelmed with two streams of audio information (one from
the system and one from their human conversation partner), others pointed out that it would
be too challenging for them to read the additional information and listen to the conversation
at the same time.

® So, the audio thing obviously has the problem that I’m talking to you, which
makes me want to listen to you, and that thing also is talking. It’s a bit complicated
to have two persons [i.e. the conversation partner and the system] talking to you at
the same time, so the information coming in on the same channel makes it harder
to follow that. - P18 ¯

The other aspect participants discussed in this context was the amount of information pre-
sented. For example, some participants preferred visual information but emphasized that
they struggled with the amount of text to go through. Whereas others emphasized that they
could just read the text to the other person.

While other participants highlighted that audio retrieval is more e�ective, given that they
do not have to spend time on reading and that it allows them to multitask and helps them
trigger conversations.

® I would say the audio felt nicer to me, I would say so. Because we don’t really
need the entire sentences. So just to start the conversation, maybe a single sentence
would be enough. - P7 ¯

The presentation method also strongly in�uenced the participant’s sense of agency over
the process. A frequent comment was that during the auditory presentation, participants
had less agency given that the retrieval modality was time-locking (during the information
presentation, the participant had to focus on this information exclusively), while the visual
presentation allowed for more control over the process given that they were able to decide
when and which parts of the retrieved information to engage with.

4.4 Discussion

We studied how the retrieval modality and action trigger impact user experience and con-
versational dynamics in AR-enhanced dialogue. For this, we developed a system capable of
processing the contextual information of the conversation, processing the information to
continue the conversation, and retrieving the information either visually or auditorily. Then,
we conducted a user study using the discourse completion task (DCT), a well-known method
used in pragmatics to study individuals’ discourse. We then interviewed participants to gain
insights into their perception of the interaction. We inferred discourse metrics from the
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participant responses to the DCT and conducted thematic analysis on the interview data. In
this section, we synthesize the insights gained through this process and report them in two
parts, one focusing on quantitative and one focusing on qualitative insights.

4.4.1 Quantitative Insights

Our study revealed that the introduction of AI-powered conversation support in�uences
conversational �ow. Notably, concerning conversation pace, Conversations may experience
delays due to limitations in AI model processing, including limited bu�er, processing power,
and delays. These factors can slow down the �ow of conversation. When the AI is delayed,
it can cause problems for the conversation, especially if the information is relevant for
continuing the conversation. The emergence of smaller, �ne-tuned LLMs that run on low-
power devices can potentially bene�t real-time AI conversation assistance systems [302].
This trend aligns with requirements for real-world deployments, such as wearability and low
processing delay [303].

Additionally, we found that participants gave signi�cantly longer responses when using visual
prompts than when using auditory ones. Our qualitative �ndings suggest this is because
they were able to formulate their responses while processing the visual prompts at the
same time. In contrast, auditory retrieval potentially requires greater cognitive e�ort to
map the information onto an internal representation, signi�cantly impacting both response
length and adherence to the original prompt. This is further supported by the observed
lower similarity between participant responses and the original prompt when presented
auditorily. However, this connection has to be carefully investigated, as these measures do
not account for intentionally paraphrased sentences, as this was one strategy reported by
some participants. Therefore, the modality can signi�cantly in�uence user engagement
and response characteristics in AI-assisted conversations. In the following sections of the
discussion, we touch on the qualitative insights regarding these metrics.

4.4.2 Qualitative Insights

RetrievalModality Regarding the retrieval modality, both channels were seen as suitable to
parallelize, yet auditory has the inherent disadvantage that information can overlap with the
interlocutor speech. In this sense, it would be perhaps bene�cial to adapt the intensity of the
feedback to be subtle and not disrupt the interaction [93]. On the other hand, visual retrieval,
although observed as a natural way to multi-task, was overwhelming for some participants
due to the amount of information.

Autonomy, as Driving Factor of Human-AI interaction We found that when participants
were put into the context of sharing cognitive tasks with the AI system, the �rst topic that
emergedwas the autonomy of humanswhen exposed so closely to an external cognitive agent.
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We argue that this concern extends to AI systems in general, as shown in recent literature
[304, 305]. Yet, this seems more crucial in the context where the AI is constantly in contact
with the user while having their own thoughts and interacting in natural situations such as
conversations. In line with previous work, we found that some participants felt controlled by
a system, especially in situations where they blindly followed the recommendations of the
system.

E�ects of Action Triggers on Autonomy Participants attributed more autonomy to the
more explicit mechanical trigger, as they felt a connection between their motor action of
pressing a button and the information processing action of the AI system. Yet, there was a
split on how and when to use each method. Participants with an inherent high agency during
the interaction were comfortable using the ocular method. At the same time, some reported
a loss of agency because they triggered the system unintentionally, given their natural ocular
reactions. Also, the explicit trigger was seen as a way to disclose the use of the system by
participants who felt it was necessary; otherwise, they would be "cheating".

Human-AI Autonomy Fluctuation Another phenomenon that we observed was that some
participants started the conversation relying on the system at the beginning of the conversa-
tion, when they felt insecure about the topic, and then took over the conversation when they
gained con�dence. This suggests that autonomy �uctuates depending on the user’s cognitive
states and personality, among others, in addition to the system design.

Notably, some participants reported having less agency and having a break in the interaction
whenever the recommendations were not relevant or implausible. This suggests that in
the case of cognitive agency, it is necessary to maintain semantic coherence. Presumably,
designing a system that is aware of the user’s knowledge and that can deliver information
in coherence to the user’s mental model can help maintain a high sense of agency on the
user. This is supported by a repetitive comment from the participants when describing the
information integration in their own words: "Is it something I would say?".

Information Balance Being overwhelmed by the amount of information relates to the
information balance between the user’s own knowledge and the system’s contribution. We
found that some participants relied on the system to compensate for their own lack of
knowledge on speci�c topics and preferred to integrate more information in such cases, yet,
very o�en, they commented that when it comes to conversations about personal matters,
they will not o�oad any information since this information is easily accessible for them.
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CONTROLLING FOR A PRIORI BELIEFS

This chapter is based on the following publication:

[ Inventory of User Expectations for Technology (iExpect) - Steeven Villa, Thomas
Kosch, Agnes Mercedes Klo�, Jasper Quinn, RobinWelsch - Computers in Human Behavior
Reports (UR), Elsevier

+ In this chapter, we build on previous insights that performance expectations signi�cantly
shape users’ risk-taking, sense of agency, and behavior. However, assessing these expectations
remains challenging due to their ambiguity. To address this, we developed and validated a
questionnaire speci�cally designed to measure user expectations toward augmentation tech-
nologies. Our scale demonstrated strong psychometric properties, aligning with established
models like the Technology Acceptance Model (TAM) while extending them by incorporating
an a�ective dimension—anticipated enjoyment. Moreover, its predictive validity highlights
its utility in capturing willingness to use technology before interaction, di�erentiating it from
existing TAM-based measures. Beyond theoretical contributions, this instrument provides a
practical tool for product development and UX research, allowing practitioners to anticipate
biases in evaluation studies and re�ne technology adoption strategies. The following section
details its development and validation process.

5.1 Constructing the Technology Expectations Questionnaire

Over the last �ve years, a notable trend has emerged in HCI research: the development of
custommeasurement instruments tailored to speci�c research needs, as opposed to relying
solely on traditional psychometric tools from �elds such as psychology and economics [Het2,
306, 307, 308]. However, as HCI continues to encounter domain-speci�c challenges, there
has been a growing inclination to design discipline-speci�c questionnaires. To ensure rigor
in this process, we have adhered to the best practices for questionnaire development as
recommended by Boateng et al. [309], which serve as a key reference in this domain. This
paper details the application of these best practices throughout our development process, as
outlined in Figure 5.1.
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Figure 5.1: Process Overview: The creation of the iExpect was performed in accordance with the best
practices suggested by Boateng et al. [309]. The numbers inside the black circles ( ) describe the
number of items in each stage

5.2 Item Generation

We approached the item generation in four steps: First, we identi�ed relevant items from
other instruments, second, we extracted all the items from these instruments, third, three
researchers �ltered the initial pool with conservative criteria based on relevance and similar-
ity; and fourth, �ve researchers evaluated the remaining items based on (a) relevance, (b)
formulation and rephrased and suggested items for removal.

In detail, we conducted a domain identi�cation by collecting already existing instruments
that captured a construct similar to the construct of interest: user expectations. A search in
databases such as the ACM Digital Library, IEEE Explore, ArXiv, andWeb of Science was con-
ducted with the following search terms, (expec*) AND (technolog*), until saturation
was reached (similar items were constantly found in the search).

As a result of this process, the following established questionnaires were included: the
Technology Acceptance Model (TAM) [310], the Uni�ed Theory of Acceptance and Use of
Technology (UTAUT [311, 312, 313] & UTAUT 2.0 [314]), the User Experience Questionnaire
(UEQ) [315], the System Usability Scale (SUS [316] & the positive SUS [317]), the Perceived
Creepiness of Technology Scale (PCTS [307]), and the modular evaluation of key Components
of User Experience (meCUE [318]. Additional questionnaires from the model Motivation,
Engagement and Thriving in User Experience (METUX [319]), namely the Autonomy & Com-
petence in Technology Adoption Questionnaire (ACTA) and the Technology-based Experience
Need Satisfaction (TENS) with its adaptations for the interface (TENS-Interface), the task
(TENS-task) and life (TENS-Life) were also incorporated.

We collected a total ofN = 329 items from the instruments listed above, the breakdown of
the item number contributed by each instrument to the overall pool is listed in Table 5.1.
During the item generation process, the researchers prioritized the relevance of the items in
measuring technology expectancy prior to interaction, not posterior evaluations.

Then, a team of three researchers (1) rephrased the pool of items and (2) ranked and �ltered
the items based on their potential to measure technology expectancy: Items were rephrased,
preserving a high similarity to the original scales while ensuring they remained technology-
agnostic, thus capable of evaluating technologies before use in the broader sense. For the
ranking and �ltering, the criteria included relevance, potential duplication, and similarity

86



Content Validity

a�er translation/rephrasing. Having conservative criteria, items that were literal duplicates,
highly similar or out of scope were marked for removal. Then the researchers reviewed the
remaining items, rating them on a scale from 1 to 5 where 1 was high relevance and 5 was low
relevance. Items ranked 3 to 5 were excluded, narrowing the list to 150 items. This selection
process focused on retaining only the most pertinent items for the second-to-last cut.

To re�ne and �nalize the initial pool of items for the iExpect questionnaire, the set of 150
items was evaluated by a team of �ve researchers. This team included three researchers
who were involved in the previous step and two researchers who were not familiar with the
initial item pool. Through this evaluation process, the list was reduced to 89 items, which
constituted the initial pool for the iExpect questionnaire.

Table 5.1: Summary of Questionnaires Included. Number of items by instrument with references.
Instrument Author(s) Items Instrument Author(s) Items

ACTA Peters, Calvo, and Ryan [319] 14 UTAUT Madigan et al. [312] 16
Positive SUS Lewis [317] 10 UTAUT Maillet, Mathieu, and Sicotte [313] 40

PCTS Woźniak et al. [307] 8 UTAUT 2.0 Venkatesh, Thong, and Xu [314] 25
TAM Davis [310] 31 meCUE 2.0 Minge et al. [318] 35
TENS Peters, Calvo, and Ryan [319] 37 SUS Bangor, Kortum, and Miller [316] 10

UTAUT Venkatesh et al. [311] 31 UEQ Schrepp, Thomaschewski, and Hinderks [315] 72

Total 329

5.3 Content Validity

Following the creation of the item pool, the next step involves assessing the content validity
of the items to ensure they accurately measure the intended target domain. In line with
Boateng et al. [309]’s recommendations, we evaluated the content validity of the 89-item pool
by soliciting external expert feedback. External experts reviewed each item and rated its
relevance to the construct, providing detailed feedback to re�ne, rephrase, add, or remove
items to the pool. To measure the content validity of the pool of items, we calculated the
Content Validity Index (CVI) [320, 321]. In this section, we describe the details of the process.

5.3.1 External Expert Feedback

We conducted an online survey with eleven experts to calculate the Content Validity Index
(CVI). The experts were asked to rate each of the 89 items on a 4-point scale based on its
relevance to the topic.

Procedure Before the item rating process, participants were informed of the study’s pur-
pose, with particular emphasis on the items being potential candidates for a scale aimed at
measuring A Priori Expectations of Novel Technology from the user’s perspective. To ensure
consistent interpretation of the scale’s purpose, the construct de�nition was displayed on
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every page of the survey (see De�nition #1). Participants were instructed to rate the relevance
of each of the 89 initial items for inclusion in the questionnaire. The items were presented in
a randomized order, each accompanied by a question regarding its relevance to the intended
construct. Experts rated each item on a 4-point scale: Not Relevant, Somewhat Relevant,
Quite Relevant, or Very Relevant. This rating procedure was based on previous work in HCI
scale development [306] and content validation research [320, 321].

Additionally, experts were given the option to provide comments on each item in a free text
�eld. Finally, participants were asked to self-assess their expertise in related areas using
5-point scales and to provide demographic information.

Y De�nition – A Priori Expectations of Novel Technology: These are the anticipated
functionalities or perceived usefulness of a technology or system that a user has not
yet experienced. Since the user lacks �rsthand experience or objective data about the
technology, these expectations are not based on informed assessments. Instead, these
assessments are constructed on assumptions, public opinions, media, marketing, or
hype surrounding the technology or system. In this sense, it di�ers from the Expectation-
Experience models as this concept is intended to capture the prior expectations of a
technology and not the mismatch between a priori and a posteriori assessment of a
technology.

Participants We conducted a study involving 11 experts in Human-Computer Interaction
(HCI), Psychology, and Questionnaire Development. These experts were selected based on
their publication records within these domains and their contributions to the ACM CHI
Conference. Out of the 20 experts who were invited to participate, 11 accepted the invitation.
Participation in this study was entirely voluntary, with no compensation provided. The
average time required for each expert to review the complete item list was approximately 33
minutes (M = 33.17, SD = 12.43). Of the 11 experts, 5 identi�ed as female, and 6 as male.
Participants had an average age of 33 years old (M = 33.09, SD = 3.01). A detailed summary
of the experts’ backgrounds is provided in Table 5.2.

Data Analysis We calculated the Content Validity Index (CVI) for each item based on the
ratings provided by the experts. According to the guidelines proposed by Polit and Beck [321],
a threshold of 0.57 is deemed acceptable. For items that fell within a borderline range of 0.55
to 0.65, we conducted further inspections to ensure their validity. Following a consensus
among the research team, considering both expert feedback and the calculated CVI values, a
total of 58 items were retained for testing in the next step.
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Table 5.2: Overview of the backgrounds and expertise of the 11 experts who participated in the item
validation. Including scientific degree and domain as well as self-assessed expertise in psychology
(Psy.), HCI, System Development (Sys), and development (Dev.) of quantitative instruments

Gender Age Degree Domain Occupation Psy. Exp. HCI Exp. Sys. Exp. Dev. Exp.

1 Female 33 Doctoral Res. Researcher ����� ����� ����� �����
2 Female 36 Doctoral HCI Professor ����� ����� ����� �����
3 Male 35 Doctoral HCI, AI Professor ����� ����� ����� �����
4 Male 27 Master’s HCI Res. Researcher ����� ����� ����� �����
5 Male 31 Master’s CS Researcher ����� ����� ����� �����
6 Male 37 Doctoral HCI Researcher ����� ����� ����� �����
7 Female 33 Doctoral Acad. Res. Researcher ����� ����� ����� �����
8 Male 29 Master’s HRI Researcher ����� ����� ����� �����
9 Female 34 Doctoral HCI Researcher ����� ����� ����� �����
10 Female 34 Doctoral HCI Researcher ����� ����� ����� �����
11 Male 35 Doctoral CS, AI Researcher ����� ����� ����� �����

5.4 Item Testing

In the next phase of the scale development process, we tested the validated item set and
collected data for further item reduction. Based on the recommendations of Boateng et
al. [309], which suggest a minimum sample size of 200 participants to ensure robust analysis,
we conducted a study with 259 participants. The participants assessed seven scenarios
involving novel technologies using a set of 58 items. These scenarios were selected and
validated through a focus group to ensure their suitability as stimuli for the questionnaire. In
this section, we provide details about the data collection for the item testing, as well as the
procedure to generate and discuss the stimuli scenarios.

5.4.1 Scenarios

We performed a targeted search for technology articles (for visual representations, see
Figure 8.8 that report on novel technologies unlikely to have been tested by average users.
Articles from The Verge1 were chosen as references and were subsequently curated and edited
to remove elements that could in�uence user expectations based on individual status, such
as explicit pricing information. We selected scenarios speci�cally designed to evoke both
high and low expectations concerning the presented technology and the article’s writing
style. In detail, we selected the following scenarios:

S1-TinyPod: A case that transforms an Apple Watch into a vintage MP3 player, providing
essential functions like messaging and music playback. The article’s description of the
TinyPod as both a functional and aesthetically pleasing accessory may elevate expectations,

1https://www.theverge.com
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especially among users who have tried the Apple iPod before. Yet, it can also lower user
expectations as the functionalities o�ered are known.

S2-Fiio DM13: A portable CD player with Bluetooth support, various audio connections and
compatibility with multiple digital formats. Similar to the previous scenario, this technology
presents incremental innovation while simultaneously setting expectations for a modern
classical device. The article’s discussion sells the product as a "premium device that blends
old and new technology".

S3-Sim-Lab SteeringWheel: A high-�delity replica for sim racing, featuring detailed con-
trols, carbon �ber construction, and real-time telemetry data display. This technology sets
high expectations for an immersive and realistic racing simulation experience. The article’s
emphasis on the precision and quality of the wheel may heighten user expectations, selling
it as a top-tier product for serious sim racers.

S4-Unistellar Envision Binoculars: Binoculars that use augmented reality to identify and
label landmarks and celestial objects, connecting to a smartphone for real-time contextual
information. This technology heightens user expectations by o�ering an advanced, interac-
tive experience that combines outdoor exploration with digital convenience. The article’s
description presents the product as a cutting-edge tool for both casual and serious users.

S5-Rabbit R1d Handheld: An AI-powered handheld device with a touchscreen, camera,
and scroll wheel, running on Rabbit OS to control apps and services through a single interface.
This technology raises expectations by promising a simpli�ed, uni�ed interface formanaging
various digital tasks, appealing to users seeking innovation. The article’s focus on the novel
design and functionality of the device sets expectations for a highly capable, all-in-one tool.

S6-Nothing AI-Earbuds: A ChatGPT integration in the manufacturer Nothing earbuds, en-
abling direct AI interaction via a pinch-to-speak feature in the latest Nothing OS. This technol-
ogy raises expectations by promising seamless access to AI-powered services through familiar
devices, suggesting a future where voice interaction becomes more intuitive and integrated.
The article’s presentation of the integration plans sets a neutral expectation, leaving users
curious about how well this feature will be implemented and function in practice.

S7-AI Pin: The Humane AI Pin is a wearable computer designed to replace smartphones by
using an AI assistant and a custom operating system to eliminate the need for a screen. This
technology raises user expectations by promising a more streamlined, hands-free interaction
with digital tools, but current limitations may lead to user disappointment if the performance
does not meet these expectations. The article’s emphasis on the un�nished and problematic
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Figure 5.2: Pictures of products used for the scenarios seven scenarios from their original article.

state of the AI Pin may lower user expectations, making them cautious about the product’s
current usability.

5.4.2 Focus Group: Scenario Validation

As there is no pre-de�ned way to induce people’s expectations, we conducted a focus group
with �ve participants to discuss the validity of the proposed seven scenarios and potential
strategies to improve them. Participants could propose alterations to scenarios during the
discussion. The goal of this step was to ensure that the selected set of scenarios e�ectively is
suitable as stimulus for eliciting user expectations.

Procedure Initially, participants received a brief introduction to the study and completed a
demographic survey. Following this, we distributed printed copies of the seven scenarios to
each participant. The group discussion was structured into two phases. In the �rst phase,
participants individually reviewed each scenario, noting their thoughts and ranking the
scenarios from most to least expectation eliciting. In the second phase, we facilitated an
open discussion where participants were encouraged to explain the reasoning behind their
rankings. The facilitator ensured that all scenarios were thoroughly discussed. In the �nal
stage, the group collaboratively agreed on a consensus ranking of the scenarios. Subsequently,
participants were asked to propose modi�cations to the scenarios to enhance the range of
their impact, aiming to increase the highest eliciting (positive expectations) scenarios while
decreasing the impact of the lowest ones (negative expectations).

Participants Five participants (1 female, 4 male) were recruited from the facilities of Aalto
University through convenience sampling to participate in an in-person group discussion.
Participation was voluntary, and participants were informed that they could withdraw at any
time. The mean age of the participants was 23 years old (M = 23.60, SD = 2.33). The session
lasted approximately 45 minutes, and participants did not receive any compensation for their
involvement.

Results We collected individual participant rankings, the overall group ranking, and partic-
ipants’ comments from the printed articles. These results are summarized in Table 5.3. From
the independent rankings, we observed that each scenario, except for the Nothing Earbuds,
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was ranked among the top three in terms of positive expectations by at least one participant.
The Earbuds scenario also had the lowest standard deviation, indicating consensus among
participants regarding its low expectation level. In contrast, the other scenarios exhibited a
higher spread, re�ecting a broader range of opinions. The Binoculars and Rabbit R1 devices
elicited the highest expectations according to the rankings. This evaluation con�rms that the
selected scenarios e�ectively elicit a diverse range of user expectations and are suitable as
stimuli for the current questionnaire.

Table 5.3: Categorization of Scenarios, Rater scores with Average, Standard Deviation (SD), and Over-
all Ranking

Scenario Code Innovation Writing Style R1 R2 R3 R4 R5 Mean SD Rank

TinyPod S1 Incremental Neutral l 3 l 1 l 2 m 6 m 7 3.8 2.32 3
Fiio DM13 S2 Incremental Neutral m 7 l 3 m 6 l 2 l 3 4.2 1.94 4

Sim-Lab SteeringWheel S3 High Heightening l 1 m 5 m 7 m 7 m 4 4.8 2.23 5
Unistellar Binoculars S4 High Heightening l 2 m 4 l 3 l 1 l 1 2.2 1.17 1

Rabbit R1 S5 Moderate Heightening m 6 l 2 l 1 m 4 l 2 3.0 1.79 2
Nothing’s ChatGPT Earbuds S6 Moderate Neutral m 4 m 6 m 4 m 5 m 6 5.0 0.89 7

Humane AI Pin S7 High Lowering m 5 m 7 m 5 l 3 m 5 5.0 1.26 6

5.4.3 Procedure

Participants were �rst requested to provide informed consent. Following consent, we col-
lected demographic information before presenting them with one of seven scenarios de-
scribed in the survey. To ensure that the respondents had no previous experience with the
devices mentioned, we included a button labeled, "I have used, tested, or experienced this
technology personally." If participants clicked this button, they were shown a di�erent sce-
nario. If a participant reported having experienced all the technologies in the scenarios, they
were excluded from the sample.

A�er reading a scenario, participants responded to three comprehension check questions
and were then asked to explain the technology in one sentence. Subsequently, they rated 58
items on a Likert scale ranging from 1 (Strongly Disagree) to 7 (Strongly Agree).

5.4.4 Participants

To collect user data for the factor analysis, we distributed a survey to participants from theUSA
and UK using Proli�c2 as the recruitment platform. We collected data from native English
speakers, as the current scale is developed in English. We obtained responses from 325
participants, from which, a�er �ltering for comprehension of the text, attention checks, and
click latency analysis, we removed 67 participants. This led to a total of 259 valid responses
from 126 females, 129 males, and four non-binary individuals. Participants had an average

2https://proli�c.com/
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age of 37 years old (M = 37.28, SD = 12.72). The survey took approximately 10 minutes to
complete (M = 10.02, SD = 5.92).

5.5 Item Reduction

In the next stage of questionnaire development, we analyzed the data obtained from the
previous step to determine the optimal number of factors and reduce the number of items.
This was done using Exploratory Factor Analysis (EFA), a method that reveals the underlying
structure of the items by modeling the observed variables in relation to latent factors. The
detailed procedure is described in the following section.

5.5.1 Item Pre-processing and Adequacy Testing

For the item analysis, we inverted the negatively worded items, examined the densities of all
items, and eliminated those with high skew and kurtosis or insu�cient item discrimination
(n = 10). Next, we conducted a Kaiser-Meyer-Olkin (KMO) factor adequacy test to evaluate
the data’s suitability for factor analysis. In a KMO test, values close to 1.0 are desirable, and
our dataset produced a KMOMeasure of Sampling Adequacy (MSA) of 0.95. Subsequently, we
performed Bartlett’s Test to evaluate the null hypothesis that the inter-correlations among
the variables in the dataset are equal to zero, thereby eliminating the possibility of an identity
matrix and ensuring that the variables are suitable for factor analysis (χ̃2(1081) = 10933.87).

5.5.2 Exploratory Factor Analysis

We conducted an exploratory factor analysis to identify the underlying factors that explain
the patterns of correlation among the items [322]. To determine the optimal number of
factors, we employed both parallel analyses [323] and scree plot analysis [324]. The scree plot
inspection suggested that a three-factor solution was appropriate, corresponding to factors
with eigenvalues greater than 3.32.

We then used an oblimin rotation3 to account for the possibility of correlation among factors
[325]. An oblimin rotation produces correlated factors and is an oblique rotationmethod used
in factor analysis to maximize the variance of the variable factor loadings while minimizing
the number of variables with high factor loadings [325]. From this model, we eliminated
all items with loadings below 0.4 and those loaded on multiple factors (above 0.2 on more
than one item; n = 3). We deleted another three items with loadings that were too high
or too low on the factors. We merged two items with high similarity as a �nal step. The
scale now encompassed 22 items distributed across three factors, with nine, seven, and

3Note that we have tried an orthogonal rotation that had an inferior �t as compared to the oblique rotation,
which did not converge in the CFA.
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Table 5.4: The revised version of the iExpect scale consists of 22 items grouped in three factors:
Anticipated Ease of Use (EU), Anticipated Usefulness (US), and Anticipated Enjoyment (AE), with item
loadings reported. Loadings under 0.2 are omitted. Primary loadings used for scoring are in Bold.

Item Code Origin Factor Loadings

EU US AE

Learning how to use the technology will be easy for me EU1 UTAUT 0.884
I am knowledgeable about how to use the technology EU2 TAM 0.819 -0.131

The operating procedures will be simple to understand EU3 meCUE 2.0 0.779
It will be quickly apparent how to use the technology EU4 meCUE 2.0 0.778

The technology will be easy to use EU5 UTAUT 0.750 0.150
The technology will be confusing (R) EU6 UEQ 0.742

I feel con�dent in my abilities to use the technology e�ciently EU7 ACTA 0.740 0.108
I will be able to use the technology without the support of a technical person EU8 Positive SUS 0.731 -0.186 0.138

It will be easy to get the technology to do what I want it to EU9 ACTA 0.637 0.108 0.133
The technology will make it easier to do my daily activities US1 UTAUT 0.903

The technology will increase my productivity US2 UTAUT 0.885
The technology will increase the quality of my work output US3 UTAUT 0.842

The technology will be useful in my daily life US4 UTAUT 2.0 0.109 0.832
The technology will enable me to accomplish tasks more quickly US5 UTAUT 0.826

The technology will help me reach my goals US6 meCUE 2.0 0.821
The technology will increase the e�ectiveness of performing tasks US7 UTAUT 0.688 0.150

The technology will be enjoyable AE1 UEQ 0.858
The technology will be entertaining AE2 UTAUT 2.0 0.860
The technology will be fun to use AE3 ACTA 0.860
The technology will be boring (R) AE4 UEQ -0.117 0.689

The technology will be stylish AE5 meCUE 2.0 0.131 0.664
The technology will make me happy AE6 meCUE 2.0 0.200 0.621

six items, respectively. The model had a good �t, with KMO MSA = 0.94, Tucker Lewis
Index of factoring reliability TLI = 0.956, and the Root Mean Square Error of Approximation
RMSEA = 0.056. Table 7.2 presents the results of the exploratory factor analysis, namely
the factors, items, and their corresponding loadings.

Based on the content of each factor, we named the �rst factor Anticipated Ease of Use (EU),
as it includes elements related to learning how to use the technology and the perceived ease
of use. The second factor, named Anticipated Usefulness (US), encompasses items that focus
on how well the technology supports the user’s tasks. Finally, we labeled the third factor
Anticipated Enjoyment (AE), as it includes items assessing the potential enjoyment derived
from using the technology. The internal consistency of the scales, as measured by Cronbach’s
alpha, was high: α = .932 for EU, α = .945 for US, and α = .908 for AE, suggesting good
internal consistency[326].

Dimension Visualization: In Figure 5.3, we show the three-factor solution scores for each
scenario in a radar plot. Notably, scenarios 3 and 4 scored higher in Anticipated Usefulness,
while scenarios 1 and 2 scored higher in Anticipated Ease of Use, scenarios 5, 6, and 7 had
comparatively lower scores, with scenario 7 having the overall lower score.
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Figure 5.3: Scenario scores for the resulting dimensions of the factor analysis

5.6 Scale Evaluation

In this step, we evaluated the obtained three-factor and 22-item solution found in the previous
step across three assessments: (1) We �rst conducted a CFA to verify the factor structure
identi�ed in the previous step; (2) To assess the temporal stability of the scale, we performed a
test-retest reliability analysis; (3) We then assessed discriminant, convergent and concurrent
validity to ensure that the scale measures a construct distinct from related constructs, and
can predict outcomes of connected concepts. A new sample (N = 278) was gathered to test the
dimensionality, and a subset (N = 93) was recruited to participate again two weeks later for
the temporal stability assessment.

5.6.1 Dimensionality test

To con�rm the validity of the identi�ed factor structure, it is relevant to verify whether
the dimensions of the solution remain consistent (Anticipated Ease of Use, Anticipated
Usefulness, Anticipated Enjoyment). Previously, we identi�ed a three-factor solution with
22 items. Following Boateng et al. [309], we conducted a CFA with a new participant sample
(N = 278) to test if this structure holds.

5.6.2 Participants

To collect user data for the factor analysis, we distributed a survey to participants from the
USA and UK using Proli�c as the recruitment platform. We collected data from native English
speakers, as the current scale is developed in English. We obtained responses from 332
participants, from which, a�er �ltering for comprehension of the text, attention checks,
and click latency analysis, we removed 54 participants. Our sample thus consists of 278
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participants, including 140 females, 136 males, and 2 non-binary individuals. Participants
had an average age of 37 years old (M = 37.12, SD = 12.96). The survey took approximately
4 minutes to complete (M = 7.23, SD = 3.87). The participants were compensated with 9
GBP per hour. All participants were informed of the voluntary nature of their participation
and provided with the option to withdraw at any time if they felt uneasy. Participants were
also informed that the collected data would be anonymized prior to processing.

Procedure Similar to the previous data collection. participants were �rst requested to
provide informed consent. Following consent, we collected demographic information before
presenting them with one of the seven scenarios described above. To ensure that the respon-
dents had no previous experience with the devices mentioned, we included a button labeled,
"I have used, tested, or experienced this technology personally." If participants clicked this
button, they were shown a di�erent scenario. If a participant reported having experienced
all the technologies in the scenarios, they were excluded from the sample. A�er reading a
scenario, participants responded to three comprehension check questions and were then
asked to explain the technology in one sentence. Subsequently, they rated the 22 items on a
Likert scale ranging from 1 (Strongly Disagree) to 7 (Strongly Agree).

Con�rmatory Factor Analysis In order to assess the validity of the iExpect scale’s structure,
we conducted a CFA. This statistical procedure allowed us to con�rm the dimensionality of
our proposed factor model. The solution had three intercorrelated factors; see again Table 7.2.
We �tted the model with lavaan Rosseel [327] using a maximum likelihood estimator with
the NLMINB optimizer (56 iterations).

The con�rmatory factor analysis revealed an RMSEA of .087, which falls within the acceptable
range. Additionally, the CFI was calculated to be .937, and the Standardized RootMean Square
Residual (SRMR) was determined to be .077. Both values are within the desirable bounds,
with CFI values above .95 and SRMR values below .08 being considered indicative of a good �t
of the data to the model. Again, Cronbach’s Alpha for EU was α = .964, for US α = .953, and
for AE was α = .926 can be deemed a good level of internal consistency. Providing evidence
for the validity of the three-factor 22-item solution.

5.6.3 Temporal Stability

Temporal stability is an essential aspect of scale assessment, as it ensures validity for lon-
gitudinal studies and repeated measures, indicating that the instrument is not signi�cantly
in�uenced by external factors. Temporal stability refers to the consistency of a scale in
producing similar results when administered to the same participants at di�erent time points
[309]. To evaluate the temporal stability of the iExpect solution, we conducted a test-retest
reliability assessment. This psychometric evaluation, commonly employed in scale devel-
opment (e.g., [307, 308]), estimates reliability based on temporal stability. We recruited 93
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participants from the initial CFA data collection and analyzed their responses two weeks later
to compare results across the two time points.

Procedure The procedure was identical to the one described in paragraph 5.6.2. The main
di�erence from this procedure is that the participants were automatically assigned to the
same scenario assigned in the �rst data collection. Therefore, participants were not allowed
to change the scenario this time. Additionally, a�er participants completed the iExpect items,
we distributed the Basic Psychological Needs Scale for Technology Use (BPN-TU) [328], the
Big Five Inventory (BFI-10) [329] and the Abbreviated Technology Anxiety Scale (ATAS) [330]
for discriminant and convergent validity.

Participants Approximately 33% of participants (n = 93) from the previous study were
recruited again via Proli�c for this follow-up data collection. The sample included 49 females
and 44 males; none identi�ed as non-binary or other, with a mean age of 39 years old (M =
39.20, SD = 13.48). The compensation and consent procedures remained consistent with
those in the prior study. The surveywas administered online and took respondents an average
of 8 minutes to complete (M = 8.53, SD = 4.99).

Results To assess the reliability of the overallmodel, we computed the Intraclass Correlation
Coe�cient (ICC) using a two-way random e�ects model. We considered both consistency
and agreement types of ICCs. Additionally, we calculated Spearman correlations for all the
subscales and total scale. The consistency (ICC = 0.867, 95% CI = 0.806 to 0.91, p < 0.001)
and the agreement (ICC = 0.867, 95% CI = 0.806 to 0.91, p < 0.001), and Spearman correlation
(ρ = .821, p < 0.001) were found to be high for the overall scale suggesting a high degree of
reliability in the overall scale items. Similarly, each of the three subscales yielded satisfactory
consistency and agreement values; EUConsistency (ICC = .851, 95%CI = .783 to .899, p < 0.001),
Agreement (ICC = .843, 95% CI = .767 to .895) and ρ = .850, p < 0.001, US Consistency (ICC =
.747, 95% CI = .642 to .825, p < 0.001), Agreement (ICC = .749, 95% CI = .644 to .827, p < 0.001)
and ρ = .722, p < 0.001, AE Consistency (ICC = .863, 95% CI = .800 to .907, p < 0.001),
Agreement (ICC = .862, 95% CI = .799 to .906, p < 0.001) and ρ = .837, p < 0.001. Table 7.5
shows a summary of the results per factor.

Table 5.5: The two-way single-measurement intraclass correlation coefficients (ICC) calculated for
Anticipated Ease of Use (EU), Anticipated Usefulness (US), and Anticipated Enjoyment (AE) factors of
the Inventory of User Expectations for Technology (iExpect) scale.

Factor iExpect-EU iExpect-US iExpect-AE

κ F p κ F p κ F p

Consistency .851 F (92,92) = 12.4 < .005 .747 F (92,92) = 6.91 < .005 .863 F (92,92) = 13.6 < .005
Agreement .843 F (92,74.1) = 12.4 < .005 .749 F (92,92.1) = 6.91 < .005 .862 F (92,92.7) = 13.6 < .005

To visualize the reliability of the iExpect scale, we employed the Bland-Altman method [331].
We plotted each participant’s mean di�erence between the initial test and retest against the
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average of both test sessions in Bland-Altman plots. The dashed horizontal lines in these plots
represent the limits of agreement, corresponding to the 95% con�dence interval around the
mean di�erence between sessions. These limits delineate the range within which 95% of the
di�erences between test sessions are expected to fall [331, 332].

In the plot (see Figure 5.4), the mean di�erence near zero (dotted line) indicates that the
iExpect scale demonstrates absolute temporal stability on average. The distribution around
zero further suggests that reliability is not in�uenced by the mean score. This supports the
scale’s suitability for administration at di�erent time points, making it appropriate for use in
both between-groups and repeated-measures designs.
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Figure 5.4: Bland Altman plot showing the iExpect Mean score for both test sessions in each partici-
pant as a function of the difference between both testings. There is no indication of skew in the data.
Therefore, the small error found seems to vary independently of the Mean score.

5.6.4 Construct Validity

Following the validation of the scale’s factor structure and temporal stability, one of the
last steps involves assessing the construct validity, as recommended by Boateng et al. [309].
In this section, we evaluate the construct validity of iExpect across three dimensions: (1)
Discriminant validity, to ensure that the construct is distinct and independent from related
constructs; (2) Convergent validity, to con�rm that the construct correlates with similar
concepts; and (3) Concurrent validity, to demonstrate that the construct can predict the
outcomes of associated concepts.

Measures: To test discriminant and convergent validity of the iExpect scale, we selected
three instruments available in the literature, including all their subscales; these instruments
are listed below:

BPN Basic Psychological Needs Scale for Technology Use (BPN-TU) [328]: The BPN-TU
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scale is a psychometric tool to assess how well the use of technology satis�es three
core psychological needs: autonomy (BPNAut), competence (BPNCom), and related-
ness (to others-BPNRelO -, and to the technology -BPNRelT -). It is grounded in Self-
Determination Theory and evaluates users’ experiences with technology by measuring
how these interactions ful�ll their intrinsic motivations.

BFI Big Five Inventory (BFI-10) [329]: is an assessment tool used to measure �ve major
dimensions of personality: Extraversion (BFIExtra), Conscientiousness (BFIConsc),
Neuroticism (BFINeuro), Openness (BFIOpen), and Agreeableness (BFIAgre). It pro-
vides insights into individual personality traits and is widely utilized in psychological
research.

ATAS Abbreviated Technology Anxiety Scale (ATAS) [330]: is a tool that is unidimensional to
measure an individual’s anxiety or discomfort related to the use of technology. ATAS
is particularly useful in contexts where understanding the psychological barriers to
technology adoption and use is critical.

Given the nature of these instruments, we hypothesize that the BPN scale, particularly the
BPNAut subscale, will positively correlate with the iExpect-EU. This is because the BPNAut

subscale re�ects the user’s sense of control over the technology and their ability to use it
predictably. Similarly, we expect a positive correlation between the BPNCom subscale and
the iExpect-US, due to the alignment with the goal-oriented anticipation measured by US.

While personality traits, asmeasured by the BFI-10 inventory, may in�uence attitudes towards
novel technologies, we anticipate that the iExpect construct will be largely uncorrelated with
these traits. The iExpect is speci�cally focused on the technology itself and the anticipation
of its use, which we believe remains independent of personality traits, particularly in the
pre-use stage when users lack experience with the technology. However, it is plausible that
certain factors, such as BFIAgre, which may involve elements of traits like trust, could show
a slight correlation. This is because trust in the potential bene�ts of the technology may play
a role in shaping expectations.

Finally, we hypothesize that the ATAS scale will show a negative correlation with our con-
struct. This expectation is based on the idea that the anticipation of bene�ts from using
technology is inversely related to the anxiety that using technology might provoke.

Participants: The construct validity assessments were made in the same subset of partici-
pants from the temporal stability assessment presented in paragraph 5.6.3.

Internal Consistency The split-half reliability of the iExpect was evaluated using the split-
half function with 1000 samples, demonstrating strong internal consistency across multiple
metrics. Themaximum split-half reliability (λ4) was 0.99. Both the average split-half reliability
(λ) and Cronbach’s (α) were 0.96. The minimum split-half reliability (β) was observed at 0.74.
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Table 5.6: Discriminant Validity calculations for the ATAS questionnaire, the BFI-10 subscales and the
iExpect factors

Scale iExpect-EU iExpect-US iExpect-AE

Corr df χ2
RMSEA Corr df χ2

RMSEA Corr df χ2
RMSEA

ATAS -0.49 459 820.56 0.39 -0.01 459 876.33 0.87 -0.33 459 837.47 0.58
BFIExtr -0.08 302 661.62 0.82 -0.10 302 660.04 0.81 0.01 302 672.38 0.89
BFICons 0.10 302 660.04 0.81 0.04 302 667.79 0.86 0.10 302 659.92 0.81
BFINeur -0.24 302 641.63 0.68 -0.03 302 668.33 0.87 -0.22 302 644.39 0.70
BFIOpen 0.01 302 671.93 0.89 -0.11 302 658.00 0.80 -0.15 302 653.10 0.70
BFIAgre 0.32 302 632.71 0.61 0.26 302 639.82 0.67 0.35 302 629.07 0.57

We also observed similar values for iExpect-EU (λ4 = .97, α = .96, λ = .96, β = .93), iExpect-
US (λ4 = .97, α = .96, λ = .96, β = .95), and iExpect-AE (λ4 = .95, α = .93, λ = .93, β = .91)
indicating high internal consistency and suggesting that the items within the iExpect are
reliably measuring the intended construct.

Discriminant Validity To ensure the independence of our construct from related scales,
we followed the method proposed by Rönkkö and Cho [333]. We �rst computed models for
the iExpect scale along with the previously mentioned instruments. Subsequently, for the
ATAS scale, we observed a negative correlation with both the iExpect-EU and iExpect-AE
subscales, aligning with the anticipated relationships based on the underlying concepts
of each construct. As for the BFI-10 subscales — BFIExtra, BFIConsc, BFINeuro, BFIOpen,
and BFIAgre — each showed small, negligible correlations with the proposed constructs, in
fact, all the upper con�dence intervals (CIUpper) of the correlations where lower than 0.68,
Rönkkö and Cho [333] suggest discriminant validity when CIUpper < 0.8. Table 5.6 shows the
computations for the discriminant validity instruments. Given these results, it is possible to
assert that the iExpect scale factors are independent and distinct from connected instruments
and concepts.

Table 5.7: Convergent Validity Calculations for the BPN subscales and the iExpect factors, SFL rep-
resents the Standardized Factor Loading, (which resembles the correlation between the factors)

Scale iExpect-EU iExpect-US iExpect-AE

ω AV E SF L df χ2
SF L df χ2

SF L df χ2

BPNAut 0.90 0.77 0.70 507 983.77 0.57 507 990.75 0.79 507 982.83
BPNCom 0.87 0.70 0.59 507 988.79 0.67 507 984.21 0.78 507 982.83
BPNRelO

0.88 0.68 0.24 507 1020.96 0.51 507 994.73 0.43 507 1001.48
BPNRelT

0.83 0.62 0.33 507 1009.56 0.39 507 1004.71 0.48 507 996.71

ConvergentValidity For the convergent validity assessment, we applied the sameprocedure
as we did for the discriminant validity. We observed correlations across all subscales for the
instruments used to assess convergent validity. Speci�cally, BPNAut and BPNCom showed
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positive correlations with the three factors of the iExpect scale. BPNRelO and BPNRelT

demonstrated weak correlations with iExpect-EU but had stronger correlations with iExpect-
US and iExpect-AE, particularlywith the latter. Table 5.7 provides a summary of the convergent
validity results. Additionally, following Cheung et al. [334]’s recommendations, we analyzed
the following criteria: (1) The ω-values > 0.7 , (2) the standardized factor loadings > 0.4,
and (3) the AVE values are > 0.5. All the scales presented an ω higher than 0.7, similarly the
AVE was also higher than 0.5. Regarding the standardized factor loadings, we found that
BPNAut and BPNCom presented a high value for all three factors, yet BPNRelO presented
a high value for US and AE mostly, while BPNRelT presented a high value only for AE. In
all, considering the redundant number of tests, the result evidences a convergent validity,
highlighting that the proposed scale aligns with conceptually related instruments.
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Figure 5.5: Concurrent Validity of the iExpect scale; Willingness to use a technology in the future as
predicted by the iExpect scale and each of its factors (Anticipated Ease of Use (EU), Anticipated Use-
fulness (US), and, Anticipated Enjoyment (AE)). The results show that at a higher score of the iExpect,
there is a higher willingness to use a given technology in the future as measured by the responses of
the study participants

Concurrent Validity To evaluate the concurrent validity of the iExpect, we examined how
e�ectively the scale and its factors predict the willingness to use technology in the future,
Figure 5.5. A multiple linear regression analysis was conducted to assess the impact of three
independent variables (EU, US, and AE) on participants’ responses to the question, "Would you
be willing to use this product in the future?". The regression model was statistically signi�cant,
F (3, 89) = 37.887, p < 0.001, indicating that the independent variables collectively accounted
for a signi�cant portion of the variance in the dependent variable.
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5.7 Discussion

In this paper, we introduce the development and validation process of a 22-itemmeasure, the
iExpect scale, designed to measure user expectations of technologies before interaction. We
identi�ed a three-factorial structure that encompassed the EU factor, which measures the
anticipated ease of use, US, which describes the anticipated usefulness of the system, and AE
that captures the anticipated enjoyment from using the interactive system.

5.7.1 Scale Scoring and Independent use of the Subscales

The iExpect scale is scored on a seven-point Likert scale from Strongly Disagree (1) to Strongly
Agree (7). Items EU-6 and AE-4 are reverse-scored. Higher scores indicate higher user
expectations about a given technology:

In the full scoring system of the iExpect scale, it is advisable to calculate the arithmetic mean
of all the items to obtain the overall iExpect score. This scoring provides an overview of user
expectations about a technology.

iExpect = EU + US +AE

3

Yet, we also recommend analyzing the individual factors of the scale given their individual
relevance and the length of the overall questionnaire, so if a researcher would need to look
at the speci�c insight of AE for example, distributing and computing only the elements of
this subscale would be possible. In order to do this, we suggest �rst reversing the relevant
items for EU and AE and then calculating the arithmetic mean of the items of the factor. The
interpretation of the independent subscales is similar to the overall scale as they have the
same valence: higher scores indicate higher expectations about a given technology.

EU = (EU1 + EU2 + EU3 + EU4 + EU5 + EU6R + EU7 + EU8 + EU9)/9
US = (US1 + US2 + US3 + US4 + US5 + US6 + US7)/7
US = (AE1 +AE2 +AE3 +AE4R +AE5 +AE6)/6

5.7.2 Scale Structure and Content

The iExpect sub-scales were validated by comparing di�erent scenarios and in con�rmatory
factor analysis, showing a good �t based on several �t indices, excellent internal consistency,
and very good test-retest reliability. Wehave evaluated the validity of iExpect across studies. In
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subsection 5.3.1, we could show experts’ agreement regarding our tested items for the iExpect
and, therefore, the validity of the content of our item pool is substantiated. Furthermore,
our three-factor structure aligns with the TAMmodel of technology acceptance. The TAM
model, originally developed by Davis [310], posits that user acceptance of technology is
primarily determined by two key factors: Perceived Usefulness and Perceived Ease of Use.
Our three-factor structure, encompassing Anticipated Ease of Use, Anticipated Usefulness
and Anticipated Enjoyment, not only aligns with these foundational constructs but also
extends themodel by incorporating an a�ective dimension — anticipated enjoyment —which
has been increasingly recognized as an important factor in user experience and technology
acceptance in subsequent extensions of TAM [310, 335, 336, 337, 338, 339], such as UTAUT2
(Hedonic Motivation)[311, 312, 313, 314].

Aside from content validity, we could also establish concurrent validity. The factors of the
scale could predict willingness to use technology in the future, demonstrating the criterion
validity of our scales. Therefore, we deem our scale to be practically useful for capturing
aspects of the intention to use the technology before any interaction, which sets it apart
from the TAM-based questionnaires and scales that focus on acceptance and intention to use
technology once participants have interacted with it [310, 311, 312, 313, 314]. Interestingly,
in the �nal set of items of iExpect, there is no reference to social aspects of technology use,
as covered in the meCue scale [318]. and our adaption, hinting at the possibility that before
interaction, the social acceptability aspects of technology expectations are not as clear. While
this view aligns with technological determinism (see for a socio-technical system discussion,
see Wyatt [340]), social change coming from technological adoption, social acceptability
might still be a key part of not yet-used technologies if the product vision is de�ned and in
public discourse such as in social robotics [341] or human augmentation [Het2].

We found a distinct pattern regarding the correlation to related and unrelated measures
showing convergent and discriminant validity. While we found no correlations for most BFI-
10 measures and a negative correlation to the ATAS, we found that our subscales correlated
with the BPN scale. Given that both the ATAS and the BPN scale relate to emotional and
motivational aspects regarding the anticipation of technology use, we can speculate that
expectations measured with the iExpectmight link the distal emotional and motivational
aspects to expectations of interaction which are relatively proximal, i.e., map well onto the
willingness to use. Moreover, while our measure was highly reliable, with very few relative
and absolute changes across time, given this link to emotional and motivational aspects of
technology use, the measure should be sensitive to dynamic changes in expectations across
time if new information about technology is given to potential users (e.g., from sneak-peak
of a product to the presentation keynote).

5.7.3 Implications

Our research has three sets of implications for practice, theory, and methods. First, with
our scale at hand, practitioners can now evaluate how descriptions of di�erent technologies,
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even in the prototyping stage, can elicit expectations. In product development, our scale
could be used to understand aspects of purchase intentions for interactive technologies and
map out which aspects are relevant to di�erent user groups and demographics. However, it
is important to note that in this regard, further research is needed to understand individual
di�erences in expectations towards interactive technologies.

Second. with the iExpect, we have a new method. We now have a tool for measuring expecta-
tions regarding technologies before interaction. Given that scales like the ones used Brown,
Venkatesh, and Goyal, Brown et al. [342, 343] have been used to anticipate technology use
before interaction in practice but were constructed for acceptance a�er interaction and use
of technology, we can resolve a long-standing mismatch in the TAM literature and provide
now a newmeasure that is designed to measure expectations of technology.

Third, on a larger scale, the iExpect could be a new fundamental tool for evaluation ef-
forts in HCI research as expectation-con�rmation/discon�rmation Brown, Venkatesh, and
Goyal [342], as well as placebo e�ects [Het2, 344, 345, 346], can undermine evaluation e�orts.
By capturing expectations upfront, the iExpect allows researchers and UX practitioners to
anticipate biases (due to very high or very low expectations) that can skew evaluation results,
ensuring that assessments re�ect the technology’s true performance, usability and user expe-
rience rather than being in�uenced by preconceived notions or expectations. Nevertheless,
it is crucial to investigate whether these expectations stem from unrealistic perceptions,
misunderstandings, exaggerated marketing, or genuine beliefs. To address this, researchers
and practitioners should interview users to understand the reasons behind their expecta-
tions, ensuring that subsequent guidance or product adjustments are based on whether
expectations are well-founded or if there is a misalignment between user perception and the
technology’s actual capabilities.
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% This part explored the role of cognitive augmentation technologies in shaping user
expectations, agency, and decision-making. We �rst examined how performance ex-
pectations in�uence risk-taking and the placebo e�ects of augmentation, highlighting
the importance of user beliefs in shaping behavior. Our �ndings indicate that expec-
tations alone can alter decision-making, reinforcing the need to design augmentation
technologies with appropriate mental models to mitigate potential risks.

Next, we investigated the neurophysiological underpinnings of agency in cognitive aug-
mentation. Through EEG-based spectral analysis, we explored how perceived AI as-
sistance reduces the sense of agency at a neural level. Building on these insights, we
explored augmented reality-based AI assistance in conversations. Our study revealed
how di�erent retrieval modalities and action triggers impact user experience and auton-
omy. We found that information balance and control mechanisms play a critical role in
ensuring seamless interaction without compromising the user’s sense of control.

Finally, we addressed the challenge of measuring and assessing user expectations toward
augmentation technologies. We developed and validated a new questionnaire, o�ering a
tool to quantify expectations before interaction. This scale extends traditional technology
acceptance models by incorporating an a�ective dimension, allowing researchers and
practitioners to better anticipate biases and user perceptions.
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6
MAPPING ATTITUDES

“These days, the problem isn’t how to innovate; it’s how to get
society to adopt the good ideas that already exist.”

– Douglas Engelbart

This chapter is based on the following publications:

[ Understanding Perception of Human Augmentation: A Mixed-Method Study -
Steeven Villa, Jasmin Niess, Takuro Nakao, Jonathan Lazar, Albrecht Schmidt, Tonka-
Katrin Machulla - In 2023 CHI Conference on Human Factors in Computing Systems (CHI ’23).
Association for Computing Machinery.

+ In the previous part, we explored factors in�uencing autonomy. Here, we shift focus to
heteronomy, or the external factors in�uencing augmented human autonomy, beginning with
an examination of societal attitudes toward human augmentation. Human augmentation
has been explored extensively in the context of technological possibilities but less so from a
societal perspective. This chapter examines societal attitudes toward augmented humans and
the factors in�uencing these perceptions across cultural contexts. To address this, we conducted a
comparative study in Japan, the United States, Colombia, and Germany. The �ndings highlight
how cultural di�erences shape public perceptions of human augmentation.

6.1 Method

We followed a two-stage approach to gain knowledge on the factors that in�uence attitudes
toward augmented humans (Figure 7.1). First, we examined the dimensions in�uencing the

(a) Sensory augmentation
vignette

(b) Motor augmentation vignette (c) Cognitive augmentation vi-
gnette

Figure 6.1: Visual representation of text-based scenario applied in this inquiry. A visual representation
of vignettes is only used in this manuscript for reference and to improve clarity. In the two studies
reported in this work, vignettes were text-based only to avoid potential biases.
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Exploration: Interview Study Consolidation: Online Study
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Figure 6.2: Study diagram: In the Exploration phase, we addressed RQ1: Which factors influence the
perception of augmented humans? and RQ2: How do the different augmentation types affect the
perception of augmented humans?

population’s judgments of augmented humans through 16 interviews. Second, we examined
the perception and acceptance of the three di�erent types of augmentations in a between-
subject vignette study as described in Section 6.4. By running semi-structured interviews
with a diverse sample (countries from the Americas, Europe, and Asia), we followed a call
to diversify HCI participant samples by Linxen et al. [347]. We aimed to gather di�erent
perspectives and concerns regarding the judgment of augmented humans. Although it
does not cover all the possible opinions that can emerge from other cultures (i.e., Slavic,
African, and Middle Eastern among others), we consider this an initial approximation toward
comprehensivemappingof humanaugmentation technologies anda�rst step towardbuilding
an understanding about how the world perceives augmented humans. Furthermore, for
the between-subject study, we included participants from the same set of countries. The
study was conducted during the months of June to September of 2021 in di�erent academic
institutions across the four included countries (USA, Germany, Japan, and Colombia).

This study has been approved by the Institutional Review Board of the University of Maryland
(approval number 1645727-2).

6.2 Which factors impact the perception of augmented humans? An
interview study

Exploration: Interview Study Output
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Figure 6.3: Exploration phase: we addressed RQ1: Which factors influence the perception of aug-
mented humans?

We conducted 16 semi-structured interviews with participants from four countries to gain
knowledge about attitudes and perceptions toward human augmentations. This constituted
the �rst step of our inquiry and aimed to collect di�erent perspectives of human augmentation
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technology users. All interviews were conducted in a one-on-one session with a single
researcher and in the native language of the participant. All interviews were conducted using
online video-conferencing so�ware with audio-only recording upon receiving consent from
participants (see Figure 6.3 for an overview).

6.2.1 Vignette Design A

We decided to use vignettes in both studies (in a vignette study participants are asked to see
the world through the eyes of a hypothetical person in a speci�c scenario). Our decision is
motivated by past work showing that vignette studies o�er the means to balance the bene�ts
of experimental research with high internal validity and the advantages of applied research
with high external validity [348].

The choice of scenarios informed by Findler et al. [349] and Riasmo et al. [35] follows the
rationale of covering human augmentation from three di�erent standpoints: cognitive, motor,
and sensory. Therefore, we developed three vignettes exhibiting the three types of augmenta-
tions [35]: Sensory augmentations represented by an eye augmentation,motor augmentations
represented by augmented legs, and cognitive augmentations represented by a brain augmen-
tation. We consciously decided not to describe the level of integration (implant, embodied,
or environment) to learn more about participants’ initial assumptions about this aspect.
The augmentations used in the vignettes were brand-agnostic; this is, we did not prime the
participants by mentioning any companies or form factors that can bias their answers. In the
accessibility literature, it has been demonstrated that individuals have di�erent judgments
depending on the type of condition of the assessed individual (Fidler, 2007). Therefore, we
wanted to individualize these three points of view to gain more detailed knowledge.

In each scenario, a man, named Michael, has a �rst-time encounter with another person
during a social gathering. This person tells Michael that they have an augmentation and
what the consequences of this augmentation are (see Figure 10.20 for visual reference).
The vignettes di�ered regarding the type of augmentation—it either improved perception
(arti�cial eye), cognitive abilities (brain implant), ormotor skills (arti�cial legs). The following
is an example vignette.

® Michael went out for lunch with some friends to a co�ee shop. A man
with improved sight, with whomMichael is not acquainted, enters the co�ee
shop and joins the group. Michael is introduced to this person. Shortly a�er
that, everyone else leaves, with only Michael and the man with the improved
senses remaining alone together at the table. Michael has 15 minutes to wait
for his ride. Michael has heard that it is possible to see small details at long
distances and even infrared with this augmentation. Try to put yourself in
the described situation and see the world through Michael’s eyes. ¯
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Table 6.1: Overview of the interview participants
ID Country Gender Age ID Country Gender Age ID Country Gender Age ID Country Gender Age
C1 Colombia Male 27 J1 Japan Male 26 G1 Germany Male 36 U1 USA Female 50
C2 Colombia Female 26 J2 Japan Male 30 G2 Germany Male 25 U2 USA Female 23
C3 Colombia Female 25 J3 Japan Male 65 G3 Germany Female 62 U3 USA Female 23
C4 Colombia Male 40 J4 Japan Female 27 G4 Germany Female 33 U4 USA Male 31

6.2.2 Interview Protocol

During the interview, we �rst obtained demographic data. This was followed by de�ning the
concepts "augmentation" and "bionic person" to familiarize participants with the idea and
to avoid confusing similar words in the di�erent languages. We then presented one of the
three vignettes to the participants and asked them to voice their thoughts. Based on what
the participants voiced, we then inquired in more detail about aspects such as interest in,
avoidance of, and other thoughts on human augmentations. In the �nal part of the interview,
we gave the participants the opportunity to ask follow-up questions and thanked them for
their participation in our study.

6.2.3 Translation and Transcription:

The interview script was developed in English and subsequently translated to Japanese,
German, and Spanish. The translations were executed by individuals knowledgeable in
human augmentation. A�er the interview, we used a two-translator approach to translate
and transcribe the interviews back into the English language: one translator transcribed the
audio �le while the second validated the accuracy of the transcription and translated it to
English. A�er this, the �rst translator checked the document in English again. We repeated
this process across the three non-English languages.

6.2.4 Participants

First, we had a local researcher in every sampled country, thus ensuring that every sampled
country had a representative in the research team. Then, we recruited participants for the
interview using the snowball strategy. Although some of the participants could also have had
the interview in the English language, we opted to have all the interviews in the participant’s
native language and led by a researcher from the same nationality. We invited 16 partici-
pants using snowball sampling. All participants were compensated for their participation
according to the average income of the respective countries. We searched for participants
with heterogeneous age ranges and individuals from industry and academia from diverse
subject areas. Table 6.1 presents demographics of the participants.
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6.2.5 Analysis

All translated and transcribed interviews were imported into the qualitative data analysis so�-
ware Atlas.ti. We conducted a thematic analysis as follows: In the �rst step, two researchers
coded a representative sample of 25% of thematerial using open coding in linewith Blandford
et al. [30]. Then, we conducted an iterative discussion to establish an initial coding tree. The
remaining transcripts were split between the two researchers and coded individually. Finally,
we conducted a concluding discussion session to �nalize the coding tree. This was followed
by a thematic analysis to identify emerging dimensions from the material as described by
Blandford et al. [30].

6.3 Interviews: Results

Here, we present the �ndings of our qualitative inquiry. Based on our analysis, we conceptu-
alized six dimensions: PERIL, PRIVACY, ACCESS, MOTIVATION, OWNERSHIP, and ACHIEVE-
MENT, plus an overarching topic consistently found in the interviews, which is the PERSONAL
preference to have an augmentation. Our �ndings are described below and illustrated with
excerpts from the interviews. Each excerpt is marked with the respective participant ID.

6.3.1 Peril & Privacy

The �rst theme focused on the potential danger emanating from human augmentations,
encompassing aspects such as human augmentations as weapons or invisible threats, privacy
issues, and defense strategies. Interestingly, participants considered the potential risks of
human augmentation fromdi�erent perspectives. Risks caused by augmentedhumans aswell
as risks caused by the actual augmentation were discussed. The fact that it was unclear who
or what was the source of risk in human augmentations (e.g., the human or the technology)
and who could possibly be harmed by the augmentation (e.g., the augmented human or a
non-augmented human) illustrates the complexity of the issue. The need to assess the risks
posed to the augmented humans by the augmentation was emphasized by many participants.
The following statement highlights this consideration:

® For public use, the legal side of it should be checked (...) that person that
is going to be using it, is this [i.e., the augmentation] going to pose any kind
of threat to their body or physiology. I would like to check all this �rst, then
I’ll go for that. (U4) ¯

All participants discussed the potential threat to individuals or society caused by di�erent
augmentations. For example, they o�en either explicitly or implicitly compared them to
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weapons. This is highlighted by a statement of one participant discussing the potential danger
of bionic vision compared with a motor augmentation:

® When it comes to bionic vision, yes, it could interfere, but in this case
(motor augmentation), it shouldn’t unless this person does, I don’t know, some
sort of martial art. Their legs would allow this person to give a faster kick or
a better punch. They would be stronger and hurt the person they’re �ghting
against. It could also be dangerous because having such strong legs could
lead you to kill someone by simply kicking them. (C1) ¯

Another aspect that emerged from the interview data was that participants o�en expressed
their worry about potential privacy issues related to human augmentation. Controlling
other people or being controlled by other people with the means of the augmentation was
a recurring topic in our interviews. On the other hand, participants who discussed the
potential privacy issues of augmentations also considered potential positive aspects of human
augmentations such as understanding emotions.

The need to develop a strategy to react to potential threats caused by augmentations or
augmented humans was a recurring topic. One participant re�ected on strategies to mitigate
the potential threat of augmented humans. The scenario he described could almost be
compared to an augmented human arms race:

® O�en with things like this, if there is an attack vector, a defensive strategy
is developed in return. I don’t know. Other people would start bionically
changing themselves too, to ensure you can’t see anything, that they hide
their sweat or something or cool themselves in some other way or somehow
stop the stress reaction or something. (G2) ¯

6.3.2 Access

Many participants re�ected on the prerequisites of accessing human augmentations. Their
opinions ranged from the need for all people to have access to human augmentations, to all
peoplemust have human augmentations, to people with special needs should have priority
access to human augmentations:

® No, I don’t think it’s ethical if only some people have it [i.e., the augmenta-
tion]. I believe everyone should have it. One could say: "Okay, let’s give it to
the engineers and scientists since they are the ones who are technically in
charge of the world’s progress and are working with all those things." But what
about psychologists, philosophers, and teachers? Why shouldn’t they have it
as well? Or why can’t I have it? If I’m an employee at a company, why can’t

114



Interviews: Results

I have it if that would increase everyone’s overall performance? Ethically, I
don’t think it’s okay to limit this knowledge to a select group of people; we
should all have it. It should even be mandatory. It is something everyone
should have from day one. (C1) ¯

Manyparticipants discussed the need to provide access to human augmentations for everyone.
Concurrently, almost all participants agreed that it would be completely acceptable if only
people with special needs would have access to a speci�c augmentation to improve their
quality of life (illustrated by the next quote). This is an interesting contradiction as both
principles cannot be implemented at the same time. Consequently, based on the statements
of the participants, some kind of eligibility analysis may be necessary to award human
augmentations.

® If there is a certain kind of regulation that requires people to be selected,
those who need it the most should come �rst. Naturally, if it can be used to
bring people with low abilities to the level of ordinary people, I suppose those
people should be given priority. (J3) ¯

Some participants commented on the price of the augmentation. Most participants critically
re�ected on the potential issue that only wealthy individuals would have access to augmen-
tation, which in turn could potentially lead to a larger socio-economic divide. However,
some participants considered potential solutions, such as regulating the price of Human
Augmentations:

® [Similar to] anything else someone wants really badly. The price must be
within a feasible, a�ordable range. For example, every fool can a�ord a car.
So that’s exactly the price range that this [i.e. Human Augmentation] should
be in. But I think that tough legal regulations are needed [to ensure that
augmentations stay within that a�ordable price range], and that worldwide.
(G3) ¯

6.3.3 Motivation

Themotivation to have an augmentation was discussed by the participants from two di�erent
dimensions. First, they re�ected on the users’ core values (e.g., socially altruistic or egois-
tically motivated). Second, the participants re�ected on whether they would like to have a
human augmentation themselves. It was particularly valuable to learn that despite general
caution, some participants even expressed certain jealousy toward augmented humans. Bet-
ter understanding of the perceptions and assumptions regarding users’ motivations in this
context is essential. These insights can then be considered in the design of future human
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augmentations. The augmentations that most participants assessed most positively were
cognitive and motor augmentations.

® I would love such a technology. If that’s something that can be done, I
would be jealous of that person to be honest. [chuckles] That’s the thing with
me, probably I would want it too. (U3) ¯

In contrast, some participants questioned the motives of people who would be interested in
augmentations. Hence, interviewees contemplated potential reasons why someone would get
an augmentation. In this context, egoistic motives and criminal intentions were discussed:

® I think there needs to be a social reason. (...) I think it’s a very small
minority of people who are interested in the latest technology, like 1% of all
people, and most of them are people who came up with something bad. Like
criminals. (J2) ¯

There was no agreement among participants about the value of egoistic versus social motiva-
tions to get an augmentation, meaning that some participants emphasized the importance of
doing something positive for society (as highlighted above). In contrast, others focused on
the potential bene�ts for individuals. Interestingly, some participants critically questioned
having an augmentation for egoistic motives. However, for most participants, the main
justi�cation for having an augmentation would be a speci�c need to address. For instance,
many participants expressed that it would be self-evident to get a motor augmentation to
mitigate the a�er-e�ects of an accident or an injury:

® That’s �ne. A prosthetic leg means you’ve lost a leg. If you can supplement
what you’ve lost and get a higher ability [than other people], that’s �ne. (J4)¯

6.3.4 Ownership & Achievement

Another theme conceptualized based on our analysis describes augmented humans’ percep-
tion on a spectrum from humans to arti�cial beings. Aspects such as responsibility for and
ownership of augmentations (e.g., (dis)advantages in competitions), stigmatization due to
augmentations, and the need to hide or disclose augmentations based on the social context
were discussed. Many participants re�ected on the essence of human beings andwhether one
or many augmentations could change this essence. Further, fear related to losing agency was
mentioned by some participants. It is essential to emphasize that this dimension only takes
into consideration the apparent ownership that an observed augmented human possesses,
and not necessarily the actual ownership or agency that an augmented human possesses
over their augmentation.
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Many participants of the Colombian user group and some participants of the Japanese user
group discussed social consequences such as stigma due to augmentations. Interestingly, this
aspect was not mentioned by any German participant. One participant envisioned a situation
where stigma would lead to a situation where a doctor would mistreat a patient that has an
augmentation:

® If that stigma is extended to, for example, healthcare, it will be necessary
to educate doctors who are going to see patients who have augmentations
because theremight be opinions that– For example, if they are people who are
not included in a healthcare system because doctors don’t have good opinions
on that. "Doctor, listen, I don’t know. It seems like this part of the joint in my
augmentation is causing me a rash on my hip". "Oh, and who told you getting
an augmentation was a good idea?". The stigma can be generalized through
all di�erent areas and I think it will be important to prepare the person who
is going to have something that is di�erent. (C3) ¯

On a similar note, participants discussed making augmentations invisible to avoid stigmatiza-
tion. In contrast, many participants emphasized the need to make augmentations visible for
disclosure reasons and that it would be an ethical issue if the augmentation would be hidden.

One aspect that can be associated with both speci�c stigmatization of augmented humans
and wondering about the agency is the attribution of success or achievements:

® It’s strange to say congratulations. If a person transforms like that, I can’t
say he is great because it’s just an ability of the prosthesis, right? (J2) ¯

In the �rst step of our study, four dimensions were identi�ed. These dimensions will now
be explored quantitatively in the next step. For a detailed quantitative analysis, two of the
identi�ed dimensions are subdivided again so that we now have seven dimensions for the
second study: PERIL: How dangerous or safe is an augmented human perceived to be?
PRIVACY: Does human augmentation hinder privacy? ACCESS: Should everyone have access
to augmentations or should access to augmentations be regulated? MOTIVATION: What is the
motivation of the augmented human to acquire the augmentation: personal bene�t or social
bene�t? OWNERSHIP: Are augmented humans the owners of their augmentations or do the
augmentations control the augmented human? ACHIEVEMENTS: Are the achievements of
augmented humans legit? PERSONAL: Do I want to acquire an augmentation? In the following
section, we analyze these dimensions in more detail.
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Figure 6.4: Consolidation phase: we addressed RQ2: How do the different augmentation types affect
the perception of augmented humans? and RQ3: How does it affect the perception of augmented
humans whether the augmented human has a disability or not?

6.4 Impact of type of augmentation and disability condition on peo-
ple’s perception of augmented humans: an online survey

The online study builds on the �ndings of the interview study and examines how the TYPE
OF AUGMENTATION and CONDITION of the augmented human impacts people’s perceptions
(Between-factors TYPE OF AUGMENTATION and CONDITION). We conducted a between-subject
online study using six vignettes that included one out of three TYPES OF AUGMENTATION
(Levels: COGNITIVE, MOTOR, and SENSORY) and the CONDITION of the augmented human
(Levels: DISABILITY, NO DISABILITY). The vignettes were informed by the work of Findler
et al. [349], Riasmo et al. [35], and the �ndings of the interview study. See Figure 6.4 for an
overview.

6.4.1 Participants

We collected data from 751 participants; a�er �ltering, we ended up with 506 respondents
(50.5% female, 48.6% male, and 0.9 % non-binary) from Colombia (n = 149), Germany (n =
205), Japan (n = 65), and the USA (n = 87) (see Table 6.2). Participants’ average age was 36.87
years (SD = 5.36).

We refrained from using survey platforms such as Mturk and Proli�c to facilitate consistency
of the sampling given that such platforms have di�erent payment systems (incentives) and
aremostlyWestern-oriented, the pool of participants does not cover South American or Asian
countries 1 2 and using a di�erent platform per country could induce confounding factors
into the data. Therefore, we applied the snowball strategy. We did this by contacting multiple
university faculties, explaining the study’s purpose, and distributing the surveys to students
a�er contact was established. Although we know this can potentially end up sampling a
speci�c population inside the country of origin, this is consistent across countries and is, to
the best of the research team’s knowledge, the most ecological way to guarantee data integrity

1https://www.mturk.com/help
2https://participant-help.proli�c.co/hc/en-gb/articles/360021985613-Who-can-participate-in-studies-on-
Proli�c-
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while sampling from diverse sources. We also �ltered respondents who reported a country
of origin diverging from the target samples.

We �ltered the data based on the following criteria to remove random answers and bot
responses:

1. Exclude responses with unrealistically short completion time.

2. Exclude responses from countries not belonging to the selected countries.

3. Exclude responses with poor open-ended questions coherence.

4. Exclude incomplete responses.

Table 6.2: Demographic distribution of the survey participants (506 responses collected via snowball
sampling and survey platforms)

Age Gender

M SD Female Male Non-binary Total

USA 43.65 17.12 45 42 0 87
Japan 37.2 11.2 30 35 0 65

Germany 38.0 15.7 112 92 1 205
Colombia 28.6 9.3 69 77 3 149

Total 36.8 5.36 256 246 4 506

6.4.2 Vignette Design B

Each participant was presented randomly with one of the six vignettes presenting a �ctitious
scenario based on the interview results and The Multidimensional Attitudes Scale Toward
Persons With Disabilities (MAS) [349]. The story behind the �ctitious scenario is similar to
the one presented in section Vignette Design A. In each scenario, a man, named Michael,
has a �rst-time encounter with another person during a social gathering. This person tells
Michael that they have an augmentation and what the consequences of this augmentation
are (see Figure 10.20 for visual reference). The vignettes di�ered in two aspects: i) the TYPE
OF AUGMENTATION—it either improved perception (arti�cial eye), cognitive abilities (brain
implant), or motor skills (arti�cial legs), and ii) the CONDITION of the augmented human—the
person either wanted to improve their abilities because he had a disability condition or he
wanted to extend their abilities beyond the normal human range. The following is an example
vignette for the combination of improved perception × non-disability condition:

Michael went out for lunch with some friends to a co�ee shop. A man with an
arti�cial eye, with whomMichael is not acquainted, enters the co�ee shop and
joins the group. Michael is introduced to this person. During the chat, the man
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tells them that he replaced his healthy eye with an arti�cial eye to augment his
vision beyond the normal range. Shortly a�er that, everyone else leaves, with only
Michael and the man with the arti�cial eye remaining alone together at the table.
Michael has 15 minutes to wait for his ride. Michael has heard that it is possible
to see small details at long distances and even infrared with this augmentation.
Try to put yourself in the described situation and see the world through Michael’s
eyes.

In addition, we include participants’ COUNTRY OF ORIGIN (country where respondent was
raised) as a third factor of interest in our analysis. Thus, the survey was designed as a quasi-
experiment with three independent variables (TYPE OF AUGMENTATION, CONDITION, and
COUNTRY OF ORIGIN).

6.4.3 Measures

As dependent variables, we constructed 46 Likert-type items inspired by the seven dimensions
that we derived from the interview study: PERIL, ACCESS MOTIVATION OWNERSHIP ACHIEVE-
MENTS, PRIVACY and PERSONAL. Additionally, we included the The Multidimensional Attitudes
Scale Toward Persons With Disabilities (MAS) [349] scales (emotion, cognition, behavior).

We also included a section on Value con�icts, contrasting three aspects: 1) Purpose of the aug-
mentation (Individual vs. Social), Disclosure of the augmentation (Aesthetics vs. Disclosure),
and Access (Augmentations should be Regulated vs. Open Access). We asked participants to
indicate on binary scales which of the two values regarding augmentation they considered
more important. The survey ended with the question, "What would you ask this person?"
and an open text �eld to provide any additional comments or considerations. The survey
was developed in English and subsequently translated by professional translators to the
remaining languages. A�erward, authors who were native speakers of the target language
double-checked the translation’s consistency with the English original.

Participants �lled in their demographic data and were then debriefed about their rights and
the purpose of the study right a�er opening the survey. A�erward, they read one of the
vignettes. They were then asked to take the perspective of the protagonist of the vignette
to rate their agreement to statements on Likert-type items. Participants took part of the
experiment voluntarily without receiving any compensation. The average survey completion
time was 32 minutes.

6.5 Online Survey: Results

We applied the Aligned-Rank Transform procedure [350] to analyze whether average ratings
di�ered across conditions. We applied this to the data before performing analyses of variance
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Positive Emotions Negative Thoughs Inclusive Behavior

Negative Emotions Positive Thoughs Avoidance Behavior

Positive Emotions Negative Thoughs Inclusive Behavior

Negative Emotions Positive Thoughs Avoidance Behavior
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Negative Emotions Positive Thoughs Avoidance Behavior

MAS Questionnaire

Figure 6.5: Perception toward augmented humans (MAS questionnaire dimensions): Emotion (1. Pos-
itive emotions toward augmented humans, 7. Negative emotions toward augmented humans), Cog-
nition (1. Negative thoughts toward augmented humans, 7. Positive thoughts toward augmented
humans), Behavior (1. Inclusive behavior toward augmented humans, 7. Avoidance behavior toward
augmented humans).

with the between-subject factors TYPE OF AUGMENTATION (Levels: SENSORY, COGNITIVE,
MOTOR). The summary of ratings for the latter can be found in Table 6.3 and Table 6.5 and the
distribution can be observed in Figure 6.6 and Figure 6.5. On the other hand, we also analyzed
respondents’ COUNTRY OF ORIGIN (Levels: USA, JAPAN, GERMANY, COLOMBIA) in�uence
in the perception of augmented humans . A summary of ratings for the latter is shown in
Table 6.4 and Table 6.6. We further explored signi�cant main e�ects using within-factor
post-hoc pair-wise comparisons.

All the p-values were adjusted for the number of comparisons. Due to the high number of
possible comparisons and the limited space of this paper format, we focus on themain e�ects
and leave out interaction e�ects. This section also provides descriptive statistics such as the
ratings’ arithmetic mean (M) and the associated standard error (SE).

Table 6.3: Summary of the main effects for the the MAS questionnaire in terms of Condition and Type
of Augmentation, C = Cognitive, M = Motor, S = Sensory

Disability Type of Augmentation

Yes No Yes vs No Cognitive Motor Sensory C vs M C vs S M vs S

M SE M SE t(482) p M SE M SE M SE t(482) p t(482) p t(482) p

Emotion 3.072 0.067 3.317 0.062 2.582 0.010 3.397 0.082 2.997 0.073 3.181 0.079 3.228 0.004 1.688 0.211 -1.561 0.264
Cognition 3.041 0.082 3.535 0.078 4.115 <0.001 3.352 0.097 3.174 0.102 3.342 0.101 0.967 0.598 -0.060 0.998 -1.031 0.558
Behavior 2.316 0.084 2.641 0.086 2.624 0.009 2.633 0.107 2.322 0.098 2.478 0.108 1.446 0.318 1.092 0.520 -0.364 0.929
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Table 6.4: Summary of the main effects for the MAS questionnaire in terms of Respondent’s Country
of Origin, Emo = Emotion, Cog = Cognition, Beh= Behavior

CO DE JP US CO vs DE CO vs JP CO vs US DE vs JP DE vs US JP vs US

M SE M SE M SE M SE t(482) p t(482) p t(482) p t(482) p t(482) p t(482) p

Emo 2.936 0.087 3.309 0.069 3.418 0.126 3.211 0.107 -3.516 0.003 -3.608 0.002 -1.911 0.225 -1.112 0.683 0.936 0.786 1.694 0.328
Cog 3.183 0.120 3.358 0.085 3.452 0.149 3.202 0.130 -0.826 0.842 -1.302 0.562 0.113 0.999 -0.735 0.883 0.813 0.848 1.272 0.581
Beh 2.274 0.097 2.444 0.099 2.763 0.160 2.715 0.164 -0.886 0.812 -2.657 0.040 -2.339 0.091 -2.106 0.153 -1.724 0.312 0.481 0.963

6.5.1 General Assessment

Value con�icts and the subscales of the MAS scale describe in a broad sense the interac-
tion with an augmented human but also enforce the respondent with a set of fundamental
questions: Should the use of augmentation devices be regulated or free? What emotions,
thoughts, and behaviors would someone experience or execute when interacting with a
human augmentation user? We address these questions in this subsection.

Value con�icts We presented participants with three value con�icts. Each time, they had
to choose which of two values they considered more important. Regarding the �rst con�ict—
using augmentations for personal improvement vs. augmentation for improving society—
more participants chose the latter option (61.8%). Colombia and Germany, in contrast with
Japan and the USA, gave priority to the social role of augmentation devices (χ̃2(3) = 17.69, p
< 0.001). Regarding the second con�ict—aesthetic appearance (Augmentation not explicitly
visible) of the user vs. disclosure (augmentations should be visible)—more participants
indicated to prefer an aesthetic appearance (63%). No signi�cant di�erence was found
between countries. Lastly, participants were asked to choose between regulating access to
augmentations vs. providing access to all. There was a slight majority in favor of regulation
(52.7%).

Emotion The EMOTION subscale of the MAS questionnaire analyzes the tendency of an
individual to elicit positive or negative emotions on the respondent. A lower value represents
a tendency toward positive emotion. The condition of the augmented human signi�cantly
impacted the emotions towards the augmented humans.

In this sense, the pair COGNITIVE-MOTOR augmentation was the only pair with signi�cant
contrast, in which COGNITIVE augmentation (M = 3.397, SE = 0.082) tended to elicit more
negative emotions than the MOTOR augmentation (M = 2.997, SE = 0.073; t(482) = 3.228 p <
0.01). Seen from the COUNTRY OF ORIGIN lens, COLOMBIA (M = 2.936, SE = 0.087) had the most
positive emotions. We found signi�cant di�erences in the pairs COLOMBIA-GERMANY (t(482)
= 3.516 p < 0.001) and COLOMBIA-JAPAN (t(482) = 3.608 p < 0.001).

Cognition The COGNITION subscale of the MAS QUESTIONNAIRE analyzes the tendency of
the observer to have negative or positive thoughts regarding an individual. The tests applied
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on the data failed to �nd a main e�ect in terms of type of augmentation or country of origin
of the respondent.

Behavior The BEHAVIOR subscale of the MAS QUESTIONNAIRE analyzes the inclusive or
avoidance behavior of the observer regarding an individual. No e�ect was observed on
the TYPE OF AUGMENTATION regarding the respondent COUNTRY OF ORIGIN; only the pair
COLOMBIA-JAPAN was signi�cant (t(482) = 2.657, p < 0.05), with COLOMBIA being the country
with the most inclusive behavior (M = 2.274, SE = 0.097). However, all countries leaned toward
inclusive behavior.

Less Dangerous For Everyone SocialNot a Threat Normal Humans Legit I Would not Get One

More Dangerous Regulated PersonalThreat Robots Less Relevant I Would Get One

Less Dangerous For Everyone SocialNot a Threat Normal Humans Legit I Would not Get One

More Dangerous Regulated PersonalThreat Robots Less Relevant I Would Get One

Less Dangerous For Everyone SocialNot a Threat Normal Humans Legit I Would not Get One

More Dangerous Regulated PersonalThreat Robots Less Relevant I Would Get One

Perception of augmented humans; the seven key dimensions

Figure 6.6: Perception toward augmented humans: Perilous perception (1. Less dangerous, 7. More
Dangerous); Privacy (1. Augmented humans are not a threat for privacy, 7. Augmented humans are
a threat for privacy); Access (1. Augmentations should be available for everyone, 7. Augmentations
should be regulated); Motivation (1. Individuals use augmentation for social benefit, 7. Individuals
use augmentations for personal benefit); Ownership (1. Augmented humans are normal humans, 7.
Augmented humans are robots); Achievements (1. Augmented humans’ achievements are legit, 7.
Augmented humans’ achievements are less relevant); Personal (1. I would not like to have an aug-
mentation, 7. I would like to have an augmentation). The black circle in the graphs indicates the
distribution’s mean value.
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6.5.2 Dimensions

In this section, we report the results for the set of dimensions extracted from section 6.2
(see Figure 6.3 for reference). These dimensions answer questions such as: How dangerous
is an augmented human perceived to be? Should everyone have access to augmentations?
Should augmentations have a social or individual purpose? Does human augmentation hinder
privacy? Are augmented humans the owners of their augmentations or do the augmentations
turn them into robots? Are the achievements of augmented humans legit? Would the observer
want to have an augmentation?. The collected data yielded that the previous CONDITION
(Disability, No-disability) of the augmented human (observed human) impacted all the
dimensions presented belowwith the exception of the personal preference for acquiring
an augmentation (seeTable 6.5 for a summary). This behavior is coherentwith the formulation
of the dimension given that it does not reference the observed human but the observer. In
the following, we report the results for every dimensions in terms of type of augmentation
and country of origin of the observer. In our analysis, we also accounted for technological
preference, but no signi�cant changes occurred.

Peril The PERIL dimension analyzes how much an observed augmented human is per-
ceived to be dangerous, with higher values representing a higher perception of threat. Our
sample yielded that the perceived threat posed by an augmented human is modulated by the
TYPE OF AUGMENTATION and COUNTRY OF ORIGIN. COGNITIVE augmented individuals were
considered more dangerous (M = 3.310, SE = 0.088) than MOTOR (M = 2.910, SE = 0.071; t(482) =
3.161, p < 0.01) and SENSORY augmented humans (M = 2.984, SE = 0.079; t(482) = 2.462, p < 0.05).
Country-wise, only the pair COLOMBIA-GERMANY was signi�cantly di�erent (t(482) = 2.595, p
< 0.05) with COLOMBIA considering augmented humans as less dangerous (M = 2.926, SE =
0.088).

Privacy The PRIVACY dimension analyzes the extent to which augmented humans are a
threat for the observer’s privacy, where a lower value means a lower perception of threat for
the respondent’s privacy. The sampled data show an in�uence of the TYPE OF AUGMENTATION
and the respondent’s country of origin. Participants rated SENSORY (M = 3.557, SE = 0.116) and
COGNITIVE (M = 3.477, SE = 0.103) augmented humans as a greater threat to their privacy than
MOTOR augmented humans (M = 2.722, SE = 0.102), with values of (t(482) = 3.828, p < 0.001) for
the pair COGNITIVE-MOTOR and (t(482) = 5.125, p < 0.001) for the pair SENSORY-MOTOR.

Respondents from GERMANY consistently rated augmented humans as a threat for their
privacy in comparison with the rest of the sample (see Table 6.6).

Access The ACCESS dimension analyzes the observer’s opinions about regulations of human
augmentations, where a lower value means a preference toward universal availability of
augmentations. The sampled data did not show any in�uence of the TYPE OF AUGMENTATION
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in the respondent judgment of openness or regulation of human augmentation. The COUNTRY
OF ORIGIN of the respondent only yielded a signi�cant di�erence in the pair JAPAN-USA (t(482)
= 2.854, p < 0.05), withUSA respondents leaning toward universal availability of augmentations
(M = 2.703, SE = 0.117) and Japan being more conservative than the rest of the sample (M=3.169,
SE=0.083) . However, all the countries remain on the universal availability side.

Table 6.5: Summary of the main effects for all the explored dimensions in terms of Condition and
Type of Augmentation, C = Cognitive, M = Motor, S = Sensory

Disability Type of Augmentation

Yes No Yes vs No Cognitive Motor Sensory C vs M C vs S M vs S

M SE M SE t(482) p M SE M SE M SE t(482) p t(482) p t(482) p

Perilous 2.827 0.065 3.311 0.061 5.401 <0.001 3.310 0.084 2.910 0.071 2.984 0.079 3.161 0.005 2.462 0.038 -0.722 0.751
Access 2.691 0.056 3.125 0.064 4.912 <0.001 2.853 0.072 3.019 0.079 2.868 0.077 -1.700 0.206 -0.139 0.989 1.569 0.260

Motivation 3.960 0.063 4.520 0.075 5.686 <0.001 4.211 0.079 4.362 0.105 4.167 0.079 -1.537 0.275 0.340 0.938 1.883 0.145
Privacy 3.015 0.092 3.502 0.087 3.774 <0.001 3.477 0.103 2.722 0.102 3.557 0.116 4.838 <0.001 -0.265 0.962 -5.125 <0.001

Ownership 2.941 0.075 3.450 0.086 3.856 <0.001 3.429 0.105 3.230 0.102 2.935 0.092 1.443 0.320 3.419 0.002 1.957 0.124
Achievement 2.323 0.092 3.142 0.106 5.659 <0.001 3.023 0.129 2.753 0.132 2.435 0.112 0.889 0.648 3.148 0.005 2.244 0.065

Personal 4.647 0.108 4.901 0.107 1.613 0.107 4.635 0.133 5.136 0.125 4.576 0.132 -2.444 0.039 0.385 0.922 2.839 0.013

Table 6.6: Summary of the main effects for all the explored dimensions in terms of the Respondent’s
Country of Origin, Per = Perilous, Acc = Access, Mot = Motivation, Priv = Privacy, Own = Ownership,
Ach = Achievements, Pers = Personal Preference

CO DE JP US CO vs DE CO vs JP CO vs US DE vs JP DE vs US JP vs US

M SE M SE M SE M SE t(482) p t(482) p t(482) p t(482) p t(482) p t(482) p

Per 2.926 0.088 3.161 0.071 3.156 0.132 3.054 0.099 -2.595 0.048 -1.907 0.226 -1.294 0.567 -0.031 1.000 0.814 0.848 0.662 0.911
Acc 2.842 0.083 2.968 0.068 3.169 0.083 2.703 0.117 -1.218 0.616 -2.465 0.067 0.755 0.875 -1.654 0.349 1.819 0.266 2.854 0.023
Mot 4.246 0.094 4.437 0.080 3.544 0.118 4.310 0.113 -1.855 0.249 4.839 <0.001 -0.309 0.990 6.456 <0.001 1.231 0.607 -4.637 <0.001
Priv 2.978 0.115 3.750 0.093 3.051 0.175 2.759 0.157 -5.862 <0.001 -0.518 0.955 0.987 0.757 3.890 <0.001 5.962 <0.001 1.281 0.575
Own 2.978 0.115 3.750 0.093 3.051 0.175 2.759 0.157 -5.862 <0.001 -0.518 0.955 0.987 0.757 3.890 <0.001 5.962 <0.001 1.281 0.575
Ach 2.651 0.137 2.954 0.114 2.062 0.141 2.891 0.187 -1.775 0.287 2.665 0.040 -0.944 0.781 4.125 <0.001 0.494 0.960 -3.191 0.008
Pers 4.369 0.151 5.268 0.109 4.208 0.181 4.736 0.179 -4.684 <0.001 1.180 0.640 -1.152 0.658 4.773 <0.001 2.718 0.034 -2.017 0.183

Achievement The ACHIEVEMENT dimension analyzes the respondent’s perception of the
achievements of an augmented human, where a lower value represents a higher validation
of the augmented human achievements.

The respondent’s country of origin and the Type of Augmentation had an in�uence on respon-
dents’ perception of achievements of the augmented human. In detail, a SENSORY augmented
individual’s achievements were regarded as themore legit among the three types of augmenta-
tion. Respondents from GERMANY were the most skeptical about achievements attained with
the help of augmentations (M = 2.954, SE = 0.114), followed by those from the USA (M = 2.891,
SE = 0.117), COLOMBIA (M = 2.651, SE = 0.137), and JAPAN (M = 2.062, SE = 0.114). Respondents
from JAPAN particularly, seemed to validate more augmented human’s achievement than the
rest of the sample (for more detail, see Table 6.6).

Motivation The MOTIVATION dimension analyzes the respondent’s perspective on the mo-
tivation that an augmented human had to acquire a given augmentation. It does so in a
continuum from social focus (1 in the scale) to individual focus (7 in the scale). How strongly
a user of augmentation is perceived to act with an individual or social intention was impacted
by the participants’ COUNTRY OF ORIGIN but not signi�cantly by the TYPE OF AUGMENTATION.
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In this dimension, a clear di�erence was noted from the respondents from JAPAN regarding
the rest of the sample, with social motivation as the perceived motivation. The rest of the
sample interpreted a personal motivation (refer to Table 6.6 for details).

Ownership The OWNERSHIP dimension analyzes the extent to which an augmented human
is still perceived as having agency over the augmentation (Owning the augmentation) or the
augmentation having agency over the human (being a computer, robot, machine). Lower
scores represent that the augmented human preserves the agency. In this dimension, our
sample yielded that the TYPE OF AUGMENTATION and COUNTRY OF ORIGIN of the respondent
impacted the perception of ownership over the augmentation. In detail, COGNITIVE aug-
mentation had the highest impact on ownership perception (M = 3.429, SE = 0.105). Although
respondents of all countries leaned toward augmented humans being the owners of the
augmentation, GERMAN respondents were signi�cantly more conservative (M = 3.750, SE =
0.093) (please refer to Table 6.6 for details on the contrasts).

Personal preference The PERSONAL PREFERENCE subscale addresses a respondent’s will-
ingness to acquire a given augmentation; higher values mean higher inclination toward
acquiring the augmentation. Based on our data, participants stated a higher interest in
obtaining a SENSORY (M = 4.635, SE = 0.133, t(482) = 2.839, p < 0.05) or COGNITIVE (M = 4.576,
SE = 0.132; t(482) = 2.444, p < 0.05) augmentation compared to a MOTOR augmentation (M
= 5.136, SE = 0.125). Country-wise, JAPANESE respondents reported a higher willingness to
acquire an augmentation (M = 4.208, SE = 0.181) in contrast to GERMAN respondents that were
the less interested on acquiring one for themselves (M = 5.268, SE = 0.109; t(482) = 4.773, p <
0.001); in this regard also, USA (M = 4.736 SE = 0.179;t(482) = 2.718, p < 0.05) and COLOMBIAN
participants (M = 4.369 SE = 0.151; t(482) = 4.684, p < 0.001) followed the trend of JAPAN, being
positive toward acquiring an augmentation.

6.6 Discussion

In this section, we �rst provide answers to our research questions, then we discuss the
general perception of augmented humans based on the analysis of our interviews and the
results of the online study. We then outline insights following the structure of the dimensions
identi�ed. We adapted the MAS questionnaire [349] to measure attitudes toward augmented
humans. The questionnaire focuses on three aspects: behaviors, cognition, and a�ects. The
questions concerning behavior focus primarily on avoidance behaviors such as leaving the
room the augmented human is in or moving to another space. Cognition mainly focuses on
aspects concerning interest in and the �rst impression of people. This subscale includes
questions such as if someone looks interesting or if the participant would like to get to know
the augmented human more. A�ects focus on a�ective experiences such as fear, depression,
relaxation, or shame.
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This study set out to identify factors relevant for the assessment of augmented humans
(RQ1). In addition, we analyzed how the type of augmentation and user’s disability con-
dition impact the perception of augmented humans (RQ2). With regards to the question
Which factors in�uence the perception of augmented humans? (RQ1), our results show that the
following six dimensions modulate the perception of augmented humans: peril, privacy,
access, motivation, ownership, and achievement . Furthermore, for the question How do the
di�erent augmentation types a�ect the perception of augmented humans?, we found that the type
of augmentation had an impact on the perception of all dimensions apart from access and
motivation (RQ2). Finally for the questionHow does it a�ect the perception of augmented humans
whether the augmented human has a disability or not?, we found that the previous disability
CONDITION of the augmented human was the most decisive factor across all our samples;
nearly every dimension was impacted depending on whether the individual in question had
a disability before acquiring the augmentation (RQ3).

6.6.1 What is The Current Perception of Augmented Humans?

Our analysis, based on multiple data-sources, showcases some interesting tensions. While
being generally optimistic about augmentations, respondents reported not wanting an aug-
mentation for themselves. This opinion was shared across every sampled COUNTRY OF
ORIGIN with participants from Germany being most skeptical. Based on the adapted MAS
questionnaire results (subsections BEHAVIOR and EMOTION), we observed that our sample
wasmainly positive about the augmented human described in the vignettes regardless of their
CONDITION, the TYPE OF AUGMENTATION, and the COUNTRY OF ORIGIN of the participants.
However, the COGNITION dimension of the MAS QUESTIONNAIRE showed that our sample
tended to have negative thoughts toward augmented humans. Cognitive augmentations were
the most controversial augmentation type. Cognitive augmented humans, which elicited the
least positive emotions, were seen as the most perilous and the ones reduced the perception
of ownership and achievement the most. Further, cognitive augmentation was seen as more
dangerous than, for example, motor augmentations, where the augmentation itself could
be used to induce physical damage to someone else. Notably, motor augmentations were
seen as the least dangerous in terms of privacy and peril, but also the least wanted of the
three augmentations. At the same time, motor augmentations elicited the least negative
emotions and behaviors. This result could be explained with the high correlation of motor
augmentation devices and assistive devices for people with mobility restrictions, and the
bias against assistive device adoption [351]. Finally, sensory augmentations seemed to only
be perceived less positively when it comes to privacy.

6.6.2 Cross-cultural Aspects

Following a call from Linxen et al. [347], we contribute a study with a geographically diverse
sample. The attitude of responses of participants from Japanwere signi�cantly di�erent from
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German ones in �ve out of seven dimensions, making their opinions the most contrasted,
whereas participants from Colombia and the USA did not present any signi�cant di�erence.

Although there was a general agreement across all the sample, the extent to which respon-
dents from every country scored augmented humans was signi�cantly di�erent, for example,
in the case of privacy, the four countries sampled leaned towards augmented humans not
being a threat for privacy, however Germany respondents were signi�cantly less inclined to
this judgment (refer to Table 6.6), this behavior also occurred in the Ownership dimension
for Germany, in the Achievements dimension for Japan where respondents from Japan were
the ones that validated the most augmented human’s achievements, and, in the Personal
dimension with Germany, where German respondents were the most reluctant to acquire an
augmentation for themselves. Interestingly, the only dimension where there was a disagree-
ment is theMotivation to acquire an augmentation; Japanese respondents leaned signi�cantly
towards the social use of augmentations while the rest of the sample did it for the personal
use. This aligns with the opinions reported in the interview study where an interviewee from
Japan mentioned that he cannot imagine human augmentations not being used for social
bene�t.

It is plausible that elements inherent to the country of origin, which were not accounted for
in the main set of control variables, can have an e�ect. This is particularly intriguing in the
case of the education level of participants or the level of exposure to emerging technologies.
These things can a�ect how a person understands the scenarios they are given and, in turn,
how they reported their opinions in the survey study.

6.6.3 Design Recommendations

In this section, we assess our �ndings through the lens of interaction design and give a
list of design recommendations, highlighted in bold, along with evidence to support each
recommendation.

Our results extend human enhancement literature [352, 353]. Our �ndings show that safety
concerns regarding human augmentations concern two aspects. While previouswork showed
that themain concerns lie in the safety of the person undergoing an enhancement or interven-
tion, our participants were concerned about the risk associated with getting an augmentation.
Furthermore, the augmented human is also regarded as a potential threat to the individuals
in their environment. Some participants even suggested that augmentations should be regu-
lated in the same way as guns or weapons. Across all four countries, respondents were more
restrictive about the adoption of augmentations by persons without disabilities. In addition,
participants re�ected on the potential threat of di�erent augmentation types as illustrated
by the arti�cial eye example. Participants speculated that augmented vision could enable
individuals to identify physiological reactions that are not evident without the use of tech-
nology and, thus, have more information about the people in their environment. While our
qualitative analysis revealed ways in which augmented humans can be perceived as a threat
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to one’s safety, our quantitative results showed that in the case of privacy, the four countries
sampled leaned toward augmented humans not being a threat for privacy; however, German
respondents were signi�cantly less inclined to this judgment (refer to Table 6.6). In general,
participants emphasized the need to communicate the purpose of the human augmentation
in a clear manner. This is in line with previous work [67]. Uncertainty about the purpose
of human augmentations can lead to speculation and fear. Consequently, communicating
the application area or the purpose of augmentation through a clear and unambiguous
design could helpmitigate the population’s concerns about human augmentations.

The population sampled in this study converged in that augmentations should be available for
everyone and not regulated. However, in case access to augmentations is restricted, partici-
pants favored prioritizing access to augmentations for people with disabilities, particularly if
augmentations extended sensory and motor abilities related to body strength and endurance.
The motivation to acquire an augmentation was a recurrent topic. Participants had strong
opinions regarding the motivation to get an augmentation; one participant even suggested
that people using augmentations for egoistic purposes have criminal intentions. Participants
from Japan and Colombia assumed that augmentations are used for a social rather than
individual bene�t. Moreover, our results showed that the condition and the motivation for
getting an augmentation strongly in�uenced people’s attitudes toward human augmenta-
tion. Consequently, based on previous work and our analysis, assistive systems seem to
be perceived as more acceptable than human augmentations designed for people without
previous disability conditions. Therefore, an approachable human augmentation should
o�er �exible design solutions that can be adapted and used by individuals with di�erent
abilities and needs. This is in line with the vision of "assistive augmentations" introduced
by Huber et al. [24]. The bene�t of this approach could be twofold. People with impair-
ments o�en reject using assistive technologies to avoid appearing "di�erent."We propose to
design augmented systems that can potentially be used to address a variety of di�erent
user needs,. In otherwords, the design of hybrid augmentations (augmentations that are
also built for assistive functions) can be used to address the challenge of making human
augmentations acceptable andmore inclusive by designing for a spectrum of abilities.

Moreover, several participants addressed the topic of achievements in the interview study.
Perceptions about the weakening of the importance of accomplishments because of the
usage of augmentations were extensively discussed in the interviews. Yet, the quantitative
data show that respondents tended to judge augmented humans as regular humans and
saw their ACHIEVEMENTS as legit regardless of their augmentations. Participants from
Japan valued the achievements of augmented humans the most. Participants from Germany
valued the achievements of augmented humans the least. Another factor present in the
discussion was losing agency a�er assimilating an augmentation. This recalls Anderson’s
[354] suggestion that "Some augmentations may have profound e�ects on a person’s sense of self."
This factor plays a role in the perception of the achievements of the user of the augmentation.
There seemed to be a continuum between the joy of having augmented skills, perceiving an
augmented human as human (including their achievements), and the need only to receive
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recognition when one deserves it. While participants expressed interest in experiencing
an augmentation, our results indicate that achievements would be worth less if they were
achieved while having an augmentation. Participants commented that augmented humans’
accomplishments could not be considered their own but instead as the augmentation system
achievements. This exposes a trade-o� between the system’s performance and the level of
e�ort invested by the user. We recommend paying special attention to navigating e�ort
and e�ortlessness when designing human augmentations. Reducing the user’s e�ort to
the minimumwould lead to lowering agency in the user and reducing the importance of
accomplishments achieved while using the augmentation.

6.6.4 Human Enhancement From the HCI Lens: Multifold Dimensions

In contrast with human enhancement literature [352, 353], the threat perception of the inter-
vention (Augmentation, or Enhancement) does not only include the integrity of the individual
receiving the intervention but also the individuals in the surroundings. This phenomenon
holds for two of our seven dimensions, namely PERILOUS and PRIVACY; During the interviews,
our interviewees mentioned the associated of getting an augmentation. For example, in the
case of implants, the risk of a wrong intervention, issues with bio-compatibility, or related
would indeed impact the individual integrity. However, it unfolded another perspective,
which is the threat that a person with augmented skills can pose if these skills are misused,
it can be depicted with the case of motor augmentations, where an individual can increase
their strength and use it against their peers. Such a situation was mentioned by one intervie-
wee, who even suggested that motor augmentations should be regulated in the same way as
weapons, given their potential. This also applies to the Privacy dimension; participants were
worried about augmentation manufacturers having access to their data on a more intimate
level, given that augmentations would integrate more closely with their bodies and, in a
far too futuristic scenario, with their brains, therefore it is at least a reasonable concern.
However, what is more interesting is the perceived privacy threat derived of the use of an
augmentation; Participants also reported that an augmented human could potentially vi-
olate their privacy by making use of, for example, sensory augmentations that can reveal
physiological reactions that are not evident without the use of technology.
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7
MEASURING ATTITUDES

“If humans were totally unstructured creatures, they would be... a
tool which can properly be shaped by outside forces.”

– Noam Chomsky

This chapter is based on the following publications:

[ Society’s Attitudes Towards Human Augmentation and Performance Enhancement
Technologies (SHAPE) Scale - Steeven Villa, Jasmin Niess, Albrecht Schmidt, Robin
Welsch - In Proceedings of the ACM on Interactive, Mobile, Wearable and Ubiquitous Technolo-
gies (IMWUT), Volume 7, Issue 3. Association for Computing Machinery.

+ Building on the insights from the previous chapter and recognizing the absence of a stan-
dardized questionnaire for mapping societal attitudes toward augmented humans, we designed
and validated a new instrument to address this gap. This questionnaire o�ers an ecologically
valid method for assessing public perceptions, facilitating the integration of social and other
heteronomous perspectives, such as perceived autonomy, into research on human augmentation.
By providing this tool, we aim to support researchers in systematically incorporating societal
considerations into their work. The development and validation process of the questionnaire is
detailed below.

7.1 Scale Formation

The SHAPE scale was developed with the aim of facilitating standardized measurement of
attitudes towards human augmentation and performance-enhancing technologies in the �eld
of human-computer interaction (HCI). The SHAPE scale will enable HCI designers to create
human augmentation and performance-enhancing technologies that are better aligned with
the attitudes and expectations of the general public, thus promoting wider social acceptance
and adoption of augmentation technologies.

This study has been fast-track approved by the Institutional Review Board of the University
of Munich (LMUMunich).
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Figure 7.1: Study diagram:In the first stage, Scale Formulation, we searched the literature for inter-
secting instruments and generated an initial set of items. We then reduced the number of items using
expert interviews, and finally, we performed an exploratory factor analysis to reduce dimensionality
and discover the underlying structure of the factors. The construct’s structure was then assessed
using a confirmatory factor analysis. Finally, we ran a series of tests to validate the SHAPE scale
psychometrically to establish and validate its final structure.

7.1.1 Item Generation

While several instruments for evaluating perceptions and attitudes towards various tech-
nological instances exist [162, 173], a gap remains in the assessment of attitudes towards
technologies that blur the boundaries between humans and machines [Het1, 46] as for exam-
ple Electrical Muscle Stimulation (EMS) to improve reaction times [23], or the use of wearable
robotics to control multiple supernumerary limbs at the same time [355]. To address this
gap, we constructed the SHAPE scale. As a �rst step, we conducted an analysis of existing
studies and measures in related research �elds. This analysis aimed to synthesize the data
from instruments with intersecting concepts, such as the sense of agency [135], or attitudes
towards assistive technology users [356], and inform the development of the SHAPE scale.
The items selected from these instruments were then adapted and grouped to form the initial
pool of items for the SHAPE scale. Here, we describe the concepts and instruments selected
to design this initial pool of items.

Sense of Agency Scale (SoA)

The relationship between body and action ownership is fundamental to the formation of
our self-perception and perception of others [46]. With the proliferation of augmentation
technologies, there is an increasing concern that these tools may alter our sense of self
and others [46]. Prior research has shown that SoA is especially important in the context
of augmented humans, as augmentation technologies may alter an individual’s SoA and the
amount of e�ort users invest in a task [Het1, 46].

SoA can be de�ned as the subjective experience of initiating and controlling one’s own actions
[357]. It is typically measured by means of self-report through the Sense of Agency Scale
[135]. The items extracted from the sense of agency (SoA) scale evaluates an individual’s
perceived control over their body and actions, providing valuable insights into their subjective
experience of agency. Given that the items on the SoA scale are framed in the �rst person,
we modi�ed them to re�ect a reference to a third-person perspective, e.g., the item "I am in
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full control of what I do" changed to "An augmented human is in control of what they do."

Social Stereotype - Stereotype Content Model (SCM)

The SCM is a psychological theory that explains how individuals develop stereotypes about
others. It describes stereotypes regarding distinct social groups along two broad dimensions:
Warmth and Competence [358, 359]. These factors allow for the prediction of a range of
emotions and perceptions, including pride, pity, contempt, and envy towards a distinct social
group (in this case towards augmented humans). In HCI, the SCM has been used to describe
labeler bias [360], people stereotypes for arti�cial intelligence systems [361]. In line with
[361], we adapted the items of [358] to measure how attitudes vary according to perceptions
of competence and warmth for augmented humans. For example, an adapted item would be
phrased as follows "In general, augmented humans are perceived as warm."

Multidimensional Attitudes Scale Toward Persons with Disabilities (MAS)

The manner in which an augmented human uses the augmentation technology, the reasons
for its use, and whether or not the individual had a prior disability, are among the factors
that can evoke emotions in the observer [Het1].

TheMAS Scale is a validatedmeasure of attitudes toward people with disabilities. It provides a
comprehensive picture of the attitudes of society towards this population. The MAS has been
shown to be a valid and reliable measure of attitudes toward people with disabilities [356]. It
can be used to identify areas where attitudes may need to be altered and to inform the design
of interventions aimed at reducing prejudice and promoting the inclusion of persons with
disabilities. The items from the MAS scale provide valuable information about the observer’s
emotions, thoughts, and behaviors towards augmentation technologies users.

Social Distance Scale (SDS)

The SDS [362] is constructed to measure stigma and is a routine measure in stigma research
[363]. As Augmented individuals may face stigma and discrimination, we adapted these items
to study how social stigma may a�ect augmented humans. The original SDS Scale measures
how far away from a group (such as people with a speci�c disease) an individual would like
to remain. We adapted the SDS items to �t into the human augmentation context, resulting
in items with the following structure "I would have an augmented human as citizens in my
country"

Performance Enhancement Attitudes Scale (PeaS)

PeaS [177]focuses on measuring attitudes toward performance enhancement via non-
technological means, such as doping. Given the similarities between human augmentation
and performance enhancement, this group of items adapts key PEAS components to the
context of human augmentation. Items such as "Doping is necessary to be competitive." were
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adapted to the human augmentation context, resulting in "An augmented human is more
competitive."

Moral Foundations Questionnaire (MFQ)

Numerous factors, such as sociocultural context and individual personality traits in�uence
the perceptions of morality. We adapted the MFQ [364] to evaluate how the observer inte-
grates the concept of human augmentation into their personal values, cultural norms, and
political ideologies. The MFQ quanti�es moral convictions. It assesses an individual’s moral
sensitivity across �ve theoretical dimensions, including Harm/Care, Fairness/Reciprocity,
Ingroup/Loyalty, Authority/Respect, and Purity/Sanctity. We extracted and adapted the items
relevant to human augmentation. e.g., the item "Whether or not someone violated standards
of purity and decency" from theMFQ is re�ected in the initial pool of items as " An augmented
human would violate standards of purity and decency."

Cross-Sectional Studies in Human Augmentations (CS)

Recent research in human-augmentation and integration technologies has uncovered a
variety of factors that in�uence society’s evaluation of adopters of these technologies [Het1,
46, 365]. Tobetter understandhowpeople perceivehumanaugmentation technologies and the
reasons behind their assessment,Villa, Steeven et al. [Het1] conducted amixed-method cross-
sectional study. They discovered that seven factors in�uenced people’s opinions of human-
augmentation users: Privacy, Peril, Ownership, Motivation, Perception of Achievements, and
Personal Preference. We added and modi�ed these items to the original set of SHAPE scale
items. e.g, the item "I think this person has to disclose the presence of this augmentation
in their body to other people." was adapted to be depersonalized as follows "An augmented
human has to disclose his augmentation."

Item Reduction

To construct a coherent and consistent initial item set based on the instruments described
above, the authors have put forth a set of criteria that would inform the wording and selection
of the items. In detail, it was prioritized the use of positive, unambiguous and concise
phrasing, the use of depersonalized and hypothetical language whenever possible [309], the
use of unemotional language, avoidance of abbreviations and that no prior knowledge is
needed for the respondent.

One researcher initially reformulated the initial items according to the established criteria.
Subsequently, two researchers separately evaluated the wording of the items independently.
A �nal discussion was then held to address and resolve any disagreements regarding the
wording of the items. For all items, a seven-point Likert scale was used tomeasure agreement
(7. Very Much) or disagreement (1. Not at all). In this step, we obtained a total of 120 items
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7.1.2 Expert Review

In the subsequent phase, we obtained feedback from six experts who have a record of pub-
lication in the domain of human augmentation. The experts provided feedback on each
item and suggested eliminating/adding items. Following the expert review, two researchers
consolidated and integrated their feedback.

Participants

We invited six experts in human augmentation to participate in the study. Table 7.1 presents
the demographic information of the participants. Experts were selected based on publication-
record in the �eld of human augmentation in the Conference onHumanFactors in Computing
Systems (CHI) and the Augmented Humans (AHs) conference. A total of seven experts were
contacted via email, from whom six accepted the call for participation. The interviews and
analysis were performed by two researchers, each researcher interviewed three experts. The
interviews took place in a period of approximately one month given the availability of the
experts. The experts’ participation in the study was strictly voluntary and without �nancial
compensation.

Table 7.1: Participants’ demographic information: Expert review

Expert Research Background

E1 Virtual Reality Computer Science
E2 Information Transfer Psychology
E3 Physiological Sensing Computer Science
E4 Thermal Imaging Human-computer Interaction
E5 Physiological-based Systems Computer Science
E6 Neuroscience Cognitive Science

Procedure

Prior to the interview, the experts were provided with a document containing the initial pool
of items to become familiar with the content of the scale. During the interview process, the
experts were requested to give feedback on the current set of items, propose new items, and
modi�cations or removal. The interviewers went through each of the 120 items and asked
the experts to provide verbal feedback and annotations on the provided document. The
annotated documents and interviewer notes were then collected for further analysis.

Analysis

Two researchers participated in the analysis; �rst, the items suggested for removal by at least
one expert were excluded, and the remaining set of items, including those suggested for
rephrasing, were discussed. A�erward, the interviewers assessed each item individually and
rated the item quality based on the expert feedback on a scale of 1 to 10. Items with high
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scores (above 6) were retained, items with scores below 3 were excluded, while items with
scores between 3 and 6 or were discussed and kept or removed a�er reaching a consensus.

The expert review started with an initial pool of 120 items sourced from the previously
described instruments. The integration of the expert feedback resulted in a reduction of the
item pool to 67 partly reformulated items.

7.1.3 Survey #1

In the next stage of our scale development process, we designed a Qualtrics-based online
survey to collect data from participants and conducted an exploratory factor analysis and
item reduction. Boateng et al. [309], referring to Comrey [366], recommends a sample size of
a minimum of 200 participants for studies of this kind and we exceeded this minimal sample
size recommendation with a sample size of n = 302 participants.

Participants

The sample was composed of 149 female and 153 male participants with a mean age of 44.4
years (SD=13.0). No participants chose not to reveal their identity, and no participant self-
identi�ed as non-binary or other. Participants were recruited through the UK-based platform
Proli�c, with the sample being drawn from the United Kingdom and the United States. All
participants reported English as being their mother tongue. Participation was voluntary and
compensated by 9 GBP per hour. The participants were informed that the collected data
would be anonymized prior to processing. The survey was distributed in an online format
and took participants an average of eight minutes to complete (M = 8.02, SD = 4.24).

Survey Structure

The survey started with an informed consent form, and a�er participants gave their consent,
they read a scenario depicting the journey of an augmented human interacting with a group
of people. The scenario was developed based on Findler, Vilchinsky, and Werner [356] and
[Het1] work. This scenario was designed to elicit a range of attitudes towards augmentations
by incorporating all possible permutations of cognitive, sensory, and motor augmentations.
The following is the scenario:

® Michael went out for lunch with friends to a co�ee shop. Aman with some
technological modi�cations, with whomMichael is not acquainted, enters
the co�ee shop and joins the group. Michael is introduced to this person.
During the chat, the man tells them that he replaced some of his healthy body
parts and replaced them with improved arti�cial ones: an arti�cial eye to
augment his vision beyond the normal range. Arti�cial legs to run faster and
jump higher than ordinary humans. Additionally, he got a brain implant to
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think faster and havemorememory than ordinary humans. Shortly a�er that,
everyone else leaves, with only Michael and the man with the technological
modi�cations remaining alone together at the table. Michael has 15 minutes
to wait for his ride home. ¯

A�er this scenario, the participants were presented with a quasi-randomized set of 67 items.
Once the participants had responded to all of the questions, their demographic information
was collected and the survey concluded.

7.1.4 Exploratory Factor Analysis

For the item analysis, we inverted the negatively worded items, then we examined the den-
sities of all items and eliminated those with high skew and kurtosis. Then, we conducted
a Kaiser-Meyer-Olkin (KMO) factor adequacy test, which evaluates the data’s suitability for
factor analysis. In a KMO test, values close to 1.0 are desired, and our dataset produced KMO
Measure of Sampling Adequacy (MSA) = 0.95. Subsequently, we conducted a Bartlett’s Test of
Sphericity to evaluate the null hypothesis that the inter-correlations among the variables in
the dataset are equal to zero, thereby eliminating the possibility of an identity matrix and
ensuring that the variables are suitable for factor analysis (χ̃2(741) = 9953.585 ).

We then performed an exploratory factor analysis. The exploratory factor analysis is a
statistical procedure that allows determining the number of underlying factors that explain
the pattern of correlation of items [322].

Then, we employed parallel analysis [323] and scree plot analysis [324] to determine the
optimal number of underlying factors in the data. The inspection of the scree plot indicated
that a two-factor solution was the optimal solution which amounts to extracting factors with
an eigenvalue > 1.83.

We then used varimax rotation similar to Woźniak et al. [162]. A varimax rotation produces
independent factors; it is an orthogonal rotation method used in factor analysis to maximize
the variance of the variable factor loadings while minimizing the number of variables with
high factor loadings [367].

From this model, we eliminated all items with loadings below 0.40 and those that were
loaded on multiple factors. We merged items with high similarity as a �nal step. The scale
encompassed fourteen items distributed in two factors; seven items per factor. The model
had a good �t, KMOMSA = 0.85, Tucker Lewis Index of factoring reliability TLI = 0.842,
and, RMSEA = 0.104. Table 7.2 presents the results of exploratory factor analysis. The �rst
factor is related to Social Threat (ST) [109], indicating that augmented humans will pose a
threat to oneself and society. The second factor, Agency (AG), is characterized by a focus on
control and includes items that assess the perceived agency of the augmented human over
their augmentation. Internal consistency as indicated by Cronbach’s alpha was α = 0.852 for
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Table 7.2: The revised version of the SHAPE scale consisted of fourteen items grouped in two factors:
Social Threat (ST) and Agency (AG), with item loadings and their respective sources reported.

Item ID Source Factor

ST AG

An augmented human is a threat to society. I1 CS 0.85

An augmented human would be dangerous. I2 CS 0.84

An augmented human is intimidating. I3 MAS 0.64

An augmented human would conform to the traditions of society. I4 MFQ 0.58

An augmented human has to disclose their augmentation. I5 CS 0.58

An augmented human would do something cruel I6 MFQ 0.55

An augmented human is more competitive than a non-augmented human. I7 PeaS 0.53

The actions of the augmented human do not match their intentions. I8 SoA 0.70

An augmented human is not the author of their own actions. I9 SoA 0.68

An augmented human is just an instrument of something or somebody else. I10 SoA 0.66

An augmented human does things without any intention. I11 SoA 0.66

An augmented human su�ering through their augmentation should get help. I12 MFQ 0.50

If an augmented human were to su�er through their augmentation, I would have compassion. I13 MFQ 0.48

An augmented human is in full control of what they do. I14 SoA 0.47

ST and α = 0.834 for AG and thus can be regarded as good internal consistency of the scales
[326].

7.1.5 Content Validity

Warmth and competence have been used to structure stereotypical attitudes towards human
augmentation [368]. To establish that our novel measure relates to an established measure,
we have correlated the ST-scale and the AG-scale to each warmth and competence of the
SCM. We observed that the perceived warmth correlates with both SHAPE factors, meaning
that a decrease in perceived threat and an increase in control of augmentation technologies
users increase the perceived warmth. Similarly, we found that competence correlates with
both ST-scale and AG-scale control factor, see Table 7.3. This indicates that an increase in the
perceived control over the augmentation and a decrease in the perceived threat increases
the perceived competence. These results are consistent with the �ndings of Meyer and
Asbrock [368].

Table 7.3: Correlations between the SHAPE scale factors, Social Threat (ST) and Agency (AG), and
the Warmth and Competence scale. degrees of freedom for all the tests are df = 300

Factor ST AG

r t p r t p

Warmth -0.581 -12.392 < .005 -0.491 -9.766 < .005
Competence -0.205 -3.634 < .005 -0.392 -7.380 < .005
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7.2 Scale Validation

A�er building the factor structure of the scale, we continuedwith the evaluation of the SHAPE
scale. We performed a con�rmatory factor analysis to test the �t of the structure to novel
data. Subsequently, various correlational tests were conducted to assess the scale’s content
validity and reliability. In this section, we report the �rst version of the SHAPE scale and
evaluate its consistency. We then re�ne the scale and construct its �nal version.

7.2.1 Survey #2

We designed a Qualtrics-based online survey to collect data from participants and conducted
a con�rmatory factor analysis (CFA) during this phase of the research. It is important to
note that the structure of the questionnaire at this stage is identical to that described in
subsection 7.1.3, with the exception that the set of items has been replacedwith those obtained
from the exploratory factor analysis described in subsection 7.1.4.

Participants

For this stage, we recruited a sample of n = 297 participants, in accordance with the rec-
ommendations by Comrey [366] that posit con�rmatory factor analysis requires at least 200
participants. The sample consisted of 150 females and 147 males with a mean age of 44.4
(SD = 13.9) years. No participants chose not to reveal their identity, and no participant self-
identi�ed as non-binary or other. The sample was composed of individuals from the United
Kingdom and the United States who were recruited through the British platform Proli�c.
All participants were native English speakers. The participants were compensated with 9
GBP per hour. All participants were informed of the voluntary nature of their participation
and provided with the option to withdraw at any time if they felt uneasy. Participants were
also informed that the collected data would be anonymized prior to processing. The survey
was distributed online and took respondents an average time of three minutes to complete
(M = 3.45, SD = 1.86).

7.2.2 Confirmatory Factor Analysis (CFA)

In order to assess the validity of the SHAPE scale’s structure, we conducted a Con�rmatory
Factor Analysis (CFA). This statistical procedure allowed us to con�rm the dimensionality of
our proposed factor model. The solution had two factors, see again Table 7.2. The results of
the model �t assessment indicated a sub-optimal �t, as evidenced by the Root Mean Square
Error of Approximation (RMSEA) value of greater than 0.1, a Comparative Fit Index (CFI) of
0.93, and a Standardized Root Mean Square Residual (SRMR) of 0.08. Detailed examination of
the data revealed high correlations between two items in the Agency factor (items I12 and I13).
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Social Control

I1 I2 I3 I4 I5 I6 I7 I10I8 I9 I11 I12 I13

SHAPE

Figure 7.2: The findings of the confirmatory factor analysis indicated a two-factor model for the
SHAPE scale, comprising two inter-correlated subscales.

Also, item I13 was identi�ed as dissimilar due to its wording and was removed to improve the
coherence of the SHAPE construct.

We conducted another CFA using the reduced set of items. The con�rmatory factor analysis
revealed an RMSEA of 0.08, which falls within the acceptable range. Additionally, the CFI was
calculated to be 0.97 and the SRMR was determined to be 0.063. Both values are within the
desirable bounds, with CFI values above 0.95 and SRMR values below 0.08 being considered
indicative of a good �t of the data to the model. Again Cronbach’s Alpha for ST was α = 0.808
and for AG was α = 0.809 can be deemed a good level of internal consistency.

The �nal compositions of the factors is reported in Table 7.4 and visualized in Figure 7.2; A
two-factor model consisting of thirteen item; 6 for ST, 7 for AG.

7.3 Test-retest Reliability and Construct Validity

In this step, we evaluated the construct validity of the SHAPE scale through three methods:
(1) Reliability: conducting a test-retest reliability study. (2) Content validity: analyzing the
correlation between the SHAPE scale and the willingness to acquire an augmentation, and
(3) Convergent validity and discriminant validity: examining the correlation between the
SHAPE factors and subscales of the Technology Readiness Index (TRI) that bears subscales
that conceptually relate to our measure and subscales that do not [369].

7.3.1 Data Collection

To gather data and evaluate the three aforementioned points, we developed two online surveys
usingQualtrics so�ware. The surveys included the �nal thirteen items of the SHAPE scale and
were completed by a total of n = 103 participants in the �rst round and n = 78 participants in
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Table 7.4: The final version of the SHAPE scale consisting of thirteen items. Internal consistency
Cronbach’s alpha values are displayed on top of their respective item group. Each item is answered in
a 7 point Likert scale ranging from (1) Not at all to (7) Very Much. (*) denotes that the item is inverted.

Item ID Source

Social Threat α = 0.808
An augmented human is a threat to society. S1 CS

An augmented human would be dangerous. S2 CS

An augmented human is intimidating. S3 MAS

(*) An augmented human would conform to the traditions of society. S4 MFQ

An augmented human has to disclose their augmentation. S5 CS

An augmented human would do something cruel S6 MFQ

(*) An augmented human is more competitive than a non-augmented human. S7 PeaS

Agency α = 0.809
The actions of the augmented human do not match their intentions. S8 SoA

An augmented human is not the author of their own actions. S9 SoA

An augmented human is just an instrument of something or somebody else. S10 SoA

An augmented human does things without any intention. S11 SoA

An augmented human su�ering through their augmentation should get help. S12 MFQ

(*)An augmented human is in full control of what they do. S13 SoA

the second round. The surveys were distributed with a minimum interval of 15 days between
assessments (M = 16.52, SD = 0.63,min = 15.66,max = 18.31).

Survey #3: Test-Retest first sample, Technology Readiness Index (TRI), and Willingness to
acquire an augmentation

The survey started with an informed consent process; following this, participants viewed
the same scenario from the �rst survey (see subsection 7.1.3 for details). Participants were
then presented with the thirteen-item SHAPE scale, and upon completion, participants
were asked a binary question regarding their willingness to acquire an augmentation, "I
would like to get an augmentation for myself," with response options of "Yes" or "No." Finally,
we administered the Technology Readiness Index (TRI) before concluding the survey by
collecting demographic data.

Participants

For this stage, we recruited a sample of n = 103 participants using Proli�c, The sample
consisted of 51 females and 52males with a mean age of 45.5 (SD = 13.1) years. No participants
chose not to reveal their identity, and no participant self-identi�ed as non-binary or other.
The recruiting, compensation and consent scheme were similar to the previous two studies.
The survey was distributed online and took respondents almost six minutes to complete
(M = 5.88, SD = 3.15).
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Survey #4: Test-retest second sample

Most of the questions from Survey #3 were re-invited to Survey #4, with the Technology
Readiness Index (TRI) being the only exception.

Participants

About 80% responded again, n = 78, using Proli�c. The sample consisted of 44 females and
34 males with a mean age of 47.3 (SD = 13.9) years. No participants chose not to reveal their
identity, and no participant self-identi�ed as non-binary or other. The compensation and
consent scheme was the same as in the previous study. The survey was distributed online
and took respondents an average of four minutes to complete (M = 4.19, SD = 6.80).

7.3.2 Test-retest Reliability

Temporal stability refers to the ability of a scale to produce consistent results when admin-
istered to the same participants at di�erent time points [309]. We conducted a test-retest
reliability evaluation to assess the temporal stability of the SHAPE scale construct. This
psychometric evaluation is commonly used in the scale development process (e.g. Woźniak
et al., Bentvelzen et al. [162, 308]) to estimate reliability based on temporal stability.

Similar to Woźniak et al. [162], we calculated calculated a two-way Single-measurement
intraclass correlation coe�cient (ICC) for consistency and agreement. The ICC quanti�es the
degree of agreement between two or more continuous measures, values close to 1 indicate a
perfect agreement whilst values close to 0 indicates no agreement at all. The ICC, for each
subscale1, indicated good reliability for ST and AG in terms of consistency (ST κ = 0.735, AG
κ = 0.715) and agreement (ST κ = 0.736, AG κ = 0.709), see also Table 7.5. Additionally we
computed Spearman correlations for each subscale, indicating a high correlation between
samples; namely for AG we found that rs = 0.68, p < .005, and for ST rs = 0.707, p < .005.

Table 7.5: The two-way single-measurement intraclass correlation coefficients (ICC) calculated for
both the Social Threat (ST) and Agency (AG) factors of the SHAPE scale.

Factor ST AG

κ F p κ F p

Consistency 0.735 F (76,76) = 6.54 < .005 0.715 F (76,76) = 6.02 < .005
Agreement 0.736 F (76,76.8) = 6.54 < .005 0.709 F (76,74.2) = 6.02 < .005

To further determine the absolute reliability of the SHAPE scale, we analyzed the data using
the Bland and Altman method [331]. Each participant’s mean di�erence between the initial

1We calculated the Intraclass Correlation Coe�cient (ICC) for each subscale by averaging the responses of the
Likert items on the subscale. Therefore it is important to note that this computation was performed on interval
data, as opposed to ordinal data.
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test and the retest was plotted as a function of the means of both test sessions using Bland-
Altman plots. The dashed horizontal lines in the plots represent the limits of agreement,
which correspond to the 95% con�dence interval surrounding the mean di�erence between
the test sessions. These limits indicate the range within which 95% of the values are likely to
fall [331, 332].
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Figure 7.3: Bland andAltman plots: difference in SHAPE scores obtained from two surveys (Described
at the beginning of this section) as a function of the average score of both test sessions for individual
participants, the data is segregated based on ST and AG categories. The mean bias is indicated by
the black line, while the 95% limits of agreement are represented by the gray lines.

In the plot (see Figure 7.3), the mean di�erence close to zero, (dotted line) indicates that the
SHAPE scale has absolute temporal stability on average and the distribution around zero is
indicative of reliability not being related to the mean score, thus, demonstrating that it can
be reliably administered at di�erent time points and is suitable for use in between-groups or
repeated-measures designs.

7.3.3 Concurrent Validity

In this step, we wanted to investigate the extent to which the factors of the SHAPE scale could
predict an individual’s inclination to obtain augmentation technologies to show concurrent
validity. Wemeasured this inclination in Survey one with the response options of "yes" or "no"
to the question "I would like to get an augmentation for myself.". We calculated Spearman
correlation, for the ST and AG and the above-mentioned question. We found a negative
association for the ST, rs = -.40, p < .001, and AG, rs = -.31, p = .001, concerning their indication
of willingness to acquire an augmentation technology. The less threat and the more control
they attribute to augmented humans in general, the more likely participants are to indicate
they would want to use an augmentation technology themselves.
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7.3.4 Convergent & Divergent Validity

Utilizing a methodology similar to that of Schepman and Rodway [369], we assessed the
convergent validity of the SHAPE scale by applying the Technology Readiness Index (TRI).
The TRI scale comprises 18 items and is frequently used due to its sound psychometric
properties [370]. The TRI scale has four subscales: Innovativeness, Optimism, Discomfort,
and Insecurity. The scale has demonstrated the ability to predict user interactions with
technology products [369]. The Innovativeness sub-scale is correlated with the tendency
to be a thought leader, Optimism with a positive view about technology, discomfort, with
the feeling of being overwhelmed by technology and Insecurity, with distrust in technology.
We expect Innovativeness to be conceptually independent of ST and AG and discomfort and
insecurity to overlap with ST and AG .

To evaluate the internal consistency of the TRI, we determined the Cronbach alpha for each
sub-scale. The resulting alpha coe�cients were α = 0.813 for Innovativeness, α = 0.698 for
Optimism, α = 0.725 for Discomfort, and, α = 0.792 for Insecurity. The obtained metrics
re�ect an acceptable to good performance for each sub-scale. We then obtained the sub-scale
values by computing the average of the corresponding items.

The correlations of the SHAPE scale and the TRI factors are presented in Table 7.6. The
correlation analysis indicated that the Social Threat and Agency factors of the SHAPE scale
were strongly correlated with the Discomfort and Insecurity scales of the TRI. The less
Discomfort and Insecurity experienced in response to technological advancement, the less
they perceived augmented humans as threatening and the more control they attributed to
them. Thus, we can show convergent validity to negative aspects of technology readiness
concepts.

Table 7.6: Correlation with Technology Readiness Index. degrees of freedom for all the test are df =
101

Factor ST AG

r t p r t p

Innovativeness -0.119 -1.206 0.230 -0.132 -1.340 0.183
Optimism -0.153 -1.559 0.122 -0.272 - 2.848 < 0.01
Discomfort 0.277 2.902 < 0.005 0.410 4.523 < 0.005
Insecurity 0.213 2.197 < 0.05 0.468 5.326 < 0.005

7.4 Validation of SHAPE Scale in the Context of Disabilities

As a �nal step, we further explored the �t of the two-factor thirteen item structure of the
SHAPE scale to the assessment of augmentation technologies when the user of such technol-
ogy is an individual with a previous disability condition. We conducted a new Con�rmatory
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Factor Analysis with a modi�ed vignette to re�ect a scenario where the technology user is
enhancing their skills to compensate for a disability.

7.4.1 Survey #5

We developed a new online survey using Qualtrics so�ware. The survey included the �nal
structure of the SHAPE scale and was completed by a total of n = 216 participants, in accor-
dance to Comrey [366]. The sample consisted of 123 females 91 males and 2 individuals that
preferred not to disclose their gender, the mean age of participants was 43.9 (SD = 11.66)
years. No participants self-identi�ed as non-binary or other. The sample was comprised of
individuals from the United Kingdom and the United States who were recruited through the
platform Proli�c. All participants were native English speakers. Participants were compen-
sated with 9GBP per hour. All participants were informed of the voluntary nature of their
participation and provided with the option to withdraw at any time without the need for
further explanation. Participants were informed about the data collection and the anonymiza-
tion policy prior to processing. The survey was distributed online and took respondents an
average time of three minutes to complete (M = 3.55, SD = 1.82).

7.4.2 Confirmatory Factor Analysis for the Disabilities Context

We performed a new Con�rmatory Factor Analysis utilizing amodi�ed vignette that accounts
for a scenario where users are augmenting their skills to o�set disability-related impairments
instead of augmenting to increase their skills. The original two-factor thirteen items model
revealed a sub-optimal �t to this new scenario; the Root Mean Square Error of Approximation
(RMSEA) value was greater than 0.1 and the Comparative Fit Index (CFI) had a value of 0.96
with a Standardized Root Mean Square Residual (SRMR) of 0.06. Given these values, we
examined the correlations between items using modi�cation indices [371] , which indicate
a potential change in χ2 when adding or removing items, We subsequently deleted S2, S11,
and, S12 which were highly skewed and thus had a reduced variance for a disabilities context
(more positively valenced responding patterns).

We then performed a CFA with these three items removed. The new analysis revealed an
RMSEA of 0.07 which can be considered as a reasonably good �t. For the CFI, we found a
value of 0.98, with a SRMR value of 0.043. Both values being considered as a good �t of the
data to the model. The Cronbach’s Alpha for ST α = 0.773 and for AG α = 0.802 which can be
interpreted as a good level of internal consistency.

In addition, we compared the reduced scores of Survey 5 (validation for disability scenarios)
and Survey 3 (test-retest on the initial sample) for both subscales using an unpaired t-test. The
results indicated that the score for the non-disability scenario was signi�cantly higher overall
(Mnd = 3.87, SDnd = 0.76) than the disability scenario (Md = 3.40, SDd = 0.74, t(192.21) = 5.10,
p < 0.005). In addition, the subscales exhibited a similar pattern, for example for Social Threat
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we found (MST−nd = 4.19, SDST−nd = 0.91) and (MST−d = 3.63, SDST−d = 0.90, t(196.91) = 5.25,
p < 0.005), while for Agency we found (MAG−nd = 3.54, SDAG−nd = 0.83) and (MAG−d = 3.18,
SDAG−d = 0.82, t(194.31) = 3.57, p < 0.005).

Based on the �ndings of this con�rmatory factor analysis, the scoring system for the context
of disabilities is described more in detail in subsection 7.5.1.

7.5 Discussion

In this section, we provide an overview of our approach, the necessary details for adminis-
tering the SHAPE scale as well as information on how to use it. In addition, we discuss the
limitations of our approach and opportunities for further developments.

In this paper, we introduce the development and validation process of a brief 13-itemmeasure,
the SHAPE scale, which was designed to measure attitudes towards humans using digital
technologies that enhance human abilities.

We identi�ed a two factorial structure that encompassed attitudes that we summarized
under the Social Threat factor, which measures threat to oneself and others, as well as a
factor that we summarized under the Agency factor, which describes agency and support
for augmented humans. The SHAPE sub-scales were validated and re�ned in con�rmatory
factor analysis, showing a good �t based on several �t indices, excellent internal consistency
and good test-retest reliability. Also, medium test-retest reliability indicates that attitudes
toward augmented humans might be susceptible to changes over time and can thus be used
to investigate how attitudes toward augmented humans evolve in the future.

We have evaluated the validity of SHAPE across studies. In Survey #1, we could show that
threat and competence relate to the Stereotype-content model; people that attribute low
threat to augmented humans perceived them as warmer, while competence of augmented
humans was increased for low social threat and more control. This aligns with the �ndings
of Meyer and Asbrock [368], who discovered that individuals with bionic prostheses were
perceived as competent without a reduction in perceived warmth.

On the other hand, in Survey #3, we demonstrated construct validity. There is convergent
validity in terms of correlation with the technology readiness index that addresses discom-
fort and insecurity about technological developments but discriminant validity in terms of
innovativeness. Therefore, the scale covers both stereotypes’ attributes on the perception of
augmented humans and technological attributes. In Survey #3, we could also show concur-
rent validity in that attitudes toward augmented humans can predict whether participants are
willing to use augmentation technologies themselves. Therefore, positive attitudes regarding
threat and control in augmented humans are associated with acceptance of the technology.
This mirrors the recent call in HCI [149] to integrate negative aspects of social acceptability
into technological acceptance models.
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So far, research in the area of social attitudes toward augmented humans has been limited due
to the lack of assessment tools. Work that considered attitudes towards augmented humans
was mainly conducted using qualitative methods [Het1, 372]. Quantitative studies in the
domain have adapted conventional scales ,e.g. from the SCM [368, 373, 374], at the expense of
interoperability and speci�city to the domain of human augmentation. SHAPE now gives
researchers in the domain of human augmentation a tool to quantify attitudes in terms of
Social Threat andAgency, which adds a quantitative tool to the repertoire of researchers in the
domain of human augmentation. We envision that the scale can meaningfully complement
qualitative approaches and thereby enable holistic and impactful insights into the �eld of
human augmentations. In this respect, the scale can be a particularly valuable addition when
it comes to comparative long-term studies and studies that are concerned with the attitudes
of di�erent samples towards human augmentation technologies (e.g., users from di�erent
countries).

According to [Het1], new augmentation devices should be designed with a focus not only
on the artifact itself but on the human that would be integrating it into their life/body and
their social environment. Our scale development process showed that the assessment of the
social human factor is comprised of two aspects: Social Threat and Agency, which should
be considered when evaluating augmentation technologies and other types of performance-
enhancing technologies.

In the �nal set of items of SHAPE , there is no explicit reference to privacy threats, which is
interesting given that only one item related to privacywas removed, while the remaining items
underwent �ltering in the EFA. The absence of explicit representation of privacy concerns
among the �ltered items may suggest that we considered them to be less relevant compared
to other factors, such as the agency of the augmented human or the perceived threat it poses
to the observer. Furthermore, we acknowledge that the subscale "Social Threat" may not
speci�cally target any particular type of threat, including privacy threats. Therefore, it is
possible that this subscale captures certain aspects of privacy concerns, even in the absence
of explicit references to privacy threats.

Our study provides valuable information on the social perception of augmented humans. In
the initial item pool, we had a sizable number of items that corresponded to a benevolent
or positive view of augmented humans,e.g., "An augmented human is interesting." or "An
augmented human is friendly." from theMAS scale. However, none of these items surfaced in
the exploratory factor analysis to correspond to a factor. We thus suggest that in our sample,
attitudes mainly revolved around a negative view of augmented humans. This aligns with
recent scale developments such as the Creepiness of Technology Scale (PCTS) [162] where
the authors reported three subscales, all of them negatively valenced. Nevertheless, it will be
important for future research to investigate measurement invariance of the SHAPE scale as
attitudes di�er across cultures [Het1]. This resonates with the fact that beliefs and attitudes
toward innovative technologies are ever-evolving. To illustrate this point, the TRI was updated
a�er only a little more than a decade [375, 376] to cover novel aspects of technology readiness.
Likely SHAPE might need to be revised when augmentation technologies are more broadly
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used. This limitation also points to the research opportunity to investigate with the SHAPE
scale how attitudes evolve and change over time. The SHAPE scale was built to be unspeci�c
concerning the disability status and the type of augmentation, covering sensory, motor
and cognitive augmentations alike; future studies may piece apart how attitudes di�er as
a function of augmentation characteristics and person characteristics. In order to enable
this, we validated the disabilities scenario and discovered that SHAPE can also be utilized
e�ectively in the context of disabilities by ignoring the non-descriptive items. The three
non-descriptive items for the disability case pertain to situations that may have been a�ected
by the observer’s forgiveness of individuals with prior disabilities. This aligns with previous
work that has found that observers �nd more acceptable the use of some technologies when
the user has a disability condition [377, 378, 379]. In subsection 7.5.1 we provide a tailored
scoring system for this speci�c case.

The�nal version of the SHAPE scale is available atposthci.com. Thiswebsite has long-term
support planned and is available to distribute the scale easily. The website is planned to serve
as a reference point to evaluate the evolution of the attitudes toward human augmentation
and performance-enhancement technologies. The anonymized collected data in the website
along with translated versions of the SHAPE scale will be made available for researchers to
further advance the �eld.

7.5.1 Scoring

The SHAPE scale is scored on a seven-point Likert scale from Not at All (1) to Very Much
(7). Items S4, S7 and S13 are reverse-scored. Higher scores indicate higher aversion towards
augmentation technology’s users:

Full Scoring System

In the full scoring system of the SHAPE scale, it is advisable to calculate the arithmetic mean
of all the items to obtain the overall score, or to compute themean of the items corresponding
to each subscale if the reader seeks insights into speci�c dimensions. This approach is feasible
because both subscales possess equal valence; higher scores indicate a greater degree of
aversion towards Augmented Humans or Performance Enhancing technology users.

SHAPE = µST + µAG
2

with µST = mean(S1 + S2 + S3 + S4R + S5 + S6 + S7R),
and µAG = mean(S8 + S9 + S10 + S11 + S12 + S13R)
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Disability Scenarios Scoring System

In the context of disability scenarios, we suggest using a scoring system similar to the full
scoring system. However, instead of utilizing the entire set of items, we suggest excluding
the items that exhibit a pronounced skew in opinions toward individuals with disabilities.
This adjustment is intended to improve the reliability and validity of the scoring procedure.

SHAPE = µST + µAG
2

with µST = mean(S1 + S3 + S4R + S5 + S6 + S7R),
and µAG = mean(S8 + S9 + S10 + S13R)
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Reflections on Part III

% This part explored the perception, social attitudes, and ethical considerations sur-
rounding augmented humans. Through a series of empirical studies, we identi�ed key
dimensions that in�uence how augmented humans are evaluated by society, developed
a validated measurement tool for assessing these attitudes, and provided design recom-
mendations to guide the responsible development of augmentation technologies.

We �rst investigated the perception of augmented humans, revealing complex tensions
between general optimism about augmentation and personal reluctance to adopt it. Our
�ndings demonstrated that factors such as peril, privacy, access, motivation, owner-
ship, and achievement play critical roles in shaping public opinion. Notably, cognitive
augmentations were viewed with the most skepticism, raising concerns about fairness,
safety, and societal impact. Additionally, cross-cultural di�erences emerged, particularly
between German and Japanese participants, highlighting the in�uence of cultural values
on augmentation acceptance.

Building on these insights, we developed the SHAPE scale, a validated instrument for
quantifying attitudes toward augmented humans across two key factors: perceived social
threat and agency/control. Our validation studies con�rmed its reliability and predictive
power, showing that positive attitudes toward augmented humans correlate with greater
acceptance of augmentation technologies. This scale provides a much-needed quantita-
tive tool for researchers investigating societal attitudes toward human enhancement and
its long-term evolution.

Finally, we translated our �ndings into design recommendations aimed at fosteringmore
inclusive and acceptable augmentation technologies. Our recommendations emphasize
the importance of clear communication about augmentation purposes, hybrid augmen-
tation designs that serve both assistive and enhancement functions, and balancing e�ort
and agency to maintain a sense of personal achievement. Additionally, our results sug-
gest that privacy concerns extend beyond personal data protection to fears about how
augmented humans might use enhanced sensory capabilities in social interactions.
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8
HUMAN AUGMENTATION VERSUS LEARNING

This chapter is based on the following publications:

[ Understanding the In�uence of Electrical Muscle Stimulation on Motor Learning:
EnhancingMotor Learning or DisruptingNatural Progression? - Steeven Villa, Finn Ja-
cob Eliyah Krammer, Yannick Weiss, Robin Welsch, Thomas Kosch - 2025 CHI Conference
on Human Factors in Computing Systems (CHI ’25). Association for Computing Machinery.
[ Assisting Motor Skill Transfer for Dance Students Using Wearable Feedback -
Steeven Villa, Jasmin Niess, Bettina Eska, Albrecht Schmidt, Tonja-Katrin Machulla
In: Proceedings of the 2021 ACM International Symposium on Wearable Computers (ISWC ’21).
Association for Computing Machinery.

+ After discussing autonomy and heteronomy in the previous sections, this part focuses on the
experience of being augmented, including the potential to explore augmentations in virtual
reality. The �rst chapter investigates motor augmentation in the context of motor learning,
followed by a use case involving wearable motor augmentation for dance instructors.
This chapter speci�cally examines Electrical Muscle Stimulation (EMS), a motor augmentation
technology commonly used to enhance physical performance. While EMS is widely adopted, its
e�ect onmotor learning remains unclear. According tomotor learning theory, consistent practice
and movement awareness are essential for skill acquisition, and disruptions to sensorimotor
representation during training can hinder long-term retention. Since EMS externally actuates
the body, it alters sensorimotor mapping, which may lead to di�culties retaining skills after
the assistance is removed. Conversely, some research in Human-Computer Interaction (HCI)
suggests EMS can support motor learning. To resolve this tension, this chapter presents a multi-
session study evaluating the impact of EMS on motor learning outcomes.learning outcomes.

8.1 Neural Basis of Motor Learning

Motor skills are developed through di�erent cognitive stages [380], with information mov-
ing from short-term to long-termmemory, which includes explicit and implicit types [381].
Explicit memory is conscious while implicit memory is not, and it is challenging for indi-
viduals to articulate it in detail. In motor skill learning, explicit memory forms in the early
stages and is later consolidated into implicit memory, requiring less conscious attention.
Motor skills can be retained for years. Various models explain the neurobiological processes
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Figure 8.1: In this paper, we compared ElectricalMuscle Stimulation (EMS) and electrotactile feedback
against a no feedback control condition for evaluatingmotor learning consolidation. Our results show
that EMS enhances motor skill acquisition despite a lower initial learning rate.

behind implicit memory storage [382, 383, 384, 385, 386] and brain region contributions
during learning [387], such as the medial temporal lobe in fast learning and cortical motor
regions in slow learning. Among the various motor learning models studied, the framework
proposed by Doyon et al. [383] is particularly relevant to our research. This model outlines
�ve phases of motor skill acquisition and retention: (1) Fast (early) learning, where rapid
improvements occur; (2) Slow (later) learning, characterized by gradual performance gains;
(3) Consolidation, during which learned skills are stabilized; (4) The automatic phase,where
skilled behavior becomes more e�ortless and consistent; and (5) Retention, which describes
the maintenance of skills a�er long periods without practice.

The fast (early) learning phase is characterized by signi�cant improvements inmotor behav-
ior. This stage requires high levels of attention and generates substantial cognitive workload,
especially when a task is encountered for the �rst time [388]. Fast learning is typically ob-
servable from the �rst session, and research shows that proper feedback provides signi�cant
bene�ts during this phase [389]. Additionally, error correction plays a critical role in early
learning, being more important at this stage than in later phases [385].

The slow learning phase, spanning multiple sessions, is characterized by a deceleration
in progress as motor skill performance stabilizes and becomes more consistent. Motor
learning is inherently time-dependent, with consolidation serving as an intermediate process
between practice sessions. During this phase, explicit knowledge of themotor skill transitions
into implicit memory. Notably, evidence suggests that sleep plays a crucial role in motor
memory consolidation [383, 390, 391]. Beyond sleep, factors such as interest, motivation,
attentiveness, vigilance, and levels of distraction also signi�cantly in�uence how well a
memory is retained [381, 392]. Motor consolidation is key to embedding the skill into the
body’s memory, eventually leading to the automatic execution phase. This last stage occurs
when the task can be performed without conscious e�ort, indicating that the motor skill has
become automatic. The retention phase is achieved when this skill can be recalled a�er a
signi�cant period without practice, remaining intact in long-termmemory.
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Most HCI studies on motor learning primarily focus on the fast-learning phase. A variety of
interfaces have been proposed to support motor learning during this phase, o�en through
augmented feedback mechanisms, such as vibrotactile feedback. These mechanisms aim to
enhance awareness of movements and errors, supporting re�ection and adjustment. Such
approaches �t coherently within motor learning frameworks, as they improve awareness
by providing additional information, enabling users to re�ect on their actions, adjust motor
behavior, and thus learn more e�ectively.

8.2 Experimental Design and Hypotheses

EMS introduces a new paradigm by reversing the typical motor learning sequence. Tra-
ditional approaches focus on deliberate practice and user adjustments [Exp2], following a
perception-reasoning-action cycle. However, EMS-augmented actions occur before re�ection,
in the order of action, perception, and reasoning [393]. This can hinder re�ective practice
and sensorimotor learning Proteau, Marteniuk, and Lévesque [394]. For example, Tatsuno,
Hayakawa, and Ishikawa [395] found that participants trained with EMS in a wrist rotation
task compensated for EMS-induced movements a�er removing stimulation, although this
compensatory e�ect diminished over time. Similarly, Nishikawa et al. [396] recently found
that EMS use during hand gesture learning led to higher errors.

We operationalized motor learning through the Mirror Drawing (MD) task across two distinct
sessions, a common task that has been employed in previous research [397, 398, 399]. The
MD task measures motor learning through both within-session performance (Post-Training
1 and 2 Assessments - fast learning phase) and across-session performance (Consolidation
Assessment - consolidation phase). We assessed learning using two metrics: (1) the distance
traced within a �xed time and (2) the total time to trace a complete shape. Participants show
motor learning by tracing longer distances in the given time and completing shapes faster.
To examine learning transfer, we introduced an unfamiliar shape at the end of the second
session, evaluating the participants’ ability to apply their acquired motor skills to a new
context. To assess learning rates and gains, we use an exponential decay model. Based on
this experimental design and in light of previous work, we derived the following hypotheses:

H1 There will be a performance di�erence between the ELECTROTACTILE, EMS, and CON-
TROL conditions during the motor learning task, with ELECTROTACTILE showing better
results than the CONTROL and EMS conditions.

H2 ELECTROTACTILE stimulation will result in signi�cantly better motor skill consolidation
performance compared to both EMS and the CONTROL condition.

H3 Learning rate will be higher with ELECTROTACTILE stimulation compared to EMS, as
indicated by the α parameter of the exponential decay model.
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Figure 8.2: Procedure of the experiment. Our participants were assigned to their condition and got
familiarized with the setup and task. Then, the participants started with the first assessment, a break,
and a second assessment. After a long-term break, participants participated in a third and fourth
session. Finally, we assessed transfer learning using a transfer assessment.

H4 ELECTROTACTILE stimulation will lead to greater overall learning, as measured by the
A parameter of the exponential decay model, compared to both EMS and the CONTROL
condition.

H5 The EMS condition will show signi�cantly lower performance in the learning transfer
task compared to the CONTROL group.

Having thesehypotheses, we tested the following conditions, following theprocedure outlined
in Figure 8.2:

• EMS: Participants in this group received Kinaesthetic EMS feedback. This type of
feedback provides electrical impulses that stimulate muscle contractions. Thereby
applying a corrective movement in the correct direction through participant’s muscle
exertion.

• Electrotactile: Participants in the ELECTROTACTILE group received electrotactile feed-
back. This approach involves the delivery of electrical stimuli directly to the skin to
create vibration sensations without inducing muscle contractions.

• Control: The CONTROL group did not receive any form of haptic feedback. This group
served as a baseline to compare the e�ects of the two haptic feedback methods against
no feedback at all.

8.2.1 Participants

A total of 36 participants (N = 36; 14 males, 20 females, 2 non-binary) participated in this study,
each completing two sessions, resulting in 72 sessions. The participants had an average age
of 25 years (M = 25.91, SD = 4.86). This sample size aligns with those typically employed in
motor learning research [398, 399, 400, 401, 402, 403] and EMS studies [393]. Participants
were compensated €6 per 30minutes of participation. Each participant attended two sessions
on separate days, with an average interval of 6 days between sessions (M = 6.73, SD = 4.60). No
signi�cant di�erences were observed between groups regarding the time between sessions.
Each session lasted approximately 75minutes, totaling 2.5 hours per participant. Participation
was voluntary, and participants were informed that participation could be terminated.
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Group Allocation Check:

To control for potential e�ects of group allocation, we collected data on participants’ domi-
nant hand and their drawing skills, measured by the average hours spent drawing per week
(self-reported). Additionally, we gathered information on the average hours spent playing
video games per week (self-reported). Out of all participants, two reported being le�-handed,
and they were assigned to di�erent groups; previous work revealed that le�-handed individ-
uals did not signi�cantly di�er from right-handed individuals in the MD task [402]. As the
hours per week self-reported data was found not to be normally distributed, we conducted a
Kruskal-Wallis test to determine if there were statistically signi�cant di�erences between
the distributions of CONTROL, EMS, and ELECTROTACTILE groups. The test did not show a
statistically signi�cant di�erence between the groups for hours drawn perweekH(2) = 0.593,
p = 0.743, nor for hours playing games H(2) = 0.059, p = 0.970. Additionally, to control
for a priori motor skills of participants, we assessed performance before the �rst training
session consisting of 3 trials. We conducted a Kruskal-Wallis test to compare the means
of CONTROL, EMS, and ELECTROTACTILE groups. The analysis showed that there was no
statistically signi�cant di�erence between the groups,H(2) = 4.38, p = 0.112. These results
suggest that the di�erences between groups at the start of the experiments are not signi�cant
and provide a ground for further statistical di�erences to be in�uenced by the interventions
made during the sessions.

8.2.2 Experimental Design

We conducted a between-subjects study to evaluate the e�ectiveness of the di�erent haptic
feedback methods mentioned above. Participants were randomly assigned to one of three
experimental groups: the EMS group, the ELECTROTACTILE group, and the CONTROL group.
The study consisted of two sessions; each session involved two assessment stages (i.e., at the
beginning and 10 minutes a�er the training session) and a training session; each training
session involved 30 trials, while the assessment involved 3 trials each. Additionally, the �rst
session included a familiarization stage for the participants to understand and ask about the
task and the setup. The last session included a Learning Transfer Test stage for assessing how
well participants transfer the knowledge to a di�erent shape.

8.2.3 Feedback Rendering

The feedback was rendered using an FDA-approved Sanitas 41 generator connected to a “Let
Your Body Move” toolkit [31]. We used Axion EMS/TENS 32mm diameter round electrodes
for easier placement and muscle targeting. The electrodes were adhesive and adhered to the
user’s arm.
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EMS Feedback

In this condition, EMS was applied to participants’ arms to provide kinaesthetic feedback,
guiding them to correct their movements. The feedback was designed to in�uence mus-
cle contractions, helping participants stay on the intended path without overshooting and
avoiding additional corrections. Therefore, corrective actuation was triggered whenever
participants deviated from the speci�ed path, which is a common approach in HCI research
on motor skill transfer and learning using EMS [11, 404, 405, 406]. The frequency and pulse
width of the EMS were set to 150 Hz and 100µs, respectively, and the intensity was calibrated
before the study.

Electrotactile Feedback

In this condition, Electrotactile stimulation was applied through the same set of electrodes
that participants in the EMS group received feedback. Participants in this group received
electrical pulses directly to the skin, which created a tingling sensation. The stimulation
intensitywas adjusted to be noticeable, butwithout exerting anymovement on the participant,
the electrode location was similar to that of the EMS group. This type of feedback is analogous
to traditional vibrotactile feedback, which serves as a noti�cation indicating that a correction
is necessary. Yet, it does not actuate the participants’ bodies but makes them aware and lets
them correct themselves; this type of feedback is also typical in HCI [405, 407].

Control

Participants in the CONTROL group received no feedback while performing the task. They
completed the task without any external cues, relying solely on their proprioception and
observation.

8.2.4 Mirror Drawing Task

Starting 

Point Cursor

Starting 

Point Cursor

Experimental

Shape

Transfer Test

Shape

Figure 8.3: Shapes used in the MD task. Left: Shape extracted from [408] and used in the main
experiment. Right: Shape generated for the transfer test. The starting point was the same as the
endpoint and was depicted in the interface as a green point; the participant cursor was displayed as
a withe circle.
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The MD task, a well-established method for studying skill learning since 1910 [397, 398, 399],
involves participants tracing a shape (typically a polygon, such as a star, diamond, square, or
triangle) while remaining within the boundaries of a double line. The key challenge is that
participants can only see an inverted re�ection of their hand through a mirror or, in modern
setups, a mirrored input mapped in the screen. his setup allows researchers to study how
new associations are formed between visual input and corresponding armmovements [409].

The MD task utilized in this experiment is an implementation of the original MD task by
Snoddy [410], further developed by Stratton et al. [411], and more recently adapted for delta
robot input by Sullivan et al. [408]. In this experiment, participants were asked to repeatedly
trace an abstract shape displayed on a computermonitor as quickly and accurately as possible.
They interacted with the system using a Novint Falcon delta robot, with position data sampled
at 200 Hz. A sti� virtual spring was applied along the Falcon’s third degree of freedom
(DOF) to constrain movement to a vertical plane parallel to the computer screen. This setup
ensured that the horizontal and vertical movements of the Falcon were directly translated
to the corresponding movements of the on-screen cursor. However, the horizontal axis was
inverted: moving the Falcon to the le� caused the cursor to move right, and vice versa.

Shape Selection

In this study we used two shapes in the MD task; First, a Test Shape: In previous research,
Saquares or star shapes have o�en been used in the MD task due to their simplicity [398,
402, 403, 412]. Yet, for healthy users, this shape can be overly simple in healthy adults. To
introduce a higher level of complexity for our experiment, we selected a shape that has been
validated in the literature as su�ciently complex within the context of motor learning [408].
Second, forMotor Transfer, we needed a shape that participants had not encountered before
[403]. Consequently, we designed a new geometrically irregular shape. Both shapes are
illustrated in Figure 8.3.

8.2.5 Apparatus

The experimental setup utilized a Novint Falcon device for input, constrained to one dimen-
sion, allowing users to move the robot’s end-e�ector within a 2D plane, similar to the setup
described by Sullivan et al. [408]. The device was connected to a Dell G5 laptop running
Windows 11, and the experiment was programmed using Unity 3D version 2024.1. To provide
di�erent feedback modalities, we used two FDA-approved EMS signal generators (Sanitas 41)
and two “Let Your Body Move” toolkits, initially reported by Pfei�er, Duente, and Rohs [31].
This con�guration allowed us to utilize four EMS channels. Additionally, a Manfrotto armrest
was employed to prevent participant fatigue and minimize using non-target muscles during
the task. The complete setup is illustrated in Figure 8.4.
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Figure 8.4: Left, User performing the experimental task. Right, Experimental setup featuring a Novint
Falcon device constrained to one dimension for input, connected to a Dell G5 laptop runningWindows
11, and programmed using Unity 3D version 2024.1. Feedback modalities were provided using FDA-
approved EMS signal generators and "Let Your Body Move" toolkits, utilizing four EMS channels. A
Manfrotto armrest was employed to prevent participant fatigue and ensure proper muscle usage.

8.2.6 Electrode Placement

To achieve control of two-dimensional movement in the vertical plane, we focused on four
key muscle groups at the forearm (which is the most common location for EMS actuation in
HCI [393]) that facilitate wrist motion; Radial deviation (le�ward movement) is controlled by
the Extensor Carpi Radialis (ECR), while Ulnar deviation (rightward movement) is driven by
the Extensor Carpi Ulnaris (ECU). Wrist �exion (downward movement) is primarily managed
by the Flexor Carpi Ulnaris (FCU), and wrist extension (upward movement) is enabled by
the Flexor Carpi Radialis (FCR) [413, 414]. We selected the electrode placement following
the setup described by Lopes et al. [415], e�ectively supporting this range of motion. The
speci�c electrode placements are illustrated in Figure 8.5. For more detailed information on
the electrode placement, please refer to [415, 416].

8.2.7 Calibration Procedure

We �rst focused on the muscle groups mentioned above for the calibration procedure. The
participants were instructed to tense the target muscle in the desired direction, and the
experimenter positioned two electrodes in the skin over the muscle. The EMS device was
then incrementally adjusted, increasing the intensity step by step until either movement was
observed or the participant reported mild discomfort.

Once the movement was successfully induced, we transitioned to the computer, where the
calibration scene was prepared. We initially set the EMS generator to the intensity at which
movement was �rst observed. The participant’s arm was then positioned and secured using
the armrest. They moved the mouse to center the cursor on the screen, where a green circle
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Figure 8.5: Illustration of wrist movements and associated muscle activations. Radial deviation (left)
is facilitated by the Extensor Carpi Radialis (ECR), while Ulnar deviation (right) is driven by the Extensor
Carpi Ulnaris (ECU). Wrist flexion (downward movement) is primarily controlled by the Flexor Carpi
Ulnaris (FCU), and wrist extension (upward movement) is enabled by the Flexor Carpi Radialis (FCR).
The diagram indicates the specific muscle groups responsible for each directional movement

appeared at the start of the test. A�er informing the participants of the upcoming stimulation,
they were instructed to remain still while the EMS was active.

When the participant kept the cursor inside the green circle for 3 seconds, the target muscle
was stimulated for one second, a�er which the EMS was deactivated. This process allowed us
to assess the e�ect of EMS on wrist movement under experimental conditions. The intensity
was adjusted accordingly if the movement was too pronounced or absent. The goal was to
achieve minimal yet observable movement to avoid overcorrections during the task.

8.2.8 Experimental Procedure

Participants attended two experimental sessions. Upon arrival at the �rst session, they
were informed about the study’s purpose and provided with an informed consent form.
Participants were informed of their right to withdraw from the study without explaining
or impacting their compensation. A�er providing consent, each participant was randomly
assigned to an experimental group and seated before a screen. Feedback calibration was
performed, and their arm was positioned on the armrest with the elbow resting on the table.
The chair height was adjusted for comfort, and the armrest was positioned to support the
arm and prevent fatigue, ensuring minimal muscle use during the task. The distance from
the Novint Falcon device was also adjusted for comfortable wrist movements.

We explained the MD task to the participants and instructed them to complete the trials “as
fast and accurately as possible,” following the practice from previous studies [403, 408]. They
were given three practice trials without feedback to familiarize themselves with the setup
and could ask questions before beginning the experiment. Once the participant con�rmed
their understanding, they completed a 3-trial pre-intervention motor skills assessment. This
and all subsequent assessments were conducted without feedback across all groups.
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Following the assessment, the�rst training sessionbegan, consisting of 30 trialswith feedback
provided based on the participant’s group. A�er the training session, participants took a 10-
minute break before performing a second assessment. The �rst session concluded a�erward,
and participants were dismissed.

In line with motor learning theory, which emphasizes the importance of sleep for consol-
idation [390], participants returned for the second session a�er at least one night of sleep.
The second session began with a third assessment and another training session with group-
speci�c feedback. A�er a 10-minute break, participants completed a fourth assessment and
a motor transfer test using a di�erent MD shape. Participants completed NASA TLX [189] and
System Usability Scale[317] assessments during both sessions. An overview of the experimen-
tal process is illustrated in Figure 8.2.

8.2.9 Measures

In this study, we investigate the impact of EMS feedback on motor learning using the well-
established MD task [403]. This task is frequently used to assess motor learning, with two
notable variations: measuring the time a�er completing a �xed length (i.e., time to trace
the full shape) [398, 408, 417] or path length/number of shapes achieved within a �xed
timeframe [418, 419, 420]. We analyze both metrics across the three primary motor learning
assessments (Post-training assessments 1 and 2 and Consolidation assessments) and during a
motor transfer assessment conducted in the second session. The following section provides
detailed descriptions of these measures.

Path Length:

We measured the distance a participant could accurately trace along a shape’s path in 5
seconds. The metric re�ects the path length, adjusting for errors where the tracing deviates
outside the shape’s boundaries. Only correctly traced portions within the borders and in the
clockwise direction are counted, with higher values indicating better performance.

Total Time:

The total time, measured in seconds, that a participant takes to complete a shape. This metric
indicates the e�ciency of the participant’s performance, with shorter completion times being
better.

Path Exits:

The number of times a participant crosses the boundaries of the shape, speci�cally when
they leave the main body of the shape, is counted. However, the times when the participant
re-enters the shape are not included in this count.
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Learning Assessments:

To evaluate motor learning in participants, we assessed their motor skills using the metrics
outlined above (Path Length, Total Time, and Path Exits) at di�erent time points: a�er each
training session (Post-Training), and a�er learning consolidation at the beginning of the
second session. All assessments were conducted without providing any feedback across the
three groups.

• Post-Training 1: This assessment took place 10 minutes a�er the training trials at the
end of the �rst session. It evaluates motor learning during the Fast Learning stage.
A signi�cant performance improvement is expected compared to the Pre-training
assessment.

• Post-Training 2: A similar assessment was conducted at the end of the second ses-
sion. As with Post-Training Performance 1, a substantial performance improvement is
expected compared to the Pre-training assessment.

• Consolidation: This assessment occurred at the beginning of the second session, a�er
participants had completed the �rst training session and had a night of sleep but be-
fore undergoing any further training. This session evaluates the consolidated motor
skills in the Slow Learning phase. While performance is expected to be better than the
Pre-training assessment, it may not surpass the Post-Training assessment, as partici-
pants rely on the knowledge consolidated from the previous session, which may not
encompass all the gains achieved during the session.

Motor Transfer Assessment

To evaluate the generalizability of the acquired motor knowledge to di�erent motor tasks,
we performed a motor transfer assessment, consisting of the Mirror Tracing task with a
previously unseen shape.

Learning Rate

We employed an exponential decay function with an asymptote to model the learning across
the three feedback groups [421]. Exponential decay models are frequently used to quantify
learning rates in motor learning processes [422, 423]. We �tted a three-parameter model to
the training data from both sessions in sequence to capture this learning process. Speci�cally,
we concatenated the trials from both training sessions, allowing us to account for trial-level
learning throughout the training period. The �tted model was initially proposed by Newell
and Rosenbloom [424], which is the following:

E(RT ) = A+Be−αN (8.1)
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Where E(RT ) is the expected value of the Response Time (RT ) under evaluation on practice
trial N ; A is the expected value of the RT a�er practice has been completed (asymptote
parameter). This parameter can also be viewed as the minimum response time that can be
achieved a�er all the practice trials; B is the change in the expected value of the RT from the
beginning of practice to the end of practice (change score parameter); α is the exponential
learning rate parameter [421].

Additional Measures:

We assessed the perceived usability of the system using the System Usability Scale (SUS).
Participants completed the SUS questionnaire a�er the study. We also measured task load
using the NASA Task Load Index (NASA-TLX [189]). Participants �lled out the NASA-TLX
questionnaire at the end of each session.

8.3 Results

To determine the appropriate statistical tests for analyzing the variable of interest, we �rst
assessed the normality of the data using the Shapiro-Wilk test across all groups. For each
group, we computed the test statistic and the corresponding p-value. If all groups were found
to be normally distributed (p > 0.05), we proceeded with a one-way ANOVA to evaluate the
di�erences between the groups, followed by Tukey’s Honest Signi�cant Di�erence (HSD) test
for post-hoc analysis in cases where a signi�cant e�ect was observed. However, if at least
one group violated the normality assumption (p < 0.05), we employed the non-parametric
Kruskal-Wallis test instead. When the Kruskal-Wallis test indicated a statistically signi�cant
di�erence between groups, Dunn’s post-hoc test with Bonferroni correction was used for
pairwise comparisons.

8.3.1 Path Length

We evaluated the PATH LENGTH across the three main assessments: Post-Training 1, Consoli-
dation, and, Post-training 2 across the three experimental conditions (CONTROL, EMS, and
ELECTROTACTILE). We report the results in the following.

Post-Training 1

To evaluate di�erences in PATH LENGTH in the Post-Training 1, we conducted a Kruskal-Wallis
test, as the data did not meet the normality assumptions required for parametric tests. The
test revealed a statistically signi�cant di�erence between the groups,H(2) = 6.51, p = .03.
Subsequent pairwise comparisons using Dunn’s post-hoc test with Bonferroni correction
indicated that the EMS condition signi�cantly outperformed the CONTROL condition (p = .03).
No statistically signi�cant di�erences were found between the other pairs (all p > .05). The
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Figure 8.6: Path Length plots throughout the experiment, from the pre-training assessment to the
transfer test. This figure offers a trial-by-trial overview, illustrating the progression of the participant’s
motor skills, as reflected by changes in Path Length over time.

performance ranking, based on mean values, suggests that participants in the EMS group (M
= 4.51, SD = 1.84) achieved the highest performance, followed by the ELECTROTACTILE group
(M = 3.59, SD = 1.22), and the CONTROL group (M = 3.45, SD = 1.82). These results indicate
that the EMS feedback led to longer PATH LENGTH compared to the CONTROL feedback. See
Figure 8.6 for an overview.

Consolidation

We conducted a Kruskal-Wallis test to evaluate PATH LENGTH in the Consolidation assessment.
The test did not reveal a statistically signi�cant di�erence in Path Length between the CON-
TROL, EMS, and ELECTROTACTILE groups,H(2) = 5.81, p = .05. Despite the lack of statistical
signi�cance, the mean performance values suggest a trend where participants in the EMS
group (M = 4.08, SD = 1.83) performed better on average than those in the ELECTROTACTILE
(M = 3.27, SD = 1.15) and CONTROL (M = 3.18, SD = 1.63) groups. The median values further
support this trend, with EMS showing the highest median performance (3.61), followed by
ELECTROTACTILE (3.20) and CONTROL (2.85). The groups were ranked accordingly, with EMS
achieving the highest rank, followed by ELECTROTACTILE and CONTROL.

Post-Training 2

We conducted a Kruskal-Wallis test to evaluate the di�erences in PATH LENGTH in Post-
Training 2. The results revealed a statistically signi�cant di�erence between the groups,
H(2) = 11.911, p = .003. Post-hoc pairwise comparisons using Dunn’s test with Bonferroni
correction indicated that the EMS group signi�cantly outperformed the CONTROL group
(p = 0.002). At the same time, no signi�cant di�erences were observed between the ELECTRO-
TACTILE and CONTROL groups (p = .98) or between the EMS and ELECTROTACTILE groups
(p = .05). Based on mean performance values, the EMS condition ranked highest (M = 6.04,
SD = 2.32), followed by the ELECTROTACTILE condition (M = 4.68, SD = 1.76), and �nally the
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Figure 8.7: Total time across the three main assessments, comparing EMS and ELECTROTACTILE con-
ditions. The EMS and ELECTROTACTILE conditions generally showed better performance in all assess-
ments.

CONTROL condition (M = 4.46, SD = 2.35). These �ndings suggest that the EMS feedback led to
superior overall performance compared to the other feedback groups.

8.3.2 Total Time

We evaluated the TOTAL TIME across the three main assessments: Post-Training 1, Consoli-
dation, and, Post-training 2 across the three experimental conditions (CONTROL, EMS, and
ELECTROTACTILE). The results are as follows:

Post-Training 1

To investigate the di�erences in TOTAL TIME in Post-Training 1, we performed a Kruskal-
Wallis test due to violating normality assumptions in at least one group. The Kruskal-Wallis
test revealed a statistically signi�cant di�erence between the groups,H(2) = 9.15, p = .01.
We conducted Dunn’s post-hoc test with Bonferroni correction to identify the speci�c group
di�erences. The results showed a signi�cant di�erence in TOTAL TIME between the CONTROL
and EMS groups (p = .007), while no signi�cant di�erences were observed between the other
pairwise comparisons (all p > .05).

The group performance ranking, based on mean values, indicated that the EMS condition
had the lowest mean TOTAL TIME (M = 26.97, SD = 9.74, median = 27.27), followed by the
ELECTROTACTILE condition (M= 31.70, SD = 12.48,median = 27.88), and the CONTROL condition
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had the highest mean TOTAL TIME (mean = 34.43, SD = 11.39, median = 33.16). These results
suggest that the EMS condition led to signi�cantly faster completion times than the CONTROL
condition. In contrast, the ELECTROTACTILE condition did not di�er signi�cantly from either
the CONTROL or EMS conditions.

Consolidation

We evaluated the di�erences in TOTAL TIME in the Consolidation assessment using the
Kruskal-Wallis test due to the non-normal distribution of the data. The test revealed a sta-
tistically signi�cant di�erence between the groups,H(2) = 6.79, p = .034. Dunn’s post-hoc
test with Bonferroni correction was conducted to investigate these di�erences further. The
results indicated a signi�cant di�erence in TOTAL TIME between the CONTROL and EMS
groups (p = .02), while no signi�cant di�erences were found between the other group pairs
(all p > .05).

The mean TOTAL TIME for the EMS group was 35.86 seconds (SD = 10.68), followed by the
ELECTROTACTILE group at 40.73 seconds (SD = 11.21), and the CONTROL group at 45.89 seconds
(SD = 18.07). Ranking the groups based on mean values, the EMS group performed the best,
followed by the ELECTROTACTILE group and the CONTROL group. These results suggest
that the EMS condition led to a signi�cantly lower TOTAL TIME compared to the CONTROL
condition in the consolidation test.

Post-Training 2

To examine the di�erences in Total Time in Post-Training 2, we performed a Kruskal-Wallis
test due to the non-normal distribution of the data. The Kruskal-Wallis test revealed a sta-
tistically signi�cant di�erence between the groups,H(2) = 8.98, p = .01. Post-hoc pairwise
comparisons using Dunn’s test with Bonferroni correction indicated that the EMS condition
signi�cantly di�ered from the CONTROL condition (p = .008). At the same time, no signi�cant
di�erences were found between the other pairs (all p > .05).

Ranking the group performances based on mean Total Time, the EMS condition had the
shortest mean time (M = 35.14, SD = 13.49), followed by the ELECTROTACTILE condition
(M = 37.08, SD = 6.64), and the CONTROL condition had the longest mean time (M = 44.22,
SD = 15.81). These results suggest that EMS was themost e�cient condition in terms of total
time in Post-Training 2, while the CONTROL condition required the most time on average.

8.3.3 Path Exits

We evaluated the PATH EXITS across the three main assessments: Post-Training 1, Consoli-
dation, and, Post-training 2 across the three experimental conditions (CONTROL, EMS, and
ELECTROTACTILE). The results are as follows:
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Figure 8.8: Comparison of Path Length and Total Time across conditions during the Motor Transfer
test. The EMS condition resulted in superior performance in both metrics.

Post-Training 1

To evaluate the di�erences in PATH EXITS in Post-Training 1, we conducted a Kruskal-Wallis
test due to the non-normal distribution of the data. The test revealed a statistically signi�cant
di�erence between the groups, H(2) = 10.33, p = .006. Post-hoc pairwise comparisons
using Dunn’s test with Bonferroni correction indicated a signi�cant di�erence between the
CONTROL group and the EMS group (p = .006). Although no signi�cant di�erences were
found between the other group pairs (all p > 0.05), the ranking of group performance based
on mean values showed that the EMS condition (M = 2.42, SD = 2.36) had the highest number
of PATH EXITS, followed by the ELECTROTACTILE condition (M = 2.03, SD = 2.56), and the
CONTROL condition (M = 1.14, SD = 2.27) had the lowest. These results suggest that the EMS
condition led to a signi�cantly higher number of PATH EXITS compared to the CONTROL
condition.

Consolidation

We conducted a Kruskal-Wallis test to evaluate the di�erences in PATH EXITS in the Consoli-
dation, as the data did not meet the assumptions for parametric testing. The Kruskal-Wallis
test revealed no statistically signi�cant di�erence between the groups,H(2) = 3.42, p = .18.

Post-Training 2

To analyze di�erences in the dependent variable Path Exits in the Post-Training 2, we con-
ducted a Kruskal-Wallis test due to the non-normality of the data. The test revealed a statis-
tically signi�cant di�erence between the groups, H(2) = 6.11, p = .04. Post-hoc pairwise
comparisons using Dunn’s test with Bonferroni correction showed no signi�cant pairwise
di�erences between any two conditions (all p > 0.05).
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8.3.4 Transfer Tests

We analyzed the Motor transfer with a di�erent shape in the MD task at the end of the last
training session. Here we analyze the motor transfer performance across the main motor
learning operationalization of the MD task: Path Length, Total Time, and Path Exits; the
results are as follows:

Path Length

To assess the feedback impact on Path Length for motor transfer, we conducted a one-way
ANOVA followed by Tukey’s (HSD) post-hoc test. The ANOVA revealed a statistically signi�cant
e�ect of condition on Path Length, F (2, n) = 6.81, p = .002. Post-hoc comparisons using
Tukey’s HSD test showed that the mean di�erence between the CONTROL and EMS groups
was signi�cant (MD = 1.26, p = .001), with the EMS group demonstrating a higher mean PATH
LENGTH. However, no signi�cant di�erences were found between the other group pairs (all
> p = 0.05). The ranking of group performance based on mean values was as follows: EMS
(M = 4.45, SD = 1.52), ELECTROTACTILE (M = 3.76, SD = 1.41), and CONTROL (M = 3.19, SD =
1.45). These results suggest that the EMS condition led to a signi�cantly higher Path Length
compared to the CONTROL condition.

Total Time

To evaluate the di�erences in TOTAL TIME in the motor transfer test, we conducted a Kruskal-
Wallis test, as the assumption of normality was not met. The results indicated a statistically
signi�cant di�erence between the groups, H(2) = 13.73, p = .001. Post-hoc comparisons
using Dunn’s test with Bonferroni correction revealed signi�cant di�erences between the
CONTROL group and both the EMS group (p = .004) and the ELECTROTACTILE group (p = .004),
while no signi�cant di�erence was found between the EMS and ELECTROTACTILE groups
(p > .05).

ThemeanTotal Time values for each group ranked the EMS condition as the fastest (M = 26.88,
SD = 6.92), followed by the ELECTROTACTILE condition (M = 28.73, SD = 12.86), and the
CONTROL condition being the slowest (M = 34.48, SD = 9.86). These results suggest that
both the EMS and ELECTROTACTILE conditions resulted in signi�cantly faster task completion
times compared to the CONTROL condition, with the EMS condition being the most e�cient
overall.

Path Exits

To evaluate the di�erences in PATH EXITS in the motor transfer test, we conducted a Kruskal-
Wallis test due to the non-normal distribution of the data. The Kruskal-Wallis test revealed
a statistically signi�cant di�erence between the groups,H(2) = 9.06, p = .01. Subsequent
pairwise comparisons using Dunn’s post-hoc test with Bonferroni correction indicated a
signi�cant di�erence between the CONTROL and ELECTROTACTILE conditions (p = .012),
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while the comparisons between CONTROL and EMS and between EMS and ELECTROTACTILE
were not statistically signi�cant.

Group performance rankings, based on the mean values of Path Exits, indicate that the
CONTROL group had the lowest mean (M = 1.06, SD = 1.82), followed by the EMS group (M =
2.03, SD = 2.01), and the ELECTROTACTILE group with the highest mean (M = 2.61, std = 2.72).
These results suggest that participants in the CONTROL condition experienced fewer path
exits compared to those in the ELECTROTACTILE condition, with the EMS condition showing
intermediate performance.

8.3.5 Learning Model Parameters

Using nonlinear least squares (NLS) regression, we �tted an exponential decay model to the
response times across the three experimental conditions on a population level [421, 423]. We
dynamically estimated starting values for themodel parameters to improve the �tting process.
We then extracted the coe�cients (A,B, and α) from the �tted models. A visualization of the
�tted models is shown in Figure 8.9, and the resulting parameters are presented in Table 8.1

Table 8.1: Model coefficients
Condition A B α

Control 33.019 25.813 .046
EMS 24.802 34.602 .053
Electrotactile 34.553 29.297 .094

Based on the extracted coe�cients of the Exponential Decay model, the CONTROL condition
shows a higher asymptotic response time (A = 33.019) compared to EMS (A = 24.802) and
ELECTROTACTILE (A = 34.553), indicating that participants in the EMS condition achieve the
fastestminimum response time a�er practice. The EMS condition also demonstrates themost
signi�cant change in response time from the beginning to the end of practice (B = 34.602),
suggesting an improvement in performance over time. Interestingly, the ELECTROTACTILE
condition exhibits the highest learning rate (α = .094), implying that participants in this
group adapted more quickly during practice, even if their �nal performance (as re�ected in
A) was not as low as in the EMS condition.

8.3.6 Task-Load

To evaluate the di�erences in TASK-LOAD Across conditions, we conducted Kruskal-Wallis
test across the six subscales of the NASA-TLX questionnaire, as the data did not meet the as-
sumptions for parametric testing. The Kruskal-Wallis test revealed no statistically signi�cant
di�erence between the groups in any subscale (all p > .05).
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8.3.7 Usability

To analyze di�erences in the System Usability Scale (SUS) scores across the three conditions
a one-way ANOVA was conducted. The ANOVA revealed a statistically signi�cant di�erence
between the groups, F (2, 36) = 3.976, p = .028. Post-hoc analysis indicated a signi�cant
di�erence between theCONTROL group and theELECTROTACTILE group (MD= 14.90, p = .023),
with the ELECTROTACTILE group demonstrating higher SUS scores. No signi�cant di�erences
were found between the other group pairs (all p > .05).

8.4 Discussion

In this paper, we present an empirical evaluation of the e�ects of EMS on motor learning,
comparing it to two other conditions: an ELECTROTACTILE feedback condition, representing
the state-of-the-art feedback type, and a CONTROL condition with no feedback intervention
as a baseline. Our study examined motor learning across three key phases: fast learning,
consolidation, and motor transfer. We aimed to explore the tension between recent HCI re-
search, which suggests that EMS can enhance motor learning, and traditional motor learning
theories that emphasize the importance of repeated practice for the creation of sensorimo-
tor representations through perception, re�ection, and correction of motor actions. Our
�ndings reveal that the EMS group outperformed both the ELECTROTACTILE and CONTROL
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Figure 8.9: Exponential decaymodel fitted to the data for the experimental groups. The lines represent
themodel’s predicted values, while the scatter points indicate the actual TOTAL TIME data recorded for
each trial under each condition. The TOTAL TIME to complete the shapes was used as the Response
Time variable in this analysis.
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groups across all phases of motor learning, with the ELECTROTACTILE condition yielding
intermediate results. However, there are important considerations when selecting feedback
mechanisms for motor tasks, which we discuss in detail in this section:

8.4.1 EMS as an augmentation technology for motor skills:

Previous research has consistently shown the e�cacy of EMS in temporarily enhancingmotor
skills, such as reaction time and posture correction. While EMS has been associated with
improved motor skill transfer, questions remain as to whether these improvements re�ect
genuine learning or are merely temporary augmentations dependent on active stimulation.
In this paper, we present empirical evidence con�rming that EMS-supported motor learn-
ing can result in lasting skill acquisition, extending beyond temporary performance gains.
Our results demonstrate that EMS outperforms traditional haptic feedback during sessions,
corroborating the immediate augmentation potential reported by Kasahara, Nishida, and
Lopes [23] and Tatsuno, Hayakawa, and Ishikawa [395]. However, we show that EMS not
only enhances immediate performance but also promotes motor skill learning, suggesting
a deeper connection between augmentation and learning than we previously assumed. In
this sense, H1 could be rejected, as during the motor learning task, EMS showed better results than
ELECTROTACTILE and CONTROL.

8.4.2 Typical feedback modalities remain useful for motor learning

Our experimental results show that while ELECTROTACTILE feedback led to lower perfor-
mance in some assessments, it signi�cantly outperformed the CONTROL condition, making
it a viable alternative for learning. According to the exponential decay model, ELECTROTAC-
TILE feedback yielded a higher learning rate than EMS, reaching stable performance faster,
though less intensively than EMS. Despite this, ELECTROTACTILE feedback demonstrated its
e�ectiveness. Additionally, it o�ers practical advantages: it is easier to implement, requires
less exhaustive calibration, and is more suitable for a wider range of users, as EMS can cause
discomfort for some and targeting speci�c muscles can be challenging. Thus, ELECTRO-
TACTILE feedback is not necessarily inferior to EMS but may be better suited for di�erent
scenarios depending on user goals. However, we reject H2, as ELECTROTACTILE feedback did
not result in better motor skill consolidation than EMS. Nonetheless, the results support H3, as
ELECTROTACTILE feedback led to a higher learning rate than EMS.

8.4.3 EMS for motor learning: Does it support the learning process?

Our results provide empirical evidence that EMS not only enhances motor skills during use
but also facilitates motor learning, viewed as the sustained improvement of a skill even a�er
the removal of the EMS device—both immediately following training and a�er a delay of
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one or more days. Furthermore, the �ndings demonstrate that ELECTROTACTILE feedback
also supports motor learning, consistent with prior research suggesting similar feedback
mechanisms can promote learning. Contrary to our initial hypotheses, which were informed
by the literature, EMS in this experiment led to greater overall motor learning compared to
the CONTROL condition across various assessments andmetrics, although the rate of learning
was lower than that observed with ELECTROTACTILE feedback alone. In consequence, given
that EMS led to a higher overall learning, we reject H4.

EMS and Electrotactile Feedback for Motor Transfer

Similarly, the e�ects of EMS extended to newmotor tasks, indicating that the learning was
not con�ned to the original motor skill but had been su�ciently internalized to transfer
across di�erent contexts. ELECTROTACTILE feedback demonstrated comparable performance
under the conditions reported in this experiment. Given this evidence, H5 does not hold, as,
contrary to our initial hypothesis, EMS did not lower the performance but instead resulted in a
higher performance than the other two conditions.

8.4.4 Potential Neurophysiological Mechanisms of EMS for Supporting Motor
Learning

Learning models emphasize the importance of awareness during training to enhance the
e�ectiveness of trial and error. Faltaous, Koelle, and Schneegass [393] report that EMS �rst
induces action, followed by perception and re�ection, which could in�uence the learning
process. However, as our results demonstrate, this did not hinder learning; in fact, EMS
outperformed other conditions. We attribute this to the alignment of participant intention
with EMS actuation throughout the experiment. Speci�cally, participants aimed to correct
their path, and EMS facilitated this by actuating the wrist, potentially contributing to a
heightened sense of agency. Kasahara et al. [406] similarly found that participants exhibited
increased reaction times a�er EMS actuation, but only when agency was su�ciently present,
whereas conditions with no actuation or agency did not show this e�ect. Our �ndings suggest
that, beyond the action-perception-re�ection sequence, the sense of agency—particularly
how participant intention aligns with EMS stimulation—plays a critical role in the learning
process. Therefore, future research should explore how varying levels of agency a�ect motor
skill training with EMS support.

Another possible explanation for this e�ect is that, contrary to the sequential model proposed
by Faltaous, Koelle, and Schneegass [393], action and perception may occur simultaneously.
In this case, users might be learning while EMS is stimulating their body, in addition to
subsequent re�ection. Supporting this, Hagert et al. [425] demonstrate that EMS stimulation
on the wrist triggers a proprioceptive response, which could provide supplementary feedback
alongside kinaesthetic information.
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8.4.5 Implications for Motor Learning in HCI using EMS

Despite previous claims regarding the potential of EMS in supporting motor learning, con-
crete empirical evidence has been lacking. Prior research primarily focused on short-term
e�ects, o�en limited to a single session, leaving the broader impact of EMS on long-term
motor learning unclear. Moreover, the distinction between EMS merely augmenting motor
performance and genuinely supporting motor learning has not been fully established.

Our �ndings provide empirical evidence that EMS not only enhances immediate motor
performance but also contributes to long-termmotor learning. However, our results indicate
that traditional feedbackmechanisms [408]—which provide users with additional information
and allow them tomake their own corrections—still lead to higher learning rates. Thus, while
EMS is e�ective, it may not entirely replace more conventional feedback approaches for
motor learning, especially when it comes to fostering independent error correction and
self-guided improvement.

Nevertheless, EMS shows signi�cant promise in reducing the learning ceiling o�en observed
with traditional [408] feedback methods. By o�ering direct physical guidance, EMS can speed
up the learning process, especially for tasks where users struggle to make appropriate cor-
rections independently. Future research should explore the potential of EMS to complement,
rather than replace, traditional feedback systems in motor learning tasks, particularly for
users with di�erent learning capabilities.

8.4.6 Recommended Practices for EMS in Motor Learning and Augmentation

Based on the result presented in this manuscript, and previous works the following best
practices are recommended to ensure the validity and reliability of results when using EMS
in motor learning or augmentation studies:

• Di�erentiate Learning vs. Augmentation: Clearly distinguish between experiments
aimed at enhancing motor learning and those focused on augmenting motor perfor-
mance. Learning should be assessed over time, whereas augmentation e�ects can be
measured immediately a�er, or during EMS intervention.

• Allow Time for Learning:When testing for learning outcomes, provide adequate time
for participants to consolidate motor skills, either during or a�er the session. Formotor
learning studies, schedule sessions with su�cient time in between, ideally with a sleep
interval, as this supports skill consolidation [390]. To accurately assess motor learning,
design studies ideally would involve at least two sessions, separated by a period of
sleep. This helps isolate the long-term e�ects of EMS on learning from short-term
performance enhancements.
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• Ensure Agency: Guarantee a su�cient sense of agency during EMS interventions. Par-
ticipants should feel that their intentions and actions are aligned with EMS stimulation,
as agency is a crucial factor in e�ective motor learning and performance augmentation.

• Skill Assessment Before Intervention: Assess participants’ baseline motor skills be-
fore introducing EMS. This will provide a clearer understanding of the e�ects of EMS
on motor learning or augmentation and allow for a more personalized approach to
EMS intensity and feedback.

• Avoid Repeated Measures for Learning Assessments, Introduce rest intervals for
Augmentation Assessments:When testing motor learning, avoid using repeated mea-
sures designs that could confound results with practice e�ects. If augmentation is being
assessed, introduce a rest interval between blocks to account for the immediate e�ects
of EMS, as demonstrated in the �ndings of Kasahara et al. [406]

8.4.7 Limitations

While this work aims to comprehensively address the e�ects of EMS feedback on motor
learning, several limitations of the current setup must be acknowledged. First, although we
cover multiple phases of motor learning, we do not extend to themost advanced phases, such
as automatic execution. This would require a signi�cantly higher number of sessions, which,
given the three conditions and participant numbers, would be resource-intensive. However,
these post-consolidation stages are equally important for the motor learning process, par-
ticularly for participants aiming to achieve high levels of skill in a given task. Additionally,
our measurements were limited to behavioral responses, lacking physiological data such
as EEG or fMRI that could provide further insights into the mechanisms of EMS in motor
learning. Finally, we did not evaluate participants’ sense of agency, which could o�er valuable
information about the impact of agency levels on learning e�ectiveness.

8.4.8 Next Steps in Motor Learning using EMS

In advancing our understanding of motor learning with EMS, several avenues for future work
are identi�ed; Exploring the underlyingmechanisms of EMS inmotor learning:While the
current research demonstrates the potential of EMS in enhancing motor learning, a deeper
investigation into its physiological mechanisms is necessary. Utilizing tools like EEG or
fMRI could provide valuable insights into how EMS in�uences neural pathways and motor
control systems during learning. Determining the ceiling e�ect of EMS inmotor learning:
It remains unclear whether there is a point at which EMS reaches a threshold of e�ectiveness
in motor learning. Future studies should aim to identify whether there is a diminishing
return in skill acquisition with prolonged EMS exposure or if it continues to o�er incremental
bene�ts over time/sessions. And, �nally Agency as a critical factor: Preserving a sense of
agency remains a key consideration in EMS-based interventions, as highlighted by Kasahara
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et al. [406]. Understanding how di�erent levels of agency a�ect motor learning outcomes
will be crucial in designing more e�ective EMS applications, and a logical next step in light
of the results presented in this paper.

8.5 Wearable Vibrotactile Feedback For Motor Skill Transfer in
Dance Learning

Dance plays a crucial role in human well-being and expression. To learn dance, transferring
motor knowledge across humans is relevant. Several technologies have been proposed to
support such knowledge transfer from teacher to student. However, most of such systems
applied a pragmatic approach focused on the feedback and the quality of the feedback system
and not necessarily on the human mechanisms behind the dance learning process. In
contrast, we inquire about the teacher-to-student motor knowledge transfer from the neural
perspective to design motor learning wearable systems. We conducted interviews with dance
students and teachers using vignettes based on motor learning theory as a discussion base.
We derived insights about dance learning and identi�ed a series of requirements for motor
skill transfer-focused wearable devices. Based on our results, we present a prototype that
re�ects the minimum functional setup for e�ectively supporting motor learning.

8.5.1 Requirements Analysis

Weaimed to design a system that supportsmotor learning in dance. To that end, we conducted
a user-centered design process. As a �rst step, to build an understanding of the requirements
of such a system, we conducted an in-depth literature analysis of existing motor learning
theories. More precisely, we explored how the neurobiological theory behind motor learning
can support wearable devices expected to support dancemotor skill transfer. As a second step,
we conducted semi-structured interviews with dance students and dance teachers. During
the interviews, we discussed vignettes that were based on motor learning theory with the
participants. This approach allowed us to blend the empirical knowledge from literature and
practical knowledge from dance experts.

8.5.2 Interviews

Learning a motor skill such as dancing usually involves (at least) two parties, the dance
student and the dance teacher. These two parties have di�erent perspectives regarding the
dance learning process. We conducted semi-structured interviews (duration 45 minutes on
average) to understand these di�erent perspectives, thus gathering information from dance
experts in the motor learning context. Due to the COVID-19 pandemic, the interviews were
conducted via video conferencing so�ware and audio-recorded a�er participant’s informed
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consent. The interviews were conducted in the participant’s native language, transcribed
verbatim, and translated by a professional transcription and translation service. Based on
the analysis of the expert interviews combined with the literature analysis, we established
the requirements for a technology that supports knowledge transfer in the dance context.

Based on the four stages of motor learning by Doyon et al. [383], we developed a series of
vignettes. The vignettes described an imaginary student going through the four stages of
motor learning. We focused on the �rst four stages of motor learning as they depend on the
active practice of a motor skill. We discussed every vignette in detail with each participant.
This was followed by an open discussion about technology support for dancing. We adapted
the interview protocols slightly to the needs of the respective user group (teachers, students).
The vignettes and the interview protocols are provided in the supplementary material.

Participants

We interviewed 11 dance experts (2 male, 9 female). Five participants were dance teachers,
aged 24–56 (referred to as T [1−5]). Six participants were dance students, aged 21–54 (referred
to as S[1 − 6]). The participants practiced diverse dance styles, with six practicing a Ballroom
dance (e.g. Tango, Jive, Waltz). The remaining �ve practicing a performing dance style (e.g.
Ballet, Jazz dance, Modern dance, Belly dance). To provide meaningful insights, we required
the level of the students to match at least phase 4 (automatic phase of skilled behavior). The
participants were compensated with 10€ per hour.

8.5.3 Results

We applied an iterative analysis process combining open coding and thematic analysis in
line with Blandford et al. [30]. As a �rst step, two authors coded 35% of the material (i.e.
2 student/2 teacher interviews). Through a set of iterative discussions, we established an
initial coding tree used by one of the authors to code the remaining material. We then used
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thematic analysis to derive a more abstract understanding of the data. We identi�ed �ve
themes in the interview data: Teaching and learning style, Di�culties, Technique and health
aspects, Feedback, and Vision (for an overview see Table 8.2). Based on our analysis of the
interviews and the theoretical background, we derived four central design requirements.

Takeaway:
The system should:

• be a lightweight, wearable system;

• o�er personalized, implicit feedback for single dance �gures;

• o�er the possibility to combine the system with an explicit, audio-visual introduc-
tion to a dance �gure, thus mirroring the structure of a classic dance lesson;

• integrate soni�cation elements.

The importance of having a lightweight system that does not hinder the variety of di�erent
dance moves was addressed by both dance students and dance teachers. The social context
of many dance events further reinforces this need, as illustrated by the following statement
of a dance student:

® On the one hand, sure, it’s practical. On the other hand, it would probably
be too much e�ort for me. Because either I have to carry something, I have
to set something up, or attach something so that it works in a precise way.
That would then probably be too much work for me. I’d have to take care of
it. Most of the time I go dancing with friends, which is Friday nights where
you go out together. If I want to use it actively then, I would have to make
sure that I wear my sensors and at the same time have the program running,
which measures it, and besides, make sure that I get the feedback. I don’t
think I would want that. (S1) ¯

Another requirement that became apparent during our analysis was the need for personal-
ized, implicit feedback focusing on single dance �gures. However, relying on personalized
feedback from technology without the involvement of dance teachers was still di�cult to
imagine for some dance students:

®What I would like from such a system is the possibility to get individual
feedback from the teacher. This would imply that I have sensors somewhere
on the corresponding parts of my body. [The data] arrives visually processed
at my teacher so that they can give some kind of feedback in this regard, e.g.
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Table 8.2: Overview of identified code groups from the interviews with explanations and examples.

Group Short Description Example

Teaching and learning
style

Approaches that the participants use when they
learn or teach a new movement

Showing the entire �g-
ure at the beginning

Di�culties Common problems and classic mistakes when
learning new dance movements

Complex dance moves

Technique and health as-
pects

Aspects that are considered relevant to learn
the correct dance technique in a healthy way

Posture relevant

Feedback How the feedback is transmitted and perceived Explicit feedback a�er
dance

Ideas for setup/ helpful
tool

Approaches and technology the participants
imagined for a dance learning assistant tool

Sensor positioning

hands, feet, whatever you would need. I imagine a replication of the human
body that is somewhere with my teacher and does what I do, and then they
can explicitly say, “Hey, take your shoulders back a bit” or something like that.
(S3) ¯

Going beyond technology-mediated person-to-person feedback, many participants expressed
interest in implicit feedback. For instance, one dance student re�ected on feedback in the
form of vibrations during dance practice:

® I can imagine the haptic feedback quite well. I think that would be the
most intuitive for me now, I would say, or what I would like to have as a
support, for example, thatwhen I know, I have tomove the right foot backward
faster here, that I then get a slight vibration or something that [shows me the
direction]. (S4) ¯

Both dance teachers and dance students envisioned recreating their dance classes at home.
However, while students mainly envisioned situations where the technology takes on the role
of their dance instructor, dance teachers were more prone to retaining their expert role and
using the technology to provide a new perspective:

® There could be an app that has two screen pages. One screen shows me
what to do, and the other allows me to record myself. Then I can compare my
recording one-to-one with the example. (T4) ¯

Music and dance are deeply intertwined activities. In this respect, it is natural that soni�ca-
tion emerged as one of the key requirements. For instance, music can serve as an orientation
point for training certain dance sequences:
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Figure 8.11: System architecture, prototype, and schematic.

® Picking out the parts of the music where you got it wrong and playing
them several times so that you can practice themmore o�en might also be a
possibility. That you are told a�erward, ‘You didn’t get that part quite right.
That’s how it would be correct. Now try it again’, and then it’s played back x
number of times. (S3) ¯

On the other hand, the variation of certain musical elements could serve to gradually learn
to dance in harmony with the music:

® That the beats become clearer. But I think that would be away for someone
to passively get used to dancing to the right beat, because I’ve noticed that
the longer people dance, the less you have to count in, the more they have a
sense of what’s right and what’s wrong. And of course, you could in�uence
that in such a way that they don’t even notice that they’ve made a mistake.
(T1) ¯

To reiterate, based on our literature analysis and the expert interviews (using theory-based
vignettes), the design requirements called for a lightweight, wearable system that o�ers
personalized, implicit feedback for single dance �gures and integrates soni�cation elements.
Furthermore, the system should o�er the possibility to combine it with an explicit, audio-
visual introduction to dance �gures, thus mirroring the structure of classic dance lessons.

8.5.4 Design

We developed a prototype inspired by the recommendations provided by the teachers and
students and summarized in subsection 8.5.1. The system (Figure 8.11) includes a mobile app
and a set of wearable bands with vibrotactile feedback and Inertial Measuring Units. We
focus on transferring knowledge through implicit feedback; avoiding explicit instructions
as communicating dance movements can be challenging for both teacher and student. Our
prototype addresses this point in two ways by (a) providing vibrotactile feedback in real-time
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when the student is replicating themovement and by (b) providing auditory feedback through
soni�cation. Wemake this possible by recording the teacher’smovements and later recording
and calculating a correlation between the student’s and teacher’s movements. When the
student follows the movement accurately, no feedback is provided. When the movement
di�ers, the vibrotactile bands vibrate based on the correlation value, and the reverb of the
song is altered accordingly. The user’s goal is to keep the song playing and avoid the activation
of the bands.

8.5.5 Discussion and Implications

The interviews showed that practice, feedback, and teaching the technical details of a move-
ment are the most critical factors for improving dancing skills. Participants highlighted the
role of feedback in early stages since it is harder to correct movements that already reached
the automatic phase. The importance of repetitive practice is o�en stressed in the dance
context. Therefore, the system should support continuous practice across motor learning
stages. Also, approaches that prioritize implicit over explicit feedback can better support
dance students. Furthermore, approaches such as soni�cation or real-time haptic feedback
are well received by teachers and students [426]. In contrast, summaries or statistics a�er a
session or the execution of a movement are less valued.

Besides, we observed a di�erence in attitudes towards non-dance-related training. These
di�erences in attitudes were also re�ected in the opinions about a technical setup. While T2,
T3, and T5 value additional exercises to reduce the risk of injury and allow healthy dance
training, for T1, it does not belong to the hobby �eld of dancing but competitive dancing.
One explanation for this may be the di�erent dance styles. The participants who practice a
performing dance type o�en shared the same opinion that di�ered in part from participants
who practiced a Ballroom dance style.
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9
VIRTUAL REALITY AS A PLATFORM FOR

AUGMENTATION EXPLORATION

This chapter is based on the following publications:

[ Exploring Virtual Reality as a Platform for Early-Stage Design for Human Augmen-
tation Technologies - Steeven Villa, Yannick Weiss, Robin Neuhaus, Marc Hassenzahl -
Proceedings of the International Conference on Mobile and Ubiquitous Multimedia 2024

+ After exploring the relationship between learning and augmentation, this chapter shifts
focus to the use of Virtual Reality (VR) as a platform for prototyping augmentations, addressing
the challenges of developing real-world Human Augmentation Technologies. VR o�ers a �exible
environment to design and test augmentations, which are often complex to develop in physical
form.
In this chapter, I investigate the potential of VR for early human augmentation technology devel-
opment within an educational framework. Through a semester-long course, students designed
virtual augmentations in a VR environment, resulting in three VR applications. Interviews
with four participants revealed both opportunities and limitations: while VR facilitated creative
exploration and immersive experiences, issues like simulator sickness and the lack of haptic
feedback constrained the development of physical augmentations. The �ndings underscore
the need for guidelines based on best practices for virtual augmentations and highlight VR’s
potential as a tool for early-stage prototyping and research in human augmentation.

9.1 Virtual Reality as A Platform for Understanding Human Augmen-
tation

Human augmentation technologies improve human performance to a level that would not be
possible otherwise [22, 23]. These technologies could change how people interact with their
surroundings and execute tasks that require speci�c physical,mental, or sensory skills [35, 68].
Recent advances in arti�cial intelligence (AI) [427], augmented reality (AR) [428], prosthetics
[429], robotics [430], and wearables [Exp8], among other technologies [431], have made
tangible the vision of enhancing human skills. However, despite these advancements, the
inherent complexity and functional diversity of augmentation technologies pose signi�cant
challenges in their prototyping, development, and testing [Het1].
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Figure 9.1: This work investigates the potential of Virtual Reality (VR) as a platform for early-stage
design and exploration of augmentation technologies. A semester-long VR development course was
conducted with 19 participants divided into three groups. Each group designed and implemented VR
prototypes focusing on specific human augmentation technology functionalities: jumping augmenta-
tion, object manipulation augmentation, and super strength augmentation.

In response to these challenges, recent research has explored the potential of Virtual Reality
(VR) as a platform to prototype augmentation technologies by leveraging the concept of
"superpowers" within VR [432]. This approach turns VR’s inherent limitations in replicating
the physical world into an advantage by shi�ing the focus from replicating reality to creating
experiences otherwise impossible [433]. Thus, by intentionally exceeding these limitations,
VR-based superpowers can explore functionalities that are currently unrealizable in the real
world, potentially serving as inspiration for future human augmentation technology develop-
ment. Furthermore, VR-based prototyping o�ers a controlled environment, mitigating the
complexities and risks associated with real-world human augmentation technology testing.
This establishes VR as a plausible test bed for early-stage human augmentation technology
development and exploration.

Therefore, in this work, we leverage these frameworks to explore the ideation and develop-
ment process within a VR educational setting. As part of a VR development course, students
designed and developed human augmentation technology concepts in VR. Following the
course, we interviewed a subset of students about their experiences developing human
augmentation technology concepts in VR.

9.2 Methods and Procedure

As part of a university course on the topic of VR that spanned one semester, we conducted
a week-long practical exercise to investigate and prototype Human Augmentation (HA) in
VR. The course was composed of 19 students frommaster’s and bachelor’s programs in me-
dia informatics and computer science. The course structure comprised bi-weekly sessions
throughout the semester, featuring theoretical lectures on VR and HA alongside practical
exercises for implementation. In the practical exercise described here, student groups were
tasked with developing a game in VRmaking use of virtual augmentation. The prototypes
were required to utilize Electromyography (EMG) for user input, incorporating multiplayer
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functionality, enabling interaction between participants within the VR environment and
the possibility of non-verbal communication. The initial sessions introduced the concept
of virtual augmentation. This foundation was established through a lecture drawing upon
the framework of human augmentation presented by Raisamo et al. [35]. Subsequent ses-
sions employed facilitated brainstorming activities to encourage creative ideation. This
fostered the generation of novel human augmentation technology concepts. Drawing on the
acquired theoretical and practical knowledge, student groups followed an iterative ideation
process, progressively re�ning their VR augmentation concepts. A block week in the lecture-
free period was dedicated to �nalizing prototypes, a�er which the students presented their
applications.

In the weeks a�er the presentation and a�er grades for the seminar had been �nalized,
we reached out to participants of the practical exercise for their availability to voluntarily
take part in an interview about their experience developing the VR game. We conducted
semi-structured interviewswith four participants (2 identi�ed as female, 2 asmale, aged 25-29
years) comprising three di�erent project groups. Two participants were master’s students
in Human-Computer Interaction, one a master’s student in IT, and one a bachelor’s student
in computer science. Two participants reported having previous experience developing VR
applications, while the other two had no experience.

In the interviews, a�er an introduction, we asked participants about the game they developed,
its key features, and the ideation process. In the next section of the interview, we asked about
the game’s development process. Finally, we asked about virtual and human augmentation in
general, andparticipants elaborated onpotentials and challenges based on their experience in
the exercise. To conclude, we allowed participants to share further thoughts or ask questions.

A�er obtaining permission, we audio-recorded and transcribed the interviews for analysis.
Then, we conducted a content-analysis as described by Mayring [434]. The �rst 3 authors
coded the data separately and then collated the results.

(a) JumpiFlumpi (b) PortalGhost (c) GuidingLight

Figure 9.2: Screenshots of the prototypes developed by the course participants showcasing the Vir-
tual Environments
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9.3 Virtual Augmentation Prototypes

The course culminated in the development of three distinct human augmentation technology
prototypes. In this section, we provide a short overview of the projects, game mechanics,
and EMG functionalities of each prototype:

Jumping Augmentation: JumpiFlumpi is a VR game that combines physical activity with
competitive gameplay. Players compete to achieve the highest score by jumping within
the virtual environment. Mechanics: The core mechanic revolves around jumping.
Players physically squat in real life to initiate jumps within the game. The duration of
the squat determines the jump height. EMG Functionality: The game utilizes physical
movement (squatting) as the primary input mechanism (see Figure 9.2a).

Object Manipulation: PortalGhost is a game that requires teamwork and puzzle-solving to
escape a laboratory complex. One player assumes the role of a trapped human character
within the VR environment, while the other acts as a ghostly entity controlled by a
desktop PC.Mechanics: The core gameplay revolves around collaboration between the
two players. The ghost can pass through walls and objects and create portals that share
the ghost’s vision with the VR player. This allows the VR player to perceive and interact
with objects beyond their physical reach. EMG Functionality: EMG sensors worn on the
biceps and forearm detect muscle contractions, allowing the player to control in-game
telekinetic abilities. Contracting the biceps pulls objects closer while extending the
arm pushes them away (see Figure 9.2b).

Super Strength: GuidingLight is a game where two players collaborate to cleanse a sacred
temple of zombies. One player takes on the role of a warrior within the VR environment,
while the other acts as a supporter in the real world, in�uencing the VR player’s abilities
using EMG.Mechanics: The VR player utilizes hand controllers to �ght zombies directly,
while the other player utilizes EMGon their arms to charge theVRplayer’s abilities. EMG
Functionality: EMG sensors worn on both arms detect muscle contractions, allowing
the player to directly in�uence the VR player’s abilities. Stronger muscle contractions
translate to increased power for punches, longer slow-down durations, and greater
teleportation range (see Figure 9.2c).

9.4 Ideation and Implementation of Virtual Augmentations

All participants described a typical group ideation process: they performed brainstorming
sessions to collect quick ideas and then discussed and selected together. Coming up with
initial ideas for virtual augmentations was generally regarded as easy (P3, P4). However,
because they had little experience with virtual augmentation, they could not yet imagine
how easily the ideas could be realized and what the experience would be like:
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® “[. . . ] in our fantasy, I think it was easy to imagine what it [the virtual augmentation]
should look like. I think it wasn’t 100 percent clear at the start what we could get done in that
time, that is fun. [. . . ] I mean, that was the hard part, I would say.” - P4. ¯

Notably, all participants describe di�erent starting and focus points during their ideation.
While P2 mentioned that their group started by brainstorming ideas for possible virtual
augmentations very openly, P4 described that their group initially settled on a gamemechanic
and only proceeded to ideate and select augmentations a�erward. In contrast, P3 mentioned
that their group took the required inputmethod as the basis for their ideation. When deciding
on their virtual augmentations, the groups attempted to implement abilities that would go
well beyond what humans can achieve in the real world, even by training. Ideally, the virtual
augmentations would go even further and represent abilities that are impossible or too
dangerous in the real world, even with considerable expenditure (e.g., traveling through
portals or performing super jumps).

We found two layers in the groups’ intentions when ideating and developing the virtual
augmentations. First, multiple participants (P1, P4) explained that they aimed to make the
augmented abilities as intuitive as possible and enable players to feel like the ability is really
a part of their body. The virtual augmentations should be understandable, easy, and fun to
use. Second, participants outlined the experience their groups intended to create for players.
Key motives all participants mentioned were to create stimulating experiences that allow
players to explore new abilities and feel empowered or unconstrained by the new virtual
abilities. For instance, P1 and their group implemented an ability through which �exing the
players’ muscles would charge a strong punching ability and make the lights in the virtual
environment �are up. This was meant to make the player feel powerful but also encourage
exploration:

® “I think it [the virtual augmentation] also was a motivation to just like try around because
a di�erent hand would make a di�erent light and a di�erent ability. And I think that also like
motivated the player to just, like, play.” - P1 ¯

While the �rst layer can be considered the usability for virtual augmentation to make sure
that the experience is smooth and working well, the second layer describes what shouldmake
the experience positive and valuable for the players. As this was the �rst time the participants
engagedwith virtual augmentation, it is unsurprising that the described intended experiences
revolve around being new and surprising for players. In the future, we believe that other
motives are possible as well.

All participants mentioned that the development of their games with a focus on virtual
augmentation was not fundamentally di�erent or more challenging than other development
projects they had done before in Unity3D. However, one di�erence was that speci�cally
implementing the augmentations felt new and the participants could not fall back on many
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best practices or examples to copy from other existing games or applications. While this may
sound like a di�culty, P4 explained how it was a welcome challenge to expand their horizon
as a developer:

® “[. . . ] let’s say you develop a game, oftentimes you’ll start out by just pretty much googling
how similar games were developed [. . . ]. But with this setup, there was nothing, right? This is
something new or something that hasn’t been done that much [. . . ]. So you have to think it all
up by yourself. [. . . ] I was really excited to go there and work on it because it was something
new, something we ourselves could de�ne how it worked and how we did it.” - P4 ¯

9.5 Virtual and Human Augmentation

All participants described both working with and experiencing virtual augmentation as
positive. Some participants (P3, P4) expressed that wielding superpowers, magic, or other
impossible abilities is fun and stimulates by introducing novel experiences that o�er a depar-
ture frommundane routines. Further, multiple participants felt that experiencing di�erent
and impossible abilities in VR could generate interest and attention (P1, P2) and motivate
people to use VR.

Interestingly, P3 explained that they felt that well-implemented virtual augmentations could
help make a VR experience more immersive and realistic:

® “I think there are advantages of it because it just feels more realistic. Also the way you can
interact [. . . ] feels more natural [. . . ]. So I think it’s more, yeah, more immersive.” - P3 ¯

Moreover, abilities in the virtual world are not �xed and can be tailored to users with di�er-
ent requirements. P2 mentioned how they see the potential of this design approach when
designing for users with disabilities:

® “It is also one method to let [users with] disabilities play the game.” - P2 ¯

In some of the games, the groups speci�cally focused on creating an experience in which
players with di�erent (virtual) abilities cooperate to reach the goal.

Participants also mentioned the drawbacks and challenges of virtual augmentation. Virtual
augmentation utilizing body movements can quickly lead to physical exhaustion and restrict
who can use it and for how long (P1, P4). Participants (P3, P4) reported that especially
virtual augmentations that a�ect movement or other physical abilities are o�en at risk of
creating simulator sickness. Further, abilities such as increased force are especially di�cult to
implement, as you typically do not feel resistance in VR. Consequently, audio-visual feedback
must be �ne-tuned to create satisfying and engaging experiences (P1).
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In the interviews, the participants re�ected on the relationship betweenhuman augmentation
in the real world and virtual augmentations. Looking at the virtual augmentations from the
games, most are fully or almost impossible to transfer into real life and would cause serious
safety concerns (P2, P4). Even when it is possible to transfer virtual augmentations to the
real world, the technological e�ort required and the danger associated with abilities like
jumping seem too large to make it worth it (P4). In VR, more or di�erent abilities are possible
(e.g., teleportation) (P2, P3) and the virtual environment is a safe space to explore enhanced
abilities in the absence of many security concerns. However, the virtual space also comes
with some drawbacks, as the lack of physical feedback and resistance make it harder to
implement physical augmentations believably, and the augmented movement quickly causes
simulator sickness (P3, P4) or requires complicated technological setups (e.g., for natural
movement).

9.6 Discussion and Future Work

The results of the interviews o�er a detailed account of the experience of ideating and imple-
menting virtual augmentations in VR. While on a surface level, generating initial ideas for
virtual augmentations was deemed relatively straightforward and development is not funda-
mentally di�erent or more demanding than in other projects, speci�c challenges emerged.
As the design approach of focusing on virtual augmentations is not widely established, typical
practices such as looking at published examples for inspiration, common especially in VR
development [435] are not possible. Currently, little formal knowledge exists about what
makes for a good user experience when it comes to virtual augmentations. The participants
outline starting points from their experience in the exercise, revealing the need to �rst ensure
that augmenting interactions work well, are easily understood, and feel like they are part of
the user (as in usability). On top of that, to create a positive experience, e.g., be stimulating
and encourage users to explore the new ability. However, with the experiences mentioned
by the participants, there is a risk that virtual augmentations are merely positive and fun
because they are new. To create lasting positive experiences, other goals should be explored,
such as creating virtual abilities that are satisfying to use in themselves (i.e., induce a state of
�ow) or, especially for non-game applications, o�ering users new perspectives and insights
through abilities that are only possible in VR, relevant to a goal they pursue.

In the practical exercise, the groups were free to decide what kind of augmentation tech-
nologies they wanted to develop. Intuitively, the groups focused primarily on augmentations
that a�ect physical or movement abilities. While especially the term "superpowers" initially
brings to mind such augmentations, they are di�cult to realize with current VR technol-
ogy. While VR allows for physical and spatial interactions, new forms of movement run the
risk of triggering simulator sickness or requiring elaborate equipment such as treadmills.
Additionally, an augmented force can feel empty, as the primary feedback players receive
from current VR systems is visual - li�ing a large, heavy object in VR, for example, feels the
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same as li�ing a small, light object. Traditionally, VR is more suited to audio-visual illusions.
In the future, the ideas and development of virtual augmentations could be more focused
on enhancing perception rather than action. Another approach could be to extend the VR
system in which augmentation is experienced through haptic feedback.

Overall, virtual augmentation was positively perceived, o�ering stimulating and fun expe-
riences and immersive interactions. However, participants recognized challenges such as
physical exhaustion and simulator sickness, which could exclude many potential users. At
the same time, designing and playing with the virtual abilities of users bears the potential to
include users with disabilities, e.g., by transforming senses in the virtual environment or
tailoring virtual abilities to speci�c users.

While we acknowledge the inherently small sample size of this study, it is important to
emphasize that our focus was on exploratory qualitative work. Our primary interest lies in
the existence of phenomena rather than their incidence. Therefore the subjective insights
provided by our participants serve as a valuable starting point, o�ering rich insights that
could be further developed in future research. Additionally, it is important to note that our
primary focus was on the prototyping process itself, and as such, we did not conduct a user
evaluation of the applications. Future studies could build upon our �ndings by incorporating
larger sample sizes and user-testing phases to further validate and expand on the insights
generated here.

We believe that virtual augmentation can be utilized in di�erent ways. First, it shows the
potential to contribute to a positive user experience in VR when implemented well. Beyond
this study, di�erent authors have elaborated on its potential when designing VR applications
(e.g., [432]). Further, an experimental vignette study suggests that augmentation experience
positively contributes to good user experiences in VR [433]. A �rst design tool attempts to
guide designers leveraging this potential [436]. Other than that, virtual augmentation can
also be used to prototype and try out human augmentations intended for the real world.
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10
ENHANCING SENSORY EXPERIENCES IN

VIRTUAL ENVIRONMENTS

This chapter is based on the following publications:

[ An Examination of UltrasoundMid-air Haptics for EnhancedMaterial and Temper-
ature Perception in Virtual Environments - Steeven Villa, YannickWeiss, Niklas Hirsch,
Alexander Wietho� In: Proceedings of the ACM on Human-Computer Interaction, Volume 8,
Issue MHCI. Association for Computing Machinery.

[ ExtendedMid-air Ultrasound Haptics for Virtual Reality - Steeven Villa, Sven Mayer,
Jess Hartcher-O’Brien, Albrecht Schmidt, Tonja-Katrin Machulla - In: Proceedings of
the ACM on Human-Computer Interaction, Volume 6, Issue ISS. Association for Computing
Machinery.

[ Touch It Like It’s Hot: A Thermal Feedback Enabled Encountered-Type Haptic Dis-
play for Virtual Reality - Steeven Villa, Kenji Ishihara, Moritz Ziarko, Sebastian Günther,
Florian Müller - In: 23rd IEEE International Symposium on Mixed and Augmented Reality
(ISMAR 24). IEEE

+ Building on the previous concepts, this chapter explores methods to enhance sensory ex-
periences in virtual reality (VR), focusing on improving haptic rendering. While the primary
goal is to advance human augmentation experiences, the techniques discussed have broader
applications for visuo-haptic interactions in VR. This chapter examines the use of mid-air
ultrasonic haptics to convey object properties, strategies to extend the range of ultrasonic haptic
feedback, and approaches for rendering temperature sensations using encountered-type haptic
devices.

Using Ultrasonic Mid-air Visuo-haptic presentation to render Objects
Properties in VR

Ultrasound Mid-air Haptics (UMH) has been established as a viable technology rendering a
diverse array of haptic sensations. However, the question of how congruent UMH feedback is
in representing various object properties remains an open area of investigation. In particular,
objects in di�erent states of matter (solid, liquid, gas) present unique haptic characteristics.
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Figure 10.1: In this section we explore the efficacy of Ultrasonic Mid-air Haptics (UMH) in enhancing
the perceived congruency of virtual objects with differing material states and color-temperature as-
sociations. Specifically, participants interacted with virtual objects rendered in three distinct physical
states—Solid, Liquid, and Gas—while also exposed to three hue-temperature associations: Blue (cool),
White (neutral), and Red (warm). The study compared these experiences in two conditions: with the
presence of Ultrasonic Mid-air Haptic feedback and with Visual Only (no haptic feedback).
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Figure 10.2: Experimental Design Overview: Our study involved three distinct blocks, each aligned
with a specific material state. We used the Latin Square design to counterbalance presentation order,
mitigating potential order effects. Within each block, we randomized combinations of temperature
color and haptics, each repeated five times. Each block included 30 trials, leading to a total of 90
trials.

To explore the capabilities of UMH under these varying conditions, we selected these three
object states for examination.

Further, to augment the potential of UMH in simulating temperature, we incorporated
the Hue-Temperature Association Hypothesis. According to this hypothesis [437], cooler
colors are associated with a colder temperature perception, while warmer colors evoke
sensations of heat. Previous studies have explored this association without the addition of
tactile cues [438]. UMHpresents an intriguing opportunity in this context: it o�ers a touchless
method to stimulate palm mechanoreceptors without necessarily engaging thermoreceptors.
This additional layer of tactile stimulation may potentially strengthen the existing Hue-
Temperature association.

Given this context, we propose two hypotheses:

H1: The congruency of haptic feedback rendered throughUMHwill vary signi�cantly across
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di�erent object states.

H2: The addition of tactile cues from UMH will strengthen the pre-existing hue-
Ttemperature association, leading to amore pronounced or signi�cant shi� in perceived
temperature based on color cues

10.1 Experimental Design

We conducted a laboratory experiment using a within-subject design to explore how the
combination of UMH and HIs can enhance the representation of material properties in
virtual reality (VR). Speci�cally, our investigation explored the e�ects of ultrasonic rendering
on three distinct states of matter (gas, liquid, and solid) and how this rendering impacts
the overall perception of material consistency. Additionally, we examined how the com-
bination of ultrasonic rendering in�uences the perception of object temperatures within
the VR environment. Accordingly, we manipulated three variables: MATERIAL STATE, TEM-
PERATURE COLOR, and HAPTICS. MATERIAL STATE had three levels: Gas, Liquid, and Solid,
TEMPERATURE COLOR also had three levels: Blue, White, and Red. Finally, HAPTICS had two
levels: Active and Inactive. We organized our experiments into three distinct blocks, with
each block corresponding to a speci�c MATERIAL STATE. To minimize any potential order
e�ects, we used a Latin Square design to counterbalance the order of presentation for these
blocks. Within each block, we randomized the combinations of TEMPERATURE COLOR and
HAPTICS, ensuring each combination was repeated �ve times. In total, each block consisted
of 30 trials, resulting in a total of 90 trials. Participants were able to see their hands during all
the experiment.

10.2 Participants

We recruited a total of thirty participants (N = 30) through the university’s mailing lists
from which ��een identi�ed as female, ��een as male, and no participants indicated a
self-speci�ed gender. Our sample had an average age of twenty-�ve years (M = 25.47, SD =
8.69). Participants reported a low familiarity with haptic devices in general (M = 1.33, SD =
0.60), and a low to medium level of familiarity with VR (M = 2.53, SD = 1.00). Participants
were compensated 6 euros/30min for their involvement. The study was approved by an ethics
committee (Grant Nr. <removed>).
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10.3 Apparatus

Weused aMeta Quest 2 headset 1 alongwith anUltraleap STRATOS Explore device 2 to provide
Visuo-Haptic feedback. The VR environment was developed using Unity3d and executed on
an ACER Predator Helios computer 3. Additionally, we incorporated a 64-electrode R-net
EEG system 4 from which we used 32 electrodes. To ensure synchronization between the VR
environment and the EEG recording device, we employed the Labstreaming Layer5.

10.4 Stimuli

Figure 10.3: Example stimulus combinations in VR: The solid object was represented using a cube,
the Liquid using a water shader in a colored pot, and the gas using a particle system

Participants were given instructions to interact with a virtual object for a �xed duration of
5 seconds. Following this interaction period, they were asked to provide responses to two
questions and continue with the next object. Participants were allowed to touch the object
multiple times during this phase, the object’s presentation was a combination of the following
factors:

1https://www.meta.com/de/en/quest/products/quest-2/
2https://www.ultraleap.com/company/news/press-release/stratos-platform/
3https://www.acer.com/de-de/predator/laptops/helios/helios-300
4https://www.brainproducts.com/solutions/r-net/
5https://github.com/sccn/labstreaminglayer
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Measures

10.4.1 Hue-Temperature Association

The Hue-Temperature Hypothesis posits that speci�c colors are subjectively linked to tem-
peratures; i.e., blue is o�en perceived as colder than red [437]. Evidence supporting this can
be found in physiological research [439] and human-computer interaction studies [438]. We
applied it to VR objects to simulate temperature; we rendered three colors: blue ( #2F48C5 ),
neutral (white) ( #D1D1D1 ), and red ( #AB3737 ). We included white as a control point given
its lower color temperature association [439]. Based on beta-tester feedback during the design
process, in the Liquid condition, we colored the container itself, given that �uids o�en do
not exhibit a color change in response to increased temperature (Figure 10.3).

10.4.2 Material State

We rendered the material state in three forms: a solid cube to symbolize the solid state, a
pot incorporating a �uid shader to depict the liquid state, and a steam particle system to
represent the gas state (Figure 10.3).

10.4.3 Presentation

Weprovided UMH feedback using the ultraleap STRATOS Explore phased array. We employed
spatiotemporal modulation a method detailed in previous research [440]. We calculated
collision points where �ngers interacted with virtual objects. Subsequently, we created a
curve connecting these points and moved the focal point rapidly along this curve trajectory
[441].

10.5 Measures

We gathered data frommultiple sources; two per-trial questions, a questionnaire a�er each
block of trials, and, brain signal data from an EEG device 6. To elaborate further, wemeasured:

10.5.1 Perceived Temperature

We assessed participants’ subjective temperature perception using the Bedford Thermal
Scale, speci�cally the extended University of California Berkeley (UCB) model with nine
distinct levels. This instrument employed the question, "Please rate your thermal sensation,"
on a scale that spanned from "Very Cold" to "Very Hot." [442].

6https://www.brainproducts.com/solutions/r-net/
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10.5.2 Perceived Congruency

Wemeasured congruency by asking the following question: How much did your experiences
in the virtual environment seem consistent with your real-world experiences? on a 9-point Likert
scale once per trial ranging from Very Inconsistent, to Very Consistent [443].

10.5.3 Presence

We used the Igroup Presence Questionnaire (IPQ), the IPQ comprises four subscales: Sense
of Being There, Spatial Presence, Involvement, and Experienced Realism. We administered
the IPQ to participants a�er the completion of each block of trials.

10.5.4 Perceived Channel Contribution to the Overall Experience

We evaluated participants’ perceptions of the relative contributions of the sensory channels
(visual and haptic) to both the perceived temperature and congruency of the object using four
questions at the end of the experiment: Q1: “My perception of temperature was mainly in�uenced
by the tactile feedback.”, Q2: “My perception of temperature was mainly in�uenced by the visual
feedback.”, Q3: “My perception of the material state was mainly in�uenced by the tactile feedback.”,
and Q4: “My perception of the material state was mainly in�uenced by the visual feedback.”

10.5.5 Processed Congruency

We quanti�ed congruency through a metric called Mismatch Negativity, derived from the
EEG signal. This metric was introduced by Gehrke et al. [444] as an alternative to subjective
evaluations of haptic inconsistencies 7. When users encounter a visuo-haptic mismatch, the
negativity of the resulting Event-Related Potential (ERP) signals at the forehead (FCz location)
decreases (the signal becomes more positive). This means that a more negative value repre-
sents a more matching stimulation. Throughout the experiment, we continuously monitored
EEG signals and identi�ed the �rst instance of contact between the participant’s hand and the
object in each trial to assess the mismatch negativity. In our study, we explored this recently
introduced association to study congruency from the neurophysiological perspective. Yet, we
want to emphasize that his metric has not been extensively validated by Gehrke et al. [444];
therefore, it is for informative purposes only. For this reason, we do not center our analysis
on the neurophysiological metrics of congruency but on the self-reported metrics.
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(a) User exploring a virtual ob-
ject in VR

(b) Snapshot of one of the tutorial screens pre-
experiment

Figure 10.4: Experimental setup and tutorial screen: Our setup included Noise Canceling headphones
to mask environment sounds and the Ultrasonic Array noise, We used a combination of Meta Quest 2
for Visual rendering and Ultraleap Stratos for Haptic rendering, additionally we included an R-Net EEG
device to measure participant’s brain responses. Please note that the spherical shape was only used
during the tutorial phase.

10.6 Procedure

Participants then received an introduction to the VR hardware and system functionality
and were asked to provide informed consent. Next, an experimenter securely attached
the EEG headset, ensuring that electrode impedance remained below 50k Ω. To minimize
external disturbances, participants were instructed to wear noise-canceling headphones,
which masked environmental sounds and any noise generated by the active haptic array.
Subsequently, participants were assisted in putting on the VR headset, and then they had to
complete a tutorial to acquaint themselves with the experiment’s �ow, including interactions
and questions (see Figure 10.4 for an example screen). Following, the formal experiment
commenced, with participants being assigned a speci�c order of experimental conditions.
Over the course of the study, participants were required to complete a total of 90 interac-
tions. Following each interaction, they answered questions regarding perceived temperature
and congruency. A�er completing each block of trials, participants also �lled out the IPQ
questionnaire. Notably, all questionnaires were administered within the VR environment to
minimize disruptions to participant immersion. The entire study, including the setup of EEG
equipment and questionnaire completion, lasted one hour.

7It is important to emphasize that this metric does not have formal validation. Therefore, it should not be
regarded as a ground-truth measurement.
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10.7 Results

10.7.1 Linear Mixed Models

We employed Linear Mixed Models (LMMs) for our data analysis, which are statistical models
designed to manage correlated data. LMMs encompass both �xed e�ects (predictors) and
random e�ects (room-temperature, and humidity in our case), making them suitable for
analyzing intricate datasets with nested or repeated measurements, as in our case. we
accounted for the non-independence resulting from multiple responses from the same
participant, as recommended by Winter [445]. We followed the model selection process
outlined by Zuur et al. [446] using a top-down strategy. Inspection of residual plots did
not reveal deviations from homoscedasticity or normality. P-values were obtained through
likelihood ratio tests, comparing the full model with the predictor in question to a simpli�ed
model without the predictor. Additionally, we utilized the lmerTest package [447], which
approximates degrees of freedom for t- and F-tests using the Satterthwaite method and
provides p-values for the �xed e�ects.

10.7.2 EEG Analysis

For EEGdata analysis, we utilized the PythonMNE library. We applied a high-pass �lter at 1 Hz
and a low-pass �lter at 15 Hz, following the methods described in previous studies [191, 192].
The data was re-referenced to the average of all channels, and a notch �lter was employed
to eliminate the 50 Hz powerline noise. Subsequently, we segmented the epochs into time
blocks spanning from -0.3 ms to 0.7 ms, with 0.0 ms indicating the stimulus onset. The period
between -0.3 ms and 0.0 ms served as a baseline for the measured stimulus signal. To identify
and discard epochs likely to contain noise, we employed the Autoreject Library [193].

10.7.3 Control Variables

Wemeasured the temperature and humidity of the experimental room at the start and end of
each experiment. We used this information as control variables in all the models presented
in this section. Additionally, we report the mean values and variations during the experiment
here. The average room temperature was 26 degrees Celsius (M = 26.00, SD = 1.01), with
an average variation (end temperature minus start temperature) of 0.79 degrees Celsius
(M = 0.79, SD = 0.27). The average relative humidity of the room was 42 (M = 42.48, SD =
6.16), which is within the recommended values for room temperature (Min = 30,Max = 60).
The average variation in relative humidity was 1.64 (M = 1.64, SD = 1.97).
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Figure 10.5: Perceived Congruency per Object State and Presentation, Overall, Visuo-Haptic objects
were perceived as more congruent than Visual objects. Further, Gas was generally perceived as more
congruent than Liquid and Solid, the latter being the one perceived as least congruent

10.7.4 Object Congruency Perception

In order to determine the contribution of PRESENTATION to the explanatory power of the
CONGRUENCY model, we compared a reduced and a full model. The reduced model included
only MATERIAL STATE as a �xed e�ect, along with random e�ects for Participant and HUE-
TEMPERATURE. The full model additionally incorporated PRESENTATION as a �xed e�ect.

A likelihood ratio test indicated that the inclusion of PRESENTATION led to a statistically
signi�cant improvement in model �t (χ2(1) = 184.61, p < 0.001). This was corroborated in
the goodness-of-�t measures by lower values of both the Akaike Information Criterion (AICf
= 2051.7, full model vs. AICr = 2234.3, reducedmodel) and the Bayesian Information Criterion
(BICf = 2081.7 full model vs. BICr = 2260.0, reduced model). Indicating PRESENTATION
(presence or absence of haptics) as a signi�cant predictor for accurate data representation.

Considering the in�uence of MATERIAL STATE on CONGRUENCY ratings under two PRESEN-
TATION modalities: VISUO-HAPTIC and VISUAL.

We found that for VISUO-HAPTIC PRESENTATION, MATERIAL STATE was a signi�cant predictor
of CONGRUENCY ratings (χ2(2) = 61.75, p < 0.001). The goodness-of-�t measures further
supported this: AICf = 944.59 was lower than AICr = 1002.34, and BICf = 966.18 was
lower than BICr = 1016.74. Within this modality, we found that Solid had the lowest mean
CONGRUENCY rating (M = 3.85, SD = 1.86), followed by Liquid (M = 4.35, SD = 1.78), and
Gas had the highest (M = 5.34, SD = 1.47).

Similarly, in the VISUAL PRESENTATION, MATERIAL STATE was also a signi�cant predictor
for CONGRUENCY (χ2(2) = 20.76, p < 0.001). Here, the full model had an AICf = 981.39 and
BICf = 1003.19, both lower than the reduced model’s AICr = 998.15 and BICr = 1012.5.
The mean CONGRUENCY rating for Solid wasM = 2.18, SD = 2.06, for Liquid it wasM =
2.59, SD = 1.98, and for Gas it wasM = 3.04, SD = 1.92.

In the VISUO-HAPTIC PRESENTATION, the average scores for each MATERIAL STATE were
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higher compared to VISUAL PRESENTATION (see Figure 10.5). These results lend empirical
support to H1, indicating that objects with lower kinaesthetic complexity are perceived more
congruently in a virtual reality environment compared to objects with high kinaesthetic
complexity. Furthermore, our data reveals that the incorporation of tactile cues—speci�cally,
UMH—signi�cantly enhances the overall perception of object congruency.
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Figure 10.6: Mismatch Negativity (Prediction Errors) in ERP response , Lower values are associated
with more congruent stimulus, A higher value is associated with a more unrealistic VR interaction
[444].

ERP Analysis and Mismatch-Negativity

We observed di�erences in Event-related Potentials (ERP) at the FCz electrode based on
Material State and Presentation. Figure Figure 10.6 illustrates the negativity response elicited
by the exploration stimulus. According to the metric proposed by Gehrke et al. [444], higher
negativity is indicative of a more congruent virtual reality experience. 8

Consistent with the Congruency ratings we reported earlier, the Solid State had the lowest
levels of congruency. On the other hand, the Liquid and Gas states performed better in
terms of congruency across both Presentation modalities. Interestingly, Figure 10.6 shows
that the negativity for the Solid State is heightened during Visuo-Haptic Presentation. This
suggests that participants found the Solid State to be more congruent when experienced in
the Visuo-Haptic mode also at a physiological level. However, additional studies focusing on
Mismatch Negativity are needed to con�rm these �ndings.

10.7.5 Object Temperature Perception

To examineH2, we employed a three-step approach. First, we developed amodel to investigate
the perceived temperature in relation to the Hue-Temperature Association, aiming to validate
if participants associated the object color with the object temperatures. Second, we assessed
whether the Presentation modality in�uenced this color-temperature association. Finally, we
conducted a level-speci�c analysis to determine if the inclusion of haptic cues ampli�ed the
Hue-Temperature Association e�ect

8It is important to emphasize that this metric does not have formal validation. Therefore, it should not be
regarded as a ground-truth measurement.
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Figure 10.7: Perceived Temperature, Haptic feedback consistently shifted the perceived temperature
across all Hue-Temperature associations.

To assess the in�uence of HUE-TEMPERATURE on the Perceived TEMPERATURE of virtual
objects, we employed both a reduced and a full model. The reduced model incorporated
MATERIAL STATE and PRESENTATION as �xed e�ects, with Participant as a random e�ect.
In contrast, the full model extended this framework by including HUE-TEMPERATURE as an
additional �xed e�ect.

A likelihood ratio test revealedHUE-TEMPERATURE as an statistically signi�cant improvement
in model �t (χ2(2) = 11.945, p < 0.005). The model had a goodness-of-�t (AICf = 609.28
vs. AICr = 617.23, BICf = 643.19 vs. BICr = 642.66). Indicating HUE-TEMPERATURE as a
signi�cant predictor for accurate representation of the data. This provides evidence that
participants associated the temperature of the presented object with the color of the object.
Speci�cally, blue was perceived as cooler (M = 0.22, SD = 0.53) compared to red (M = 0.34,
SD = 0.50). However, the neutral color was rated even colder than blue (M = 0.19, SD = 0.45).
Suggesting a consistent heat association for Red, but a less clear one for Blue and Neutral.

Next, to explore the in�uence of PRESENTATION on the Perceived TEMPERATURE of virtual
objects, the reduced model incorporated MATERIAL STATE and HUE-TEMPERATURE as �xed
e�ects, with Participant as a random e�ect. In contrast, the full model extended this frame-
work by also including PRESENTATION as an additional �xed e�ect (Similar to the full model
for HUE-TEMPERATURE association).

A likelihood ratio test indicated that the inclusion of PRESENTATION led to a statistically sig-
ni�cant improvement inmodel �t (χ2(2) = 96.17, p < 0.001). Themodel had a goodness-of-�t
(AICf = 609.28 vs. AICr = 703.45,BICf = 643.19 vs. BICr = 733.12). Therefore, PRESENTATION
was identi�ed as a signi�cant predictor for data representation, suggesting a substantial
in�uence on the perceived TEMPERATURE of the virtual object. Speci�cally, objects in the
VISUO-HAPTIC PRESENTATION were rated as warmer (M = 0.44, SD = 0.56) compared to those
in the VISUAL PRESENTATION (M = 0.07, SD = 0.34). Importantly, this di�erence in perceived
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TEMPERATURE was more pronounced than the variance attributed to the HUE-TEMPERATURE
association.

At the level of individual colors, we observed that objects were consistently rated as warmer
in the VISUO-HAPTIC PRESENTATION compared to the VISUAL PRESENTATION. Although
both PRESENTATION and HUE-TEMPERATURE Association serve as signi�cant predictors
for perceived temperature, their impact diverges from our initial hypothesis. Speci�cally,
VISUO-HAPTIC PRESENTATION does not amplify the Hue-TEMPERATURE association; rather,
it uniformly elevates the perceived TEMPERATURE (see Figure 10.7). This trend remains
consistent across all combinations of Material State and Hue-Temperature Association, as
further detailed in Table 10.1.

Table 10.1: Temperature Associations across all Object States, Hue-Temperature Associations, and
Presentation

Solid - M (SD) Liquid −M(SD) Gas −M(SD)

Visual Visuo-Haptic Visual Visuo-Haptic Visual Visuo-Haptic
Blue 0.02 (0.30) 0.23 (0.56) 0.05 (0.36) 0.37 (0.61) 0.10 (0.40) 0.56 (0.65)

Neutral 0.04 (0.28) 0.34 (0.51) -0.04 (0.31) 0.36 (0.55) 0.07 (0.27) 0.43 (0.50)
Red 0.14 (0.41) 0.49 (0.46) 0.10 (0.36) 0.59 (0.64) 0.17 (0.32) 0.60 (0.48)

10.7.6 IPQ

0

2

4

6

S
co

re

Presence Sense of Being There

Object State Gas Liquid Solid

IPQ

Figure 10.8: IPQ General presence and Sense of Being There subscale: We found significant differ-
ences in the Sense of Being There subscale for Gas and Solid states, yet, no differenceswere observed
in the remaining subscales

Wemeasured the overall impact on presence at the end of each block, Figure 10.8 presents an
overview of the data for the four sub-scales (Sense Of Being There, Spatial Presence, Involvement,
Experienced Realism) as well as the composite Presence score. As the data did not follow a
normal distribution, we employed the Friedman test in this case.
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Discussion

Only the Sense Of Being There sub-scale exhibited a signi�cant di�erence across object states,
as indicated by a χ2(2) = 11.877, p < 0.05. Post-hoc test showed signi�cant di�erences
between the GAS and SOLID states (p < 0.05). No signi�cant variations were observed in the
general Presence score across di�erent object states.

10.7.7 Perceived Channel Contribution to The Overall Experience

As the data did not follow a normal distribution, we applied theWilcoxon signed-rank test to
assess di�erences between paired questions: Q1 vs. Q2 and Q3 vs. Q4. Statistical analysis
indicated a signi�cant di�erence between questions Q1 and Q2 (V = 311.5; p < 0.05) and
between questions Q2 and Q4 (V = 35.5; p < 0.05), see Figure 10.9.
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Figure 10.9: Reported contribution to Object State and Temperature perception per channel: Partici-
pants rated that the visual channel had a bigger contribution to their perception of the material state,
while haptics had a bigger impact on the perceived temperature than the visual channel.

10.8 Discussion

Our analysis showed that Presentation, Hue-Temperature Association, and the target Object
State serve as signi�cant predictors for both Perceived Object Congruency and Temperature.
Notably, the observed e�ects of Hue-Temperature and Presentation diverged from our initial
hypotheses. This section elaborates on these �ndings.

10.8.1 Effects of Visuo-Haptic Presentation on Object Congruency Perception

Simulating the haptic characteristics of virtual objects in VR remains a challenge. Yet, our
�ndings indicate that UltrasoundHaptics can substantially improve the perceived congruency
across all evaluated object states. While simulating solid objects poses particular di�culties,
we observed that the mere presence of tactile stimuli via Ultrasound Haptics signi�cantly
enhances users’ perception of congruency. We also found that Gas and Liquid VR objects are
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already perceived as more congruent in the Visual Presentation modality; however, even the
lower-rated Visuo-Haptic Object State already outperforms the best Visual Object State. This
supports the importance of considering multisensory experiences in VR and not relying only
on visual information as a feedback channel.

10.8.2 Effects of Visuo-Haptic Presentation onPhysiological Responses toObject
Consistency

Our physiologicalmeasureswere in linewith self-reported experiencemetrics. Speci�cally, in
the event-related potentials (ERP) data, Solid objects demonstrated a larger shi� in negativity
compared to Gas and Liquid objects, which remained relatively consistent. In a visual-only
setup, the negativity associated with Solid objects was low, however, this value increased
signi�cantly when tactile stimuli were introduced through visuo-haptic interaction. It is
important to approach these physiological �ndings with caution, as the ERP correlate for
experience congruency is a recent addition to the literature and lacks extensive validation.
Nevertheless, our results are consistent with the initial �ndings reported in the original study.

10.8.3 Effects of Visuo-Haptic Presentation on Thermal Perception

Our data revealed that the incorporation of tactile cues did not amplify the Hue-Temperature
association, as initially hypothesized. Instead, it led to an overall shi� in the perceived
temperature of the objects. This e�ect was consistently observed across all states of mat-
ter and color conditions. This suggests that UMH may in�uence temperature perception,
even though there is currently no empirical evidence to show that it speci�cally stimulates
thermoreceptors.

An additional observation was that, within the context of visuo-haptic presentation, objects in
the Gas state received higher warmth ratings compared to those in the Liquid and Solid states.
This implies that the perceived temperature of an object could be in�uenced by its state.
Literature has reported an e�ect of speci�c visualizations impacting temperature perception,
including objects in gas states such as rain clouds [448] and steam [449]. However, due to
these explorations targeting very speci�c objects, the concrete e�ect of an object’s state on
perceived temperature requires further investigation.

10.8.4 Per channel contribution to Temperature and Congruency

Our �ndings reveal that participants placed greater sensory importance on UMH when
evaluating the temperature of virtual objects. In contrast, they relied more on visual cues
for determining the objects’ state (e.g., Solid, Liquid, or Gas). Although our modeled data
supports these observations, it’s noteworthy that both UMH and visual cues signi�cantly
in�uenced the perception of object state congruency.
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10.8.5 Implications for Design

In this section, we present new insights into how UMH rendering a�ects how users perceive
the congruency and temperature of objects. These insights o�er practical guidance that
haptic designers and researchers can apply. Here’s a summary of our key takeaways:

Enhanced Congruency with Visuo-Haptic Presentation:

Our results indicate that integrating UMH in visuo-haptic presentations improves the per-
ceived congruency of virtual objects.

Optimal Rendering Scenarios For Ultrasound Mid-air Feedback:

The e�cacy of this haptic feedback is more pronounced for objects in gaseous or liquid states.
This suggests that designers should tailor the choice of haptic feedback based on the speci�c
type of object being rendered. Alternatively, they might opt for attributing gaseous or liquid
properties to virtual objects and interfaces to maximize the congruency e�ect.

Shift in Perceived Temperature:

Our study strongly indicates that ultrasound haptic feedback alters the perceived temperature
of virtual objects. Designers should take this into account, especially in scenarios where
accurate temperature perception is crucial.

Design Opportunities with Temperature Shift:

The observed shi� in perceived temperature also presents an opportunity for designers.
Ultrasound haptics can be utilized to intentionally modulate the perceived temperature
of virtual objects, thereby adding a new dimension to object rendering without requiring
additional hardware.

Implications for VR prototyping

Utilizing UMHenhances the presence and congruency of VR design explorations, particularly
in the early stages. This technology allows for the simulation of diverse object properties,
such as so�/warm or hard/cold surfaces, within the same virtual model. Such haptic feedback
can be coupled with Hue-Temperature associations to o�er a more comprehensive sensory
experience. This approach has not yet been incorporated into VR industrial design iterations
and has the potential to signi�cantly in�uence design decisions and project directions:

• Seamless Sensory Integration: Facilitates haptic explorations in VR without requiring
user-worn devices, creating a holistic experience.

• Enhanced Materiality: Enables industrial designers to explore material a�ordances in
VR, from texture to temperature, broadening the design palette.
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• Perceptual Consistency: The introduction of UMH elevates the overall congruency of
virtual objects, even outperforming visual-only simulations.

• Tailored Haptic Feedback: Our �ndings indicate optimal use cases for di�erent object
states, allowing for more targeted design choices in rendering gas, liquid, or solid
objects.

Extended Mid-air Ultrasound Haptics for Virtual Reality

T0

T1

T2

T3

T4

T5

T6

TH

LeapMotion

UltraLeap

Kinova Gen3

Figure 10.10: The setup comprises an ultrasound array (Ultraleap), a six-degree-of-freedom Kinova
®cobot, and a VR laptop (not visible in the picture). The final position of the haptic array is given by
the transformations (T) in every joint of the robot. The transform (3d Position information) of the hand
TH depends on the cameras of the LeapMotion attached to the Ultraleap.

Real-world interactions are bare-hand and involve large volumes of interaction; we do not
restrict ourselves to touching objects within a bounding box in our daily lives. Unfortunately,
state-of-the-art haptic experiences tend to break these conditions in one way or another. For
example, wearable haptics requires users to attach devices to their hands or bodies to exert a
force or induce a vibrotactile stimulus, cf. Fang et al. [450]; force feedback devices require
users to be in contact with the end-e�ector of a robot. In contrast, mid-air haptics o�ers bare-
hand interaction but is constrained in workspace. We propose to render ultrasound mid-air
haptics in motion. The proposed setup’s dynamic nature allows stimulation from di�erent
angles, allowing haptic experience designers to explore a broader range of possibilities.

10.9 Setup

Figure 10.10 illustrates the system setup; we used a six-degree-of-freedom serial robot man-
ufactured by Kinova robotics (Boisbriand, Canada) for driving a 256 ultrasonic transducer
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array (Stratos Explore) by Ultraleap (Bristol, United Kingdom) that features a LeapMotion
tracker for hand tracking. To attach the haptic array to the robot, we 3D printed a lightweight
interface that �ts both the casing of the ultrasonic display and the robot’s end-e�ector inter-
face. The robot is integrated with the graphics engine Unity3D using the toolbox reported in
[Exp7].

10.10 Tracking

The hand position guides the robot’s end-e�ector. We divided the tracking into two levels. 1.
short-range: guided by LeapMotion and 2. long-range, guided by a vibe tracker (but could be
replaced by any tracking device).

For the short-range tracking, we converted the hand position from the LeapMotion Coor-
dinate System (LCS) to the World Coordinate System (WCS) using the forward kinematics
of the robot, which can be calculated using the transformations for every joint of the robot.
Equation 10.1 describes the expression for moving from LCS to WCS, where the last transfor-
mation corresponds to the rotations and translations detected by LeapMotion and T0 to T6
can be found in Kinova’s gen3 manual9. The encoders in the robot can measure the values of
such transformations. In Figure 10.10 we illustrate the position of every transformation (TN )
in the robot.

T0,H = T0,1T1,2T2,3T3,4T4,5T5,6T6,H (10.1)

For the long-range tracking, we used a VIVE tracker attached to the wrist of the user. This
allows us to prevent collisions and guide the robot whenever the short-range tracking fails
to capture and interpret the user’s hand. In addition, this allows us to overcome the limited
tracking space and quality of the LeapMotion. The VIVE tracker is only a fallback option
when the primary tracking fails, so it can be replaced by alternatives that do not require the
user to wear any device (following the rationale of mid-air haptic interaction), for example,
Realsense Cameras or AI-based IK solvers that can provide information about the user’s arm
location with relation to the robot.

10.11 Guidance Strategy

The hand is the target point of the end-e�ector. We �rst calculate the end-e�ector’s target
position (Ultraleap device) and then the rotations. We trace a vector from the robot’s base to
the hand to calculate the robot’s target position. Then we determine an o�setHoff , which is
especially important since it can determine the ultrasonic rendering’s intensity and quality.

9Kinova Gen3 User Manual
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β

Voff

Hoff

Figure 10.11: We guided the haptic array to follow the user’s hand closely. The tracking strategy in-
volves tracing a vector from the robot base to the palm and calculating an offsetHoff . We also added
a vertical correction factor Voff to center the hand in front of the haptic array instead of the leap
motion coordinate system.

The β angle o�set can be used to de�ne the array’s rendering direction (facing downwards or
upwards). Finally, the value Voff is the height correction necessary to keep the hand in the
center of the ultrasonic array instead of the LeapMotion sensor. This set of parameters must
be tuned depending on the VR scenario to keep the hand within the tracking volume. These
values equally impact the short-range and long-range tracking of the hand. It is important
to highlight that the rotations of the end-e�ector are faster than the translation movements.
For this reason, we calculate the rotations of the end-e�ector based on the vector from the
end-e�ector to the hand instead of the vector from the base to the hand. This allows the
system to act quickly to adjust the haptic feedback within the space in front of the ultrasonic
array, allowing the user to explore an object quickly.

Figure 10.12: Rendering reachable volumes: nominal space of the robot 3.29m3 (Blue), space within
ideal rendering quality 7.42m3 (Green) and maximum rendering space 8.27m3 (lower quality, in Red).
This is 19.98m3 Volume in total.

10.12 Improvement in workspace Dimensions

The proposed system can drive the array in a spherical radius of 93.4 cm (length from T2 to
the Ultraleap end-e�ector Figure 10.10).
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Table 10.2: Comparison in workspace of different mid-air haptics systems.

Author Strategy Rendering Volume [m3] Gain

Ultraleap (measures from [452]) Static Array 0.055 1
Howard et al. [452] Pan-Tilt 0.95 17.2
Brice, McRoberts, and Ra�erty [453] Switch Array Posi-

tions
1.5 27.2

Suzuki et al. [454] Multiple Static
Arrays

2. 36.3

Proposed System Robotic Driven Ar-
ray

19.98 363.2

Static Dynamic Static Dynamic Static Dynamic

Experiment #1 Experiment #2 Experiment #3

Moving Moving Moving

Figure 10.13: Experiment description: Experiment one evaluated amoving focal point vs. a static hand,
Experiment two evaluated a moving hand vs a static focal point; and Experiment three evaluated a
moving hand and moving focal point. All the experiments had static vs. dynamic arrays as conditions

However, the rendering volume is signi�cantly bigger. If we consider a maximum ideal ren-
dering distance of array-to-hand of approximately 45 cm [451] sensations could be rendered
up to a 1.384 m radius. Moreover, if we calculate the rendering workspace using the abso-
lute maximum rendering distance (Low-quality rendering area), the rendering space would
increase to a 1.674 m radius. This maps to 3.29m3 of rendering workspace in the nominal
volume of the robot (blue volume in Figure 10.12). In this volume, the ultrasound array can
always reach the hand within the ideal rendering distances. Additionally, a volume of 7.42
m3 can be rendered with the full robot extension within the ideal ultrasound array to hand
rendering distances (green volume in Figure 10.12). On the boundaries of the ideal rendering
distances, an additional volume of 8.27m3 can be rendered in a lower quality (Red volume in
Figure 10.12). The total volume renderable by the proposed setup (including lower quality
volumes) is 19.98m3. This represents an increase of 21 times over Howard et al. [452] (0.95
m3), 13.32 times over Brice, McRoberts, and Ra�erty [453] (1.5m3), and 9.9 times over Suzuki
et al. [454] (2 m3), making it to the best of the authors’ knowledge, the biggest rendering
volume achieved in mid-air haptics. See Table 10.2 for values relative to a standard static
array.

211



Enhancing Sensory Experiences in Virtual Environments

10.13 Perceptual Characterization

This study aimed to compare the perceptual impact of rendering ultrasonic haptic feedback
using a moving array (referred to as dynamic ULTRASONIC ARRAY) versus a stationary array
(referred to as static ULTRASONIC ARRAY) using a robotic manipulator. We executed this com-
parison to gain insights into the perceptual di�erences between the proposed system and the
state-of-the-art in dynamic rendering setups. In detail, we conducted three experiments that
cover the most relevant movement combinations of ULTRASONIC ARRAY, HAND MOVEMENT,
and FOCAL POINT.

10.13.1 Hypotheses

Mid-air ultrasound haptics is rendered using stationary setups. Factors such as hand speed,
hand distance from the ULTRASONIC ARRAY and the propagation of the mechanical waves in
the air are typically calculated by observing the assumption that the ultrasound actuators
are not being displaced from their original position. As we evaluate the same device in a
dynamic setting, we expect the performance to be lower regarding the static ULTRASONIC
ARRAY. In particular, we anticipate that the dynamic ULTRASONIC ARRAY will perform worse
when rendering stationary elements for active touch since it has to compensate for the robot’s
movement. As for the moving objects, we expect the dynamic ULTRASONIC ARRAY to closely
follow the performance of the static array in both dynamic and static HAND MOVEMENT.
However, we expect that the decrease in quality is not signi�cantly high and that the signi�cant
gain in the workspace can compensate for such loss.

In Summary:

• H1: dynamicULTRASONICARRAYwill perform similar toULTRASONICARRAY for passive
touch.

(a) Stimuli presentation screen: In the screen,
guiding hand, visual focal point presentation,
user’s hand

(b) Forced choice screen: In the screen, forced
choice questions, possible answers, and the user’s
hand

Figure 10.14: View of the VR environment used for the perceptual characterization.

212



Perceptual Characterization

• H2: dynamic ULTRASONIC ARRAY will perform worse than static ULTRASONIC ARRAY
in active touch when the object is stationary in the 3D space.

• H3: dynamic ULTRASONIC ARRAY will achieve similar performance to ULTRASONIC
ARRAY for active touch with moving objects.

To address these hypotheses, we designed three experiments: Experiment #1 Evaluates dy-
namic FOCAL POINT and static HANDMOVEMENT in terms of static and dynamic ULTRASONIC
ARRAY. Experiment #2 Evaluates static FOCAL POINT and dynamic HAND MOVEMENT in
terms of static and dynamic ULTRASONIC ARRAY. Finally Experiment #3 Evaluates dynamic
FOCAL POINT and dynamic HANDMOVEMENT in terms of static and dynamic ULTRASONIC
ARRAY, for graphic details, please refer to Figure 10.13.

We de�ned the aims of each experiments as follows:

• Experiment #1: Dynamic FOCAL POINT, Static HAND MOVEMENT This experiment was
designed to study the passive touch scenario, which is the case where the observer’s
hand is not moving but the element that they are touching moves. This is re�ected in
the current setup by moving the focal point across the bases of the proximal phalanx
(Palmar digital creases). The decision to stimulate the hand across the Palmar digital
creases is motivated by the density of mechanoreceptors involved in the perception of
ultrasonic stimulation (Rapid Adapting A�erents) reported for the hand [455, 456]. The
closer to the �ngertips, the higher the innervation density; therefore, we selected the
largest continuous area of the hand closer to the �ngers. Volunteers were instructed to
hold their hand still in the position indicated by the virtual guiding hand (more details
about this virtual guiding hand in subsection 10.13.3).

• Experiment #2: Static FOCAL POINT, Dynamic HANDMOVEMENT The second exper-
iment aimed to study active touch with a static object setting. This is, the observers
actively move their hands but the element they are touching is static. In the setup, this
translates into a focal point static in the 3d space and the participant’s hand moving
from le� to right.

• Experiment #3: Dynamic FOCAL POINT, Dynamic HANDMOVEMENT In Experiment #3
This experiment was designed to study the e�ects of having several moving elements
in play. In the setup, this was implemented by moving the focal point from le� to right
and asking the volunteers to follow the same movement with their hands.

We omitted the combinations of static FOCAL POINT, static HAND MOVEMENT and static
ULTRASONICARRAY since this casehas beenwidely explored in literature anddoesnot provide
additional information regarding the set of hypotheses addressed in this investigation.
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Stimulus 1 Cooldown Time Stimulus 2

2 sec 2 sec

Forced choice

2 sec ~2 sec

Random
Order 1 2

Figure 10.15: Stimuli presentation scheme: We present two stimuli sequentially, one of them contains
the actual ultrasound feedback, the other is empty, the order of them is random. After the two stimuli
were presented, we asked participants in a 2AFC question where the actual stimuli was presented.

10.13.2 Experimental Design

The three experiments aim to compare the perceptual quality of rendering of dynamic versus
static ULTRASONIC ARRAY. Perceptual quality can be expressed as the detection sensitivity
and detection threshold. Both detection sensitivity and threshold can be inferred from
a psychometric function given a combination of parameters de�ned for Experiment #1,
Experiment #2, and Experiment #3. We opted for an adaptive 2-down-1-up staircase method
to sample the data required to calculate the psychometric functions. All the staircases started
at 100% rendering intensity and adapted at a step of 20% during the �rst two reversals; then,
the step size decreased to 5%. The order of experiments and conditions were randomized
using Latin Square. Volunteers executed two conditions per experiment (static and dynamic
ULTRASONIC ARRAY). The condition ended when volunteers achieved nine reversals, or 35
trials.

Task: Figure 10.15 illustrates the structure of the trials: volunteers were presented with two
stimuli, one of them was an ultrasonic vibration, and the remaining one was empty. That
is, it did not contain any vibration. We added a 2 second interval between stimulations to
allow the robot to return to the start position before the next stimulus. The stimuli were
presented in random order. In a two-alternative forced-choice decision (2AFC), volunteers
had to identify which stimuli contained the vibration. The trial ended a�er the volunteers
had contact with both stimuli. We implemented contact and movement checks to verify that
the task was executed properly in every experiment. Experiment Parameters: The hand was
placed at a distance of 25 cm from the haptic array, the speed of movement of the focal point,
hand, and array was 0.3 m/s and the total distance rendered was 30 cm.

10.13.3 Setup

The experimental setup was composed of an UltraLeap for hand tracking, a Kinova Gen3 6
DoF for driving the array, A Valve Index VR headset, and a VR-Ready laptop (Acer Predator
Helios 300 with a NVidia RTX 2070). We implemented a VR environment for conducting all
three experiments. The ultrasonic array was positioned vertically in front of the volunteers.
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Volunteers placed their hands on an armrest so they did not get tired of holding their hands
in a parallel array position. Finally, we rendered a virtual (guiding) hand in VR that guides
the volunteers through all the experiments. (i.e., hold the hand static or Actively explore the
stimuli).

10.13.4 Participants and Procedure

Eight people participated in the study, one volunteer was female, and one participant was
le�-handed. Ages ranged from twenty-three to thirty-three years old, with an average age
of 28.8 (SD = 3.3). None of the volunteers reported any skin conditions that impaired their
capability to discriminate tactile sensations. One participant was le�-handed. Volunteers
were compensated with 10€/h for their participation in the study. Exclusion Criteria: We
targeted young adults (less than forty years old) according to Peters et al. [457] to guarantee
skin sensitivity. Additionally, people with reported skin conditions were excluded from the
experiment.

Volunteers were instructed to read through the informed consent and �ll up a demographics
survey. Next, the experimenter explained the tasks, the elements of the study, and the stages
of it. When the participant felt comfortable with the setup, we asked them to put on the
headset and follow a tutorial about the experiment. The tutorial included tasks like matching
the virtual and real hands, moving their hand from le� to right, and selecting one stimulus
in the same way they would in the experiment (2AFC). A�er the tutorial, the �rst assigned
experiment started. Once the participant went through all the experiments and conditions,
we debriefed them on the experiment’s details. Volunteers were compensated with 10€/h.
The study’s average duration was one hour.

10.14 Perceptual characterization Results

We calculated the psychometric functions for every experiment and condition using bayesian
estimation. Precisely, we followed the approach by Schütt et al. [458]. We modeled all the
psychometric functions using normal cumulative sigmoids. The points of subjective equality
(PSE) are calculated at the 75% chance of correct responses; this value also re�ects the
absolute detection threshold (TA). Similarly, themiddle point between the PSE and the higher
chance of a correct answer is taken as the detection threshold. Finally, the just noticeable
di�erence (JND), which represents the lower change in intensity that an observer can detect,
was calculated as the di�erence between the PSE and detection threshold. All the data from
this experiment is available in the supplementary material. For the sake of simplicity, the
intensity values are presented as a percentage of the maximum rendering power of the
ultrasonic array; peaks on the STRATOS platform range from 0 − 1125Pa.

Results for passive touch (Experiment #1) show a slightly lower absolute threshold (TA) for
static ULTRASONIC ARRAY (TA = 0.415, Con�dence Interval (CI) = 0.630) than for dynamic
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Figure 10.16: We tested the system in seven different scenarios exposing its capabilities and the
challenges of the paradigm of array-in-motion mid-air rendering.

ULTRASONIC ARRAY (TA = 0.433, CI = 0.548), however, the detection sensitivity (SenStatic)
was higher in dynamic ULTRASONIC ARRAY (SenDynamic = 0.885) than static ULTRASONIC
ARRAY (SenStatic = 0.745). Consequently, dynamic ULTRASONIC ARRAY presents a better
JND than static ULTRASONIC ARRAY (JNDStatic = 0.165, JNDDynamic = 0.089). In the case
of active exploration of stationary objects (Experiment #2); The absolute threshold was, in
fact, lower in the dynamic ULTRASONIC ARRAY condition (TA = 0.454, CI = 0.747) than in the
static ULTRASONIC ARRAY condition (TA = 0.473, CI = 0.650). Nonetheless, sensitivity and
JND were not better than static ULTRASONIC ARRAY (SenDynamic = 0.592, SenStatic = 1.123,
JNDDynamic = 0.090, JNDStatic = 0.047). Finally, in Experiment #3 static and dynamic UL-
TRASONIC ARRAY showed an identical behavior in all metrics, however, dynamic ULTRASONIC
ARRAYperformedmarginally better sensitivity and JND (SenDynamic = 2.573,SenStatic = 2.159,
JNDDynamic = 0.045, JNDStatic = 0.056) but also marginally worse in Absolute threshold;
namely static ULTRASONIC ARRAY (TA = 0.361, CI=0.420) and dynamic ULTRASONIC ARRAY
(TA = 0.366, CI = 0.404).

In all, an overarching question is whether rendering ultrasoundmid-air haptics in movement
is notably di�erent from the static case, therefore, impacting the rendering quality. We
assessed this question by analyzing the likelihood of the two models to be similar (Bayes
Factor in favor of the null hypothesis) for the general model across all the experiments
using a Bayesian Paired T-test. We found that the Bayes Factor for TA is 3.8 (BF01 = 3.864,
Error = 0.015%), which means that the distribution of perceptual thresholds obtained
from our characterization is 3.8 times more likely to occur under the null hypothesis than
under the alternative hypothesis. This likelihood is closely followed by the JND distribution
(BF01 = 3.886, Error = 0.015%). In the case of the sensitivity (Sen) the distribution of data
collected is 1.67 (BF01 = 1.672, Error = 0.022%) times more likely to happen under the
case where the systems are similar. This provides support to the fact that even if in speci�c
scenarios, dynamic ULTRASONIC ARRAY can have mechanical advantages and disadvantages,
the two systems are likely to be equivalent in terms of absolute detection threshold and just
noticeable di�erence.
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(a) Flat Surface. (b) Round Surface. (c) Complex Surface.

(d) Moving Object. (e) Environmental Haptics. (f) UI. (g) Tangibles.

Figure 10.17: We tested the system in seven different scenarios, exposing its capabilities and the
challenges of the paradigm of array-in-motion mid-air rendering.

10.14.1 Improvement in Quality

The psychometric modeling of the dynamic setup evidenced similar performance in relation
to a static ULTRASONIC ARRAY. In speci�c cases, it did not reduce the rendering quality but
increased it. We discovered that the dynamic rendering mode introduces a tradeo� between
rendering quality (Sensitivity & JND) and perceived intensity (Absolute threshold). For dy-
namic objects (H1 and H3), it did not impact the rendering quality; in fact, in Experiment #1,
sensitivity and JND values were better for dynamic ULTRASONIC ARRAY than static ULTRA-
SONIC ARRAY. These results go in the direction of H1 and H2, but also show the possibility
of improving the rendering quality by moving the array at a similar speed to the moving
object. However, this introduces mechanical limitations for fast-moving objects; further
investigations are thus required in this regard. Finally, the dynamic setup did have an evident
impact on the rendering quality for static objects. This was expected given the compensation
in the position that the ULTRASONIC ARRAY has to perform in order to hold still the focal
point while moving. Therefore, such behavior is encompassed with H2.

10.15 Show Cases

We developed seven showcases to present the systems’ capabilities for rendering large-scale
mid-air haptics. Thus, we designed all showcases to re�ect the need for haptics in various
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scenarios and showcase the potential of the proposed system. We classi�ed haptics in VR into
three groups: general object haptics, environmental haptics, and haptics for user interfaces.
The simplest haptic feedback is to present a Flat Surface, more advanced are Round Surface,
and �nally, in the group of general objects, we have Complex Surface. A special case of general
object haptics is Moving Objects, which heavily relies on stable tracking. Moreover, they
also deliver a feeling of energy in an environment, such as falling leaves activated by wind.
Such feedback can also be ubiquitous in the case of rain, and thus, we identi�ed the group
Environmental Haptics. Finally, the last group we identi�ed is haptics for user interfaces. Here,
we see User Interface with buttons, a text �eld, and a virtual keyboard. On the other hand, we
identi�ed 3D user interfaces that align with Tangibles.

10.15.1 Flat Surface: The Door

Flat surfaces are one of the most commonly used elements that help build more complex
geometric objects. However, their simplicity does not imply that they are not helpful as they
are widely used in VR applications, e.g., walls, �oors, doors, and tables. Thus, �at surfaces
are essential for VR gaming and collaborative environments.

In detail, we used a �at 2m tall 1m wide door to showcase how the proposed system can
deliver haptic feedback on a large surface, see Figure 10.17a. We had the door be part of a
building situated in a low-poly �at-shaded world to support immersion. The world consisted
of simple elements such as trees and mountains.

For rendering this �at surface, we used the force�eld rendering mode included in the Unity
Ultraleap package that calculates the hand’s intersections and renders focal points in the
collision coordinates. In the �at surface case, we positioned a plane in front of the door, so
every time the participant touches the door’s surface, the contact points are stimulated.

In this scenario, we expected participants to use a �at open hand in active exploration of the
�at surface.

10.15.2 Round Surface: The Tree

A�er �at surfaces, round surfaces use the third dimension, allowing for more complex
combined objects. While they give designers of VR experiences a greater set to pick from,
they are harder to realize from a haptic rendering perspective. Examples of such objects are
door handles, advertising pillars, or trees.

We selected a tree trunk. Again, we can show the system’s capabilities to render large-scale
haptics, Figure 10.17b. As we only focused on scale, we used a simple large cylinder as a tree
trunk with a diameter of 0.5m. The greater scenario of this showcase is a small island with
in�nite see-around. We placed some other trees and some stones on the island. We again
used a low-poly �at-shaded visualization with a cartoon-like skybox.
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For rendering round surfaces, we used a similar approach to the �rst scenario. Still, this time
we moved the plane tangentially based on the user’s �ngers’ contact points and the cylinder
representing the tree’s trunk.

In this showcase, we expected participants to explore the surface using a more relaxed and
concave hand position.

10.15.3 Complex Surface: The topology Map

All objects can be modeled as combined complex structures with �at and round surfaces,
sometimes comprising thousands of small surfaces. However, this poses several new chal-
lenges; for instance, the need for haptic feedback in di�erent directions, e.g., when grabbing
smaller objects or the fast switching between haptic feedback directions while moving over a
complex surface. For such a scenario, we used a map exploration scenario. Here, touching
the di�erent faces requires haptic feedback to move quickly and precisely.

We pick such a map exploration task in an education scenario for showcase, see Figure 10.17c.
Therefore, they hang the map on a classroom wall as one would hang a classical 2D map. The
environment was a full-scale classroom with desks, chairs, blackboards, and shelves. Large
open windows reveal the skyline of the surrounding city for an immersive impression.

Using a similar approach to round surfaces, wemoved the rending plane based on the contact
points, generating focal points in the intersections between the �ngers and the mountains’
colliders.

For this showcase, we expected participants to rely mainly on their �ngertips for the explo-
ration, given the number of details presented by the topology map.

10.15.4 Moving Objects: Falling Leaves

Wemove away from a static showcase, with the next showcase toward moving objects. Here,
we show that the system can provide static haptics at a new position and render constant
haptic feedback while the user’s hand follows a moving object.

We designed a tree in autumn where leaves fall to the ground to experience moving objects’
constant feedback. This showcase is unique as it shows that the proposed system can provide
continuous feedback in a large volume and render feedback to many small targets – the many
leaves falling. To provide the users with an atmospheric autumn day, the sun is set low with
long shadows, more realistic grass textures, and many trees surrounding the user’s distance
to deliver the impression of a glade in a forest, see Figure 10.17a.

We generated circular sensations on the palm every time the hand collided with a leaf to
render the leaves. The coordinates of the circular sensations followed the leaf movement
instead of the hand translation.
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In this showcase, we expected participants to quickly change the con�guration (from open
hand to grasping) and position of their hands in order to catch the leaves.

10.15.5 Environmental Haptics: Rain

For cinematic experiences and storytelling, it is important to deliver haptic feedback for
elements in the environment and render environmental haptics such as wind, rain, and snow;
cf. Tatarchuk [459]. This further challenges the system as now the tracking and feedback
need to provide constant haptic feedback nomatter where the user is and how fast they move.

We designed a living room with a large open window to explore environmental haptics for
storytelling and not overload the user with haptic feedback. Outside, the user is presented
with a rainy summer night Figure 10.17e. Thus, whenever the users hold their hands, they
will get heavy rain rendered onto their hands. Again, the large-scale haptic rendering system
allows users to explore the entire area outside the window widely.

We render rain by generating scattered focal points in the hand every time the participant
takes their hand out of the virtual window. The haptic feedback is presented as long as the
user’s hand is outside of the window. Furthermore, the feedback is rendered from below
the user’s hand and not from above. We rendered this scenario in this speci�c way given the
limitations of the system to placing the array facing upside down at fast speeds when the
users �ip their hands.

We wanted to explore free-hand exploration across the rendered volume; speci�cally, we
wanted to see the impact of participants �ipping their hand in the opposite direction of the
array and its impact on enjoyment and perception of the feedback.

10.15.6 User Interfaces: Digital UI

Graphical User Interfaces with buttons, sliders, and scrollbars are standard in traditional
desktop applications and to navigate through virtual 3D interfaces; cf. Zhang et al. [460].
While user interface elements are typically �at surfaces, we present them in their own
showcase due to their importance in interface design. To enable volunteers to experience
the feedback provided by the system, we used a simple interface with buttons placed into an
outer space skybox, Figure 10.17f. This enabled volunteers to experience the rapid clicking of
the same buttons and the fast switching between buttons.

Digital interfaces were previously rendered using circular focal point movements on the
palm. We followed the same approach for the buttons and the sliders on the interface.

In this showcase, we evaluate a popular use of mid-air haptics: interface interaction. Speci�-
cally, we wanted to check one-�nger interactions. Therefore, the interface features small
buttons so the participants cannot interact with them using their full hands.
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10.15.7 Tangibles: Button & Knob

A special form of user interface elements is tangible UIs; here, in contrast to traditional
user interface elements, we see 3D elements such as levers, buttons, and knobs; cf. Fang
et al. [450].

We compiled a scene in which a user can steer the rotation of a crane using a button and a
knob, see Figure 10.17g. While the knob allows manipulating the crane’s current orientation,
the buttons allow switching the direction of the rotation. While this is a toy example, the
focus is on the tangible elements and not on the complexity of the task.

The haptic rendering in this environment aimed to simulate coherence between the visual
and haptic feedback; for the push button, we simulated pressure on the palm whenever the
user touched the buttons. In the case of the knob, we rendered a dial sensation on the palm,
rotating at the same speed as the knob.

In this scenario, we wanted to complement the interface interactions by adding elements
that must be used using the full hand and not only one-�nger interactions, such as a big push
button and a hand-sized knob.

10.16 Show case Evaluation

To evaluate the system and its capabilities to render haptic feedback at a large volume, we
invited 12 volunteers to interact with the seven showcases above. While the proposed system
can render di�erent haptic feedback patterns, our investigation solely focused on providing
feedback in a large space, allowing the user to move around an object or area of interest
freely. Volunteers experienced all seven SCENES with Haptic Feedback and with No Feedback.
We randomized the order of the scenes within each haptic condition and counter-balanced
the independent variable HAPTIC.

While there are haptic feedback systems out there, we opted for the No Feedback as this is
the only real possible comparison. Haptic feedback systems using vibration do require a
controller in the hand of the user. The alternative to controllers is body-worn haptic systems
(cf. Fang et al. [450]); however, they augment the user too. On the other hand, our system
does not occupy the user’s hand, nor is it body-worn. Thus, currently, there is no system
that provides haptic feedback on this scale. Thus, the only fair comparison is a No Feedback
comparison.

10.16.1 Apparatus

We used the system in a silenced∼ 30m2 large room. The robotic armwasmounted on a desk
situated in the center of the room. We provided visual feedback of the robot end-e�ector
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inside the virtual environment to ensure participants’ safety and avoid breaks in immersion
due to unexpected elements in the real world. A semi-transparent red square represents
the end-e�ector. In all the conditions, participants had feedback about the position of their
hands.

10.16.2 Participants and Procedure

In total, we invited 12 volunteers (6 female, 6 male), with an average age of 26.2 (SD = 2.2).
Two volunteers own VR headsets, and two stated they had no prior experience with VR. In
addition, all but one participant were right-handed. Finally, three volunteers indicated that
they had experienced haptic devices beyond common vibration feedback (e.g., smartphones)
beforehand.

A�er welcoming volunteers, we explained the study and answered any questions before
starting the study. One experiment guided the volunteers through the survey during the study,
which took around 40 minutes. Volunteers started either with or without haptic feedback.
Here, volunteers were asked only to use their right hand to explore the environment. The
exploration tasks did not include any dexterous manipulation, and task performance was not
measured. Therefore, the handedness of the participant would not impact the execution of
the task. The volunteers experienced each scene for around 1 minute, in which they were
free to move and explore the target objects. On a 7-point scale, we asked volunteers to rate
the following four questions: "The experience was enjoyable?" "I felt a strong feedback," "The
virtual object felt real," and "I did not feel anything when my hand touched the object." The
�rst one was inspired by the User Experience Questionnaire [461], and the other three by
other haptic investigations, e.g., [450, 452, 462]. Additionally, a�er the volunteers �nished
one haptic condition, we asked them to �ll out a Igroup Presence Questionnaire (IPQ) [463].
Finally, we noted down relevant comments and reactions the volunteers had during their
participation. While the robot is designed for humans as an assertive robot and, thus, should
not harm a human in a way, the experimenter always had an emergency button within arms
reach. Moreover, to protect volunteers from the ultrasound, we asked them to wear earplugs,
which we provided.

10.16.3 Results

Overall, all volunteers reported an excellent level of positive feedback on the use of the
system. In particular, they were positively surprised by how well they could experience the
complex surface – the mountain; for instance, P5 stated, "[the mountain] was the coolest."
Other comments include P6 "I felt the leaf falling through my hand." Moreover, P12 stated
that the environment feels not responsive; here, P12 described being disconnected from the
virtual world.

With the designs, e.g., using low-poly �at-shaded scenes, we aimed to not focus on the
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feedback itself but on the system’s ability to render feedback in a large space. However,
volunteerswould have liked to feel the tree’s bark and stated that thiswas amissed opportunity
not to render the detailed texture (P11); cf. Freeman et al. [464]. Moreover, P3 stated they felt a
mismatch between the real world and VR as the feedback was mid-air and not force feedback.
Finally, P1 and P2 reported tracking issues that we could trace back to the LeapMotion, as
these two volunteers had particularly small hands.

10.16.4 Quantitative Feedback

As all of the questionnaire results for enjoyment, strong feedback, object felt real, and no
touch sensation where not normally distributed (W = 0.920, p < .001;W = 0.854, p < .001;
W = 0.890, p < .001;W = 0.800, p < .001; respectively) we aliened and ranked the data �rst
using ARTool [465].

First, we investigated whether HAPTIC or SCENE signi�cantly in�uenced enjoyment. There-
fore, we conducted a two-way ANOVA. The analysis revealed a signi�cant e�ect for HAPTIC
and SCENE (F1,143 = 32.196, p < .001; F6,143 = 3.410, p < .004; respectively). However, we
found no signi�cant interaction e�ect (F6,143 = .689, p = .659). Post hoc t-tests revealed
that only Round Surface vs. Tangibles is signi�cantly di�erent (t(143) = −3.305, p = .025), all
others are (p > .05).

Next, we were interested if the strong feedback was signi�cantly in�uenced by HAPTIC or
SCENE. The analysis revealed a signi�cant e�ect for HAPTIC and SCENE, and a signi�cant
interaction e�ect (F1,143 = 267.386, p < .001; F6,143 = 2.547, p = .023; respectively). Due to
the signi�cant interaction e�ects, we only looked at the six important post hoc comparisons

Object Felt Real No Touch Sensation

Enjoyment Strong Feedback

Flat
Surface

Round
Surface

Complex
Surface

Moving
Objects

Environmental
Haptics

User
Interface

Tangibles Flat
Surface

Round
Surface

Complex
Surface

Moving
Objects

Environmental
Haptics

User
Interface

Tangibles

Flat
Surface

Round
Surface

Complex
Surface

Moving
Objects

Environmental
Haptics

User
Interface

Tangibles Flat
Surface

Round
Surface

Complex
Surface

Moving
Objects

Environmental
Haptics

User
Interface

Tangibles
1

2

3

4

5

6

7

1

2

3

4

5

6

7

1

2

3

4

5

6

7

1

2

3

4

5

6

7

Scene

S
co

re

Haptic  Haptic Feedback No Feedback

Figure 10.18: The score of the four questions independent for HAPTIC × SCENE.
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Figure 10.19: The rating of the four sub-scales of the IPQ questionnaire [463] and the combined
presents the score for the two conditions Haptic Feedback and No Feedback.

comparing only within each SCENE. T-test reveal that all di�erences are p < .001, see
Figure 10.18.

Next, we investigatedwhether HAPTIC or SCENE signi�cantly in�uenced if the object felt real.
We again conducted a two-way ANOVA. The analysis revealed a signi�cant e�ect for HAPTIC
and SCENE (F1,143 = 67.197, p < .001; F6,143 = 2.684, p < .017; respectively). However, we
found no signi�cant interaction e�ect (F6,143 = .757, p = .605). Post hoc t-tests reviled that
only Environmental Haptics vs. Tangibles is signi�cantly di�erent (t(143) = −3.181, p = .038),
all others are (p > .05).

Finally, we were interested if the feeling of no touch sensation was signi�cantly in�uenced
by HAPTIC or SCENE. The analysis revealed a signi�cant e�ect for HAPTIC and a signi�cant
interaction e�ect (F1,143 = 248.679, p < .001; F6,143 = 2.231, p = .044; respectively). However,
no signi�cant e�ect for SCENE (F6,143 = 1.611, p = .148). Due to the signi�cant interaction
e�ects, we again looked at the six meaningful post hoc comparisons, comparing only within
each SCENE. The T-test reveals that all di�erences are p < .001, see Figure 10.18.

10.16.5 Presence

First, we analyzed the IPQ questionnaire [463] (scale: from 1 to 7) to determine whether
HAPTIC signi�cantly in�uenced the presence in VR, see Figure 10.19. As the sub-scale "Sense
of Being There" was not normally distributed (W = 0.908, p = 0.032), we decided to run the
Wilcoxon signed-rank test, which does not assume the normality of the data.

The tests revealed that the sub-scales "Sense of Being There," "Spacial Presence," and "Ex-
perienced Realism" are all signi�cantly di�erent between the condition Haptic Feedback vs.
No Feedback (V = 2, p = 0048; V = 1, p = .005; V = 0, p = .004; respectively) where Haptic
Feedback outperformed No Feedback. However, there was no signi�cant di�erence for the
subscale "Involvement" (V = 27, p = .635). Finally, the overall feeling of presence scored by
the IPQ was higher in the condition with haptic feedback (V = 5, p = .005).
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10.17 Discussion

We encompassed our e�orts towards outperforming the current state-of-the-art in workspace
size and render quality for mid-air ultrasound haptics for Virtual Reality. With the proposed
system, we achieved a rendering volume almost ten times bigger than the highest rendering
volume reported in the literature (Suzuki et al. [454]). The synergy between an ultrasound
emitter and a serial robot increases the haptic array’s workspace by optimizing the array
rotation and location within the nominal actuation range of the robot. However, physically
moving parts introduce an additional set of safety considerations to the design process.
We tackled this by maintaining the robot’s safety features (such as collision detection and
maximum speed) and implementing an over-damped PD control that ensures so�movements
of the haptic array. On the other hand, observing such safety measures reduces the system’s
versatility in speed or acceleration. It is technically possible to increase the robot’s reaction
speed to match the hand’s movement speed (for example, with a full PID controller setup and
overriding the speed constraints). However, additional safety measures should be introduced
to protect the user from unwanted collisions. We executed a set of tests to model the end-
e�ector behavior in terms of rotations and translations. Additionally, the hand guidance
strategy used to enable the robot to follow the hand favors con�gurations where the haptic
array is facing outwards from the base of the robot; While this strategy can exploit the
potential of the increased workspace, a more elaborated strategy could allow the end-e�ector
to quickly relocate facing down to render sensations even if the palm of the user is facing up.

10.17.1 Challenges of extending Ultrasound Haptics Workspace using Moving Ar-
rays

Besides the technical challenges that can be faced when using a setup like the one presented
in this manuscript, a primary design concern is the impact of motion on rendering quality.
This is how themovement of the emitter alters the perceived quality of the ultrasound stimuli.
We explored this impact using psychometric characterization as this is a central topic in
the context of this manuscript. This puts our perceptual characterization as the �rst study
reporting the impact of the emitter’s movement on the perceived rendering quality of mid-air
ultrasound haptics.

With this exploration, we identi�ed that while a moving array closely matching the speed
of the virtual moving object could lead to better perceptual features and, in the opposite
case, a static object with a moving array could tend to perform less e�ciently. We discovered
that the overall performance of both systems is likely to be equivalent (Bayesian T-test). This
means that even with the gain on rendering volume, both arrays can perform similarly; with
an added gain, the rendering distance of the dynamic array to the hand is smaller, so the
hand stays within the optimal rendering distance.
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10.17.2 Contributions of an extended Haptic Rendering Workspace to Presence

Only one IPQ scale did not perform better than the baseline. However, this is not surprising as
involvement with the scene and the environment’s interaction did not change. Moreover, we
found that volunteers enjoyed exploring the di�erent showcases. We also found that we could
signi�cantly boost their enjoyment when providing haptic mid-air feedback. Combined with
the technical evaluation and its result that the workspace is more than 19m3 large, we believe
that with the proposed setup, we make a step towards large-scale mid-air haptic feedback,
which many systems can bene�t from.

In the STRONG FEEDBACK questionnaire, a small number of participants rated the feedback
as strong (above 1) in the NO FEEDBACK condition; the reason for this phenomenon could
be the presence of phantom vibrations a�er being exposed to the vibrations produced by
mid-air haptics. However, more evidence is necessary since the mid-air haptics community
has not explored this phenomenon so far.

10.17.3 Extending Ultrasound Haptics Workspace; What is the best Approach?

While several authors have reported a signi�cant increase in the workspace of ultrasound-
based mid-air haptics, these approaches have been highly heterogeneous, and yet ours
signi�cantly di�ers from those already reported in the literature:

Howard et al. [452] pan-tilt device tackles the problem by mounting the haptic array on a two-
degree-of-freedom rotational platform. Such a setup considerably increases the workspace
(around 17 times). However, the fundamental problem of the rendering quality remains un-
touched, given that the array is still spatially anchored to a �xed point. Instead, the proposed
system drives the array closer to the user’s hand, which impacts the rendering intensity and
quality. A signi�cant disadvantage of the proposed system is the control complexity and
cost di�erence (Howard et al. [452] reported that their system cost only 150 Euro). However,
the rendering volume and quality di�erence is considerable; the proposed system has a
workspace 21 times larger than Howard et al. [452].

Brice, McRoberts, and Ra�erty [453] approach instead was to relocate the haptic array in a
set of pre-de�ned locations using a serial manipulator. Their approach increased the volume-
rendered around 27 times with �ve pre-de�ned locations. While this setup can drive the
array from one position to the other, it does not dynamically adapt to the user’s hand position.
Furthermore, it does not consider rotations of the haptic array and does not render while
the array is relocating. Such an approach is inherently simpler from the control perspective
and safer in many conditions, given that the number of situations where the robot is moved
is considerably lower. Nevertheless, the implementation carries many of the static array
limitations given that the approach is fundamentally the same but with added relocation.
The proposed system instead continuously optimizes the position and rotation of the array to
be close to the user’s hand across a bigger workspace.
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Finally, perhaps the most divergent approach in this ecosystem is the one proposed by Suzuki
et al. [454]; Enlarging the ultrasound array by increasing the number of transductors. The
approach by Suzuki et al. [454] advantage is the lack of moving parts in the setup, making it
inherently safe concerning collisions within the interaction space. Additionally, the focal
point relocation is potentially faster in extreme positions, given that the emitters do not have
to switch positions or locations. Suzuki et al. [454] proposed setup enlarged the rendering
volume around 36 times compared with the original Ultraleap workspace. However, the setup
is technically more complex and energy ine�cient, considering the overheating of the haptic
arrays. Furthermore, the rendered volume is still considerably smaller than the one achieved
with the proposed setup.

A major advantage of the proposed setup over the cited alternatives is the system’s scalability.
Cobots are increasingly becoming more popular and a�ordable. They can be used in a broad
number of contexts, including haptics. This favors the proposed modular design that allows
us to mount and unmount the haptic array from the robot’s end-e�ector to switch from one
proposed to the other easily. Moreover, a potential extension of the current work could
be the integration of encountered-type haptics and extended ultrasound mid-air haptics to
render kinaesthetic and tactile-only sensations with a single setup. Such an advantage is
unfortunately not possible with the compared alternatives given the highlighted limitations
on their approaches.

Encountered-type Thermal Haptics in Virtual Reality

Figure 10.20: We introduce an Encountered-type Haptic Display that incorporates thermal feedback
to enrich VR experiences, our study shows significant improvements in user immersion and haptic
realism.

In this section, wedesigned an (Encountered-typeThermalHapticDisplay) ETHDend-e�ector
that enables VR thermal rendering. Unlike previous approaches, we do not use pneumatics
or hydraulics to vary the temperature of the tactile surface; instead, we strategically placed an
array of Peltier elements in the end-e�ector surface to generate the desired thermal stimuli
while keeping the hands of participant unoccluded for interaction. This section describes

227



Enhancing Sensory Experiences in Virtual Environments

Figure 10.21: In the VR experience, the participant interacts with a microwave and toaster, experienc-
ing thermal feedback. Subsequent images show real-world views of the scenarios.
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Figure 10.22: System electronic schematic: The system is powered by an Arduino micro microcon-
troller and an 8 channel relay module for power control of the Peltier modules

our thermal encountered-type haptic display system and design strategies. In detail, we (1)
describe the hardware required to build the interface, (2) report the user intent prediction
strategy to locate the end e�ector in the virtual environment timely, and (3) propose two
di�erent thermal rendering strategies. All the materials used in this section are available at
https://github.com/mimuc/RoboThermalHaptics for repplicability.

10.18 Hardware

We used a Kinova Gen3 Cobot as our base platform. The cobot was controlled directly from
the graphic engine Unity3D using a control package provided by Villa and Mayer [Exp7]. We
used an Acer Predator Laptop with a Nvidia 2070 graphic card and an HTC Vive Pro Headset to
run the VR application. We also used a LeapMotion for hand tracking and a Vive Tracker for
detecting the hand position outside the LeapMotion tracking as done previously by [Exp5].
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10.19 End-effector Design

Our end-e�ector design is based on a 3D-printedmodel containing all the system components.
The model is designed to be attached to the robot arm using a default Kinova connection. It
comprises four parts: the main body, 225mmX225mm cooper plate, securing frame, and a
circuitry box. The main body contains the core components of the system, the copper plate
serves as a thermal transfer medium and provides a �at surface for the thermal stimuli, the
securing frame is used to keep the copper plate in place and pressured to the peltier elements,
and, �nally, the circuitry box host the electronics of the end-e�ector.

The cover is attached to the main body using four M3 screws. The main body is attached to
the robot arm using the Kinova default connector. The end-e�ector is designed to be printed
on a consumer 3D printer (Bambu Lab p1s). The end-e�ector weighs 2.3 kg, which is well
within the payload capacity of the robot arm (4kg).

The main body of the end e�ector has four spaces of 40mmx40mm to �t the Peltier modules
and four smaller 10mm radius holes for the temperature sensors in the frontal side. On
the back side, it has four screw spaces around the Peltier holes to �t heat sinks and cooling
fans. The interface between the Peltier modules and the copper plates was �lled with small
copper inserts and thermal pads for optimal heat transfer, while the interface between the
Peltier modules and the heat sinks was �lled with thermal paste for dissipation. The holes of
the temperature sensors were �lled with thermal paste to ensure heat transfer between the
copper plate and the body of the sensors. We used 4 Peltier elements rated 57 Watt; for the
heat sink and cooling fans, we used the AMDWraith Stealth Socket AM4. For the temperature
sensors, we used NTC thermistors. We selected copper as the conducting material given its
high thermal transfer compared to materials such as aluminum or iron, and the plate had a
thickness of 1mm to optimize thermal transfer speed.

10.20 Circuit Design

The electronics driving the end-e�ector functionality is composed of an Arduino micro
microcontroller which controls an 8-channel relay module that drives the power from the
power supply to the Peltiermodules. The power supply is set to deliver 12V and amaximumof
10A to the system. We used a step-down circuit to reduce the voltage from 12V to 5V supported
by the Arduino board. For temperature measurements, we use four NTC thermistors 100kΩ.
We used an HCS 3602 USB power supply which can deliver a maximum of 32V at 30A in the
current prototype. For details on the circuit con�guration, see Figure 10.22
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10.21 Firmware Design

The microcontroller featured a simple binary delayed setpoint strategy for temperature
control; As thermodynamic phenomena are typically slow in nature, we implemented a
binary temperature control strategywith a dead zone and a switch delay. Temperature control
is implemented for each peltier element individually. When the temperaturemeasured by the
closer temperature sensor is below the setpoint plus the temperature tolerance, the Peltier
element will be set to heat; when themeasured temperature by the closer temperature sensor
is above the setpoint minus the temperature tolerance, the Peltier element will be set to cool-
down. The system communicates with the virtual environment using serial communication
via USB and allowing individual control of the Peltier elements and set of target temperatures
for each element.

10.22 Intent Prediction Strategy

The intent prediction algorithm incorporates gaze tracking and hand velocity assessment,
with the interaction phase dictated by the latter’s speed. The system persistently monitors
the hand’s position and velocity, triggering a gaze-based target prediction via raycasting from
the head’s position until the hand speed crosses a 3 cm/s threshold.

Upon reaching or surpassing this velocity threshold, the algorithm assumes a straight-line
reaching trajectory and employs a direction vector from the index �nger’s tip for raycasting
to identify potential interaction points within the environment. If the projected interaction
target lies beyond the system’s reachable workspace—de�ned as a radius of 90 cm from the
robot base—a reach redirection strategy is implemented. Here, the redirection origin is
marked at the point where the hand velocity �rst exceeds the threshold.

This approach integrates the REACH+ [15, 466] algorithm for re�ning the hand position o�set
and applies a smoothstep interpolation for a natural interaction �ow. User disengagement is
recognized when the hand’s average speed toward an intended target falls below 0.5 cm/s
for a duration exceeding 100 ms. For experimental purposes, the system architecture was
augmented to incorporate a reactive relocation feature, enabling the robot to adjust its
position towards a pre-established location of the interactable object as dictated by the
experimental task parameters. This enhancement retains the foundational intent prediction
mechanisms of hand speed thresholding and gaze tracking yet introduces a dynamic spatial
adjustment to facilitate user interaction.

10.23 Thermal Rendering Strategies

Thermal phenomena are slow in nature, making it challenging to achieve drastic changes
in temperature in a short time, especially when the area to heat up or cool down is big. To
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address these challenges, we propose two thermal rendering strategies that can be leveraged
depending on the rendering requirements:

Figure 10.23: Render Strategy 1: All the Peltier modules act together to achieve a whole-plate temper-
ature level

10.23.1 Whole plate rendering method

With thismethod, it is possible to render a target temperature across thewhole plate, enabling
a bigger area of touch. In this method, the target temperature is set to the desired value,
and the plate will reach the desired temperature within a given time. Then, using the end-
e�ector intent prediction, the end e�ector is located in the encountered locations during
the interaction. As a disadvantage, the time to reach the target temperature can be high,
especially in temperatures far from room temperature, given extreme temperatures require
a higher energy consumption (see Figure 10.23).

Figure 10.24: Render Strategy 2: A thermal gradient is rendered by setting two elements to heat up
and two to cool down, temperature selection is done by setting the encountered location at the desired
temperature

10.23.2 Gradient rendering method

With this method, it is possible to render a spectrum of temperatures across the whole
plate, quickly enabling access to a wide range of temperatures. In this method, half of
the Peltier elements are set to a high temperature. In contrast, the other half is set to a
low temperature and held in this con�guration during interaction. Then, using the end-
e�ector intent prediction, the end e�ector is located in the encountered locations during
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the interaction, and the target temperature is modulated using the REACH+ algorithm to
redirect the users to touch the desired temperature point in the gradient (see Figure 10.24).
As a disadvantage, the temperature interaction area can signi�cantly be reduced, which can
be especially noticeable when the user uses the whole hand to interact or slides their �nger
through the surface.

10.24 Static Thermal Test

In order to characterize the end-e�ector’s thermal capabilities, we conducted a thermal test
following three scenarios: (1) Starting from room temperature and heating up the plate until
85 degrees celsius. (2) Starting from room temperature and cooling down until 10 degrees
celsius. Finally, (3) starting from room temperature and generating a heat gradient in the plate.
All temperatures were measured using an Optris 28-0023 thermal camera. Figure 10.25 and
Figure 10.26 depict the transient temperature progression in each scenario, while Figure 10.27
shows the measured temperature plots in each element. The test for scenario (1) yielded
that the end e�ector achieved a temperature of 70 degrees Celsius in the �rst minute and
a temperature of 85 degrees Celsius for almost four minutes, an absolute di�erence of 56
degrees Celsius. In contrast, in scenario (2), A�er fourminutes, the system reached an average
of 14 degrees Celsius, an absolute temperature change of 14 degrees Celsius. Achieving a
stable gradient took a total of four minutes; the measured temperature between the sides of
the gradient was 20 degrees Celsius.

Figure 10.25: Thermal test for whole-plate temperature control. Top: Heating up, Bottom: Cooling
down, both starting from room temperature

10.25 User Experience Assessment

ETHDs have been shown to improve immersion [467], realism [468], and overall experience in
VR [469]; therefore, the baseline condition of this study was chosen accordingly: we evaluate
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Figure 10.26: Thermal test for gradient temperature control

the encountered type of haptic feedback with and without additional thermal feedback on
top. This reduces confounding variables, such as the kinaesthetic feedback being the main
contributor to the haptic experience or immersion. Therefore, the results of this study
have to be considered in addition to the bene�ts of ETHDs that have already been reported
in the literature [470]. To assess the capabilities of the proposed system to enhance the
VR experience, we conducted a within-subject, in-lab study with 26 participants using the
gradient rendering method of the system with and without thermal feedback. In this section,
we describe and report on such a study.

10.25.1 Task

Participants were required to engage in a VR exploration game involving interaction with
various objects within the virtual environment: a cutting board, cereal box, microwave,
toaster, sandwiches in Fridge, and a cake container. They were instructed to navigate around
these objects to explore them, receiving directional cues for subsequent interactions. Each
object was designed to convey thermal properties re�ective of its type and condition. The
task was �nished once the participant interacted with all the objects.

10.25.2 Participants

26 participants took part in the experiment, from which 2 were removed from the analysis
given due to irregular setup behavior, leading to a total of 24 participants; participants were
primarily University Students with an average age of 23 years old (M=23.04, SD= 2.20); 6
participants self-reported to be female, 16 to be male and 1 preferred not to disclose. One
participant reported high familiarity with VR, 11 reported using VR o�en, and 12 reported low
familiaritywithVR. Participantswere recruited using the university communication channels.
Each participant was compensated with 10 Euros/Hour. The study had an average duration
of 50 minutes (M=50.60, SD=11.8). The recruitment and study procedures were conducted
in accordance with the LMUMunich IRB guidelines to ensure the ethical treatment of all
participants.
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Figure 10.27: Thermal response. Top: Heating up, Bottom: Cooling down, starting from room temper-
ature. PN refers to Peltier elements

Table 10.3: HX Questionnaire Items: Please notice that we used the original item labeling proposed
by the authors of the questionnaire

Item Question Factor
R1 The haptic feedback was realistic Realism
R2 The haptic feedback was believable Realism
R3 The haptic feedback was convincing Realism

H3 The haptic feedback felt disconnected
from the rest of the experience Harmony

H5 The haptic feedback felt out of place Harmony

I1 The haptic feedback distracted
me from the task Harmony

H2 I like having the haptic feedback as part
of the experience Involvement

I2 I felt engaged with the system due
to the haptic feedback Involvement

E4 The haptic feedback changes depending on
how things change in the system Expressivity

E5 The haptic feedback re�ects
varying inputs and events Expressivity

E1 The haptic feedback all felt the same Expressivity

10.25.3 Measures

We collected VR experience data with two questionnaires; the Igroup Presence Questionnaire
questionnaire measured presence in three subscales: Spatial Presence, Involvement, and
Realism [471]. And the HX model questions proposed by Anwar et al. [472] and originally
derived from Sathiyamurthy et al. [473] to measure haptic experience across multiple haptic
modalities. This set of items includes four factors: Realism, Harmony, Involvement, and
Expressivity. While the realism factor measured by the IPQ focuses on the contrast between
virtual and real feedback, assessing how closely virtual experiences mimic real life, the HX
realism evaluates the plausibility of the haptic feedback itself. Finally, we included 3 custom
questions: How easy was it to identify objects through physical interaction, like touching an object
or bumping into an object? (Q1). , How easily did you adjust to the control devices used to interact
with the virtual environment? (Q2). , and,Was the information provided through di�erent senses
in the virtual environment (e.g., vision, hear- ing, touch) consistent? (Q3).
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Figure 10.28: Boxplots of the dependent variables meassured in the study.

10.25.4 Procedure

On arrival, the experimenter introduced the participant to the study goals and procedure and
requested informed consent for participation. A�erward, the participant was asked to �ll out
a pre-study questionnaire, asking about their previous experience with VR, handedness, and
demographic information. The experimenter then explained the study’s procedure and the
experimental tasks.

The participant was then asked to put on the VR headset, and the experimenter proceeded to
calibrate the VR setup for the participant. A�erward, the participants were asked to interact
with the objects to familiarize themselves with the VR setup and the interaction mechanics.
The task included interaction with the whole system, where the participant had to touch
several points in the virtual objects with a virtual representation of the robot so that the
participants knew that the physical robot was moving.

A�er the training tasks, the participant was asked to perform the experimental tasks without
feedback from the real robot location so as not to break immersion. The participant was
asked to perform the tasks in a counterbalanced order and complete the questionnaires a�er
each condition. A�er completing all tasks, the participants participated in a semi-structured
interview, were debriefed about the experiment, and were �nally compensated.

10.25.5 Results

In the following section, we report the results of our user study in which we compared the
utility of temperature feedback (with temperature) against a systemwithout temperature
feedback (without temperature). For aggregated (grouped and averaged) values like
the IPQ questionnaire, we report the mean (M) and standard deviation (SD). For individual
questions, we report the median and the Median Absolute Deviation (MAD) as a measure of
variability. Figure 10.28 depicts all dependent variables grouped by our two conditions.
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10.25.6 IGroup Presence questionnaire

We analyzed the impact of our independent variable on the participants’ perceived presence
using the IGroup Presence questionnaire (IPQ). Similarly to the approach of the IPQ’s au-
thors10, we calculated the group means and used parametric tests to analyze the data. For
this, we �rst checked the data for normality using Shapiro–Wilk’s test, where we found no vio-
lation of the assumption of normality (sp: W = 0.93, p = 0.11, inv: W = 0.94, p = 0.18,
real: W = 0.92, p = 0.07). Therefore, we proceeded with paired-samples t-tests. The
analysis indicated a signi�cant (p < .05) e�ect on realism (real) (without temperature:
M = 2.44, SD = 0.6, with temperature:M = 2.65, SD = 0.65). Besides that, the analysis
did not reveal signi�cant e�ects for the other two subscales spatial presence (sp) (without
temperature: M = 3.64, SD = 0.55, with temperature: M = 3.69, SD = 0.47) and
involvement (inv) (without temperature: M = 3.08, SD = 0.83, with temperature:
M = 3.39, SD = 0.59).

Table 10.4: Significance test for the dependent variables.

DV Test Statistic p sig

IPQ sp t-test t(23) = -0.45 .659
inv t-test t(23) = -1.8 .086
real t-test t(23) = -2.29 .032 *

HX - Realism R1 wilcox W = 23 .239
R2 wilcox W = 16.5 .092
R3 wilcox W = 56 .651

HX - Harmony H3 wilcox W = 62 .916
H5 wilcox W = 68 .668
I1 wilcox W = 30 1.000

HX - Involvement H2 wilcox W = 12 .562
I2 wilcox W = 9 .009 **

HX - Expressivity E4 wilcox W = 26 .007 **
E5 wilcox W = 10.5 .013 *
E1 wilcox W = 167.5 .002 **

Own Questions Q1 wilcox W = 3.5 .027 *
Q2 wilcox W = 8 .453
Q3 wilcox W = 24 .505

10.25.7 Haptic Experience

Further, we assessed the haptic experience of our participants using the Haptic Experience
questionnaire as proposed by Anwar et al. [472] Similar to [474], we decided to test the items
individually. Because of the non-parametric nature of the data, we usedWilcoxon signed-rank

10https://www.igroup.org/pq/ipq/data.php, Retrieved July 22, 2024
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test to test for signi�cant di�erences between the paired samples. In the following, we only
report the signi�cant results. The remaining questions as well as all signi�cance tests can be
found in Table 10.4.

The analysis indicated a signi�cant (p < .01) e�ect on the item I felt engaged with the system
due to the haptic feedback (I2) with a higher agreement for with temperature (M = 4,
MAD = 0) compared to without temperature (M = 4,MAD = 1.48).

Also, we found a signi�cant (p < .01) e�ect on the item The haptic feedback changes depending on
how things change in the system (E4) with, again, higher agreement for with temperature

(M = 4,MAD = 0) compared to without temperature (M = 2.5,MAD = 2.22). Ad-
ditionally, the analysis showed a signi�cant (p < .05) e�ect on the item The haptic feedback
re�ects varying inputs and events (E5). As before, with temperature (M = 4,MAD = 1.48)
resulted in higher agreement compared to without temperature (M = 3,MAD = 1.48).
Finally, we found a signi�cant (p < .01) e�ect on item The haptic feedback all felt the same (E1)
with higher agreement for without temperature (M = 4,MAD = 1.48) compared to
with temperature (M = 2,MAD = 1.48).

10.25.8 Custom Questions

Besides the standardized questionnaires, we employed three custom questions to gain further
insights into the appropriateness of temperature feedback for encountered-type haptic feed-
back. First, we asked participantsHow easy was it to identify objects through physical interaction,
like touching an object or bumping into an object? (Q1). The analysis indicated a signi�cant
(p < .01) e�ect with higher ratings for with temperature (M = 4,MAD = 1.48) com-
pared to without temperature (M = 3,MAD = 1.48). Second, we asked our participants
How easily did you adjust to the control devices used to interact with the virtual environment? (Q2).
The analysis did not indicate a signi�cant di�erence between with temperature (M = 4,
MAD = 1.48) and without temperature (M = 4,MAD = 1.48). Finally, we asked our
participantsWas the information provided through di�erent senses in the virtual environment (e.g.,
vision, hearing, touch) consistent? (Q3). Again, the analysis did not show a signi�cant di�er-
ence between with temperature (M = 4,MAD = 0.74) and without temperature

(M = 4,MAD = 1.48).

10.26 Discussion

Through our two evaluations, we have shown the technical feasibility and the suitability
of the approach to deliver more realistic VR experiences. In the following, we discuss the
implications of our �ndings.
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10.26.1 The Implementation of a temperature-enabled ETHD

We found from our technical tests that the system takes around 2.5 seconds to achieve a target
point 40cm away from the initial point at the maximum recommended speeds for cobot
interaction. Aligned with literature [466, 470], this highlights the relevance of implementing
intent prediction strategies. In this work, we used a combination of gaze-based prediction
and hand trajectory tracking to relocate the cobot end-e�ector preemptively.

With regard to thermal rendering, we propose two rendering strategies. First, setting all the
Peltier elements simultaneously to the target temperature allows for a bigger rendering area,
which is especially useful for multi-�nger or full-hand surface palpation and also allows a
more consistent temperature rendering across the surface. Yet, it requires more time to be
ready for temperature rendering as it has to change the temperature of the whole thermal
plate for each target temperature. This is especially critical at higher temperature di�erences
and is further impaired when trying to reach low temperatures, which are generally more
energy-intensive when using Peltier elements. The second rendering strategy exploits the
multiple Peltier elements in the end e�ector to create a thermal gradient containing the
lowest and highest temperatures. This rendering method provides the advantage of rapidly
switching temperatures, given that the temperature is location-based within the end-e�ector
plate, and the contact point can be altered using hand redirection. However, temperatures
are not uniform through the plate, whichmeans that sliding through the plate in the direction
of the gradient will let the user know that the temperature is not uniform. We show how such
a rendering strategy would work in section 10.23.

On the other hand, the non-uniform temperature rendered using gradient rendering can be
bene�cial for generating thermal a�ordances such as temperature-based sliders, where, on
one side, the slider’s value is cold, and, on the other, it is warm.

10.26.2 The integration of temperature feedback enhances the realism of haptic
VR Experiences

From the user study, we found that the added thermal feedback in�uenced the participant’s
presence as de�ned by the IPQ questionnaire Realism factor but not in the Spatial Presence
or Involvement factors. The ratings for these two factors were already positive compared
to those for traditional ETHD. At the same time, realism had a more mixed rating from
participants, suggesting that adding thermal feedback can support these ratings where ETHD
does not perform well. On a perceptual level, this can be explained by sensory immersion;
object properties include sti�ness, temperature, and texture. While typical ETHD provides
kinaesthetic and tactile sensory information, the proposed systemadds additional stimulation
that increases haptic immersion.

This contrasts the realism factor of the Haptic Experience questionnaire, which addresses the
plausibility of the haptic feedback (HX - Realism) rather than the contrast of the virtual and
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real feedback (IPQ - Real). In this sense, thermal ETHD and typical ETHD had similar ratings
in the HX - Realism with only indistinguishable higher ratings (higher is better) favoring
thermal ETHD.

Regarding theHaptic Experience questionnaire, we found that the thermal ETHD signi�cantly
enhanced the haptic experience’s Expressivity component (HX - Expressivity) in all the
subscale items (notice that E1 is a reversed polarity item). This suggests the thermal ETHD
was perceived as more dynamic by the experiment participants and better integrated with
the events occurring in the virtual environment.

Regarding the Involvement factor (HX - Involvement), we found a signi�cant impact of the
thermal ETHD over the typical ETHD, with higher ratings in the item I felt engaged with the
system due to the haptic feedback (I2) (higher is better), but not for the other item (H2) which
may be due to the already positive ratings for both versions of the system. This might be
partially a limitation of the questionnaire item, given that this item apparently saturates at
some level of haptic immersion (we can call this a ceiling e�ect).

The �nal factor from the Haptic Experience questionnaire is the Harmony factor (HX - Har-
mony), which presented no signi�cant di�erences nor ceiling e�ects, suggesting no improve-
ment of thermal ETHDs over the overall haptic experience.

Regarding the custom questions, we found signi�cant e�ects only in Q1: How easy was it to
identify objects through physical interaction, like touching an object or bumping into an object?
suggesting that thermal ETHDs do improve the identi�cation of material properties given
the higher haptic immersion, coherently with IPQ-Real.

Although typical ETHD has been shown to improve the overall VR and haptic experience, we
found that adding thermal feedback can substantially improve ETHD, making it reasonable
to consider it as a component to be integrated into future haptic interfaces.
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11
TOOLS AND TECHNOLOGIES FOR

AUGMENTATION SIMULATION

This chapter is based on the following publications:

[ Cobity: A Plug-And-Play Toolbox to Deliver Haptics in Virtual Reality - Steeven Villa
and Sven Mayer - In: Proceedings of Mensch und Computer Conference 2022 (MuC ’22).
Association for Computing Machinery.

[ Towards a Haptic Taxonomy of Emotions: Exploring Vibrotactile Stimulation in
the Dorsal Region - Steeven Villa, Thuy Duong Nguyen, Benjamin Tag, Tonja-Katrin
Machulla, Albrecht Schmidt, Jasmin Niess - In: Proceedings of the 2023 ACM International
Symposium on Wearable Computers (ISWC ’23). Association for Computing Machinery.

11.1 Towards Plug-And-Play Robotics

+ Developing tools and prototypes for human augmentation research is fundamental, in this
chapter I list two tools a unity plugin for controlling robots in VR and a vibrotactile haptic vest.
We developed the Cobity plugin as a bridge to bring robotics closer to HCI researchers, therefore
prioritizing easiness to use and setup. The plugin runs in the same operating system (Windows)
and does not require network communication with auxiliary platforms. It does not need to
launch additional software to establish the connection and communicate with the robot. In the
following, we present the details of our implementation. On the other hand, we developed the
haptic vest in order to enable sensory substitution in the dorsal area.

11.1.1 Architecture

To reduce computational costs in the host computer and the complexity of the communication
setup, we aimed to provide direct communication from the graphic engine to the robot joints.
However, such implementation raises a series of con�icts, such as the control frequency
required to make the robot movement smooth and stable. A direct control loop over the robot
joints involves aminimumof 1Khz to avoid instabilities and oscillations in themotor; however,
a graphic engine such as unity typically runs at ∼30 to 120 fps. While this is frequently
acceptable for graphics, it’s not suitable for robot control. Therefore, we developed a dynamic
library that manages this communication by running a velocity control over the 1KHz loop of
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(a) Robot 3D Model (b) Plugin Interface

Figure 11.1: The two visual components of our plugin.

the robot, see Figure 11.2. This introduces amiddle loop that sets targets to theHigh-frequency
loop whenever it reads them from the physics loop in the graphic engine. The central
loop reads positions in coordinates centered in the robot’s base. The cartesian coordinates
are converted into velocity vectors (Rotational and Translational), communicated to the
kinematics loop, and �nally applied to the joint motors. The feedback from the encoders
is read from the encoders in the robot and then sent to the graphic engine to animate the
cobot’s model.

11.1.2 Control

We implemented a PD control [475] in the translation and rotation axis. Proportional-
Derivative (PD) controls are widely used for high-level control in robotics [476, 477, 478, 479].
Similarly, we used a PD controller to create a velocity control based on cartesian coordinates
given by Unity. The Kortex Library1 internally computes inertia, Gravity and Coriolis.

Equation 11.1 and 11.2 describe the PD control based on Dorf and Bishop:

Px,y,z = Px,y,z,bias +Kp ∗ e(t) +Kd ∗ (e(t) − e−1(t)) (11.1)

Rθ,ψ,φ = Rθ,ψ,φ,bias +KpR ∗ e(t) +KdR ∗ (e(t) − e−1(t)) (11.2)

Where Px,y,z and Rθ,ψ,φ represent the pose of the end e�ector (Cartesian position and ro-
tations), Px,y,z,bias and Rθ,ψ,φ,bias are the standard o�sets in position and rotation, Kp,Kd

andKpR,KdR are the controller components (PD) for position and rotation respectively and
�nally e(t) represent the error between target position/rotation and current position/rotation.

1https://github.com/Kinovarobotics/kortex
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Figure 11.2: Plugin communication scheme, a C++ dynamic library manages the information ex-
change between the graphic engine and the control loop of the robot: The graphic engine manages
the positions in the virtual environment, the target positions and measured feedback are sent and
retrieved from the plugin. The plugin then communicates with the robot loops using the Kortex API
to manipulate the robot’s end effector towards the target position received from the virtual environ-
ment. Also, feedback from the joints and estimated end-effector position are sent back to the virtual
environment.

We used them to interface the target position and rotation vectors and the robot end-e�ector
position/rotations (joint q[n]). Rotations and translations are handled separately, given the
mechanical and interaction implications of each of them. While an overshoot in the robot’s
translation can easily lead to a collision with the user, an overshoot in rotation (in-place)
of the end-e�ector will preserve the distance between the end-e�ector to the user’s hand.
The velocities (Cartesian and angular) are introduced in the Gaussian Damped Least Square
inverse kinematics solver. This solver is based on Jacobian inversion and adds a gaussian
damping factor to handle the behavior of the jacobian matrix near singularity con�gurations.
The reader can �nd further information about this algorithm in Phuoc et al. [480]. Figure 11.2
illustrates this control loop in more detail.

The plugin sends cartesian (~v) and angular velocities (~ω) and reads the robot’s joint rotation
angles to animate the 3D model in the scene.

11.1.3 Interface

Our plugin visual interface is divided into two main components: (1) the editor interface
that works as GUI input to the robot and (2) the 3D representation of the robot that provides
feedback about the robot’s current pose.

Editor interface

The interface of our plugin (see Figure 11.1b) enables the user to set communication parameters
such as IP address and login information (required to access the manipulator), as well as
Target inputs: which are the goal coordinates and angles that the user wants the end e�ector
to adopt, the pose is communicated in real-time to the robot. Access to these variables is also
possible from external scripts by making a call to the script instance. Control Parameters are
the inputs �elds forKp,Kd,KpR,KdR, these values can be used for online tuning of the robot
behavior or for damping the speeds. The �eldMeasured Position provides feedback of the
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Figure 11.3: Step Responses to Rotational and translational degrees of freedom (Normalized re-
sponse)

end-e�ector position in the robot base coordinates frame and is drawn using a gizmo in the
Graphic engine 3d space.

Robot 3D representation

We render the robot’s 3Dmodel in the virtual environment using the values obtained from the
cobot’s encoders. Herefore, we use the values of the forward kinematics that are implicitly
calculated by setting those rotations to the 3d subcomponents of the cobot (gameobjects). We
also render the forward kinematics obtained from the Kortex solver as a gizmo in the debug
window of the 3D engine. Our library assumes that the robot is in the center of the coordinate
system, as this is not always the case; the control script of the robot harmonizes themismatch
in coordinate systems using the virtual robot 3D position. Therefore, the end-e�ector can be
set to follow an object in the scene without requiring to provide relative coordinates of the
robot, allowing a more straightforward game logic.

11.1.4 Technical Evaluation

To test the functionality and stability of our plugin, we ran a set of technical tests and show-
cased the capabilities of the system by developing two common use-cases in haptics for VR;
encountered-type haptics, and object manipulation.

Our system has two primary design criteria: (1) Safety of use in shared environments with
humans, and (2) speed performance to timely meet the user requirements. To facilitate the
understanding of the dynamics of the system, we characterized the response of the cobot
using Cobity, detailed values about the transfer function can be found in the plugin repository.

We executed an automated test of the robot speed in every translational axis. The robot was
programmed to move from position A to B (A − B = 40cm). Then, we recorded the time
it needed to reach the �nal position. Similarly, we evaluated the system’s rotation axis; We
rotated the end e�ector from an angle αa to αb ( αa − αb = 90◦). Figure 11.3 shows the step
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(a) Encoutered Type
Haptics

(b) Encoutered Type
Haptics Virtual Environ-
ment

(c) Extended Mid-Air
Haptics

(d) Extended Mid-
Air Haptics Virtual
Environment

Figure 11.4: Four additional example use cases which we can envision to deliver haptic feedback in
VR.

responses for the systemwithout any PD control tuning. The standard response of the system
is constrained in speed in order to meet the regulations for cobots (EN ISO 10218-2:2011).

11.1.5 Showcases

In the following, we present four showcases that highlight the potential for rapid prototyping
of our plug-and-play solution. For each application, we connect the virtual environment with
the cobot to deliver haptic feedback.

Encountered-type Haptics When using a robotic manipulator, encountered-type haptics
(ETH) is probably one of the �rst use cases to imagine. We implemented a virtual environ-
ment to replicate a simple ETH scenario; the participant’s hand can be tracked using VIVE
Trackers or Leap motion (or the headset built-in hand tracking). A straightforward approach
to enable ETH is to move the robot in the plane of the surface that is required to be rendered,
constrained to the hand’s movement. Using our plugin, it is necessary only to trace a line
from the hand position to the surface to be rendered and move the robot according to the
hand movement. Further improvements can be added, for example making a predictive
control of the end e�ector to anticipate the hand’s future position. Figure 11.4a and 11.4b
depicts a user touching a �at surface that corresponds to a virtual door. A more realistic
rendering of �at surfaces can be obtained using a round rotating surface as described in [467].
The latter approach also enables the rendering of di�erent surface textures.

Mid-air Extended Haptics Ultrasound-based mid-air haptics uses sound waves generated
by an array of transducers to render tactile sensations at the palm of the hand. A well-known
constraint of mid-air haptics is the rendering workspace [452, 481, 482, 483], the usage of a
cobot as a driver of the haptic array can help to overcome such limitations. State of the art
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approaches proposes to increase the number of arrays [482], attach the array to a rotary joint
[452] or switch the positions of the array as required [483].

However, an online driving of the array in the 3D space using a manipulator emerges as
a more robust and bene�cial approach. We attached a haptic array to the end e�ector of
our robot and guided the robot’s movement using the position of the palm, given by a Leap
Motion. Using the transform of the end e�ector (simulated thanks to the rotation of the
joints read by the plugin), we transformed the coordinates of the hand from the leap motion
coordinates to the world coordinates. Figure 11.4c and 11.4d illustrate a user interacting with
a dynamic haptic array; the array is kept at a distance of ∼30cm of the palm to preserve a
high rendering quality.

Social Touch Social VR has been increasing its presence in VR stores; apps like VR chat,
RecRoom or PokerStars VR are becoming more popular. Social VR allows multiple users to
join in a shared Virtual Environment and let the participants interact in a more natural way
than 2D interactions. However, touch is still a missing component in this context. Social
touch has been demonstrated to increase the perceived human likeliness in virtual agents
[484]. However, this sensation depends highly on the kinaesthetic feedback provided by
the human hand; therefore, although versatile, vibrotactile actuation does not create such
perception. Alternatively, robotic manipulators with human hand alike end e�ectors can
automate this task and enhance social VR environments.

Figure 11.5: The Social Touch example; we used Cobity to deliver human like touch sensations in
virtual reality.

Figure 11.5 shows our implementation of social touch using a silicon humanhand that features
a heat-able foil. The prototype is driven by a cobot using the Cobity plugin. The participant
interacts in a VR environment. Whenever the virtual avatar touches the user’s shoulder, the
robot moves the hand to their real shoulder. This setup could be further improved by using
rigged hands as end e�ectors, for example, the Shadow Dexterous Hand2.

2https://www.shadowrobot.com/dexterous-hand-series/
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On Demand Tangible objects Tangible props are a common approach to introducing hap-
tics in a VR scene, yet, the usage of tangibles requires a previous preparation of the physical
scene to match the haptic-enabled VR objects, reducing the �exibility of this method. Recent
advances have demonstrated that it is possible to alter the perception of Sti�ness and friction
of tangible prop [485, 486]. Furthermore, De Tynguy [487] explored the extent to which the
virtual representation of tangible props can be altered without perceiving such mismatch.
In addition to those approaches, the ability to switch the tangibles presented on the scene
would signi�cantly enhance the versatility of such a method. Mercado et al. presented a
remarkable proof of concept addressing this use case.

11.1.6 Discussion

Cobot control remains a highly technical task, keeping apart HCI designers with non-
engineering backgrounds. Current solutions require deploying extensive middle-ware and,
in some cases, involve more than one operative system for simple prototyping. To facilitate
introducing cobots in VR applications and reduce the time of experience prototyping, we
introduced Cobity, a solution to use a virtual environment to control the cobot directly from
Unity. We developed a real-time C++ library acting as a bridge between the cobot and the
graphic engine. In this way, we transfer the 3D positions of the VR application onto real cobot
motions.

We presented a dynamic library that enables the usage of Unity as rapid cobot experience
prototyping. We run a technical evaluation using our new plugin. Finally, we presented a
range of showcases that evidence the �exibility of cobot-based haptics, from kinaesthetic to
ethereal sensations, including social touch. The goal of Cobity is to facilitate rapid prototyping
for cobot usage in VR instead of replacing the standard architecture ROS. The purpose of
such a plugin is to speed up the prototyping of applications within the HCI domain. In the
bigger picture, this plugin will facilitate the mediation with di�erent types of cobots used for
HCI research.

Takeaway: Cobity is available at https://github.com/xteeven/Cobity and
maintained by the Media Informatics Group at LMU Munich. New features and
development will be added to this repository.

As of today, our system only considers the serial robot Kinova Gen3 (6DoF + 7Dof) and Gen3
Lite; we envision a compatibility enlargement to include other widely-used models as the
Universal Robots line (UR3, UR5, and UR10), as this line of cobots is more common in HCI
environments. The following stages of the plugin require implementing a simulation system
to help designers have development speed even higher. Moreover, individual joint control is
required for more complex scenarios, allowing a more comprehensive range of applications
for our plugin, especially those that demand path planning or obstacle avoidance.
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Figure 11.6: (Left) The vibrotactile vest uses a posture corrector as the base, an ESP32 FireBeetle
micro-controller, six Linear Resonant Actuators (LRAs) and one Li-Ion Battery with a charging circuit.
(Right) The LRAs’ locations on the back.

11.2 A Haptic Vest for Sensory Substitution in the Dorsal Region

To investigate a haptic taxonomy of emotions, we developed a prototype consisting of a vibro-
tactile vest and a pattern creation interface, which was connected to the vest via Bluetooth
Low Energy (BLE). In this section, we describe the speci�cs of this prototype.

The haptic vest was constructed by integrating a commercial posture corrector to ensure
ergonomic contact with the user’s back. Six Pimoroni DRV2605L breakouts were strategically
positioned in the dorsal region inside the vest, maintaining an approximate spacing of 55
millimeters between each actuator as illustrated in Figure 11.6. Actuators were placed in
pairs along the le� and right scapular lines of the back: L1 and R1 in the suprascapular, L2
and R2 in the intrascapular, and L3 and R3 in the infrascapular region.

Each breakout integrated a Texas Instruments DRV2605L driver, which o�ered built-in auto-
resonance control. Each breakout also featured an ELV1411A Linear Resonant Actuators
with a resonant frequency of approximately 150 Hz and amplitude of 14.7m/s2(1.5g@100g).
Notably, the upper back region exhibits lower sensitivity to tactile stimulation compared to
other areas [488, 489], requiring meticulous calibration of resonant frequencies, intensities,
and spatial resolution for e�ective tactile rendering. Considering this low tactile sensitivity,
we spaced the actuators slightly above the just noticeable di�erence (JND) thresholds for
tactile stimulation on the back (at approximately 55 millimeters, see Figure 11.6), estimated to
be between 45 and 50 millimeters [490]. This spacing enables both optimal discrimination of
individual stimulations and the ability to interpolate stimulation between adjacent actuators.

The pattern creation interface was developed using Python and the Kivy UI framework3. This
interface incorporated controls to enable the customization of tactile patterns. Speci�cally,
it featured two sliders responsible for adjusting the continuous variables of AMPLITUDE
and FREQUENCY, i.e., to increase or decrease their intensity. To govern the activation of the
actuators, six buttons were arranged in a 2x3 layout, emulating the SPATIAL LOCATIONS of

3https://kivy.org/
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Figure 11.7: A between-subject experiment was conducted; participants were randomly assigned to
one of four conditions. Participants classified the induced emotion and subsequently generated ten
vibrotactile patterns.

the haptic vest. Two extra buttons were implemented; one for rendering the selected pattern
and the second for submitting the pattern and progressing to the next phase. The submit
button remained inactive until the render button was pressed, ensuring participants were
aware of the stimulation before submitting. Upon submitting the pattern, all input values
were automatically reset to their default settings. Additionally, the interface served as a proxy
for the experimenter by providing instruction screens, playing the emotion elicitation videos,
and displaying the emotion assessment questions.

11.2.1 User Study

We conducted a between-subject study with one independent variable Assigned Emotion with
four levels: ANGRY, HAPPY, NEUTRAL, and SAD, manipulated using video emotion elicitation
(Figure 11.2.1). Three dependent variables that constitute the building blocks of the vibro-
tactile patterns were measured: AMPLITUDE, FREQUENCY, and SPATIAL LOCATION, while
maintaining a constant duration of stimulation of 2 seconds. Participants were randomly as-
signed to one of the levels of Assigned Emotion and asked to develop ten vibrotactile patterns
describing the elicited emotional state.

Measures First, we analysed vibrotactile patterns in detail. As a standard haptic technique,
vibrotactile rendering allows a wide number of dimensions that can in�uence the perceptual
attributes of haptic patterns [491, 492]. Yet, in this study, we focused on three key aspects
[493]: AMPLITUDE, FREQUENCY, and SPATIAL LOCATION of the stimuli.

AMPLITUDE is the intensity of the stimulation applied to the user, ranging from 0m/s2 to
14.7m/s2. FREQUENCY, in this study, refers to the envelope frequency of the stimulation,
ranging from 1Hz to 60Hz, while the underlying frequency is set to the resonant frequency
of the actuator (150Hz). Lastly, SPATIAL LOCATION refers to the regions on the dorsal region

Amplitude Frequency

(a) Angry

Amplitude Frequency

(b) Happy

Amplitude Frequency

(c) Neutral

Amplitude Frequency

(d) Sad
Figure 11.8: Predominant SPATIAL LOCATION per Assigned Emotion in terms of AMPLITUDE and FRE-
QUENCY. A bigger circle size represents a higher predominance in an specific location
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where stimuli are delivered (see Figure 11.6 for visualization of the vest and the stimulated
regions).

The Big Five questionnaire encompasses the personality traits Conscientiousness, Agreeable-
ness, Neuroticism, Openness to Experience, and Extraversion. These traits can be linked to
the experience of positive and negative emotions. We used thismeasure to perform a group al-
location check. This screening ensured that the distribution of participants across conditions
was balanced for their personality traits, thus reinforcing the validity of the �ndings.

To measure emotion classi�cation, we quanti�ed the e�ectiveness of the emotion elicitation
process by comparing the Classi�ed Emotion and the Assigned Emotion. A�er every emotion
elicitation video, we asked participants:"Howdid this videomake you feel?", with four possible
answers: ANGRY, HAPPY, NEUTRAL, and, SAD.

The Self-Assessment Manikin (SAM) scale [494] measures Arousal, Valence, and Dominance. In
the current study we collected SAM data, however it was not analyzed.

Emotion Elicitation Empirical evidence suggests that emotions play a role in people’s
decision-making processes [76]. In fact, some researchers argue that decision-making would
be impossible or suboptimal without emotional involvement [76]. In linewith this perspective,
Damasio’s Somatic Marker Hypothesis (SMH), suggests that emotions implicitly bias human
behavior. Based on this theoretical framework, we aimed to induce an emotionally congruent
state in participants prior to each pattern creation stage, i.e., aligning their current emotional
experience with the intended category of patterns to be created. In other words, we wanted
to increase the likelihood of generating patterns that re�ect the target emotional qualities.
We used the video emotion elicitation method over alternatives, as it has been shown to have
a comparatively superior performance [495, 496, 497]. We collected videos from di�erent
datasets and selected �ve per emotion [498, 499]. The videos reported in these datasets are
mostly scenes frommovies (see Jurásová and Spajdel, Gilman et al. for details).

Participants We recruited 41 participants using the university’s mailing list. One was ex-
cluded due to a technical problem. From the 40 remaining participants, 24 self-identi�ed as
male, 15 as female, and 1 as non-binary. The mean age of our participants was 23 years old
(M = 23.77, SD = 2.91). They were compensated with 10 Euros/hour for their participation.

Task and Procedure Participants were informed of the experiment’s details, risks, and
bene�ts, and asked for consent. Emotions were randomly assigned without the participants’
knowledge. The prototype and interface were explained and a tutorial round of pattern
generation was conducted. Then the experimenter le� the room and communication was
limited to text to avoid in�uencing emotions. Participants performed the experimental task
�ve times. They watched an emotion elicitation video (Figure 11.2.1) and assessed the induced
emotion using the SAM scale and emotion classi�cation. They created 10 vibrotactile patterns
using combinations of: (1) AMPLITUDE, (2) FREQUENCY, and (3) SPATIAL LOCATION and
asked to render each pattern before submitting it. Once a set of 10 patterns were submitted,
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Figure 11.9: Correlation matrices among SPATIAL LOCATIONS: Symmetrical patterns observed across
all measured emotions. A value closer to 1 represents possitive correlations, while a value closer to
-1 represents a negative correlation

the next elicitation video would play, participants were allowed to submit the same pattern
multiple times. This process was repeated 5 times using distinct videos eliciting the same
emotion, resulting in a total of 50 patterns per participant. At the end, a neutralizing video
was shown to counter emotional carry-over e�ects. The experimenter returned, conducted a
brief interview, and concluded the study (refer to Figure 11.7 for a graphical overview).

11.2.2 Findings and Discussion

This section presents an analysis and discussion of the key features exhibited in the generated
vibrotactile patterns. An examination of the pattern pro�les AMPLITUDE and FREQUENCY
pro�les is followed by an investigation of the in�uence of SPATIAL LOCATION. Lastly, we
explore the signi�cance of each feature in e�ectively describing the Assigned Emotion.

First, we assess the data’s validity by conducting a group allocation and emotion elicitation
check.

To address potential group allocation imbalances, we conducted an analysis of variance
(ANOVA) on the factor Assigned Emotion for each subscale of the Big Five questionnaire. The
results indicated no signi�cant di�erences.

Further, participants were asked to classify the emotion induced by the elicitation video, in
the following sections, we call this classi�cationmade by the participants "Classi�ed Emotion".
We compared this Classi�ed Emotion to the Assigned Emotion. The results revealed that
participants accurately classi�ed the emotion in 68.23% of cases (chance level 25%). Further
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Figure 11.10: Feature relevance chart: AMPLITUDE and FREQUENCY have higher contribution to pattern
classification.
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computations were exclusively performed using data from instances where the emotions
were correctly classi�ed.

Amplitude and Frequency To study the impact of the Assigned Emotion on AMPLITUDE
and FREQUENCY, we computed a Multivariate analysis of variance (MANOVA) using Assigned
Emotion as a predictor. The MANOVA yielded a signi�cant overall e�ect of Assigned Emotion
on AMPLITUDE and FREQUENCY (F (6, 2312) = 47.704, p < 0.005). We then performed one
Tukey Honest Signi�cant Di�erences (HSD) per variable.

For AMPLITUDE we found signi�cant di�erences for all pairs of Assigned Emotion. Specif-
ically, when compared to the ANGRY emotion, the HAPPY emotion showed a lower ampli-
tude (di� = −2.955m/s2, p < 0.001), this was also true for the NEUTRAL (di� = −5.202m/s2,
p < 0.001), and the SAD emotion (di� = −2.002m/s2, p < 0.001). Likewise, the NEUTRAL
emotion showed a lower amplitude compared to the HAPPY emotion (di� = −2.246m/s2,
p < 0.001), and the SAD emotion showed a higher amplitude compared to the HAPPY emotion
(di� = 0.952m/s2, p = 0.004). Finally, the SAD emotion showed a higher amplitude compared
to the NEUTRAL emotion (di� = 3.199m/s2, p < 0.001).

For FREQUENCY we found signi�cant di�erences for the HAPPY, NEUTRAL, and SAD emo-
tions compared to the ANGRY emotion; In detail, the HAPPY (di� = −9.869Hz, p < 0.001),
NEUTRAL (di� = −8.672Hz, p < 0.001), and SAD emotions showed a lower frequency (di� =
−8.370Hz, p < 0.001) compared to the ANGRY emotion. However, no signi�cant di�erences
were observed between the NEUTRAL and HAPPY emotions (di� = 1.197Hz, p = 0.722), the
SAD and HAPPY emotions (di� = 1.499Hz, p = 0.505), or the SAD and NEUTRAL emotions (di�
= 0.302Hz, p = 0.993).

The �ndings indicate that AMPLITUDE is the primary property with greater descriptive power
for emotion communication. FREQUENCY, in constrast, exhibits descriptive capabilities for a
variety of emotions, although some emotions exhibit frequencies that are not distinct enough
for e�ective classi�cation. Consequently, we recommend that designers prioritize maintain-
ing consistent intensity (Amplitude) between the desired emotion to be communicated and
the suggested ranges outlined in this section.

Locations To evaluate the impact of Assigned Emotion on SPATIAL LOCATION, we computed
a weighed average calculation across all locations. The results are displayed in Figure 11.8
where it can be observed that Anger had a higher intensity than the other emotions, mostly
in the intra and infrascapular region. Similar locations were relevant for sadness, but with
a lower intensity. Happiness was mostly assigned to the interscapular region with lower
intensities in the supra and infrascapular regions, and Neutral to the suprascapular region
for amplitude, with a lower frequency intensity in the same regions. To further understand
the correlation among SPATIAL LOCATION and Assigned Emotion We computed correlation
matrices for each level of Assigned Emotion. The result show a correspondence between
scapular regions. This is between L1 & R1 (suprascapular), L2 & R2 (intrascapular), and, L3
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& R3 (infrascapular). Suggesting that participants preferred symmetrical over unbalanced
patterns.

The �ndings indicate that speci�c locations can also contribute to the descriptive nature
of the intended communicated emotion, predominantly in terms of vertical rather than
horizontal location. This has implications for the quantity and placement of actuators in
prototypes. Based on these results, we recommend that designers exploit the descriptive ca-
pacity of the back’s location, particularly emphasizing the infra and suprascapular regions,
which exhibit the highest potential to discern between emotions among all the locations.

Feature Importance To determine the relevance of each feature, we perform a recursive
elimination of features for variable importance [502]. Results are displayed in Figure 11.10.
AMPLITUDE and FREQUENCY were identi�ed as the primary discriminating properties for
distinguishing between emotions based on the generated patterns, followed by the SPATIAL
LOCATION. It is noteworthy that the less descriptive features are associated with complemen-
tary locations that are categorized as more descriptive, indicating redundancy due to high
correlations between actuators within the same region.

Therefore,we recommend that designers prioritizeAmplitude andFrequencyas the primary
factors andutilize theavailable locationswhenever feasible to enhance the clarity of the com-
municated emotion.

253



Tools and Technologies for Augmentation Simulation

254



Reflections on Part IV

% This part explored advancements in haptic augmentation, motor learning, and virtual
reality (VR) interfaces, providing empirical evidence on how emerging technologies
in�uence skill acquisition, perception, and user interaction. Across multiple studies, we
examined di�erent feedback mechanisms, their impact on learning and perception, and
their implications for HCI design.

We �rst investigated Electrical Muscle Stimulation (EMS) for motor learning, comparing
it with electrotactile feedback and no-feedback conditions. Our �ndings con�rmed that
EMS not only enhances immediate motor performance but also facilitates long-term
motor learning, contradicting traditional assumptions that learning requires conscious
correction. However, electrotactile feedback demonstrated a higher learning rate, sug-
gesting that di�erent feedback mechanisms may be more suitable depending on the
learning goal. We outlined best practices for using EMS in skill acquisition and empha-
sized the role of agency in EMS-driven learning, proposing future research directions in
physiological mechanisms and optimal intervention strategies.

We investigated virtual augmentation in VR, highlighting its potential for immersive
experiences while emphasizing the need for natural, goal-driven interactions beyond
novelty. Motor-focused augmentations face technical limitations, suggesting a shi�
toward enhancing perception rather than action. Additionally, we explored ultrasound
haptics (UMH) and temperature-enabled haptics (ETHD), demonstrating their role in
improving multisensory realism. UMH enhances object congruency and temperature
perception, particularly for liquid and gaseous simulations, while ETHD increases realism
by integrating thermal cues. We also introduced a moving-array UMH approach to
extend haptic feedback across larger VR environments, balancing rendering quality with
safety. These �ndings underscore the importance of multi-modal haptics in enhancing
immersion beyond traditional force feedback.

Finally, we developed Cobity, a real-time Unity-based framework for controlling collabo-
rative robots (cobots) in HCI research. By simplifying cobot programming and enabling
rapid prototyping within VR environments, Cobity lowers the barrier for HCI designers
without extensive robotics expertise. This contributes to making cobots more accessible
for haptic research, immersive VR experiences, and interaction design applications.
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12
DISCUSSION

“Act in such a way that you treat humanity, whether in your own
person or in the person of any other, never merely as a means to
an end, but always at the same time as an end.”

– Immanuel Kant

Human augmentation changes how we think, act, and interact. And, as these augmentations
move from labs into everyday life, their in�uence extends beyondusability, shaping autonomy,
decision-making, and social norms. This thesis examined human augmentation through two
critical lenses: autonomy—how these technologies alter individual agency and behavior—and
heteronomy—the external factors that shape the experiences of augmented individuals.

Throughout this thesis, I investigated three research questions. First, how do augmentation
technologies in�uence individual behavior and decision-making? I approached this question
from a behavioral and psychological perspective, focusing on decision-making in the context
of risk-taking, autonomy, and agency. Second, what are societal perceptions of augmented
humans, and how do these perceptions a�ect social acceptance and integration? I exam-
ined this through a sociological lens, using a cross-cultural study to develop a standardized
measurement of attitudes toward human augmentation. Third, how can humans experience
and interact with augmentation technologies to explore their potential and limitations? I
addressed this question by comparing augmentation with learning processes and proposing
VR technologies to enable the investigation of Augmented Human interaction.

In this section, I revisit these three main research questions: �rst, I address RQ1 on auton-
omy, elaborating on how augmentation technologies shape individual agency and in�uence
decision-making and agency within the context explored in Part I. Then, I discuss RQ2 on
heteronomy, discussing how societal perceptions and external structures a�ect augmented
individuals. Next, I analyzeRQ3 on experience, exploringmultiple facets of being augmented.
I then examine the tensions that emerge across these discussions before expanding on auton-
omy and heteronomy as lenses for understanding human augmentation, identifying factors
that in�uence both or shi� between them. Next, I elaborate on the implications of this work,
using the implications taxonomy proposed by Van Berkel and Hornbæk [503], with a focus
on methodology and HCI, design, and society. Finally, I discuss the limitations of this work
and directions for future research.
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12.1 How Do Augmentation Technologies Shape Human Behavior
and Decision-Making?

The mere presence of an augmentation—regardless of its actual functionality—a�ects
decision-making. In chapter 3, when we used a sham augmentation, participants believed
the system was supporting them, even though it provided no actual functionality. This be-
lief in�uenced risk-taking behavior, particularly among those with elevated expectations
of the system’s capabilities. Participants who assumed the augmentation was functional
tended to take greater risks compared to those with lower expectations. This behavioral
shi� was also re�ected in augmentation technology at a physiological level, where the P300
component—typically associated with decision-making, speci�cally self-relevance, showed
a reduction when participants anticipated augmentation support. Thus, technologies, as
well as expectations, alter humanbehavior; in thiswork,we found this to be valid for risk-
taking and that this ismeasurable by the intensity of the ERPP300 response in the central
electrodes.

Beyond risk-taking, the presence of augmentation also impacted the sense of agency. We
analyzed the alpha and beta bands in the EEG data, which are commonly linked to agency
in motor augmentation contexts. The results showed that agency-related neural correlates
were lower when participants were informed that the augmentation was active. Given this,
users could be attributing part of their actions to the system itself, potentially diminishing
their perceived control over the task. Therefore, the agency could also be compromised
when participants are informed that AI is augmenting them, and this is measurable with
correlates in the Alpha and Beta bands of the EEG.

Beyond non-functional augmentations, functional cognitive augmentation systems, such
as AI-enabled smart glasses for contextual suggestions, also impact the sense of agency.
Our �ndings indicate that some individuals perceive themselves as mere instruments of
the augmentation system, mainly when the system provides direct guidance or suggestions.
This e�ect was explored in a conversational setting, where participants engaged in dialogues
while receiving AI-generated suggestions. Participants showed greater reliance on the aug-
mentation in situations where they had less prior knowledge about the topic. While this
improved engagement and�uency, it also led to a loss of agency, as individuals attributed
their conversational output more to the system than to themselves.

At a behavioral level, themodality of information presentation (visual vs. auditory) in�uenced
how participants structured their speech and the degree of independence from AI-suggested
content. For example, individuals with visual AI assistance presented longer discourses but
also followed the textual recommendationmore closely, while auditory AI suggestions led to a
lower response similarity and length. Thus, these�ndings showthatAI supportmodality in
AR-augmented conversation shapes an individual’s discourse, especially when the topic
of the conversation is not familiar to the individual.

Additionally, the way suggestions were triggered played a role in perceived agency. Partici-
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pants exhibited higher agency when they had to explicitly trigger the augmentation system
through deliberate mechanical action, such as pressing a button, compared to implicit acti-
vations, where the system provided suggestions based on, for example, gaze. This aligns with
motor action-consequence associations [253], where explicit control reinforces a sense of
agency over decisions.

Yet, across the autonomy Part, our �ndings showed that expectations of functionality play a
critical role in shaping human behavior and decision-making when using augmentation tech-
nologies. Beliefs about an augmentation’s capabilities in�uence risk-taking, reliance, and
perceived agency, even before actual interaction. In the iExpect scale, we studied this phe-
nomenon further and found that pre-use expectations align with the core dimensions of the
Technology AcceptanceModel (TAM), especiallyUsefulness and Ease of Use—but also introduce
an a�ective dimension: anticipated enjoyment. This, aligned withmodern HCI models, im-
plies that users do not merely assess augmentation technologies based on functionality
but also on the emotional and experiential value they expect to derive from them. These
expectations, in turn, shape how users engage with the technology, how much they rely
on it, and the extent to which they attribute agency to themselves versus the system.

12.2 How Are Augmented Humans Perceived, and What Affects
Their Social Acceptance?

The way augmented humans are perceived extends beyond their actual autonomy to how
society interprets that autonomy. Aswe found across studies, these perceptions shape how aug-
mented individuals are judged and integrated into society. Yet, there aremore nuances to this;
in Part II,we identi�ed six key factors that in�uence societal attitudes toward augmented
humans: Peril, Privacy, Access, Motivation, Ownership, and Achievement. Additionally,
we observed a recurring personal dimension related to an individual’s own preference for
augmentation. We presume that these factors are not static but are shaped by broader societal
contexts, with di�erences emerging based on cultural norms, technological familiarity, and
ethical perspectives.

One of the most signi�cant concerns shaping attitudes toward augmented humans is the
potential risk they pose. This risk is not always clearly attributed, some view the individual
as the source of danger, while others see the augmentation technology itself as the risk
factor. This ambiguity complicates societal perceptions, especially in cases where augmen-
tations enhance physical or cognitive abilities beyond natural human limits. Augmented
humans are sometimes compared to enhanced weapons, raising fears about their potential
to cause harm in ways that non-augmented individuals cannot.

Privacy concerns shape how augmented humans are perceived. Many fear that augmenta-
tion could be used for surveillance,manipulation, or heteronomous control, introducing
ethical considerations about who governs an individual’s actions when augmented. This
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extends to both the augmented individual and those interacting with them—whether people
with augmentations have unfair advantages or whether external entities (governments, cor-
porations, or bad actors) could exploit them. However, some acknowledge the bene�ts of
augmentation, particularly in improving social understanding, such as emotion recognition
or enhanced communication abilities.

Beyond privacy and risk, social acceptance is also in�uenced bywhy someone seeks aug-
mentation. People who seek augmentation for medical or assistive purposes tend to be
perceived more favorably than those who seek it for performance enhancement, status, or
competitive advantage. This distinction in�uences trust; augmentations seen as necessary for
restoring function are generally accepted, while those perceived as optional enhancements
generate skepticism and, in some cases, social resistance.

Yet, there is also an element of envy in perceptions of augmented humans. Some non-
augmented individuals, even while voicing concerns, expressed jealousy toward those with
access to enhancements, revealing an underlying social tension between fairness and per-
sonal aspiration. Augmentation is not only a technological issue, it is a status-de�ning
factor that can reinforce social hierarchies and disparities.

Social acceptance also depends on whether an augmented individual is seen as being in
control of their enhancement or if the technology itself dictates their abilities. The degree
of augmentation, its visibility, and its level of automation play a role in shaping whether
people see augmented humans as autonomous individuals or as beings partially controlled
by external forces. When agency over one’s augmentation is perceived as diminished, it
raises concerns about authenticity, responsibility, and fairness in interactions with others.

I speculate that this could lead to stigmatization, which can vary across cultural contexts. In
some societies, augmented humans may face exclusion or discrimination, particularly in
settings like healthcare, employment, and social relationships. This stigma may push some
individuals to hide their augmentations, yet one may argue that transparency is necessary for
ethical and social reasons too. The debate around visibility versus hiding reveals another
core factor in social acceptance: whether augmentation is seen as a personal choice, a
social obligation, or an unfair advantage.

Another challenge to social acceptance is the legitimacy of success among augmented in-
dividuals. If an augmented person excels in athletics, academics, or professional �elds,
is their achievement recognized on the same terms as non-augmented individuals? This
question mirrors historical debates on performance-enhancing substances in sports and
cognitive enhancers in academia. Augmented success raises concerns about equity and
merit, in�uencing whether augmented individuals are seen as rightfully accomplished
or unfairly advantaged. An interesting case to make a parallel about this factor is the move-
ment Enhanced Games1, which advocates for the validity of using human enhancement in
athletics and other disciplines to showcase the maximum performance humanly possible in

1https://www.enhanced.com/science-is-real
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these areas.

An interplay of concerns about safety, privacy, fairness, and agency shapes the acceptance of
augmented humans. These perceptions are not uniform but vary across cultural, economic,
and technological landscapes, highlighting the need for context-sensitive approaches to
developing human-centered augmentation technologies.

As augmentation technologies develop, their social acceptance will depend on how designers
address these concerns in their designs and howmuch autonomy the user can (1) actually
have and (2) be perceived to have. Addressing these concerns requires designers to balance
fairness, and public trust, ensuring that augmentation aligns with social values and ethical
principles.

12.3 How Can Humans Engage with Augmentation Technologies
and Assess Their Potential?

Human interaction with augmentation technologies is shaped by how these systems extend
capabilities, how users adapt to them, and whether they enable temporary or lasting changes.
These interactions are not solely de�ned by individual intent but are also in�uenced by
the design of the augmentation, the expectations it creates, and the constraints it imposes.
While some technologies provide a seamless extension of human abilities, others introduce
dependencies or reshape how users engage with their own skills and decision-making. To
explore these dynamics, this thesis focuses on two critical aspects: sensory experiences in
VR and the distinction between augmentation and learning for human augmentation.

12.3.1 Augmentation vs. Learning: When Does Augmentation Become an Ac-
quired Skill?

An emergent challenge in designing augmentation experiences is understanding when an
augmentation merely enhances performance temporarily and when it leads to long-term
knowledge consolidation. In motor learning, for example, studies claim to support learning
but primarily measure short-term improvements within a single session [404]. These e�ects
o�en indicate augmentation rather than actual learning, as performance gains disappear
once the augmentation is removed [23]. A similar pattern emerges in cognitive and sensory
augmentation, where users show rapid adaptation while assisted by a device but struggle to
maintain the same performance without it.

Recognizing this distinction is important for developing augmentation systems that support
skill acquisition rather than dependence. Temporary augmentation is helpful in contexts
where situational enhancement is needed for functional or hedonic reasons, but if the
goal is for users to retain new capabilities, systems may be designed to encourage and
facilitate learning beyond the period of augmentation use.
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To explore how augmentation can support both temporary enhancement and lasting skill
acquisition, I investigated EMS as an augmentation tool in motor learning. Initially, I hypoth-
esized that EMS might interfere with learning by altering the sensorimotor representation of
a task, making it harder for participants to internalize movement patterns [Exp1]. However,
our multi-session study revealed that EMS not only improved performance while active but
also contributed to skill retention a�er the system was removed.

This �nding suggests that augmentation and learning can coexist—certain systems can
both augment performance and facilitate long-term skill development. Understanding
how augmentation interacts with sensorimotor and cognitive adaptation is required for
designing systems that empower users rather than create reliance.

For augmentation to be meaningful, it must be designed with an understanding of whether
it serves as a temporary extension of human ability or a pathway to skill acquisition. Some
augmentations will always be situational, enhancing abilities only while in use, others can
be de-skilling while others may serve as bridges to learning.

12.3.2 Virtual Reality as a Platform for Prototyping Human Augmentation

Understanding the potential of augmentation technologies requires direct interaction, exper-
imentation, and iteration, yet technical complexity, material limitations, and prototyping
costs o�en constrain the development of physical augmentations [432, 436]. To overcome
these barriers, VR has emerged as a platform for exploring augmentation concepts, allowing
users to experience, evaluate, and re�ne augmentation interactions before physical imple-
mentation. In the past �ve years, research has increasingly investigated the validity of VR
for prototyping human augmentation, o�ering a controlled environment where users can
engage with augmentations that may not yet be feasible in reality.

This approach was further explored in a semester-long course on human augmentation
development, reported in Part IV of this thesis. One of the key challenges that emerged from
this work was the absence of haptic feedback in VR [Exp3], a limitation that a�ects how users
perceive and engage with virtual augmentations. While this challenge applies to VR broadly,
it is particularly relevant for human augmentation research, where physical interaction is
central to understanding an augmentation’s impact, for example, as tactile feedback is o�en
used in sensory substitution to map di�erent senses, or concepts [Exp8].

Rather than addressing this limitation by adding wearable haptic devices or handheld con-
trollers, we explored an alternative approach, leveraging interaction space where the VR
experience takes place to provide tactile cues. Minimizing additional devices that users
must wear. Throughout multiple projects, I investigated how VR-based augmentation pro-
totypes could e�ectively simulate augmentation experiences despite these constraints and
what design principles could enhance their realism and applicability. Through the works
presented in Part IV I proposed multiple methods to provide (1) tactile [Exp4], (2) thermal,
and (2) kinaesthetic haptic feedback [Exp6] in VR in a large space [Exp5] without requiring
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the user to wear any new device rather than the typical VR equipment, enable to stimulate
and prototype tactile sensations for human augmentation and VR in general.

12.3.3 Creating Tools for Human Augmentation

As I will discuss further at the end of this section, advancing Human Augmentation as a
discipline requires robust tools andmethods for prototyping, evaluation, and research. So far,
I have introduced two methodological tools developed in this thesis [Het2, Aut4]. However,
beyond methodologies, there is also a need for dedicated design and prototyping tools (see
[436] for ideation tools).

In the �nal part of Part IV, I presented two tools for prototyping human augmentation. The
�rst is a vest designed to enable both sensory substitution and sensory extension [Exp8].
The second, introduced in [Exp7], includes the primary tools I used in [Exp5, Exp6] to im-
plement robot-based encountered-type haptics for prototyping sensory-rich virtual reality
applications.

With these methodological and technical contributions, I aim to provide a foundation that
facilitates faster and more e�ective research in Human Augmentation. Cobity [Exp7] bridges
the gap between robotics and VR design by allowing interaction between kinova cobots and
Unity, making haptic prototyping more accessible to researchers and designers. Meanwhile,
the vibrotactile vest [Exp8] enables studies on how di�erent vibration patterns can convey
emotions, providing insights into non-verbal communication through haptic augmentation.
These tools contribute both methodologically and technically, supporting the development
of augmentation technologies.

12.4 Integration and Control as Foundations of Autonomy in Human
Augmentation

As previously de�ned in this thesis, autonomy refers to an augmented individual’s ability to
achieve self-imposed goals. However, within the context of human augmentation, autonomy
also implies having full control over the augmentation in use. This includes understanding
its capabilities and limitations, ensuring it responds to the user’s intentions, and maintaining
a strong sense of agency over it.

This connects to Don Norman’s concepts of the Gulf of Evaluation and the Gulf of Execution
[504], which are especially relevant in human augmentation. The way individuals perceive,
interact with, and modify their environment depends on how well their mental model of
an augmentation aligns with its actual functionality. A signi�cant mismatch can be prob-
lematic, particularly given the potential for increased risk-taking or altered behavior. If an
augmentation fails to perform as expected in a critical moment, the consequences can be
severe.
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To mitigate this, designers and manufacturers must consider shaping user expectations
to match real-world functionality, ensuring clear documentation, and, in high-risk cases,
even requiring training or certi�cation. This awareness of an augmentation’s functionality
is essential for preserving autonomy, aligning with Kant’s premise that true autonomy re-
quires rational understanding. Consequently, factors such as placebo e�ects or expectation
mismatches can undermine autonomy just as much as technical failures.

A potential ideal augmented human would be one that has interiorized the augmentation
capabilities and limitations, the one that can translate their own intentions to actions through
the system without explicit instructions, becoming one with the augmentation as one would
ideally say.

Autonomy can also be understood as the ability to de�ne one’s own identity, including the
intentional integration of technology into that identity. An individual may set the goal of
incorporating an external body part, a technological artifact, or an augmentation as part
of their sense of self. Similarly, an augmented human may voluntarily seek integration
into society, embracing heteronomy to �t in, adopting technology for social acceptance or
aesthetic appeal, or even delegating tasks to technology as a matter of convenience. In some
cases, this delegation extends to bodily control, whether for speci�c functions or purely for
play—an idea extensively explored by Patibanda.

From a heteronomous perspective, I have framed this term through a Kantian lens, which has
been supported by various authors within and beyond the HCI �eld as a robust alternative
to other interpretations of autonomy and heteronomy. In this thesis, heteronomy refers
to external factors that in�uence an individual’s autonomy, with society identi�ed as the
primary heteronomous force a�ecting augmented humans. However, heteronomy is not
limited to societal in�uence; it can also stem from the augmentation itself, particularly when
it is not fully integrated or when designers attribute agency to the system. This is evident in
frameworks such as human-computer symbiosis and human-computer integration.

12.4.1 Conceptualizing Human-Machine Relationships Through Agency and Het-
eronomy

When an augmentation is assigned agency—or even autonomy—it can shape human decision-
making and self-imposed goals. Looking toward cyborgs, the question emerges: which
framework best describes this relationship? Should we conceptualize it through the lens
of human augmentation, integration, or symbiosis? This remains an open question for future
research.

At the risk of oversimpli�cation, I propose an "agency-heteronomy continuum" to illustrate
the distinctions among these frameworks (see Figure 12.1). On one end, human augmentation
prioritizes individual autonomy—humans lead, de�ne goals, and use technology as an ex-
tension of their agency. At the opposite end, full automation represents systems that operate
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independently, without human intervention. Between these extremes, human-computer in-
tegration and symbiosis occupy an intermediary space, re�ecting varying degrees of shared
agency.

Full Automation
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Figure 12.1: Layers of autonomy and their connection with human-computer relationships in HCI: The
inner circles represent frameworks where the human has (or aims) Total autonomy; the more external
the circle, the less human autonomy, until the human has no autonomy and all the autonomy is in the
computer

Several HCI concepts, such as intervention interfaces [505], human-in-the-loop systems, and
human-computer collaboration and cooperation, also de�ne human-computer relationships.
However, they di�er fundamentally from augmentation, symbiosis, and integration: rather
than focusing on the continuous interplay between human andmachine as a joint entity, they
primarily structure task-oriented interactions. Nevertheless, for completeness, I also situate
them within this continuum.

At the farthest end, full automation operates without human oversight. However, the concept
of intervention interfaces, as coined by Schmidt and Herrmann [505], introduces systems
that retain high autonomy but allow selective human intervention when necessary. This
marks the threshold where the human starts becoming part of the process, though still within
a domain where machine autonomy dominates. At this same boundary, human-in-the-loop
frameworks begin to apply [506], spanning the continuum until the point where the system
no longer holds primary control.

From this boundary, Licklider [45]’s vision of symbiosis takes shape—a stage where humans
and machines function as complementary entities, each relying on the other’s strengths.
Human-computer collaboration aligns with this layer, as both contribute independently to
a shared process. Progressing inward, cooperation emerges as a more tightly integrated
interaction, where humans and machines operate in closer coordination with more seamless
communication. At this point, symbiosis transitions into integration, a concept developed
further by Mueller et al. [46], where the system becomes deeply interwoven with human
cognition and action.

As autonomy shi�s toward thehuman, the continuumreaches adaptive systems—technologies
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that respond dynamically to human states and physiological signals based on self-de�ned
goals. In the innermost ring, two concepts take precedence: human augmentation, where
technology ampli�es or extends human capabilities, and assistive systems, which provide
human autonomy by compensating for impairments through ability substitution.

An interesting parallel exists with [507], which also operationalizes human-computer relation-
ships in terms of autonomy and heteronomy. However, its perspective is inverted, centering
on the machine and measuring autonomy as a function of decreasing human intervention,
rather than considering the interplay of agency between human and system.

12.5 Emerging Tensions

The integration of augmentation technologies into human life introduces fundamental ten-
sions. Disclosure vs. concealment questions whether augmentation should be visible or remain
unnoticed. Transparency and merit a�ect how achievements are recognized when technology
is involved. Autonomy boundariesmust be reassessed as augmentation shi�s control between
individuals and systems. Rational and non-rational autonomy challenges design, requiring
consideration of both deliberate choices and human impulses. Finally, instrumentalization
raises the risk of treating augmented individuals as tools rather than autonomous agents.
These tensions call for clear design decisions and ethical accountability.

We identi�ed an emerging tension between disclosing and concealing augmenta-
tion—whether tomake it visible to others or keep it unnoticed. Some segments of society view
disclosure as important, creating friction with the concept of ubiquitous computing, where
technology is seamlessly integrated into everyday life without explicit visibility. However,
when it comes to the human body, this principle of "computers everywhere, yet unseen" does
not seem to hold. Perhaps Mark Weiser did not anticipate computers being embedded within
human bodies or underestimated the complexities of social acceptance when technology
becomes part of the self.

This issue extends beyond transparency and location; it also involves transparency and merit.
Human achievements are typically attributed to individuals, but when technology plays a
role, society may assess these accomplishments di�erently, as explored in Part III. If there is
no clear distinction between human e�ort and technological assistance, achievements may
be more readily attributed to the individual. Conversely, visibly using augmentation can shi�
attribution toward the technology. Yet, the actual contributions of humans and machines to
a given outcome remain inherently intertwined, regardless of visibility. This misattribution
e�ect, therefore, represents a potential emerging bias in the use of human augmentation.

Another emerging tension for augmented humans revisits a long-standing philosophical
debate: where does one individual’s autonomy begin, and where does another’s end? While
social contracts mediate this balance among non-augmented individuals, the introduction
of technology disrupts these boundaries. Designers are confronted with a fundamental
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dilemma: should they prioritize the autonomy of the augmented user or that of others?
Any choice, or even the refusal to choose, imposes constraints, either limiting the user’s
control over their augmentation or restricting the autonomy of those around them. This
creates an unavoidable contradiction: any attempt to safeguard autonomy for one party risks
undermining it for another.

I agree with the interpretation that autonomy is grounded in rationality and that only ratio-
nality can enable true autonomy. However, I also recognize the irrational aspects of human
behavior and the need to account for them in the design of human augmentation technologies.
In this sense, the pursuit of autonomy is aspirational rather than absolute.

Kant argued that autonomy is dictated by the rational self, that individuals act according
to rational goals. Dostoevsky, in Notes from Underground, critiques this view through the
Underground Man—an individual who believes the world can be navigated through pure
rationality yet struggles to grasp the complexities of human nature and its non-rational
impulses. This thesis does not adhere to a strictly rationalist view of autonomy in goal-setting
but instead acknowledges that autonomy is expressed through an individual’s intent, whether
rational or not.

Thus, at one level, the design of augmented human augmentation technologies should opti-
mize for the autonomy of intentions—ensuring individuals can pursue their chosen goals.
Yet, aspirationally, design should also support rational autonomy, enabling individuals to
make informed, deliberate choices while recognizing the inherent unpredictability of human
nature.

One of the central conclusions of this thesis, as a reader familiar with Kant’s philosophy may
have anticipated, is the imperative to treat both humans and augmented humans as ends, not
merely asmeans. Kant �rmly argued that rational beings should never be treated solely as
instruments for external purposes.

We must ensure that the design of future human augmentations does not reduce augmented
humans, who aremoral agents, tomere tools. Theymust not be instrumentalized. Traditional
tools, such as a hammer, exist purely as instruments, and even a personal computer, though
more complex, remains external to the user, functioning as a separate entity. In contrast, an
augmentation such as a neural interface or a prosthetic limb becomes part of the individual’s
lived experience. When technology becomes integrated into the self, it is no longer just an
instrument, it holds intrinsic value. The augmented human, therefore, retains and reinforces
their intrinsic worth as an end in themselves.

12.5.1 Are Autonomy and Heteronomy discrete categories?

In [Het2], we analyzed concerns about enhancement and other HCI technologies, conducting
both Exploratory and Con�rmatory Factor Analyses. The results identi�ed two fundamental
factors shaping attitudes toward augmented humans: Perceived Autonomy and Perceived
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Control over Agency. Initially, we referred to the latter as social threat, but further re�ection
suggests a stronger alignment with the concept of heteronomy.

These factors are not discrete categories. There is no clear boundary where autonomy
ends, and heteronomy begins. Moreover, while these emerged as the most relevant factors,
they are not necessarily the only ones in�uencing the integration of augmented humans into
society.

Autonomy must also be understood in a social context. It does not exist in isolation but must
be balanced with the autonomy of others—a fundamental concern of ethics. Participation in
any social contract inherently limits full autonomy, as individuals must navigate interdepen-
dencies within a society. Further, there are factors that originate in one side of the autonomy
heteronomy spectrum and in�uence the other side, in the following, I re�ect on those:

Originating from Autonomy Autonomy and heteronomy are interdependent, with no evi-
dent boundary between them. External in�uences constantly shape individual autonomy,
and in turn, an individual’s autonomous choices can contribute to heteronomous structures.
At the individual level, decision-making, agency, and self-determination in�uence how au-
tonomy develops over time. However, autonomy is not isolated. For example, an augmented
human in a leadership position may directly or indirectly in�uence others’ decisions to adopt
augmentation. On a smaller scale, an individual’s augmentation can alter the behaviors and
attitudes of their immediate social environment, constraining the autonomy of others.

Originating fromHeteronomy Heteronomy a�ects both individual autonomy and societal
structures. External narratives, such as media hype around AI and emerging technologies,
shape individual expectations and decisions. As shown in this thesis, exaggerated expec-
tations can in�uence behavior, just as social stigma can discourage adoption or disclosure
of augmentation technologies. Beyond individual impact, heteronomous processes shape
societal norms and policies. Media representations reinforce biases, cultural expectations
emerge around augmentation use, and regulatory frameworks develop in response to tech-
nological adoption. These forces de�ne the conditions under which augmented humans
integrate into society.

12.6 Implications

In this section, I elaborate on the overarching implications of this thesis, however, for the
reader that is looking for more speci�c, actionable implications, please refer to the speci�c
chapters. In the following I elaborate on the implications of this work using the taxonomy
proposed by Van Berkel and Hornbæk [503]. To relate these implications to existing HCI
frameworks, I use Laaksoharju [508] for theory and design and Tan et al. [509]’s recently
published framework for the implications for the Augmented Humans community.
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12.6.1 Implications for Theory

The HCI community has made multiple calls to produce more theories and models, yet
theory-building remains an uncommon practice [510]. This work aims to help establish a
foundation for developing theories in HCI. In particular, I revisit Laaksoharju [508]’s Theory
of Use in HCI, which addresses two key questions: First,What should be designed?, —or, as
Laaksoharju [508] puts it, "how designers of computerized artifacts come to understand what they
should design.", Second How can we determine whether a computerized artifact is appropriate for
a given purpose?

To answer the �rst question, Laaksoharju [508] advocates for a deductive theorizing approach
grounded in falsi�cation, drawing from the philosophy of science and psychological research
on problem-solving and decision-making. I align with this view2, recognizing it as a funda-
mental driver of HCI as a proto-science in pursuit of discovery.

Laaksoharju [508] operationalizes this approach by requiring an explicit articulation of the
designers’ understanding in the form of a Theory of Use. This theory must account for the
assumptions designers make about users and usage contexts, as well as their assumptions of
what constitutes a "good solution." These assumptions should be formulated as falsi�able
statements, allowing designers to test and re�ne their understanding based on user feedback
systematically. Additionally, the Theory of Use serves as a set of requirements against which
design hypotheses can be evaluated.

To guide this evaluation, Laaksoharju [508] emphasizes the autonomy of the artifact’s users,
which, in this case, is the autonomy of the augmented human. He argues that autonomy is
essential for human well-being, yet current design practices o�en overlook this principle.

This thesis contributes to the Theory of Use by addressing the second question, speci�cally in
the context of augmented humans, identifying factors that span the spectrum from autonomy
to heteronomy.

Finally, Laaksoharju [508]’s Theory of Use not only provides designers with the autonomy
necessary for developing expertise but also enhances communication with users. It ensures
that designers remain focused on understanding what they are designing for, while giving
users control over the technology that shapes their lives.

12.6.2 Implications for methodology

The �ndings from [Aut1] reinforce Kosch et al. [184]’s position that placebo research should
recognize a new subcategory of placebos introduced by digital artifacts.

2The call to align HCI to the falsi�cation approach from Popper [511] has not only helped other disciplines such
as psychology to achieve a status of science [512] but also has been previously recommended as an approach for
HCI to follow in order to build and test theories [510].
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Placebo e�ects in research are typically explained by two concurrent processes. Expectancy-
oriented theories attribute placebo e�ects to increased treatment e�cacy beliefs, while
conditioned response explanations link placebo e�ects to previously established stimulus-
response associations (e.g., taking a drug and feeling better). Given that augmentation
technologies are novel, such stimulus-response linkages could not have formed. Our results,
therefore, support expectancy-based mechanisms as the primary driver of placebo e�ects
in this context. One might argue that higher-order associations between novel technology
and subjective improvement exist, but this does not account for the physiological e�ects we
observed, particularly those related to loss-information integration. Other placebo induction
mechanisms, such as social learning [513], likely play a role—individuals may experience
bene�ts simply by observing others using augmentation technologies. These alternative
pathways warrant further exploration.

Our replication of placebo e�ects in augmentation technologies highlights the need for
placebo control in this research domain, much like in psychological andmedical intervention
studies. However, unlike these �elds, technology user studies o�en involve participants
who are acutely aware of the novelty of the technology, making group assignments more
transparent. As [184] suggests, placebo control methods must be adapted to the speci�c
constraints of technology research. We propose �ve approaches for controlling placebo
e�ects in augmentation technologies, acknowledging that these are neither exhaustive nor
universally applicable. While some extend to other areas of technology evaluation, each
study must be carefully designed to isolate genuine e�ects beyond placebo in�uences.

Five ways of addressing the placebo e�ect in the evaluation of augmentation technolo-
gies:

1. Present a placebo condition with a non-functional augmentation technology and com-
pare it to the functional system – placebo-control

2. Control for contextual aspects [180] that are known to increase placebo e�ects – placebo-
reduction

3. Poll expectations before and a�er use – placebo-indicator

4. Consider indirect measures (e.g., physiological measures) when probing the augmenta-
tion technology – placebo-indicator

5. Assess users’ qualitative statements in an interview can highlight a mismatch between
expectation – placebo-indicator

One could argue that this research paves the way for a variety of follow-up investigations for
each new technology. However, medical placebo trials can provide a framework for de�ning
the limits of such follow-up research.

First, only studies that can identify the conditions and mechanisms under which placebo
e�ects occur and the potential consequences of placebo e�ects are relevant to technology
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evaluation. Here, there is substantial knowledge in themedical literature to start and replicate
e�ects that generalize across technologies.

Second, AI in human-centered AI, or augmentation technologies, are examples of technol-
ogy that create high expectations in their users. Therefore, another constraint is that only
technologies that raise high expectations may need placebo control.

Third, the placebo e�ects we found are small, and thus, false-positive inferences due to
placebo e�ects may only be relevant for user studies that found small e�ects in statistical
comparisons. Overall, while placebo research must be considered in the evaluation of tech-
nology, we have to understand the constraints and mechanisms of placebo e�ects in the
evaluation of technology before invalidating large amounts of prior research.

12.6.3 Implications for the Augmented Humans community

This work addresses how to harmonize human augmentation with the self (augmented hu-
man) and society. To expand on this, I will draw on the Assistive Augmentation framework
recently published in Interactions by Tan et al. [509]. The authors structure assistive augmen-
tation around two key pillars: ability and integration. The ability pillar contains perceptual,
physical, and cognitive domains, aligning with established Sensory,Motor, and Cognitive aug-
mentation frameworks, as the one used here, originally proposed by Raisamo et al. [266]. It
also considers the augmentation method, categorized as amplify, substitute, or extend.

The second pillar, integration, is particularly relevant to this thesis as it embraces multiple
dimensions that have been addressed in this thesis. In detail, it examines four dimensions: (1)
body integration, which concerns how naturally the augmentation becomes part of the user’s
physical experience; (2) temporal integration, which considers the consistency of augmentation
use in daily life; (3) identity integration, which re�ects how well the augmentation aligns with
the user’s sense of self; and (4) sociocultural integration, which addresses how augmentation
is perceived within societal and cultural contexts.

For the �rst pillar, based on the �ndings of [Het1], one can argue that amplifying and sub-
stituting are more socially acceptable as they can take place in order to compensate for
an impairment, which in turn can serve as the "entry point" of augmentations into society.
Extending, as seen before, if introduced, one must consider having a clear narrative on why
it is necessary to extend a given skill, otherwise, users could face some level of rejection or
segregation given the uncertainty of the purpose of having an augmentation, naturally, this
applies also for substituting and amplifying in the case they are not using in the context of
impairments.

For the second pillar, I would argue that (1) and (3) are tightly codependent and highly
in�uenced by the factors studied in Part II, especially the sense of agency, as an external
body part that is not fully internalized, that the user fails to attribute their functioning to their
own intentions, in a physical or cognitive level (if we also consider the potential scenario of
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brain implants or brain stimulation). Thus, designing also for the agency as a subfactor of
autonomy is fundamental, especially considering that agency can easily be lost in the case of
a technical failure, high execution delay, or even extremely low latency [406].

As discussed in [Aut3], personal discourse can closely align with AI-generated discourse when
AI provides contextually relevant suggestions. In such cases, individuals o�en adopt the
readily available AI-generated options rather than following their own initial thoughts. Given
this, it is important to consider how augmentation might shape an individual’s personality
and self-expression.

Beyond the �ndings of this thesis, additional evidence suggests that individuals are already
adapting their speech patterns to incorporate expressions commonly associated with large
language models [514]. While any technology deeply embedded in daily life (2) inevitably
in�uences its users, designers of augmentation systems should strive to minimize their
impact on personality and self-determination. In the end, user autonomy should remain a
core design principle in the long term.

12.6.4 Implications for design

To elaborate on the implications for design, I frame the main implications for the design of
this work using seven key questions proposed by Laaksoharju [508] in Designing for Autonomy.
Based on my �ndings, I address the following:

Is it important that users do not make mistakes? Users should have the ability to make and learn
from mistakes rather than relying entirely on automation. Augmentation should provide
mechanisms for error recovery without restricting autonomy. Systems that overly prevent
errors can limit user engagement and adaptability. Instead, designs should allow controlled
exposure to errors, ensuring that users develop an understanding of the augmentation and
its use until they ultimately implicitly interact with it.

Is it important that users follow regulations? For augmentation systems that impact safety or
decision-making, regulatory compliance might be necessary. In such scenarios, it might be
complex for designers to both, comply with potential safeguard mechanisms required by
regulators and allow the augmented human total control over the augmentation, in order
to avoid social rejection by bystanders, one might argue that designers and manufacturers
should not externally control augmented humans, even in the case of regulations, and that
such, should me mediated directly between the individual and the regulating entity.

Is it important that users can learn to use the system easily? Augmentation should integrate
into daily routines with minimal friction. Interfaces must be clear and transparent to use,
reducing the learning curve without sacri�cing functionality. Systems should be designed so
that users can understand and use them e�ectively without extensive prior training, making
augmentation more accessible across di�erent expertise levels.
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Is it important that users have full control over what they do? Augmentation should assist rather
than dictate. There must be no actions that the user needs to override; all controls should be
in the human; not guaranteeing so would have psychological and societal implications for
the users of human augmentations [Het1, Het2, Aut1, Aut2, Aut3].

Is it important that users can appropriate the tool to better �t their needs? Looking at the future,
when augmentations can actually have a permanent nature, one would expect designs to be
individual-speci�c; even so, the broad functionality would be similar. This resembles how
some assistive technologies are designed and adapted to the individuals using them; I think
in this regard, we, as augmented human designers, still have a lot to learn from assistive
technologies designers, and more, we should consider ways to scale this up to a general
public.

Is it important that users develop expertise? Some augmentation systems should support skill-
building rather than de-skilling. This is why leaving autonomy to the human is so important,
in the moment that the system starts having autonomy and doing task for the human, the
human loses the need to preserve a given skill, this problem has already been experience in
automation and human-in-the-loop systems [515].

Is it important that users can take responsibility for their decisions? When a system in�uences
decision-making, users must remain accountable for their choices. Systems should present
information clearly, ensuring that users understand how system-generated suggestions are
derived. Designs should avoid passive reliance on AI-driven outputs and instead encour-
age critical engagement, particularly in areas where augmentation shapes communication,
judgment, or behavior [Aut3].

12.6.5 Implications for practice

With AI-integrated smart glasses becoming more common, these �ndings point to important
design choices. Devices like Ray-Ban Meta rely on auditory feedback, while others, such as
Vuzix Blade and Xreal Air, integrate both visual and auditory modalities. How these systems
provide assistance, when they intervene, and the level of user control will shape how people
experience agency.

Addressing agency loss requires rethinking interaction strategies. Instead of optimizing
e�ciency alone, systems should reinforce user autonomy. One approach is adaptive AI, which
adjusts assistance based on user con�dence, ensuring augmentation remains a support rather
than a directive. Another is designing interfaces that prompt users to evaluate AI suggestions
rather than accept them passively. These directions need further study, particularly in
high-stakes environments where misaligned reliance on augmentation could have serious
consequences.
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12.6.6 Implications for policy

Marketing and regulation of augmentation technologies must account for the behavioral
shi�s they induce. Heightened expectations, o�en reinforced through marketing, shape
how users interact with these systems. Users may overestimate augmentation capabilities,
leading to misplaced trust or overreliance. A key regulatory step would be independent
veri�cation of augmentation claims before market release.

Another challenge is that evenwhen users are informed of an augmentation’s limitations, they
o�en disregard this information. My �ndings, consistent with prior work, suggest that dis-
claimers alone are ine�ective. Interventions shouldmake these limitations tangible—through
controlled failure scenarios during onboarding or interactive risk assessments that expose
users to edge cases where augmentation does not function as expected.

This also raises questions about accountability. If an augmentation contributes to a failure,
who is responsible? The user, the manufacturer, or both?.

12.6.7 Implications for society

As augmentation technologies become more common, they may introduce new social expec-
tations. Augmented individuals could face additional ethical and legal constraints on how
they use their enhancements. Whether these rules emerge informally or through policy, they
will shape how augmentation �ts into society.

A largely unexamined issue is how augmentation interacts with aging. Biological bodies
deteriorate, but augmented parts do not necessarily follow the same pattern. If augmentation
preserves function beyond natural limits, does it rede�ne aging? Could an individual reach
an age where their biological components decline while their augmented capabilities remain
stable?

This has implications for inequality. If augmentation becomes essential for maintaining func-
tion in old age, access to upgrades may determine who remains capable and who experiences
decline. A future where some individuals can continually update their augmentations while
others cannot could create new divides, not just in wealth but in ability.

These are not distant concerns. Augmentation is already reshaping human experience, and
the questions it raises—about autonomy, responsibility, and access—need answers now.
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A.1 Clarification on Contributions

This section reports the speci�c contributions to each paper using the Contributor Roles
Taxonomy (CRediT). The CRediT framework provides a taxonomy to transparently identify
and report the roles played by each contributor in a paper. In 2022, CRediT was formally
adopted as an ANSI/NISO standard (Z39.104-2022), therefore, I adhere to this standard. Ta-
ble A.1, A.2, and A.3 provide an overview of the author’s and collaborators’ contributions to
the core publications included in this thesis.

The taxonomy de�nes the following 14 roles: 1

Conceptualization: Ideas; formulation or evolution of overarching research goals and aims.

Methodology: Development or design of methodology; creation of models.

So�ware: Programming, so�ware development; designing computer programs; implemen-
tation of the computer code and supporting algorithms; testing of existing code components.

Validation: Veri�cation, whether as a part of the activity or separate, of the overall replication
and reproducibility of results/experiments and other research outputs.

Formal Analysis: Application of statistical, mathematical, computational, or other formal
techniques to analyze or synthesize study data.

Investigation: Conducting a research and investigation process, speci�cally performing the
experiments, or data/evidence collection.

Resources: Provision of study materials, reagents, materials, patients, laboratory samples,
animals, instrumentation, computing resources, or other analysis tools.

Data Curation: Management activities to annotate (produce metadata), scrub data, and
maintain research data (including so�ware code, where it is necessary for interpreting the
data itself) for initial use and later reuse.

Writing – Original Dra�: Creation and/or presentation of the published work, speci�cally
writing the initial dra� (including substantive translation).

Writing – Review & Editing: Preparation, creation and/or presentation of the published
work by those from the original research group, speci�cally critical review, commentary, or
revision – including pre- or post-publication stages.

1Textually extracted from: https://credit.niso.org/contributor-roles/resources/
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Visualization: Preparation, creation and/or presentation of the published work, speci�cally
visualization/data presentation.

Supervision: Oversight and leadership responsibility for the research activity planning and
execution, including mentorship external to the core team.

Project Administration: Management and coordination responsibility for the research activ-
ity planning and execution.

Funding Acquisition: Acquisition of the �nancial support for the project leading to this
publication.
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Table A.1: (Continued) Author contributions for the chapter on Autonomy. The contributions of the
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Table A.3: Author contributions for the chapter on Experiencing Augmentation. The contributions of
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Table A.3: (Continued) Author contributions for the chapter on Experiencing Augmentation. The con-
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