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Abstract

Advancements in technology have transformed our everyday environments into intelligent,
sensor-rich spaces. While technologies such as smart home devices, augmented reality, and
radio frequency sensing bring various benefits and make life more convenient and enjoyable,
they also expose users to significant privacy risks. However, users often lack awareness and
understanding of how their data is collected, processed, stored, and shared. At the same
time, they lack mechanisms that help manage privacy effectively. Technology designers and
researchers have the opportunity to support users by creating privacy-friendly devices and
mechanisms. However, they must carefully balance privacy considerations with maintaining
rich features and ensuring engagement in users’ primary tasks. Overly strict privacymeasures
can deter adoption, especially since many users consider privacy management a low priority.
It is rarely a primary goal but rather a secondary concern that arises alongside the main use
case.

This thesis outlines a vision of privacy mechanisms that seamlessly integrate into users’ daily
routines and effectively empower them to claim autonomy and exercise agency over their
privacy. To realize this vision, we require (1) a thorough understanding of users’ privacy
concerns and the factors shaping their perceptions of privacy risks to (2) design effective
interventions to mitigate these concerns. Consequently, this thesis outlines a vision of a
privacy-preserving future among advanced, sensor-rich technologies. In this thesis, we first
investigate how users perceive and interact with privacy risks in intelligent environments.
Second, we design and evaluate innovative, human-centered solutions to address these
concerns.

The first part of this dissertation examines privacy concerns in intelligent environments. We
conducted surveys, interviews, and focus groups to understand how users perceive privacy
risks and navigate data practices. In detail, we explored concerns in smart homes, focusing on
bystanders’ perspectives onmobile and smart home technologies and users’ understanding of
interconnected interactions involvingmobile phones and smart devices.We further examined
people’s experiences with privacy violations in the physical world and investigated people’s
understanding and concerns about emerging technologies, such as advanced domestic robots
and radio frequency sensing. These systematic investigations offer new insights into people’s
privacy concerns and establish a foundation for designing effective, user-centered solutions.

The second part of this thesis develops and evaluates innovative privacy solutions and in-
terventions, focusing on empowering users to claim autonomy and exercise agency over
their privacy. We proposed two conceptual frameworks: one for designing effective consent
mechanisms for spontaneous interactions in augmented reality and one for addressing pri-
vacy violations in the physical world. We further proposed communication patterns enabling
domestic robots to convey their privacy-relevant states to users effectively. We then created
interactive privacy labels that inform users about the privacy implications of smart home
devices and support control and use-case-based interactions. Finally, through three studies,
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we explored tangible privacy interfaces for smart homes, resulting in a cross-ecosystem
privacy hub. We evaluated this hub in an in-the-wild study, delivering unique insights into
lived experiences with a tangible privacy control system.

Based on our findings from the first part of this dissertation, I propose a conceptual model
for privacy concerns in intelligent environments, outlining how personal, technological, and
situational factors impact privacy concerns. Next, condensing the insights from the disserta-
tion’s second half, I present a research playbook for human-centered privacy mechanisms
in intelligent environments. The framework integrates theoretical insights and practical
findings to guide the design of future privacy-preserving technologies. I designed the frame-
work as a resource for researchers and designers aiming to create systems that align privacy
practices with user needs.

Overall, this thesis contributes (1) a comprehensive understanding of people’s privacy con-
cerns and mental models in intelligent environments, (2) innovative systems, tools, and
comprehensive concepts to enhance privacy awareness and control, (3) a conceptual model
for privacy concerns in intelligent environments, (4) a research playbook to elicit effective
human-centered privacy mechanisms for intelligent environments, and (5) reflections on
methods in privacy research and the future of privacy in intelligent environments. I envision
human-centered privacy solutions that reduce the burden on individuals while making pri-
vacy management seamless and engaging. By developing a deep understanding of people’s
privacy concerns and creating several privacy mechanisms and frameworks, this thesis lays
the groundwork for a future where privacy and innovation coexist.
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Zusammenfassung

Unser Alltag hat sich durch technologischen Fortschritt zunehmend in intelligente, sensorrei-
che Umgebungen verwandelt. Smart-Home-Geräte und Technologien wie Augmented Reality
und radiofrequenzbasierte Sensoren haben zahlreiche Anwendungen und versprechen, das
Leben komfortabler und angenehmer zu machen. Gleichzeitig setzen diese Technologien
Nutzerinnen und Nutzer erheblichen Datenschutzrisiken aus. Häufig fehlt es jedoch an Be-
wusstsein und Verständnis dafür, wie persönliche Daten erfasst, verarbeitet, gespeichert und
weitergegeben werden. Zudemmangelt es an wirksamen Mechanismen zur Kontrolle über
die eigenen Daten und die eigene Privatsphäre. Hier liegt eine zentrale Herausforderung für
die Gestaltung datenschutzfreundlicher Technologien, die Funktionalität, einfache Benutz-
barkeit und Datenschutz in Einklang bringen. Zu strenge Datenschutzmaßnahmen können
die Akzeptanz mindern – insbesondere, da viele Menschen den Schutz ihrer Privatsphäre
nicht als vorrangiges Ziel, sondern eher als eine begleitende Aufgabe erachten.

Diese Dissertation verfolgt das Ziel, Datenschutzmechanismen menschenzentriert zu ent-
wickeln, die sich nahtlos in den Alltag integrieren und es Nutzenden ermöglichen, Selbst-
bestimmung und Autonomie über ihre Privatsphäre zu gewinnen, ohne dadurch das Benut-
zererlebnis zu schmälern. Grundlage dafür sind (1) ein vertieftes Verständnis der zugrunde
liegenden Datenschutzbedenken sowie der Faktoren, die die Risikowahrnehmung beeinflus-
sen, und (2) darauf aufbauende, gezielte Interventionen, um diese Bedenken auszuräumen.
Die Arbeit eröffnet damit eine fundierte und empirisch abgesicherte Perspektive auf eine
datenschutzfreundliche Zukunft im Zeitalter ubiquitärer digitaler Technologien.

Im ersten Teil der Dissertation werden Datenschutzbedenken in intelligenten Umgebungen
untersucht. Anhand von Umfragen, Interviews und Fokusgruppen analysiere ich, wie Men-
schen Risiken wahrnehmen und wie sie mit der Erhebung, Verarbeitung und Weitergabe
ihrer Daten umgehen. Im Fokus stehen dabei unter anderem Bedenken im Kontext von
Smart Homes aus der Perspektive sekundärer Nutzender. Insbesondere untersuchen wir
das Verständnis für vernetzte Interaktionen zwischen Smartphones und smarten Geräten.
Darüber hinaus betrachten wir auch Erfahrungen mit Datenschutzverletzungen im analo-
gen Alltag sowie Wahrnehmungen gegenüber neuartigen Technologien wie innovativen
Haushaltsrobotern und radiofrequenzbasierten Sensoren. Diese Analysen liefern wertvolle
Einblicke in die Bedenken und Bedürfnisse von Nutzenden und bilden die Grundlage für die
Entwicklung wirksamer datenschutzfreundlicher Lösungen.

Im zweiten Teil der Arbeit werden neuartige Datenschutzmechanismen entwickelt und empi-
risch evaluiert, die Menschen zu mehr Kontrolle über ihre Daten befähigen. Dabei stelle ich
zwei konzeptuelle Rahmenwerke vor: Das erste befasst sichmit der Gestaltungwirksamer Ein-
willigungsmechanismen für spontane Interaktionen in Augmented Reality. Das zweite befasst
sich mit dem Umgang mit Datenschutzverletzungen im physischen Raum. Darüber hinaus
entwickeln wir Kommunikationsmuster, mit denen Haushaltsroboter ihre datenschutzrele-
vanten Zustände transparent vermitteln können. Darauf aufbauend entstehen interaktive
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Privacy Labels, die über die Datenschutzimplikationen von Smart-Home-Geräten informieren
und eine fallbezogene und feingranulare Kontrolle ermöglichen. Ergänzend werden in drei
Studien greifbare Interaktionsmechanismen für die Einstellung von Datenschutzparametern
untersucht. Diese wurden anschließend zu einem plattformübergreifenden System, dem
PrivacyHub, weiterentwickelt.

Auf Basis der Erkenntnisse aus dem ersten Teil entwickle ich ein konzeptuelles Modell, das
zeigt, wie persönliche, technologische und situative Faktoren die Risikowahrnehmung in
intelligenten Umgebungen beeinflussen. Im zweiten Teil fasse ich die gewonnenen Erkennt-
nisse in einem praxisorientierten Leitfaden für nutzerzentrierte Datenschutzmechanismen
in intelligenten Umgebungen zusammen. Dieser richtet sich an Forschende sowie an Ent-
wicklerinnen und Designer, die datenschutzfreundliche Systeme entwickeln möchten, die
sich konsequent an den Bedürfnissen der Nutzenden orientieren.

Insgesamt leistet die Dissertation einen Beitrag, indem sie (1) ein umfassendes Verständnis
von Datenschutzbedenken und mentalen Modellen in intelligenten Umgebungen vermittelt,
(2) innovative Konzepte und Werkzeuge zur Förderung von Datenschutzbewusstsein und
Kontrolle entwickelt, (3) ein konzeptuelles Modell zur Erklärung von Risikowahrnehmung
vorstellt, (4) ein Rahmenwerk für effektive, nutzerzentrierte Schutzmechanismen bereitstellt
und (5)methodische Reflexionen zur Datenschutzforschung sowie Ausblicke auf künftigeHer-
ausforderungen bietet. Die Arbeit zeigt auf, wie benutzerfreundliche Datenschutzlösungen
gestaltet sein können, die sich nahtlos in den Alltag integrieren lassen und das Management
von Privatsphäre intuitiv undwirkungsvoll machen. So legt diese Dissertation den Grundstein
für einen Ansatz, der Datenschutz, technologische Innovation und Benutzbarkeit in Einklang
bringt.
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1
INTRODUCTION

Preserving users’ privacy online has long been a key concern. Since the early days of the
internet, researchers and lawmakers have recognized the need to protect privacy when sensi-
tive user data is stored and processed [31]. As a result, research has focused on understanding
potential privacy risks [51], the concerns these risks cause [120], and strategies for mitigating
them [108]. Yet, recently, the boundaries between the digital and physical worlds have blurred
as technology becomes embedded in nearly every aspect of our daily lives. In fact, due to
advancements in technology, daily life has been transformed into a sensor-rich intelligent
environment: when asking a smart speaker to dim the lights and adjust the thermostat, when
a caregiver relies on a fall detection system to monitor an elderly family member, or when a
fitness tracker continuously analyzes heart rates and sleep patterns to provide health insights.
While such technology offers great convenience and enhances security, it also introduces
significant privacy risks, as it relies on collecting and processing large amounts of user data.
People already struggle to grasp the implications of their online behavior and its privacy
risks [50]. With emerging technologies whose full functionality and capabilities may be
even less transparent, these concerns could become even more pronounced. This raises the
question: How can we empower users to protect their privacy in a world where intelligent,
connected technology constantly surrounds us?

It is immediately clear that established online privacy solutions do not translate well to the
physical world. Even in online settings, research has long criticized the ineffectiveness of
methods like privacy policies and cookie banners, citing their complex legal language [110]
and excessive length [91]. This issue gets aggravated in intelligent environments, where many
devices lack screens to display privacy information, forcing users to rely on secondary devices
to understand privacy implications.

Moreover, in a connected world, the person whose data is collected is often not the device
owner but a bystander; someone exposed to the technologywithout being its primaryuser [146].
These bystanders may not even be aware that data is being collected, making it difficult for
them to inform themselves about their rights and choices [74]. Another challenge is that
users already avoid engaging with privacy information when signing up for accounts or
making online purchases. In environments where interactions last only split seconds, such as
checking a smartwatch’s heart rate or viewing sensitive documents on smart glasses, the time
required to engagewith privacy information could easily exceed the interaction duration itself.
According to research on privacy calculus, people weigh the effort of protecting their privacy
against the perceived benefits [32]. This underscores the need for privacy mechanisms that
are seamlessly embedded in interaction flows, minimizing effort while empowering users.

In summary, preserving privacy in a connected, intelligent environment is challenging be-
cause (1) people may struggle to fully understand emerging technologies and their associated
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risks, and (2) the unique characteristics of intelligent environments, such as the lack of
screens, constant exposure, and varying user roles, demand novel privacy mechanisms.
These two factors motivate my vision:

O Vision: To design seamless and engaging human-centered privacy mechanisms for
interconnected, intelligent environments that integrate into daily routines and effectively
empower users to claim autonomy, exercise agency, and manage access to their data,
enabling meaningful, real-world privacy control.

In this thesis, I work toward this vision through two research questions. First, to develop
effective countermeasures, we must understand which technologies and situations trigger
privacy concerns. Thus, I pose the first research question: RQ1: What privacy concerns do
people have in intelligent, sensor-rich environments? Once we have identified the situations
requiring privacy mechanisms, we aim to design solutions that support users without adding
additional burden. Hence, I ask in my second research question: RQ2: How can privacy
concerns in intelligent environments be effectively mitigated?

To address the first research question, we conducted a series of investigations to understand
people’s privacy concerns with technology, ranging from established to emerging technolo-
gies. First, we examined whether familiarity and the distinction between established and
emerging technologies influence privacy concerns [Core1]. Through an online survey, we
presented participants with video scenarios featuring either a smartphone or a smart home
device from a bystander perspective in different social settings. We found that people are sig-
nificantly less concerned about smartphones than smart home devices, despite their similar
capabilities. However, context and sensor type led to pronounced differences in privacy con-
cerns. Investigating these concerns separately does not fully reflect reality, as smartphones
and smart home devices are often interconnected; for example, when using a smartphone
to streammusic to a smart speaker. Therefore, we next explored users’ mental models and
privacy concerns in interconnected interactions through an online survey [Core2]. We found
that while privacy concerns increase with the number of interconnected devices, users
struggle to understand complex privacy processes and correctly attribute privacy-protection
responsibilities. Motivated by the prospect of smart home devices gaining more interactive
and mobile capabilities in the near future, we then examined privacy concerns related to
domestic robots [Core3]. Through an online survey, we found that increased capabilities led
to heightened and entirely new privacy concerns, such as a robot searching through private
documents or interrupting sensitive situations. Finally, in [Core4], we investigated concerns
surrounding emerging, non-transparent technologies, focusing on Radio Frequency (RF)
sensing. While it is often marketed as a privacy-preserving alternative to cameras due to
the lack of visual data, RF sensing actually introduces similar and even additional privacy
risks. Through interviews and a large-scale online survey, we found that most were initially
unaware of the full capabilities but expressed context-dependent concerns upon learning
more. People, for example, preferred RF sensors in private locations but cameras when
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imagining their neighbor using the technology and in security-relevant situations. Overall,
these studies provided a solid understanding of users’ diverse privacy needs in intelligent
environments and formed the basis for developing effective mitigation mechanisms.

To address the second research question, we conducted several studies aimed at developing
frameworks, strategies, and concrete mechanisms to mitigate the privacy concerns and risks
identified in the first research question.Wefirst developed a framework to address privacy vio-
lations in the physical world, consisting of four tools that guide designers in creating effective
mechanisms based on situational characteristics [Core5]. Similarly, we designed a framework
for effective privacy consent in spontaneous, quick, and ubiquitous interactions, such as
those involving smart glasses [Core6]. Building on this, we explored how domestic robots,
given their interactivity and human-like capabilities, can communicate their privacy-relevant
states to users [Core3].We investigated different communication patterns and identified those
perceived as most effective. As concrete mechanisms, we advanced the concept of privacy
nutrition labels [39] by proposing interactive privacy labels for smart homes. These labels
not only inform users about a device’s privacy-relevant state but also dynamically adapt to
reflect advanced configuration options [Core7]. Finally, through three projects, we explored
the potential of tangible privacy interfaces for smart homes. First, we examined the general
potential of tangible privacy controls, investigating manual and automated privacy mecha-
nisms as well as physical privacy dashboards for privacy awareness [Core8]. We found that
tangible mechanisms enhance awareness and control, independent of users’ technological
knowledge, ultimately fostering inclusive privacy. Building on these insights, we developed a
digital-physical smart home ecosystem for security and privacy awareness [Core9], featuring a
physical dashboardwith colored LEDs to signal security and privacy vulnerabilities. Lastly, we
created a fully functional smart home dashboard for privacy awareness and control [Core10],
incorporating device proxies, floor plan, and data stream visualizations. The proxies allow
users to adjust a device’s connectivity state, while the visualizations enhance awareness of
device presence and data transactions. Our findings indicate that the ecosystem effectively
increased privacy awareness and control. Together, these mitigation measures offer a path
forward toward a more privacy-preserving future in intelligent environments.

Overall, this thesis contributes the following to HCI and a privacy-preserving future: (1) a
comprehensive understanding of the privacy risks and people’s associated privacy concerns
in intelligent environments, (2) innovative systems, and comprehensive concepts and frame-
works to enhance privacy awareness and control, (3) a conceptual model of how personal,
technological, and situational factors interplay to impact privacy concerns, (4) a research
playbook to elicit human-centered privacymitigation approaches in intelligent environments,
and (5) a reflection on methods in privacy research and the future of privacy in intelligent
environments. In all, this thesis lays the groundwork for a privacy-preserving future within
intelligent environments.
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1.1 Research Approach and Methods

Weemployed awide range ofmethods across our studies, including online surveys, interviews
with experts and laypeople, and in-the-wild studies. Whenever feasible, we used a mixed-
methods approach, combining quantitative and qualitative data to contextualize effects and
to explain the reasons behind patterns uncovered through log data or scales.

A central focus of my research was investigating people’s privacy concerns (RQ1). These
concerns are inherently subjective, shaped by individual experiences and backgrounds [137],
and highly dependent on context [96]. As such, they are difficult to measure objectively,
and researchers must often rely on self-reported data collected through questionnaires or
interviews. This challenge was especially present when exploring emerging technologies
and speculative futures, such as advanced domestic robots or RF-based sensing systems,
that have not yet been widely adopted. In these cases, we primarily used online surveys. To
support participants in engaging with unfamiliar scenarios, we incorporated visual materials
such as images and videos, instead of relying solely on textual descriptions.

We mostly developed prototypes and conducted in-the-wild studies for RQ2, which focused
on evaluating privacy mitigation mechanisms. Such studies are desirable when feasible, as
they offer higher ecological validity by allowing participants to integrate the technology into
their daily routines [67]. These deployments yielded valuable insights that would have been
difficult to obtain through lab-based studies. Their durations ranged from one [Core10] to six
weeks [Core8], as is common in HCI research.

Across all studies, we followed established ethical standards and obtained approval from our
institutional review board. We also ensured that all participant data was processed and stored
in compliance with the General Data Protection Regulation (GDPR) and local data protection
regulations.

Interviews: We conducted interviews as one of the primary studymethods in [Core4, Core5,
Core6, Core7] and used introductory and exit interviews in [Core9, Core10, Pub3, Pub4].
When interviews served as a main method, we aimed to gather in-depth insights, as they
allowed for follow-up questions, which is an advantage over open-ended survey responses.
The introductory and exit interviews primarily contextualized quantitative findings obtained
through questionnaires and log data.We recorded and transcribed all interviews and analyzed
them using iterative coding and thematic analysis as described by Blandford et al. [16] or
affinity diagramming [53].

Online Surveys: We conducted qualitative [Core5], quantitative [Core3, Pub3], and mixed-
method online surveys [Core1, Core2, Core4, Core3, Core7]. With the exception of [Pub3],
where we used a combination of convenience and snowball sampling, we recruited the
participants on Prolific to ensure a more diverse sample than reachable using only the
university’s mailing list. Online surveys enabled us to explore futures that have not yet
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materialized, such as capable domestic robots [Core3] and RF sensing [Core4]. Additionally,
we used online surveys to capture lived experiences with technology [Core5, Core1, Core2]
and to evaluate digital prototypes with larger participant samples [Pub3, Core7].

In-the-wild Studies: We conducted in-the-wild studies in [Core9, Pub3, Core10] to evaluate
self-developed prototypical systems. While these studies offer less control than lab studies,
they provide higher ecological validity and allow us to capture lived experiences and more
realistic behavior over an extended period, something lab studies usually cannot achieve.

Questionnaires: We used questionnaires in all publications. When available, we used vali-
dated questionnaires, such as the Internet Users’ Information Privacy Concerns (IUIPC) [85] to
assess people’s general privacy perception or the Affinity for Technology Interaction (ATI) [44]
to investigate people’s affinity for technology. For specific questions, we also created our own
items. While doing so, we followed best practices for scale design and mostly used 100-point
Visual Analog Scales (VASs) without ticks to prevent responses from converging around the
ticks [90]. Further, VAS lead to higher data quality, more precise responses [45], and since
they collect continuous data, allow for more statistical tests [111].

Log Data: We collected log data, automatically captured without requiring explicit user
input, in [Core7, Core9, Core10] to analyze howparticipants interactedwith our self-developed
prototypical systems. Rather than relying solely on questionnaires, log data allowed us to
investigate user behavior more objectively and avoid recall bias, which can occur in self-
reported methods such as questionnaires or interviews.

Design Activities: We conducted co-design activities in [Core5, Core3, Core6] to help partic-
ipants visualize abstract ideas and articulate their visions more easily. In all these studies,
we asked participants to sketch their privacy mitigation mechanisms while thinking aloud.
We then systematically analyzed the sketches by coding and categorizing their elements,
identifying recurring patterns, and cross-referencing them with participants’ comments to
understand their design choices.

Prototypes: Wedeveloped hardware prototypes in [Core9, Core10, Pub1] and software proto-
types in [Pub3, Core7]. In [Core9, Pub3, Core10], the prototypes were a primary contribution
of the publication. To support future research, we open-sourced the code and materials,
allowing others to build upon and extend our systems. Overall, the prototypes provided deep
insights into user interactions while generating generalizable knowledge that extends beyond
the usefulness of the prototypes themselves.
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1.2 Research Context

I conducted most of the research presented in this dissertation at the Chair for Human-
Centered Ubiquitous Media and the Media Informatics Group at LMUMunich over approx-
imately four and a half years. My primary advisor is Prof. Albrecht Schmidt, the head of
the chair. Additionally, I conducted the research for [Core4] at Carnegie Mellon University
during my three-month research stay under the supervision of Prof. Lorrie Cranor. Finally,
I collaborated with teammembers and researchers from other institutions on studies and
co-authored publications, which I outline in Table 1.1.

All publications were associated with the Munich Center for Machine Learning (MCML), a
research center dedicated to advancing machine learning through fundamental research,
interdisciplinary applications, and academic-industry collaboration. Within the research
group Humane AI, we focus on human-computer interaction and human-centered AI topics.

1.3 Papers and Contributions

Table 1.1 outlines the methods and contributions according to Wobbrock and Kientz [141] for
all core contributions.
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Table 1.1: Methods and contributions for each of the contributing publications.

Paper Methods Contributions [141]

[Core1] Mixed-method online survey
(N = 170)

Empirical: Understanding of bystanders’ privacy
concerns related to smartphones and smart de-
vices

[Core2] Mixed-method online survey
(N = 120)

Empirical: Understanding of users’ mental mod-
els during interconnected interactions

[Core3] Mixed-method online survey
(N = 90), focus groups (N = 22),
quantitative large-scale online survey
(N = 1720)

Theoretical & Empirical: Set of privacy communi-
cation patterns for domestic robots and insights
from online surveys and focus groups

[Core4] Interviews (N = 14) and
mixed-method large-scale online
survey (N = 510)

Empirical:Understanding of people’s privacy con-
cerns regarding RF sensing

[Core5] Qualitative online survey (N = 89)
and expert interviews (N = 10)

Theoretical: Design framework for effective pri-
vacy consent in the physical world

[Core6] Focus groups (N = 17), expert
interviews and co-design activities
(N = 11)

Theoretical: Design framework for effective pri-
vacy consent for spontaneous interactions in AR

[Core7] Expert interviews (N = 10) and two
online surveys (N = 160) and
(N = 120)

Artifact & Empirical: Interactive privacy labels
and findings from expert interviews and two on-
line surveys

[Core8] Focus group (N = 8), conference
workshop (N = 8), and six-week
in-the-wild study with households
(N = 6)

Empirical: Insights into how tangible privacy
mechanisms scale across devices and fit user
needs in smart homes

[Core9] In-the-wild study with households
(N = 8)

Artifact & Empirical: SaferHome, an interactive
digital-physical privacy framework and findings
from an in-the-wild study using the framework

[Core10] In-the-wild study with households
(N = 6)

Artifact & Empirical: A cross-ecosystem smart
home hub and findings from its one-week de-
ployment
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2
BACKGROUND AND RELATED WORK

“There is not a lot of death and gore in privacy law. If this is the
standard to recognize a problem, then few privacy problems will be
recognized.”

– Daniel J. Solove.
’I’ve Got Nothing to Hide’ and Other Misunderstandings of Privacy.

2007.

The common claim of “having nothing to hide” reduces privacy to the concealing of wrongdo-
ing [126]. Yet, privacy issues are multi-faceted and often emerge not from isolated disclosures
but from complex systems of data processing that draw inferences, aggregate information,
and repurpose data beyond its original context. Solove [126] further argues that a lack of
privacy can lead to chilling effects, discouraging socially valuable behaviors like political
discourse. Thus, privacy is not merely a subjective concern but a societal value. This is also
signified by the fact that the United Nations declares privacy a fundamental human right in
Article 12 [136]. Yet, they do not further define what the term privacy entails. This lack of
clarity reflects the complexity of privacy as amultidimensional concept spanning legal, social,
cultural, economic, and political domains [70]. Academic definitions vary, framing privacy
as freedom from intrusion, control over personal data, or assurance against unauthorized
disclosure [8, 55, 139]. In the context of information privacy, Westin [140] describes it as
“the ability of an individual to control the terms under which their personal information is
acquired and used.” Solove [127] further argues that a universal definition is elusive due to
the concept’s diversity. Instead, he proposes understanding privacy through the issues that
arise in context, offering a four-dimensional taxonomy of privacy violations: (1) informa-
tion collection, (2) information processing, (3) information dissemination, and (4) intrusion.
Nissenbaum’s framework of contextual integrity redefines privacy in the digital age. Rather
than opposing information sharing outright, it argues that privacy concerns stem from viola-
tions of context-specific norms [97]. This perspective challenges traditional public–private
boundaries, emphasizing that information flows should align with social expectations within
specific settings, such as workplaces or healthcare [96].

While a large body of prior work has focused on online privacy [51, 108, 120], the established
concerns andmitigation strategies may not directly apply to intelligent environments. People
may struggle to fully understand emerging technologies and the associated risks. Moreover,
the unique characteristics of intelligent environments, such as the lack of screens, continuous
exposure, and varying user roles, may call for novel privacy mechanisms, highlighting a
research gap that this dissertation aims to address. To lay the foundation for our investigation,
I first present prior work on privacy concerns (RQ1) in intelligent environments, followed by
a summary of work on mitigation approaches (RQ2).

9



Background and Related Work

Definition — Human-Centered Privacy

Human-Centered Privacy emphasizes individual needs, capabilities, and contexts.
It promotes designing mechanisms that respect user autonomy, enable meaningful
control, and integrate privacy into daily life in usable, seamless, and inclusive ways.

2.1 Understanding Privacy in Intelligent Environments

This section presents prior research relevant to my first research question (RQ1). Specifically,
I discuss the privacy risks that arise in sensor-rich environments, the concerns these risks
trigger, and the contextual factors that influence those concerns. I discuss these issues in the
context of smart homes, domestic robots, AR, and RF sensing.

2.1.1 Smart Homes

I first discuss privacy in smart homes, where devices are increasingly embedded into everyday
routines and environments.

Privacy Risks

Smart home devices are placed in the most intimate spaces of daily life, such as bedrooms
and bathrooms, where users expect a high level of privacy [14, 74, 152]. However, their
placement and constant data collection introduce significant privacy risks. Prior research
has shown that data collected by these devices can be exploited to reveal sensitive insights,
including behavioral patterns, such as daily routines and periods of absence [9], and even
the number of occupants in a household, their sleeping habits, and eating routines [93]. For
instance, encrypted network traffic from sleep monitors has been shown to correlate with
users’ sleeping times [9]. Video surveillance systems are particularly vulnerable, with studies
demonstrating attacks that inject forged video streams, execute denial-of-service attacks [99],
or expose sensitive footage [102]. Geneiatakis et al. [48] used off-the-shelf devices to show
how hackers could eavesdrop to deduce the smart hub’s operating system, IP address, and
unique ID or even impersonate legitimate users. These findings underscore the importance
of protecting user privacy in smart homes, as data can reveal intimate aspects of daily life.

Privacy Concerns

While users often struggle to articulate the exact risks and technical vulnerabilities of smart
homedevices [49, 86], theynonetheless express privacy concerns [73]. These concerns include
fears of data being transmitted without consent, persistent monitoring via always-listening
smart speakers, targeted advertising, third-party data sharing, and a general lack of trans-
parency [73, 74]. Surveys of adopters and non-adopters show that such concerns significantly

10



Understanding Privacy in Intelligent Environments

influence smart speaker adoption. Non-adopters often cite distrust in manufacturers and
data misuse [73], while adopters tend to justify use through trust in manufacturers [74, 142,
152]. Users’ privacy concerns vary significantly depending on the type of sensors. Cameras
and microphones are the most concerning [23, 25, 146], while non-visual sensors, such as
temperature or motion detectors are seen as less intrusive [152]. Users are also particularly
uneasy about specific types of data, especially those that reveal demographics (e.g., age,
gender), communication content, daily routines, and lifestyle patterns [14]. However, they
are generally more comfortable with data flows essential to the device’s primary function [14].
This preference reflects a broader pattern: many users are willing to trade privacy for per-
ceived benefits or convenience [95, 134], particularly in health-related contexts where older
adults prioritize autonomy [134].

Contextual and social factors also shape privacy concerns. Device location within the home is
a significant factor; devices in private areas, such as bedrooms or bathrooms, elicit stronger
concerns than those in more public spaces, like kitchens [23, 146]. Similarly, the social
relationship between individuals plays a critical role. Devices owned by trusted individuals
are generally seen as less threatening [146], though greater familiarity can also increase
perceived sensitivity due to easier interpretation of the data [142]: some users do not consider
certain data sensitive until it is interpreted by someone familiar [72]. Privacy expectations
extend beyond primary users as visitors and bystanders in smart home environments also
hold privacy expectations [88, 146]. Bystanders, those who are not the primary users but
are indirectly exposed to smart devices, are a particularly vulnerable group. They often
lack the ability to consent, control, or even recognize their exposure [74, 77, 88, 146]. Their
concerns include being recorded without notice, discrimination based on captured behavior,
and mistrust in device manufacturers [87]. Power dynamics in multi-user settings, such as
homes with guests or shared control scenarios, further complicate privacy. Studies show that
visitors often share privacy preferences with homeowners but lack the means to express or
act on them [47, 89].

2.1.2 Domestic Robots

As mobile and interactive extensions of the smart home, domestic robots introduce new
privacy challenges beyond those posed by stationary devices like smart speakers.

Privacy Risks

Domestic robots can have advanced locomotion and interaction capabilities that allow them
to access virtually all areas of a private home. As a result, their presence can impact not only
informational privacy but also physical, psychological, and social dimensions of privacy [83].
Many domestic robots are equipped with mobile cameras, enabling them to capture images
of users in intimate spaces such as bedrooms and bathrooms, collect detailed spatial data, or
eavesdrop on conversations without users’ awareness [19, 35, 119]. Furthermore, their ability
to engage in verbal interaction, often combined with a humanoid or lifelike appearance, can
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prompt users to voluntarily disclose sensitive information [83, 133]. Due to their advanced
mobility, interactive capabilities, and often humanoid appearance that fosters user trust,
domestic robots introduce entirely new privacy challenges.

Privacy Concerns

While earlier work has highlighted the risks stemming from domestic robots’ mobility and
physical presence [20], users express stronger concerns about institutional privacy aspects,
such as how their data is collected, stored, and used bymanufacturers, often underestimating
potential threats to their physical privacy [84]. Nevertheless, some users do express unease
about the potential for robots to be exploited for harmful purposes like stalking or hacking [84].
In an interview study by Lee et al. [76], participants stated that they did not mind being
recorded by the robot, provided they were aware of when it was happening. However, they
voiced concerns about accidental recordings that might occur as the robot navigates or
interacts with others. Participants generally agreed that they wanted to be informed about
such accidental data collection. The study also revealed that users tended to underestimate
what the robot could perceive, often assuming, based on its humanoid appearance, that its
visionwas limited like that of a human and incapable of seeing behind itself. This underscores
the importance of clearly communicating the robot’s actual sensing abilities to users [76].

2.1.3 Augmented Reality

AR glasses are always-on systems that combine sensors like cameras and microphones in a
single device, heightening concerns about continuous and often opaque data collection.

Privacy Risks

Prior research highlights that continuous recordings enabled by AR glasses pose significant
privacy and surveillance challenges [70, 114, 115]. These concerns are particularly critical
because the devices have microphones and cameras that remain “always on” and are di-
rected at people without requiring explicit user actions. Such recordings frequently extend
beyond the primary user, capturing the surrounding environment and bystanders and raising
concerns about unintentional data collection [30, 115]. By linking visual data with time and
location, individuals’ preferences and habits can be inferred [15]. Additionally, psychological
and physiological information derived from biometric data may be used to predict behavioral
patterns [70]. When combined with biometric cues, interpreting facial expressions, gestures,
and voice can further reveal emotional states, thoughts, and feelings [15, 70]. These stud-
ies show how AR glasses pose completely new privacy challenges due to their unobtrusive,
constant presence and collection of rich user data.
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Privacy Concerns

Gallardo et al. [46] found that users generally accept tracking location, body temperature,
heart rate, and movement related to AR glasses. This acceptance likely stems from the
familiarity of such data collection through devices like smartphones and smartwatches.
In contrast, participants expressed strong discomfort with more invasive data collection,
such as private conversations, personal activities, brain wave recordings paired with visual
data, and scenarios where employers monitor employees. The study also explored attitudes
toward secondary uses of collected data. Participantswere skeptical toward entities such asAR
companies, employers, healthcare providers, insurance companies, and advertisers.However,
prior research also suggests that AR technologies are perceived more positively when they
provide assistive functions, particularly for individuals with visual impairments [6, 103].
People are alsomore open to AR usage by close contacts [34] and expect clear communication
of intent from strangers who use AR glasses [28]. Additionally, people accepted AR usage
more in public environments [34, 46]. According to Chung et al. [28], this may be because
users associate public settings, like classrooms or meetings, with established social norms
and thus expect lower risks of privacy violations.

2.1.4 Radio Frequency Sensing

RF sensing enables rich tracking and recognition capabilities. At the same time, it can operate
throughwalls and remain undetectable to users,making it particularly invasive froma privacy
perspective.

Privacy Risks

RF sensing enables a wide range of advanced capabilities that raise both opportunities and
concerns. By analyzing reflected RF signals, RF sensors can infer rich information, including
emotions [151], biometric characteristics [36], and physical activities [112]. Unlike visible-
light cameras, RF sensors are not sensitive to lighting conditions and can operate through
non-metallic objects and walls [3, 13, 27, 153], making them versatile for use in both public
and private environments [150]. In security contexts, RF sensing enables comprehensive
surveillance, such as tracking multiple individuals [2, 17, 27, 124], identifying room occu-
pancy [3], recognizing detailed hand and finger movements [104, 129], and even detecting
keystrokes [7]. Biometric inference further allows for identifying individuals based on body
size and shape [41]. Recent advances have even demonstrated the ability to reconstruct sound
through barriers [100]. These capabilities position RF sensing systems for security-relevant
use cases, such as intruder detection, also distinguishing their activity from that of non-
intruders, such as pets or authorized personnel like security guards [24]. RF sensing also
offers significant potential for healthcare applications. It has been used to monitor daily
activities (e.g., walking, and sitting) [138], track vital signs like heart rate and breathing [4, 118,
149], and analyze sleep behavior [57]. Some systems can simultaneously monitor multiple
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individuals, even distinguishing between people sharing a bed [148]. RF sensing has also
been used to infer emotional states through heartbeat and pose recognition [106, 151], and to
detect conditions such as Parkinson’s disease [143]. These rich capabilities, combined with
RF sensing’s ability to track through solid barriers, underscore the technology’s potential for
novel privacy intrusions.

Privacy Concerns

Research explicitly investigating how people perceive RF sensing is scarce. Singh et al. [125]
explored whether privacy concerns are primarily influenced by the human interpretability
of sensor data. Focusing on mmWave sensors, an example of devices that generate data not
directly interpretable by humans, they compared these to cameras and Wi-Fi routers in an
online survey with 160 participants. The results suggest that when dealing with non-human-
interpretable data, concerns are more strongly shaped by the potential inferences that can
be made rather than by interpretability itself. However, their study does not address broader
perceptions of RF sensing technology beyond the issue of data interpretability.

Summary: Understanding Privacy in Intelligent Environments

Established smart home devices and emerging technologies, such as domestic robots,
AR, and RF, are transforming our daily lives into intelligent environments. These devices
are equipped with various sensors and capabilities that continuously record and process
potentially sensitive user information, exposing users to a range of privacy risks. These
risks cause multiple privacy concerns that may hinder device adoption. However, such
concerns are not uniform; they depend heavily on contextual factors, social roles, and
individual experiences. This means that no single privacy mitigation strategy will suffice;
solutions must be adaptable to individual preferences and contexts. Developing a deep
understanding of users’ privacy concerns toward emerging technology is therefore crucial
for our vision of human-centered privacy mechanisms.

2.2 Mitigating Privacy Concerns

Recognizing the importance of data protection, the European Union introduced the GDPR in
April 2016. Its main goal is to harmonize data protection laws across the European Union and
ensure transparent, fair, and secure data processing by organizations [109]. No comparable
overarching privacy law exists in the United States. Instead, they follow a sectoral and state-
level approach to regulation. For example, theHealth InsurancePortability andAccountability
Act (HIPAA) [56] governs the handling of health-related data, and California enacted the
California Consumer Privacy Act (CCPA) [18], a law that ensures consumer privacy rights.
While not legally binding, United States regulations are influenced by the Federal Trade
Commission’s Fair Information Practice Principles (FIPs) [43], which outline core ideas
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such as notice, choice, access, security, and enforcement. A disadvantage of the sector-
specific approach in the United States is that privacy in emerging domains often remains
unregulated until new legislation is enacted. In contrast, the GDPR applies broadly, extending
to new domains. However, the GDPR has also struggled to fulfill its promise of extensive
privacy protection, as companies continue exploiting loopholes, due to weak enforcement
and penalties too minor to act as effective deterrents

Yet, due to such regulations, companies are required to safeguard privacy in their products
and integrate privacy-preservingmeasures. Spiekermann and Cranor [128] discussed two gen-
eral approaches to mitigate privacy violations: privacy-by-policy and privacy-by-architecture.
Privacy-by-architecture focuses on preventing privacy violations by minimizing data collec-
tion and anonymizing data, and privacy-by-policy relies on notice and choice principles, such
as consent forms and settings. They argue that even though the former provides stronger
protection, many businesses rely on the latter as it caters better to data-driven business mod-
els. In 2009, Cavoukian [22] coined the term privacy by design, which refers to the integration
of privacy protections into products and systems from the outset [22]. She outlines seven
foundational principles, including proactive prevention of privacy risks, privacy as the default
setting, end-to-end security, and user-centric privacy mechanisms. As many businesses still
refrain from incorporating privacy in their products from the beginning, prior research
has investigated Privacy-Enhancing Technologies (PETs) to help users cater to their privacy
needs. The need for human-centered privacy solutions is also highlighted by prior work
emphasizing that users fail to protect their privacy because privacy protection is currently
deemed too complicated or requires too much effort. As a result, many users resort to simple
protective behaviors, such as unplugging devices [64]. Yet, this is also counterproductive as it
renders the whole device useless, whereas most concerns only apply to specific sensors or
capabilities. In the following, I will discuss system-level solutions, user-facing mechanisms,
and tangible privacy mechanisms suggested by prior work.

2.2.1 System-Level Mechanisms

This section presents technical mitigation strategies that do not require active user involve-
ment.

Smart Homes

In the context of IoT, researchers introduced traffic shaping to mitigate privacy risks in device
traffic [10] and proposed auto-configuring smart devices with automatic updates to help users
maintain secure settings [78]. To address the limitations of static privacy policies in dynamic
smart home environments, they suggested frameworks that adjust privacy levels based on
contextual parameters by obscuring data access [94]. Other approaches define privacy zones
and generate adaptive policies [12], or implement context-based permission systems tailored
to IoT environments [63]. Personalized privacy assistants aim to learn users’ preferences
over time, automatically adjust settings, and make privacy decisions on their behalf [21]. For
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perceptual technologies, such as systems using cameras and sensors to observe users and
their environments, researchers developed Darkly, a protection layer that limits third-party
access through access control, algorithmic transformation, and optional user audits [61].

Augmented Reality

In the context of AR, prior research has proposed frameworks for access control—that is,
restricting access to sensors under certain circumstances. PrivacyManager, for example, is
an access control framework for developers and system administrators, designed to manage
access across entire domains, such as hospitals. A similar concept is the privacy passport,
which automatically communicates with predefined policies to deactivate sensors, such as
turning off a camera in a changing room [116]. Another approach disconnects the collection
of camera frames on the device from internet communication and blocks the upload of
sensitive data to the network [58, 62]. Shifting focus from users to bystanders, researchers
have proposed systems that obscure bystanders identified through eye and voice tracking [29]
or allow users to train the system to recognize familiar faces and blur unfamiliar ones [147].

RF Sensing

To mitigate the privacy risks associated with RF technology, researchers developed a system
that distorts signals potentially leaking private information while allowing legitimate sensors
to function as intended [105]. Other approaches include physically encrypting Wi-Fi channels
to prevent unauthorized eavesdroppingwhile retaining sensing capabilities [81], applying fine-
grained perturbations to disable certain RF functionalities while preserving others [79], and
erasing behavioral data from RF signals while maintaining the system’s ability to authenticate
users [80]. Finally, researchers have also proposed RF sensing shields that block sensing
outside a defined perimeter [100, 144], and techniques that inject decoy activities to confuse
sensing systems [121].

2.2.2 User Facing Mechanisms

This section presents user-facing mechanisms that require active user involvement.

Smart Homes

In the context of smart homes, prior research introduced interactive privacy and security
labels inspired by nutrition labels to enhance transparency at the point of purchase [40].
Follow-up work refined these into layered labels that combine essential printed content with
more detailed online information, contributing to the development of the Cyber Trust Mark
regulatory framework [38, 42]. Other studies compared privacy awareness mechanisms, such
as ambient lights, smart speakers, and data dashboards, and found that their effectiveness
varies by context [131]. For example, participants described ambient lights as discreet and
dashboards as offering detailed control and insights. Co-design sessions showed that users
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generally favor keeping data local, disconnecting devices from the internet, enabling au-
thentication for multi-user scenarios, and managing access through distinct modes [145].
Further work addressed bystanders’ concerns by outlining both cooperative mechanisms
(e.g., negotiating preferences, requesting control) and bystander-centric solutions (e.g., en-
hancing awareness, limiting data collection) [146]. Research on smart home interfaces found
social robots promising as controllers, despite usability challenges [82]. Finally, in the context
of smart toys, prior work recommended clear recording indicators and features that allow
children to review captured audio [92].

Domestic Robots

Regarding domestic robots, experts argued that privacy feedback should go beyond one-time
notices and instead be provided continuously [66, 83]. Prior work further suggested strategies
such as enabling shutdowns, restrictingmovement, anonymizing data, and designing physical
features (e.g., expressive eyes or ears) to visually indicate active sensing [83].

Augmented Reality

AR systems increasingly offer user-facing privacy controls. One system blocks data capture in
sensitive spaces (e.g., bathrooms) by filtering images based on user-defined preferences [130].
Other approaches provide an interface for reviewing and controlling outgoing visual data [58],
or allow users to apply privacy profiles and enable bystanders to opt out of real-time AR
monitoring via gestures that trigger facial blurring [122]. Patterned fabric has been used to
conceal sensitive objects, replacing them with virtual content adapted to their shape [59].
Another framework enables real-time masking of sensitive information using visual markers
like hand-drawn rectangles [107]. Finally, studies explored opt-in and opt-out mechanisms
based on gestures or wearable tags [68, 123].

2.2.3 Tangible Privacy Mechanisms

Prior research highlights the potential of tangible mechanisms to make complex and ab-
stract privacy concepts more accessible and engaging. In [Pub2], we presented a systematic
literature review on Tangible Privacy and Security Interfaces (TaPSI). We identified key op-
portunities and challenges of TaPSI and introduced the TaPSI research framework to guide
future work in this area. Ahmad et al. [5], who coined the term “tangible privacy,” defined
its core principles as (1) providing physical mechanisms to control data collection and (2)
offering unambiguous feedback on what data is being collected. He advocates for tangible
mechanisms due to their high comprehensibility, the trust they foster, and their inclusive-
ness, particularly for users with limited technological expertise. Because of these qualities,
participants strongly preferred tangible controls in sensitive spaces such as bathrooms [23].
Tangible privacy mechanisms have primarily been explored at the sensor level. Examples
include a wearable microphone jammer [26], a physical cover for smart speakers [132], and
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an automated webcam shutter [37]. Some systems extend beyond individual devices, offering
privacy control at a broader system level. For instance, PriKey [113] allows users to deactivate
sensors at the room level via a tangible key, and in [Pub1], we proposed a tangible framework
enabling device functionality across different connectivity modes (online, local, offline),
allowing users to make deliberate trade-offs between privacy and functionality. Despite these
promising developments, existing research has concentrated mainly on sensor-level con-
trols, with limited attention to system-level solutions. Additionally, most prototypes remain
conceptual or low-fidelity and have not been evaluated in real-world settings.

Summary: Mitigating Privacy Concerns in Intelligent Environments

Although technical measures can effectively protect privacy, they often operate invis-
ibly, which limits user awareness and control and might fail to account for diverse or
evolving privacy preferences. In contrast, user-facing mechanisms can foster trust and
transparency by supporting individual privacy decisions. However, effective privacy
mechanisms for emerging technologies in intelligent environments, such as RF sensing
and autonomous domestic robots, remain scarce. While tangible approaches have been
proposed to enhance user control and awareness in smart homes, most remain at the
prototype stage and lack evaluation in everyday contexts.

2.3 Summary

Prior work has shown that people’s privacy concerns are highly context-dependent and
shaped by situational factors. However, existing research has left important gaps regarding
how these concerns manifest for emerging technologies and how to design effective, human-
centered privacymechanisms. In the next chapter, I will present howwe addressed these gaps.
We conducted a series of studies to develop a deep understanding of users’ mental models
and concerns regarding emerging technologies [Core1, Core2, Core3, Core4, Core5]. Building
on these insights, we investigated privacy challenges from multiple angles. Recognizing
that tangible mechanisms show promise in smart homes but remain largely unevaluated in
real-world settings, we explored their everyday potential [Core8, Core9, Core10]. Beyond tan-
gibility, we developed theoretical foundations for designing privacy mechanisms in physical
environments [Core5] and in AR [Core6], created communication patterns to improve trans-
parency in domestic robots [Core3], and introduced an interactive privacy label to support
awareness, informed decision-making, and user education in smart homes [Core7].
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3
HUMAN-CENTERED PRIVACY IN INTELLIGENT

ENVIRONMENTS

This chapter outlines the core publications of this dissertation. It is structured by the two
research questions, with the first focusing on understanding users’ privacy concerns in
intelligent environments (RQ1) and the second focusing on mitigating these concerns (RQ2).
For each publication, I discuss the motiviation, methodological approach, and main findings.
[Core3] is discussed in both sections as it tackles people’s concerns about domestic robots
before developing mitigation strategies. For a better overview, Table 1.1 summarizes the
methods and contributions of each paper. Finally, as all contributions were collaborative
efforts, Table 4.1 outlines the individual contributions of each author.

3.1 Understanding People’s Privacy Concerns in Intelligent Environ-
ments

We introduce four publications [Core1, Core2, Core3, Core4] in this section that investigate
people’s privacy concerns from different angles. By exploring the factors that shape people’s
privacy concerns and understanding theirmentalmodels of privacy-relevant processes, these
works address RQ1 and the associated sub-research questions.

RQ1: What privacy concerns do people have in intelligent, sensor-rich environments?

3.1.1 Differing Perception of Smart Home vs. Personal Computing Devices

This section is based on the following publication [Core1].

Windl, Maximiliane and Mayer, Sven. ‘The Skewed Privacy Concerns of Bystanders in
Smart Environments.’ In: Proc. ACM Hum.-Comput. Interact. 6.MHCI [September 2022].
DOI: 10.1145/3546719

A seemingly illogical discrepancy exists between the perception of smart home devices
and personal computing devices, such as smartphones. Related to smart home devices,
people express privacy concerns and engage in protective behaviors, such as turning off or
unplugging devices. Yet, we do not observe similar behaviors related to personal computing
devices, e.g., laptops or smartphones, even though both device types have similar capabilities.
Motivated by this, we investigated how the device type affects bystanders’ privacy concerns.
We focused on bystanders as they have been recognized as especially protection-worthy due
to their limited control options [87, 146]. Moreover, there is limited research on bystanders’
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privacy concerns toward smart personal computing devices. The following research question
drove our investigation:

RQ1a: How do bystanders perceive smart home devices compared to personal computing devices?

Framed by five hypotheses derived from prior work, we conducted an online survey. We re-
cruited participants via Prolific (N = 135) and our university’s mailing list (N = 35) to obtain
a more diverse sample. To help participants immerse themselves in the described situations,
we created videos, which we also share for reuse in future research: https://maximiliane-
windl.com/skewed-bystanders/. We investigated ten devices, five personal computing devices
(e.g., smartphone, smartwatch, laptop) and five smart home devices (e.g., smart speaker,
smart display, smart doorbell), using a within-subjects design, so each participant saw all
videos. Building on prior work that shows social context influences privacy concerns, we also
varied five social relationships (i.e., friend, family, colleague, homestay, hotel) as a between-
subjects factor. After each video, participants answered questions about device ownership,
familiarity, perceived privacy concern, and, in a final block, general privacy concerns across
different sensors (e.g., camera, motion sensors) and locations (e.g., bedroom, garage). We
found that bystanders perceive smart home devices as significantly more concerning than
personal computing devices. Stronger social relationships reduced some of these concerns.
We also identified factors influencing the severity of privacy concerns: cameras and micro-
phoneswere seen as particularly concerning, concerns increasedwith the perceived intimacy
of the location, and decreased with greater familiarity through device ownership. Based on
our findings, we call for informing bystanders about the presence of smart devices across
social contexts; Ideally, before entering intimate spaces, such as at the entrance.

3.1.2 Understanding Concerns in Interconnected Interactions

Our first investigation delivered valuable insights. Yet, considering smart home and personal
computing devices as separate entities does not necessarily reflect reality: Users frequently
use the devices together, for example, when streamingmusic from the smartphone to a smart
speaker, when streaming a movie to a smart TV, or when connecting the smartphone to the
car’s infotainment system. Hence, in this work, we investigated people’s privacy concerns
and mental models during interconnected interactions involving smartphones and smart
home devices through the following research question:

RQ1b: What are users’ mentalmodels and privacy concerns related to interconnected interactions?

This section is based on the following publication [Core2].

Windl,Maximiliane et al. ‘ExploringUsers’MentalModels andPrivacyConcernsDuring
Interconnected Interactions.’ In: Proc. ACMHum.-Comput. Interact. 8.MHCI [September
2024]. DOI: 10.1145/3676504

We again conducted an online survey on Prolific (N = 120), framed by five hypotheses
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derived from prior findings. Anticipating that laypersons might struggle to grasp the concept
of interconnected device interactions, we first conducted eight expert interviews with HCI
researchers to create six concrete interconnected scenarios. One example is streaming a
movie from a smartphone to a smart TV. To support participant immersion, we created
images to accompany the textual scenario descriptions. Learning from our first study that
longer surveys can cause fatigue, we used a between-subjects design, meaning we confronted
each participant with only one scenario. Participants answered questions in two rounds: In
the first, they rated their familiarity with the scenario and their general privacy concern. In
the second, we explored their mental models more deeply by asking what privacy risks they
feared, where in the scenario these risks occurred, how they occurred, and who they believed
was responsible for protecting their data.We found thatmost users donot fully understand the
privacy-relevant processes in interconnected scenarios. However, their concerns increased
when more data actors were involved. Based on these findings, we conclude that current
methods of informing users about privacy implications are inadequate. Users need better
support to make informed privacy decisions. As one possible solution, we suggest restricting
data processing to the app layer and improving encryption of device traffic to shift data
protection responsibility away from users. We encourage future research to reproduce and
extend our results. For this purpose, we made our data and analysis script available on the
Open Science Framework (OSF): https://osf.io/6dmgb/.

3.1.3 Understanding Concerns toward Emerging Technology

Moving beyond current capabilities and toward emerging technologies, we explored people’s
privacy concerns related to advanced smart home assistants, specifically, domestic robots.
We investigated how increased locomotion and interaction capabilities influence privacy
concerns through the following research question:

RQ1c: How do privacy concerns change with intelligent systems’ increasing levels of locomotion
and interaction capabilities?

This section is based on the following publication [Core3].

Windl, Maximiliane et al. ‘Privacy Communication Patterns for Domestic Robots.’ In:
Twentieth Symposium on Usable Privacy and Security (SOUPS 2024). Philadelphia, PA:
USENIX Association, August 2024, pp. 121–138

We again used an online survey conducted via Prolific (N = 90). To minimize bias, we
used consistent textual descriptions across conditions, varying only the locomotion and
interaction capabilities. We deliberately avoided illustrations to prevent associations with
specific devices or manufacturers. We defined three levels of interaction and four levels of
locomotion, collaboratively developed with four experts in privacy and robotics. This resulted
in 12 smart assistants, ranging from passive and stationary to fully interactive with world-level
mobility. Using a within-subjects design, each participant evaluated all 12 assistants. For
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each assistant, participants rated their privacy concern and provided a brief explanation.
Our results showed that higher interaction and locomotion capabilities were associated with
increased privacy concerns. Participants often expressed fears that such assistants could
follow them, open doors or drawers, and ultimately eliminate any sense of private space. We
conclude that these heightened concerns highlight the need for domestic robots to clearly
communicate their privacy-relevant states to users.

3.1.4 Understanding Concerns toward Emerging and Invisible Technology

Technology is becoming not only more advanced but also increasingly invisible in its oper-
ation. RF sensing is one such emerging technology: it interprets RF waves to understand
and monitor the environment. RF sensors are gaining traction as powerful alternatives to
traditional single-sensor systems like motion detectors, and especially to camera-based sys-
tems, offering similar functionality at lower cost. Because they do not rely on visual data, RF
sensors are often presented as a privacy-preserving alternative. However, this claim can be
misleading: RF sensors can infer the same information as cameras, and in some cases, even
more. Their ability to operate through most physical obstacles makes them difficult to detect,
leaving people unaware that they may be monitored. This project addressed the following
research question:

RQ1d: How do people perceive the capabilities and privacy risks of RF sensing, and how do they
differ from cameras?

This section is based on the following publication [Core4].

Windl, Maximiliane et al. ‘Privacy Solution or Menace? Investigating Perceptions of
Radio Frequency Sensing.’ In: 34th USENIX Security Symposium (USENIX Security 25).
USENIX Association, August 2025

We conducted two studies to investigate public perceptions of RF sensing technology. First, we
conducted 14 semi-structured interviews with laypersons recruited via Prolific to explore gen-
eral knowledge, awareness, and perceptions. As we expected that most participants would be
unfamiliar with RF sensing, we provided a carefully crafted and neutral explanation that de-
scribed the technology’s functionalitywithoutmentioning privacy risks. After the explanation,
we discussed different scenarios to understand how context affects perceptions, participants’
reactions to RF sensors compared to cameras, and the impact of protective measures. The
scenarios represented four realistic deployments of RF sensors across public/private and
beneficial/non-beneficial contexts. We found that most participants were initially unaware of
the technology and its privacy implications but expressed nuanced concerns once informed.
The interviews also yielded initial insights into contextual factors shaping those concerns.
Building on this, we conducted a large-scale online vignette survey (N = 510) with a rep-
resentative US sample on Prolific. Using a between-subjects design, we varied contextual
factors, use case, perspective, and location across 17 vignettes, such that each participant saw
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one scenario. Participants evaluated each scenario twice: once with a camera and once with
an RF sensor, in random order. Afterwards, we assessed how different protective measures
influenced their perceptions. While participants generally expressed privacy concerns, they
tended to prefer RF sensors over cameras in private settings. However, people tended to
prefer cameras outside their homes, in security use cases, or when deployed by neighbors.
Finally, we found that protective measures can improve comfort, though their effectiveness
depends on the specific use case and perspective. Based on our findings, we advocate for
greater public education about RF sensing and call for updated legal frameworks to protect
privacy as the technology becomes increasingly widespread.

3.1.5 Summary

We conducted four studies to investigate people’s privacy concerns in intelligent environ-
ments. Our investigations covered current smart home and emerging, invisibly operating
technologies. Across our studies, we identified a consistent pattern: people’s privacy concerns
are shaped by how well they understand the technology and various contextual parameters.
First, people express stronger concerns toward smart home devices than personal computing
devices, even when their sensing capabilities are similar. The closer the relationship to the
device owner is, the less intimate the device location is, and the higher the familiarity with
the device, the lower the privacy concerns. Second, we found that concerns intensify when
devices interact across ecosystems, yet users often lack a clear understanding of the data
flows involved, highlighting a gap in mental models. Third, increased autonomy in emerg-
ing technologies, such as domestic robots with full movement and interaction capabilities,
leads to higher perceived privacy invasiveness due to fears of losing control over personal
space. Finally, invisibly operating and poorly understood technologies, like RF sensing, evoke
concern only after people learn about their capabilities, demonstrating the crucial role of
awareness and education. Altogether, our findings suggest that understanding, familiarity,
perceived control, and contextual sensitivity are key factors for mitigating privacy concerns
in intelligent environments. We identify a need for privacy-centered design, improved user
communication, and regulatory frameworks tailored to emerging and interconnected sensing
technologies. These findings lay the groundwork for the second part of the dissertation, in
which we develop effective mitigation mechanisms.

3.2 Mitigating People’s Privacy Concerns in Intelligent Environments

In this section, we discuss seven publications [Core3, Core5, Core6, Core7, Core8, Core9,
Core10] that address the previously mentioned privacy concerns. These works examine
approaches to enhancing awareness and control, with a particular focus on tangible privacy
solutions. Together, they contribute to answering RQ2 and its related sub-questions.

RQ2: How can privacy concerns in intelligent environments be effectively mitigated?
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3.2.1 A Framework for Privacy Mitigation Approaches in the Physical World

Figure 3.1: A conceptual framework for effectively mitigating privacy violations in the physical world.
Figure adapted from [Core5].

This section is based on the following publication [Core5].

Windl, Maximiliane et al. ‘Understanding and Mitigating Technology-Facilitated Pri-
vacy Violations in the Physical World.’ In: Proceedings of the 2023 CHI Conference on
Human Factors in Computing Systems. CHI ’23. Hamburg, Germany: Association for
Computing Machinery, 2023. DOI: 10.1145/3544548.3580909

While mitigating privacy risks in the online world has been thoroughly explored, efforts to
mitigate privacy violations in thephysicalworld are scattered and focusedon specific domains,
such as smart homes [38, 131, 145]. Consequently, we lack an encompassing understanding of
how to protect people’s privacy in intelligent environments. In this project, we tackled the
following research question:

RQ2a: How can we structure a conceptual framework to understand and mitigate privacy
violations in intelligent environments?

We created a process to elicit effective privacy mechanisms using an online survey and expert
interviews. We first conducted an online survey on Prolific (N = 100) to understand where
people experience privacy violations through technology in the physical world. Based on
these experiences, we constructed a scenario taxonomy. We then conducted interviews with
ten privacy experts from industry and academia. We validated the taxonomy by asking the
experts to create four scenarios using the taxonomy they deemed especially privacy-violating.
In a second step, we asked them to sketch effective mitigation strategies while thinking aloud.
Out of the sketches and discussions, we derived three additional tools: (2) the dimensions
of privacy violations that help judge if a situation should be considered a violation, (3) a
decision tree to decide on the most suitable mechanism based on context factors, and (4) a
design space to create privacy notices, see Figure 3.1. Together, our tools form a conceptual
framework, helping designers and researchers effectively mitigate privacy violations in the
physical world.
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Figure 3.2: Conceptual framework for effective privacy consent for spontaneous technology interac-
tions aligned with the 4 steps of the user-centered design process. Figure adapted from [Core6].

3.2.2 A Framework for Effective Consent in Augmented Reality

This section is based on the following publication [Core6].

Windl, Maximiliane et al. ‘Designing Effective Consent Mechanisms for Spontaneous
Interactions in Augmented Reality.’ In: Proceedings of the 2025 CHI Conference on Human
Factors in Computing Systems. CHI ’25. Japan: Association for Computing Machinery,
2025. DOI: 10.1145/3706598.3713519

Today, interacting with technology involves deliberate actions: logging into a website to shop
or picking up aphone tomake a call. In contrast, with thewidespread adoption of technologies
like AR glasses, interactions will become near-instantaneous and largely subconscious. These
spontaneous interactions will occur frequently and without conscious decision-making,
while the devices continuously collect and process private information. Whether reading a
confidential document or having a sensitive conversation, users will be exposed to constant
data collection. Current privacy communication, typically via text-basedmethods like privacy
policies or cookie banners, is already ineffective. In a future where interactions last only split
seconds, engaging with such notices would take longer than the interaction itself, making the
traditional “notice and choice” model obsolete. This project explored how effective privacy
consent can be achieved in such spontaneous technology interactions. We addressed the
following research question:

RQ2b: How can privacy consent mechanisms be designed to be effective and suitable for sponta-
neous, seamless interactions in everyday AR environments?

We first conducted two focus groups (N = 17) to explore when and how spontaneous tech-
nology interactions in AR environments involve private information. Participants engaged
in speculative discussions, imagining a future where AR glasses are widely adopted, and
designed AR interaction scenarios across various life contexts. From these discussions, we
developed a scenario taxonomy of privacy-relevant AR interactions. Next, we conducted
semi-structured interviews with 11 privacy and AR experts from industry and academia to
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identify ways to effectively mitigate the identified privacy risks. To validate the taxonomy,
we asked experts to use it to create two privacy-relevant scenarios and to sketch suitable
consent mechanisms while thinking aloud. From these interviews, we derived three addi-
tional conceptual tools: a flowchart to decide on the best mechanism based on the contextual
constraints of a situation; a design continuum and design aspects chart to design the concrete
mechanism, and a trade-off and prediction chart to evaluate the mechanisms, i.e., their
impact on user effort, control, and comfort. Together with the scenario taxonomy, these tools
form a conceptual framework (see Figure 3.2) to support developers and designers in creating
effective consent mechanisms for spontaneous AR interactions.

3.2.3 Privacy Communication Patterns for Domestic Robots

This section is based on the following publication [Core3].

Windl, Maximiliane et al. ‘Privacy Communication Patterns for Domestic Robots.’ In:
Twentieth Symposium on Usable Privacy and Security (SOUPS 2024). Philadelphia, PA:
USENIX Association, August 2024, pp. 121–138

Apart from these privacy frameworks, we also developed actionable design patterns. In
this paper, for example, which I already discussed previously related to RQ1, we derived a
need for novel communication patterns for domestic robots to communicate their privacy-
relevant state to users. Motivated by domestic robots’ increased capabilities that raise novel
concerns but also offer completely newways to communicate privacy states,wedeveloped and
evaluated different privacy communication patterns. Concretely, we answered the following
research question:

RQ2c: Which communication patterns should domestic robots use to convey their privacy-relevant
functionalities?

We conducted three focus groups (n = 22) to derive communication patterns. To scope this
initial investigation, we focused on patterns related to cameras, microphones, and network
connectivity; capabilities that were most frequently mentioned in the paper’s first study. We
began by thoroughly introducing domestic robots and their current and expected future
capabilities. We then divided participants into smaller groups and asked them to design
communication patterns, emphasizing creatively using the robot’s novel interactive features
and locomotion capabilities. Through this process, we collected 86 distinct communication
patterns. We classified these patterns into two main types: awareness patterns, which com-
municate the status of a capability to users without altering its function, and intervention
patterns, which physically prevent a capability (e.g., amicrophone or camera) from operating.
To evaluate the effectiveness of these patterns, we conducted a large-scale online survey
with 1720 participants. We assessed how each pattern performed across several key dimen-
sions: trust, privacy, understandability, notification quality, and general user preference.
The findings revealed that most patterns performed similarly across these dimensions. This
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suggests that there is no single best solution; rather, the suitability of a communication
pattern depends on the specific context and requirements of the situation. To support future
researchers and developers in exploring and selecting appropriate patterns, we developed an
interactive web application: https://robot-patterns-finder.web.app/. Our final set of communi-
cation patterns will guide future research and practitioners in ensuring a privacy-preserving
future among domestic robots.

3.2.4 Interactive Privacy Labels

Figure 3.3: The interactive smart device privacy label. The left shows the control panel that enables
users to change the connectivity mode and the state of individual sensors. It also shows the privacy
index that reflects the privacy exposure based on the current configuration. The right panel dynamically
shows the available features based on the current configuration. Image adapted from [Core7].

This section is based on the following publication [Core7].

Windl, Maximiliane and Feger, Sebastian S. ‘Designing Interactive Privacy Labels for
Advanced Smart Home Device Configuration Options.’ In: Proceedings of the 2024 ACM
Designing Interactive Systems Conference. DIS ’24. Copenhagen, Denmark: Association
for Computing Machinery, 2024, pp. 3372–3388. DOI: 10.1145/3643834.3661527

Privacy labels, modeled after nutrition labels, have been proposed to inform consumers
about the privacy implications of smart products at the time of purchase [38]. These labels
have even influenced regulatory frameworks [42, 33]. However, current implementations
remain static and fail to reflect device configuration options or how these settings affect
privacy risks and device functionality. This contrasts with recent research on communicating
and controlling individual sensor states [25, 37, 132]. To address this gap, we explored the
following research question:

RQ2d: How can interactive privacy labels effectively reflect advanced smart device configuration
options?

We began by designing smart home privacy labels that reflect device configuration options,
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building on findings from prior work [38, 40]. We created two versions: a static, printable
label and an interactive digital label accessible via QR code. The digital label lets users explore
and adjust device and sensor settings directly, see Figure 3.3. To evaluate and refine these
labels, we first conducted an interview study with ten privacy experts. Next, we ran an online
survey on Prolific with 160 participants to assess the labels’ interpretability and usability.
Finally, we conducted a second online survey with 120 participants to examine whether the
interactive label effectively educates users about sensor configuration options. Our findings
show that static labels are inadequate for conveying configuration options. In contrast, most
participants were able to correctly configure the interactive label and often selected more
privacy-preserving settings than required by the tasks. Participants also reported that the
interactive label provided important information and helped them access sensor details more
quickly and accurately.

3.2.5 Tangible Privacy Mechanisms

In [Core8, Core9, Core10], we investigated the potential of tangible privacy mechanisms for
smart homes. We started with a general exploration of sensor-level and ecosystem-level
tangible mechanisms [Core8], developed and tested a privacy-awareness-focused tangible
smart home dashboard [Core9], and finally combined all previous findings to develop and
evaluate a fully functional smart home control and awareness dashboard [Core9]. These
investigations offer novel insights into the potential of tangible mechanisms for smart home
privacy awareness and control.

Exploring Tangibility for Smart Homes

Figure 3.4: Overview of tangible privacy artifacts. From left to right, they show (1) an integrated tangible
camera shutter of an Echo Show, (2) a 3D printed Snap-on-Privacy (SNOP) artifact to cover the Echo
Show’s camera, (3) an automated 3D printed SNOP artifact on a webcam, and (4) a tangible, static
smart home dashboard. Image adapted from [Core8].

This section is based on the following publication [Core8].

Windl, Maximiliane et al. ‘Investigating Tangible Privacy-Preserving Mechanisms for
Future Smart Homes.’ In: Proceedings of the 2023 CHI Conference on Human Factors in
Computing Systems. CHI ’23.Hamburg, Germany: Association forComputingMachinery,
2023. DOI: 10.1145/3544548.3581167
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Prior work highlighted the strong potential of tangible mechanisms to foster user trust.
These mechanisms provide immediate, intuitive feedback that clearly indicates they are
functioning as intended. This is particularly valuable for users with lower technological
affinity [5]. However, how these mechanisms can be effectively applied in smart homes
remains unclear.

RQ2e: How can user-centered tangible privacy mechanisms provide effective and trustworthy
control over different sensors in smart home environments?

We explored the potential of tangible privacy-preservingmechanisms for future smart homes
through three studies. First, we developed manual and automated speculative artifacts for
sensor-level control (see Figure 3.1) and evaluated them in a focus group (N = 8). Participants
valued tangible control over individual sensors but wanted a central control unit. They also
highlighted tensions between their need for privacy and the convenience smart devices offer.
To broaden these insights, we conducted a second study: a workshop on tangible privacy
at an HCI conference (N = 8). Participants discussed analog strategies to prevent digital
threats and focused on designingmechanisms that raise awareness rather than provide direct
control. In the third study, informed by the previous findings, we developed and deployed
a tangible, static privacy dashboard (see Figure 3.1) in a six-week in-the-wild study across
six households. This study examined how household members and visitors interacted with
the dashboard and revealed real-world dynamics of privacy negotiation. We found that the
dashboards effectively raised awareness among residents and guests and frequently initiated
conversations about smart home privacy. However, while visitors often reported discomfort,
they rarely requested that devices be turned off, either because they did not perceive their
data as sensitive or wished to avoid social conflict. Overall, our findings show that while
some users expect future tangible tools to offer automated interventions, many view them as
prompts for personal interaction, negotiation, and conflict resolution. This reinforces the
need to design future systems that support both awareness and control, rather than focusing
exclusively on one dimension.

A Tangible Dashboard for Smart Homes Awareness

This section is based on the following publication [Core9].

Windl, Maximiliane et al. ‘SaferHome: Interactive Physical and Digital Smart Home
Dashboards for Communicating Privacy Assessments to Owners and Bystanders.’ In:
Proc. ACM Hum.-Comput. Interact. 6.ISS [November 2022]. DOI: 10.1145/3567739

This project had two main goals: (1) to compare the value of a tangible dashboard versus
a purely digital one, and (2) to examine the impact of floor plan visualizations in helping
device users and bystanders understand the number and placement of smart devices in the
home. Additionally, the system incorporated color-coded warnings to notify users of privacy
and security issues associated with their devices. Specifically, we investigated the following
research question:
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RQ2f: How does a tangible smart home dashboard that maps floor plans impact privacy aware-
ness?

We compared the benefits of floor plan visualizations to a traditional list view. As we also
wanted to assess the role of tangibility, we created two versions of a floor plan–based dash-
board: one digital and one physical. Both versions allowed users to recreate their household
floor plans and place representations of their smart devices within their homes, either via
an online web application or a physical dashboard built from 256 connectors, wall tiles, and
functional device proxies. Each device proxy indicated its type through an exchangeable icon
plate and included a yellow LED that lit up when new privacy or security vulnerability reports
became available. In the digital version, devices changed their background color to yellow to
signal the same. We conducted a two-week in-the-wild study with eight households and 16
participants to evaluate these dashboards. In the first week, all households used the digital
list view as a baseline. In the second week, half of the households used the digital floor plan,
and the other half used the physical version. For all dashboards, we provided real, curated
privacy and security vulnerability reports drawn from public databases and reviewed by a
computer security consultant. While all three visualizations were rated similarly in terms of
usability, functionality, and perceived helpfulness, participants, especially those using the
physical dashboard, reported that the constant visual presence of their smart home setup
prompted frequent reflection on the devices they had installed and their placement. However,
participants also expressed a clear desire for more control. They wanted the ability to limit
remote data exchange and to adjust settings according to their current privacy preferences.
These findings directly informed the prototype development presented in [Core10].

A Tangible Dashboard for Smart Home Awareness and Control

Figure 3.5: The PrivacyHub ecosystem. From left to right, the figure shows (1) the tangible control and
awareness dashboard, (2) the hub serving as the central control unit of the system, and (3) the web
application for remote control and awareness. Figure taken from [Core10].

In this project, we combined insights from the previous studies to develop a fully functional,
tangible smart home ecosystem. Specifically: (1) we designed a tangible interface to foster
trust and understanding among users with lower technological affinity and to enhance recall
and awareness through physical visibility; (2) we integrated a dashboard with a floor plan
visualization to help users comprehend their smart home setup and increase situational
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awareness; and (3) we incorporated both awareness and control features to address the
diverse needs of users. This project addressed the following and final research question:

RQ2g: What impact does a fully functional smart home privacy awareness and control dashboard
have on smart home users?

This section is based on the following publication [Core10].

Windl, Maximiliane et al. ‘PrivacyHub: A Functional Tangible and Digital Ecosystem
for Interoperable Smart Home Privacy Awareness and Control.’ In: Proceedings of the
2025 CHI Conference on Human Factors in Computing Systems. CHI ’25. Japan: Association
for Computing Machinery, 2025. DOI: 10.1145/3706598.3713517

Our smart home ecosystem consists of three core components, see Figure 3.5: a physical
dashboard that maps household floor plans and displays device locations using tangible
proxies; a smart home hub that serves as the central control unit; and a digital web application
that enables remote access. The system allows users to manage privacy by changing the
connectivity settings of individual devices, either physically, by rotating the proxy’s ring on
the dashboard, or digitally, via the responsive web app. Users can choose between three
connectivity modes: local, online, and online-shared, the latter enabling integration with
third-party platforms like Amazon Alexa. These connectivity states were adapted from our
work in [Pub1]. The dashboard visualizes data flows whenever a device’s connectivity is
adjusted to support privacy awareness. The web app also features a history page that allows
users to review previous settings. To foster transparency and future development, we open-
sourced all 3D models and code on GitHub: https://github.com/mimuc/PrivacyHub. Using
questionnaires, system logs, and interviews, we evaluated the system in a one-week in-the-
wild study with six households and 13 participants. All participants appreciated the system for
its ability to increase control and awareness. They reported heightened attention to privacy
risks, made more privacy-conscious decisions, and developed a better understanding of how
their smart devices handle data. While some participants favored the convenience of digital
interactions, most preferred the tangible dashboard as they considered it more direct and
trustworthy. Many also noted that its visibility prompted ongoing awareness, not only for
themselves, but also for household visitors and bystanders. Finally, participants highlighted
that the system’s directness and constant availability helped integrate privacy management
into daily routines, shifting it from a burdensome chore to a natural part of everyday life.

3.2.6 Summary

This section explored effective mitigation approaches frommultiple perspectives, including
theoretical frameworks, system contributions, and empirical findings. Our theoretical contri-
butions can guide researchers and developers by outlining the steps needed to design, select,
and evaluate privacy mechanisms. Our set of communication patterns lays the groundwork
for future efforts to effectively communicate privacy-relevant states, supporting a privacy-

31

https://doi.org/10.1145/3706598.3713517
https://github.com/mimuc/PrivacyHub


Human-Centered Privacy in Intelligent Environments

preserving future with autonomous assistants. We also contribute a concrete solution in the
form of an interactive privacy label. Our studies show that it enhances privacy awareness,
supportsmore informed decision-making, and educates users about device configuration and
data practices. Finally, we offer in-depth insights into tangible privacy mechanisms. Across
three studies, we demonstrate how tangibility makes privacy more accessible and actionable.
We show that tangible tools increase trust and understanding, not only for primary users, but
also for bystanders, highlighting the broader potential of physical interfaces in privacy-aware
intelligent environments.
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DISCUSSION

This dissertation aimed to establish human-centered mechanisms that empower people to
reclaim autonomy over their privacy in intelligent environments. My first research question
focused on understanding people’s privacy concerns. Across four studies, we investigated
how people perceive different technologies, from current smart home devices and smart-
phones to emerging and autonomous systems. Building on these insights, we conducted
sevenmore investigations to design and evaluate effective privacymechanisms. This included
the development of conceptual frameworks and functional prototypes. In the following, I will
synthesize these findings by presenting a conceptual model of privacy concerns in intelligent
environments. Based on this model, I will derive a research playbook for developing privacy
mechanisms. Finally, drawing on the diverse methodological approaches used throughout
this work, I will reflect on their suitability for privacy research and the future of privacy in
intelligent environments.

4.1 A Model for Privacy Concerns in Intelligent Environments

Figure 4.1: A conceptual model outlining how various contextual and personal factors impact privacy
concerns in intelligent environments. Green factors indicate that the privacy concern decreases as the
factor increases, and red factors indicate that the concern increases as the factor increases.

In our first research question (RQ1), we asked: What privacy concerns do people have in
intelligent, sensor-rich environments? Overall, we found that concerns are shaped by a com-
bination of personal, situational, and technological factors, for example, a person’s familiarity
with the technology, the type of data being collected, and the location of the sensing system.
Surprisingly, we did not observe the stark differences between technologies that we initially
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expected. Instead, privacy concerns followed consistent patterns, with certain factors influ-
encing them in predictable directions. This observation aligns with findings from previous
studies on privacy perceptions toward sensing technologies. Building on our findings and
prior work, I developed a conceptual model of privacy concerns in intelligent environments
(see Figure 4.1). The model outlines various personal, technological, and situational factors
and uses color-coding to indicate their directional influence: red factors increase privacy
concern as their presence or intensity rises, while green factors reduce concern. Addition-
ally, the model includes modulating factors, which can alter the direction or strength of
all other influences. Two-way arrows between factors illustrate their interdependence. For
example, the perceived benefit of a system is closely tied to both the type of technology and
its deployment context. In the following, I will describe the model in detail.

Personal Factors

People’s beliefs and experiences impact privacy concerns. One of the most influential factors
is the technology’s perceived benefit. We found in [Core4] that as people saw more value in a
technology, their acceptance increased and privacy concerns decreased. This was particularly
evident in health-related scenarios, where many participants were willing to sacrifice privacy
to protect themselves or close others. In contrast, willingness to engage dropped significantly
when the system offered analytical insights without a clear personal benefit. This pattern
aligns with prior research showing that people are generally more willing to share data for
beneficial purposes like health, but resist doing so for less beneficial uses such as advertising.
This holds true not only for smart home devices [95], but also for highly sensitive information,
including intimate health data [60] and brain data [65]. A similar effect was found regarding
technological familiarity: themore familiar people were with a technology, whether through
ownership or usage, the less concerned they were about its privacy implications. This was
evident in [Core1], where participants expressed greater concern about smart home technol-
ogy than personal computing devices, despite both offering similar capabilities. Apthorpe
et al. [11] report similar findings for smart devices. Trust in the device owner also played a
key role. In [Core1, Core4], we showed that the stronger the trust relationship with the device
owner, the lower the privacy concerns — a finding echoed in related work [146]. Although
not a central focus in our studies, prior research consistently highlights the impact of the
acceptability of data use, such as who has access to the data and how long it is stored, on
people’s privacy concerns [95, 60, 65]. Finally, awareness of privacy-relevant processes was
another contributing factor. In [Core2], participants’ concerns increased once they reflected
on the scenario and became aware of howmany different actors were involved, a finding also
reported by Prange et al. [101].

Technology Factors

Data sensitivity emerged as a crucial factor. In [Core1], participants expressed the greatest
concern about technologies like cameras and microphones, while showing little worry about
less invasive sensors such as those detecting temperature or motion. Similarly, in [Core4],
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concerns centered on the extensive insights that could be derived from both camera and RF
data. This pattern is consistently reflected in related work [95, 60], which shows that the more
sensitive the data being collected, the higher the level of privacy concern. Technological
intrusiveness also played a significant role. In [Core3], participants voiced stronger concerns
with more capable domestic robots, particularly fearing that the robots might invade private
spaces or access personal belongings and in [Core4], participants were especially uneasy
about RF sensing’s ability to penetrate most materials, including walls, making it difficult to
avoid being tracked.

Scenario Factors

The sensitivity of the location was a key factor across our studies [Core1, Core4] and in prior
research [95, 146]. The more intimate or private the setting, the greater the participants’
concerns. Similarly, the sensitivity of the activity influenced participants’ privacy concerns.
In [Core4], people worried that RF sensors might detect sensitive activities, while in [Core3],
they were concerned about the robot appearing unexpectedly during private moments. Prior
work similarly identifies activity context as a critical factor [14]. Finally, participants in
[Core4] highlighted the importance of exposure duration. While participants were generally
unconcerned about occasionally visiting acquaintances who used tracking technology, many
opposed having such devices in their own homes or those of close friends. They felt prolonged
or repeated exposure increased the likelihood of revealing patterns, making it easier to
interpret and potentially misuse the data.

Modulating Factors

Finally, modulating factors can influence both the strength and direction of all other privacy-
related concerns. One such factor is the availability of protective measures, including legal
regulations that limit data misuse, technical solutions like obfuscation to remove identifiable
information, or physical safeguards [Core4]. Another important factor is a person’s life
circumstances, particularly whether they belong to a vulnerable group. In [Core4], for
instance, one participant expressed concern that RF sensing could reveal a pregnancy they
were not yet ready to disclose. Similarly, [77] demonstrated how smart technologies can be
misused in abusive relationships. Lastly, a person’s culture also plays a significant role. Prior
research has consistently shown that cultural norms shape privacy expectations. For example,
people in the United States are often found to be more privacy-conscious than those in India
or China [137], but less so than Europeans [135].

My conceptual model shows how different personal, technological, and situational factors
influence privacy concerns. I observed a striking consistency in the factors shaping privacy
concerns across diverse application scenarios and data types. Regardless of whether the
technology was familiar or novel, the core concerns remained stable: People are more
comfortable when technology offers clear personal or societal benefits, when it is familiar,
when they trust those handling the data, and when they are made aware of what is happening.
They are more concerned when technologies operate in private spaces, collect sensitive
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data, or target vulnerable individuals. Even with disruptive, novel systems like RF sensing,
the overarching patterns held. These findings raise a critical question: Have we reached a
saturation point in understanding privacy concerns?

I argue that we may indeed be approaching such a saturation point. Much of the recent
research reveals familiar patterns with only minor variations rather than truly new concerns.
As a result, I suggest that rather than repeatedly documenting the same issues, researchers
should be more selective and ensure they have a strong, evidence-based rationale before
conducting new studies. In other words, we should ask: Is there a compelling reason to believe
that this technology genuinely reshapes privacy perceptions in ways that prior research has
not already captured? Instead of duplicating the same findings, the more pressing challenge
may now be to develop, implement, and test solutions that address the already identified
concerns. Of course, I do not dismiss the possibility that future technological breakthroughs
could fundamentally disrupt the privacy landscape. For example, RF sensing’s ability to see
through walls has raised new concerns about intrusiveness [Core4]. Yet, while we should
critically observe technological innovations, it seems more likely that further research will
refine, rather than radically redefine, our understanding of privacy concerns.

4.2 A Privacy Research Playbook to Elicit Effective Mechanisms

In our second research question (RQ2), we asked: How can privacy concerns in intelligent en-
vironments be effectively mitigated? We addressed this question through seven investigations
in which we developed mitigation strategies targeting the privacy concerns identified earlier.
Three of these investigations focused on tangible privacy mechanisms, which we found to be
particularly promising for smart home environments.

In the vision outlined at the beginning of this dissertation,we emphasized the need for human-
centered mechanisms that integrate seamlessly into daily life. Our tangible smart home
privacy board presented in [Core10] exemplifies this vision by making privacy management
effortless. Thanks to its convenient placement and intuitive interaction, participants could
easily incorporate it into their routines and one participant specifically noted how they
would “quickly turn the knob” when leaving home, highlighting how they embedded privacy
management into their daily behavior. Beyond these concrete prototypes, we also developed
two abstract design frameworks: one for mitigating technology-facilitated privacy violations
in the physical world, and one for enabling effective consent in spontaneous technology
interactions. Drawing from these investigations, we propose a research playbook to elicit
effective privacy-preserving mechanisms in intelligent environments (see Figure 4.2).

The Privacy Research Playbook is a practical guide to help researchers design and evaluate
privacy-preserving mechanisms. It consists of four steps, each with a goal and recommended
methods: (1) Understanding the problem space: The goal is to identify privacy-relevant
situations that require mitigation mechanisms. I recommend using user-centered methods
such as surveys, focus groups, and interviews to develop a scenario taxonomy. (2) Selecting a
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Figure 4.2: A privacy research playbook to elicit effective privacy mitigation mechanisms in intelligent
environments. The playbook has four steps. Each step has a goal (top green box) and amethod (bottom
blue box). The arrows above the tools indicate an iterative process, indicating that researchers might
revisit earlier steps based on evaluation outcomes.

strategy:Here, the aim is to choose the most suitable mitigation mechanism based on the
specific context. I recommend creating a decision tree informed by expert discussions about
privacy strategies. (3) Designing themechanism: At this stage, the goal is to create concrete
mechanisms by considering all possible design attributes through design tools. These tools
can be derived by systematically analyzing expert sketches from co-design activities. (4) Test-
ing the mechanism: Finally, the mechanism needs to be evaluated for user acceptance and
usability through lab or field studies, depending on the prototype’s maturity. If the user test
reveals issues, the researcher should return to the design tools to explore different design re-
alizations. If testing reveals fundamental problems, the researcher can return to the decision
tree to select an alternative strategy. By following these steps, researchers can systematically
identify privacy challenges and develop effective, user-accepted mitigation strategies. The
iterative nature of the playbook ensures that design solutions remain responsive to user
needs and context-specific constraints.

In practice, the process could look like the following. Imagine a researcher wants to design a
privacy-preservingmechanism for an assistive domestic robot. First, they conduct surveys and
focus groups with users to understand privacy-relevant situations in homes, including what
types of data users are concerned about and which contextual factors shape these concerns.
This results in a scenario taxonomy describing typical contexts where users want control over
their privacy. Next, the researcher asks privacy experts to use the taxonomy to create privacy-
relevant situations and to design concrete mechanisms while thinking aloud. Afterward,
they discuss the appropriateness of the mechanisms under different circumstances. Based
on these discussions, a decision tree maps contextual parameters to the different types of
mechanisms, such as notice-and-choice mechanisms or privacy-by-design solutions. Next,
the designs are systematically evaluated to distill the different design parameters, including,
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for example, the timing,modality, and content of themechanisms. The researcher or designer
can then use these tools to implement a concretemechanism. Finally, the researcher conducts
a lab study with users to evaluate the usability and acceptance of the prototype. To improve
understanding, the researcher can return to the design tools if the mechanisms appear
effective but needminor refinements, such as different text.However, if the prototype does not
align with users’ situational expectations, the researchermight return to the decision tree and
select a different mechanism type. Through this process, the researcher systematically moves
from understanding privacy concerns to developing and testing a theoretically grounded and
user-validated solution.

4.3 Methodological Reflections on Privacy Research in HCI

Privacy concerns are inherently subjective. As a result, researchers must often rely on self-
reported data collected through interviews or questionnaires. While these methods help
capture users’ beliefs and intentions, they may not accurately reflect actual behavior [69].
The reliance on self-reported measures becomes even more critical when studying emerging
technologies such as RF sensing or advanced domestic robots. Since these technologies
are not yet widely adopted, participants are typically unfamiliar with them, so researchers
must thoroughly explain the technology and its implications before asking questions about
it. Our studies found that supporting participant immersion through visuals and videos
significantly improved engagement and response quality, especially in large-scale online
surveys. Here, researchers should also be wary of potential Large Language Model (LLM)
use. We found that including self-attestation statements, using character counters to detect
pasted text, and disabling copy-paste functionality can help discourage the use of an LLM
and foster authentic responses. However, these are ultimately short-term mitigations in
what is likely to become an arms race. As LLMs become increasingly capable of mimicking
human responses, HCI researchers must grapple with the risk of misuse and the temptation
to replace participants altogether. While recent work has reflected on replacing human
responses with LLMs [117], I argue that such approaches fall short when investigating novel or
disruptive technologies. LLMs are trained on existing data and cannot substitute for authentic
human perception, particularly in early-stage research, where user reactions, intuitions, and
concerns often diverge from prior discourse. In the long term, we need robust frameworks to
evaluate participant authenticity and critical reflection on where LLM-generated responses
are appropriate and where they fundamentally fail to capture lived experience.

The second half of this dissertation focused on evaluating the effectiveness of privacy-
preserving prototypes. One key challenge is that the narrative can heavily influence user
perceptions. We showed in [Pub4] that simply framing a prototype as privacy-enhancing can
make users feel better protected, even when the prototype lacks any real functionality. In our
study, participants even reported seeing less personalized content, despite no actual visual
changes. This highlights how perceived privacy can be shaped not only by a system’s actual
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functionality, but also by the story researchers provide. Hence, accounting for potential
placebo effects in privacy studies is crucial. We suggest including perception control condi-
tions to help isolate the effects of narrative framing from genuine technical improvements.
Whenever introducing a placebo condition is not feasible, we recommend acknowledging a
potential placebo effect in the interpretations or accounting for the effect post-study in the
statistical analysis. Finally, while we favored in-the-wild deployments over short-term lab
studies throughout our investigations [Core8, Core9, Core10, Pub3], I recognize that even
two-week deployments might be too short to cause actual behavior change. Haliburton et al.
[52] found in their study in the context of smartphone overuse interventions that the biggest
magnitude of behavior change occurs in the first three weeks, and we found in [Pub3] through
amid-study questionnaire that the initial excitement about the tool wore off after five days and
participants started to use it differently. Hence, I call for even more extended deployments
to measure the actual impact of privacy-preserving tools over time. Yet, I also acknowledge
that such long-term deployments might be challenging due to the typical short duration of
PhD projects, participant fluctuation, and technological challenges, as the prototypes need
to function reliably over extended periods.

4.4 Reflections on the Future of Privacy in Intelligent Environments

Most of the concrete prototypes we developed in this thesis are “on-top solutions,” i.e., in-
terventions built onto existing products to mitigate privacy symptoms rather than address
the root causes. Such solutions would be unnecessary if the underlying technologies were
inherently privacy-preserving or embedded in regulatory environments that proactively
prevented privacy violations. The European Union has attempted to create such an envi-
ronment through the GDPR, which mandates principles like data minimization, privacy by
design, and non-discrimination. However, the GDPR’s effectiveness is limited. Companies
continue exploiting loopholes due to narrow interpretations of the law, weak enforcement
mechanisms, or penalties too minor to serve as real deterrents. This makes a strong case
for continued research into “on-top” privacy solutions that offer individuals greater control.
Yet, individual control as a privacy strategy has also experienced criticism. For example,
Kröger et al. [71] argue that individual control is a myth as it fails to account for broader
societal consequences and reinforces a model where privacy becomes a personal burden
rather than a collective right. Hartzog [54] goes further, claiming that privacy control is not
only ineffective but harmful and illusory, as the available controls are typically constrained
and preselected by data collectors. Further, in the context of cookie banners, companies
often employ deceptive patterns [98] to nudge users toward consenting to the most intrusive
options. Still, I argue that privacy controls can empower users. But only when supported by
robust legal and regulatory frameworks that ensure meaningful choices and accountability.

Interestingly, the GDPR clearly requires that users provide informed consent for data collec-
tion, emphasizing principles such as easy accessibility and plain language. Moreover, the
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GDPR mandates that data subjects must know who is collecting their data and for what pur-
poses [109]. However, in practice, this requirement is often interpreted narrowly: providers
are expected only to present the information without ensuring that users truly comprehend
it. This raises a critical question: how can we be sure that users actually understand what
they are consenting to? One way to address this is to shift the burden of proof to providers,
requiring them to demonstrate that users understand their data practices before consent is
considered valid. For example, one might envision mechanisms like a brief quiz that users
must complete before proceeding to a website or service. Critics may argue that this is im-
practical, as even simple cookie banners are perceived as time-consuming and burdensome.
However, suchmeasures could fundamentally reshape the consent landscape. Under the right
regulatory framework, where non-compliance is met with significant fines and misconduct
is actively pursued, providers might limit data collection to what is strictly necessary and
present information in genuinely accessible ways. This would ensure that consent is not just a
legal formality but a meaningful safeguard of users’ rights. Ultimately, achieving this requires
not just technical solutions but also robust legislation and enforcement to hold providers
accountable.

This need for strong regulatory frameworks becomes even more urgent with the rise of
technologies like AI and RF sensing, which often operate invisibly or require large amounts
of data. Some even warn that privacy may soon become a relic of the past. Prior research
suggest that many individuals are willing to trade privacy for convenience and functionality,
which might be interpreted as consent [1]. But this view risks oversimplification. Privacy
is not merely a matter of individual preference. Even if some are willing to give it up, the
consequences, such as surveillance and dissemination of false information [75], can affect
others who did not make that choice. This is precisely where regulatory interventions are
crucial. Much like public health laws restrict harmful substances regardless of individual
consent, privacy laws should protect citizens from systemic risks they cannot meaningfully
opt out of. This would also relieve individuals from the constant burden of making complex
privacy decisions and, instead, ensure baseline protections for all.

4.5 Conclusion

This dissertation aims to understand and mitigate privacy concerns in intelligent environ-
ments. Motivated by the growing capabilities of emerging technologies and the increasing
adoption of sensor-rich devices, we first explored people’s mental models and privacy con-
cerns in future intelligent environments. Through four investigations, wemoved from investi-
gating current technologies tomore advanced and autonomous systems. In the second half of
the dissertation, we focused on addressing these concerns through seven projects. We devel-
oped conceptual frameworks and concrete prototypes emphasizing tangible privacy control
and awareness for smart homes. Our findings show that privacy concerns are shaped by
users’ understanding of the technology, as well as by personal, technological, and situational
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factors. I condensed these insights into a conceptual model of privacy concerns in intelligent
environments in the discussion. Here, I also reflect on whether research on privacy concerns
may be approaching saturation, making truly novel contributions increasingly rare. The
studies in the second half of the dissertation suggest that tangible privacy mechanisms offer
a promising path toward usable and seamlessly integrated privacy management. Building on
two conceptual frameworks, I derived a research playbook for eliciting privacy-preserving
mechanisms in intelligent environments. I conclude the discussion by reflecting on method-
ological challenges in usable privacy research, particularly the limitations of relying on
subjective measures and the potential for placebo effects to skew study results. I contribute
toward a privacy-preserving future in intelligent environments by contributing a model of
privacy concerns and a framework for designing effective countermeasures.

4.6 Final Remarks

The boundary between technology and everyday life continues to blur as intelligent environ-
ments become pervasive. Instead of requiring explicit commands, devices can now sense,
interpret, and act — often invisibly and continuously. This challenges the feasibility of tra-
ditional, consent-based privacy approaches such as notices or user-managed settings. This
dissertation contributes to a deeper understanding of privacy concerns in such environments
and offers concrete strategies to address them. We focused on translating concerns into
human-centered mechanisms, e.g., through tangible interfaces, contextual communication
strategies, and conceptual frameworks. With that, our work demonstrates that privacy man-
agement can be embedded into daily routines and made more intuitive without undermining
the functionality of intelligent systems. Yet, the next wave of privacy research must tackle
challenges beyond individual control. Privacy is not merely a personal concern but is shared
and negotiated across social contexts such as households and workplaces. At the same time,
new privacy issues arise as AI agents become more autonomous and can make decisions and
act on users’ behalf. These include misaligned delegation (i.e., a system acts in a way that
misaligns with the users’ expectations or values), unintended inference (i.e., a system draws
conclusions from sensor data or behavior without users’ awareness), and opaque action (e.g.,
a system does something without the users’ knowledge). Tackling these challenges calls for a
new research agenda focused on (1) transparency mechanisms to clearly communicate what
autonomous agents do and why; (2) override systems that let users predefine boundaries,
intervene in real-time, or undo agent actions; and (3) accountability interfaces that allow
users to retrace what data was shared, when, and with whom, which enables them to mean-
ingfully adjust system behavior to their needs. Ultimately, the goal is not just to minimize
harm but to envision a future where privacy is sustained by default and socially negotiated,
technologically embedded, and systemically enforced.
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Clarification of Contributions

Table 4.1 gives an overview of the contributions of all collaborators on the core publications
included in this thesis.

Table 4.1: Clarification of contributions for all core publications.

Begin of Table

Contributions

[Core1] I was the first author and led this project. The concept was developed collabora-
tively through weekly meetings with SvenMayer. I took the lead in conducting
the study, analyzing the data, and writing the paper. Throughout the process,
Sven Mayer provided valuable feedback, contributed to refining the studies,
helped analyze the data, helped film the videos for the study, and assisted in
revising the paper draft.

[Core2] This work builds onMagdalena Schlegel’smaster thesis, which I co-supervised
with SvenMayer. Magdalena Schlegel conducted the studies, and we collabora-
tively analyzed the data. I took the lead in the final data analysis and the paper
writing process. Sven Mayer provided support throughout all stages, including
conceptualization, data analysis, and paper writing.
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