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Zusammenfassung
Die Kopplung zwischen Photonen und Exzitonen, gebundenen Elektron-Loch-Paaren in

Halbleitern, ist von zentralem Interesse in der Quantenwissenschaft und -technologie

auf Festkörperbasis. Viele Anwendungen erfordern eine verstärkte Licht-Materie-Wechsel-

wirkung, was häufig in optischen Resonatoren mit mikroskopischen Modenvolumina er-

reicht wird. Eine vielversprechende Plattform sind faserbasierte Fabry-Pérot-Resonatoren,

in denen ein Resonatorspiegel an der Spitze einer optischen Faser angebracht ist. Die vorlie-

gende Dissertation befasst sich mit der Kopplung solcher Resonatoren an zwei verschiedene

niedrigdimensionale Halbleitermaterialien, die stark gebundene Exzitonen aufweisen.

Übergangsmetall-Dichalcogenid-Monolagen sind zweidimensionale Halbleiter, die sich

durch ihre große Exziton-Oszillatorstärke ideal für Untersuchungen der kohärenten Licht-

Materie-Kopplung in optischen Resonatoren eignen. In diesem Regime bilden sich Exziton-

Polaritonen, hybride Licht-Materie-Quantenzustände. Diese bieten vielversprechende An-

wendungen in der nichtlinearen Festkörperoptik und in der Quantensimulation, wenn es

gelingt, ihre Energien lokal zu kontrollieren um Potentiallandschaften zu definieren. In die-

ser Arbeit wurde eine solche Kontrolle über den exzitonischen Anteil von Polaritonen in

einer Übergangsmetall-Dichalcogenid-Monolage realisiert. Durch Nanostrukturierung der

dielektrischen Halbleiterumgebung wurden Kreisflächen von Exzitonen mit veränderten

Resonanzenergien definiert. Dies führte zu einer lokalen Energieverschiebung der Polari-

tonen, deren Betrag über die Resonatorenergie kontrolliert wurde. Zusätzlich wurde das

Regime dispersiver Kopplung demonstriert, in dem eine effektive Wechselwirkung zwischen

hochgradig exzitonartigen Polaritonen vermittelt wurde, die in verschiedenen definierten

Kreisflächen lokalisiert waren.

Fluoreszierende Defekte in Kohlenstoff-Nanoröhren stellen nulldimensionale Quanten-

systeme dar, die bei Raumtemperatur Einzelphotonen bei technologisch relevanten Telekom-

munikationswellenlängen emittieren. In diesen Systemen limitiert starke Dephasierung bei

Raumtemperatur die Ununterscheidbarkeit der Photonen. Zur Überwindung dieser Ein-

schränkung wurden in dieser Arbeit einzelne Nanoröhren-Defekte an einen Faserresonator

gekoppelt und das Regime inkohärenter Licht-Materie-Kopplung implementiert. In diesem

Regime ist die spektrale Linienbreite des Emitters deutlich größer als die des Resonators,

was zu einer starken spektralen Bereinigung der emittierten Einzelphotonen führt. Die

Messergebnisse zeigen eine entsprechende Erhöhung der Photonen-Ununterscheidbarkeit

um zwei Größenordnungen im Vergleich zur Emission ohne Resonator, bei gleichzeitiger

Erhöhung der spektralen Emissionsdichte um mindestens einen Faktor vier.

Die Ergebnisse dieser Dissertation eröffnen Perspektiven für die Entwicklung von Polariton-

Experimenten auf Grundlage von dielektrisch modifizierten Übergangsmetall-Dichalcogen-

iden sowie von verbesserten Quantenlichtquellen auf der Basis funktionalisierter Kohlenstoff-

Nanoröhren. Die Experimente wurden in verschiedenen Regimes der Resonatorkopplung

durchgeführt und zeigen dadurch die Vielseitigkeit von faserbasierten Resonatoren auf.
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Abstract
The coupling between photons and excitons, bound electron-hole pairs in semiconductors,

is of central interest in solid-state based quantum science and technology. Many applica-

tions and experiments require enhanced light-matter interactions, frequently achieved in

optical resonators with microscopic mode volumes. A promising platform to emerge from

recent miniaturization efforts are open fiber-based Fabry-Pérot cavities, in which one res-

onator mirror is machined on the tip of an optical fiber. This dissertation reports on the

coupling of such cavities to two different low-dimensional semiconductor platforms, where

the confinement of charge carriers gives rise to strongly-bound excitons.

Monolayer transition metal dichalcogenides are two-dimensional semiconductors, whose

large exciton oscillator strength renders them prime candidates for studies of coherent

light-matter coupling in optical resonators. In this regime, exciton-polaritons are formed,

hybrid light-matter quantum states with promise for experiments and devices in solid-state

nonlinear optics and quantum simulation. In many applications, local control of polariton

energies is required, forming the basis for engineered potential landscapes. In this disser-

tation, we locally control polaritons formed by transition metal dichalcogenide excitons

coupled to a cryogenic fiber cavity via their excitonic fraction. By nanostructuring the di-

electric semiconductor environment, we define disk-shaped areas of excitons with modified

resonance energies. The local modulation in exciton energy translates to shifts in the po-

lariton energy, tunable in magnitude via the cavity-exciton detuning. We also demonstrate

the dispersive regime of cavity-coupling, where an effective hopping is mediated between

highly exciton-like polaritons localized to different disk-shaped areas in the device.

Fluorescent defects in functionalized carbon nanotubes constitute zero-dimensional

quantum systems capable of emitting room-temperature single photons at technologically

relevant telecom wavelengths. In these emitters, large room-temperature dephasing lim-

its the photon indistinguishability, an important resource in the design of single photon

sources. In this work, we implement a recently proposed strategy to overcome this limitation

by coupling individual nanotube defects to a room-temperature fiber cavity operated in the

incoherent good cavity regime. Here, the spectral linewidth of the emitter greatly exceeds

that of the cavity, resulting in a drastic spectral purification of single photons emitted from

the cavity. Our experimental results indicate a corresponding increase of the photon indis-

tinguishability by two orders of magnitude compared to free-space emission, accompanied

by an enhancement of the emission spectral density by at least a factor of four.

The results of this dissertation provide perspectives for the design of polaritonic devices

based on dielectrically tailored transition metal dichalcogenides, as well as improved sources

of quantum light built on functionalized carbon nanotubes. The corresponding experiments

are performed in different regimes of cavity-coupling, thus highlighting the versatility of

fiber-based cavities for solid-state based studies of light-matter coupling.
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Introduction 1
The interaction between light and matter gives rise to a plethora of phenomena relevant to

everyday human life and unsurprisingly, scientific interest is drawn towards understanding

this process on a fundamental level. The advent of quantum mechanics at the beginning

of the 20th century identified photons as the individual constituents of a light field [1, 2],

which can be thought to exchange energy with matter by interacting with other particles.

Applied to the fundamental excitations of electrons in semiconductors, this insight is instru-

mental in the design of many established devices emitting or absorbing light, enabling key

technologies such as the distribution of information in optical fiber networks. In addition to

providing a fundamental understanding of light-matter interaction, advances in quantum

mechanics also inform proposals which promise paradigm shifts in computation [3–5] and

cryptography [6, 7]. In the envisioned technologies, photons play a central role as carriers

of information in quantum networks [8, 9] and computing [10]. Potential improvements in

these applications are expected to arise from engineered photon-photon interactions [11,

12], achieved by dressing with interacting matter particles to form polaritons [13, 14]. These

prospects render light-matter coupling a valuable resource for the design of future devices

and motivate fundamental research projects based on novel optoelectronic materials with

relevance to quantum technologies as explored in this doctoral thesis.

Quantum technologies of central research interest demand implementations in the solid-

state, which hold promise for the design of integrated devices and scalability of the fabrica-

tion process. In solid-state systems with nanoscopic dimensions such as quantum wells [15,

16] or quantum dots [17] the confinement of electrons and other quasiparticles modifies

their interactions as well as their optical response. As such, particle confinement provides a

strategy to realize individual quantum systems for the encoding of information [18] or the

generation of single photons [19–21]. This perspective motivates research into nanoscale

materials, adding to the relentless drive of the semiconductor industry to increase the pro-

cessing capabilities for classically encoded information by virtue of device miniaturization.

In this context, materials with reduced dimensions have attracted significant interest, with

particle confinement provided by the system extent near the atomic limit.
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1. INTRODUCTION

Among the low-dimensional solid-state materials which have emerged in recent decades,

two platforms stand out due to their exceptional optoelectronic properties. On the one hand,

monolayer transition metal dichalcogenides (TMDs) [22], part of the family of layered van

der Waals materials introduced with the discovery of graphene about two decades ago [23],

constitute two-dimensional direct-bandgap semiconductors with prospects for nanoscale

electronic and photonic devices [24–27]. On the other hand, carbon nanotubes (CNTs),

considered a building block of future nanotechnology upon their first observation in the

1990s [28, 29], manifest as one-dimensional semiconductors which promise applications

in quantum computing [30] and as room-temperature quantum light sources at telecom

wavelengths [31]. In both TMDs and CNTs, electron confinement due to reduced dimen-

sionality together with reduced dielectric screening give rise to room-temperature stable

excitons, tightly bound pairs of electrons and holes which dominate the optical response ow-

ing to their large oscillator strength [32, 33]. The prospect for tailoring exciton properties by

strategies such as functionalization [34, 35] or the application of external fields [36–38] ren-

ders TMDs and CNTs prime candidates for experiments and devices in which light-matter

interaction is controlled at the excitonic level.

Complementary to the confinement of excitons and electrons in nanoscale semicon-

ductors, confining photons provides a constructive strategy for controlling light-matter

interactions. In many applications, which prominently include the laser [39, 40], this is

enabled by tailored photonic environments in optical cavities. Coherent coupling between

cavity photons and excitons in two-dimensional semiconductor systems such as monolayer

TMDs gives rise to exciton-polaritons [13], hybrid light-matter quasiparticles with properties

tunable via both the exciton and photon fraction and with applications in quantum simu-

lation [41] and nonlinear optics [42]. Cavities coupled to optical transitions in individual

quantum systems such as trapped excitons in functionalized CNTs enable the enhancement

of crucial emitter properties, including the decay rate by virtue of the Purcell effect [43] or

the photon spectral purity [44, 45].

Crucially, maximizing the light-matter coupling strength is required in many experiments,

achieved in resonators with minimal optical mode volume, a constraint which continues to

drive research into photonic confinement on the micro- or nanoscale. A variety of platforms

has emerged in recent decades, including semiconductor Bragg reflector cavities [46], pho-

tonic crystal cavities [47] or plasmonic and dielectric nanoresonators and their assemblies

into metasurfaces [48–52]. Among these platforms, fiber-based Fabry-Pérot cavities [53–56]

constitute a promising candidate for the coupling to low-dimensional semiconductors. In

this geometry, at least one resonator mirror is fabricated on the tip of an optical fiber, allow-

ing for microscopic mode volume at full tunability of the relative mirror position. Combined

with the possibility to achieve large quality factors with highly reflective mirror coatings,

this platform has proven highly suitable for controlling light-matter coupling in a variety of

quantum systems such as ultracold atoms [57] and ions [58, 59], defects in diamond [60, 61],
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1. INTRODUCTION

or low-dimensional semiconductors, evidenced by pioneering experiments on CNTs [62–64]

and TMDs [65, 66, P3] performed in the last decade.

In this work, we employed fiber-based Fabry-Pérot cavities to enhance and control the

light-matter interaction in two-dimensional monolayer TMDs and fluorescent defects in

CNTs, which constitute zero-dimensional quantum systems. In Chapter 2, the properties of

these material platforms are discussed, followed by an introduction to optical resonators.

The chapter also highlights relevant aspects of coupling between cavity photons and excitons

confined to two-dimensional structures such as quantum wells or TMDs as well as zero-

dimensional quantum emitters. In this context, the theoretical concepts relevant for the

analysis of experimental results are introduced.

Chapter 3 details the experimental techniques relevant to this dissertation. A discussion of

the fundamental properties of fiber-based Fabry-Pérot cavities is followed by a description of

implementations operating at room- and cryogenic temperatures. The chapter also includes

details on a cryogenic optical spectroscopy setup used for device characterization, and

a fabrication method for van der Waals heterostructures with engineered TMD dielectric

environment.

Experimental results obtained on a TMD monolayer are presented in Chapter 4, where

coherent coupling between excitons and the optical mode of a cryogenic fiber cavity re-

sults in the formation of exciton-polaritons. Asserting local control over these hybrid light-

matter quasiparticles is required for their use in photonic simulation and studies of non-

equilibrium many-body physics [67]. In the device presented here, this control was achieved

by nanostructuring the dielectric semiconductor environment, defining disk-shaped areas

of excitons with modified resonance energies. The resulting local modulation in exciton

energy [68, 69] translates to the polaritons [70], leading to cavity-tunable energy shifts. In ad-

dition, the cavity setup provides access to the dispersive regime of cavity-coupling [71, 72], in

which an effective hopping is mediated between excitons localized to different disk-shaped

areas coupled to the same cavity mode. Our technique holds promise for the implementa-

tion of lattice potentials in future polaritonic devices based on TMDs.

Chapter 5 reports on cavity-coupling of excitons bound to fluorescent CNT quantum de-

fects, emitters of telecom-band single photons at room-temperature [73] and thus promising

candidates for novel single photon sources [74, 75]. In these emitters, strong dephasing pre-

vents the emission of photons with high indistinguishability, which is a crucial resource

relevant to photonic quantum technologies. The experiments presented in Chapter 5 over-

come this limitation by coupling the emitters to a high finesse fiber cavity operated at

room-temperature and in the regime of incoherent good cavity-coupling [45]. For this sys-

tem, cavity-enhancement of the photon spectral purity and hence indistinguishability was

demonstrated, enabled by photon emission into the spectrally narrow window of the cavity

linewidth. These results establish incoherent good cavity-coupling as a promising approach

to the realization of optimized room-temperature single photon sources.
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1. INTRODUCTION

Chapter 4 and Chapter 5 form the basis of manuscripts [P1, P2], published or intended

for publication. As such, each of these chapters contains a brief introduction describing the

current state of research and the advantages of the respective semiconductor platform, as

well as a short summary and outlook. The central results of this thesis are summarized and

put into perspective in the final Chapter 6.
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Fundamental concepts 2
This chapter introduces the fundamental concepts relevant to the experiments on micro-

cavity-coupled excitons performed in the framework of this thesis. The chapter starts with a

discussion of excitons in two-dimensional transition metal dichalcogenides (Section 2.1),

followed by an introduction to excitons in fluorescent carbon nanotube quantum defects

(Section 2.2). Subsequently, the fundamental spectral properties of optical resonators are

derived (Section 2.3). Building on these concepts, the coupling of optical resonator modes

to excitons in quantum wells, with confinement in one spatial dimension, and quantum

dots, with confinement in three dimensions, are discussed in Section 2.4 and Section 2.5, re-

spectively. Crucial properties as well as differences between the two systems are highlighted.

Section 2.5, which treats resonator-quantum dot coupling, includes an introduction to the

theoretical analysis of the Hong-Ou-Mandel experiments presented in Chapter 5, as well as

a brief review of the properties of solid-state single photon emitters.

2.1. Excitons in two-dimensional transition metal dichalcogenides

Sparked by the discovery of graphene, fundamental research and technological develop-

ment based on the class of layered van der Waals materials has attracted significant interest

in the last two decades [76]. Of particular relevance is the family of transition metal dichalco-

genides (TMDs), which manifest as layered crystals of structure X-M-X, in which M and X

represent transition metal and chalcogen atoms, respectively [24].

Crystal structure and electronic properties of monolayer transition metal dichalcogenides

In the following, we focus on the subset of MoSe2, MoS2, WSe2, WS2, which most commonly

crystallize in the stable 2H phase [25] as illustrated in Fig. 2.1a. In contrast to graphene, these

materials are semiconducting, which renders them highly relevant for optoelectronic appli-

cations. We discuss some of the unique properties of monolayer crystals, with a particular

focus on the A:1s exciton transition in MoSe2, whose experimental optical response is shown

in Fig. 2.1b. As we will elaborate based on Refs. [25, 33], large exciton binding energies and

5



2. FUNDAMENTAL CONCEPTS

a b
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Figure 2.1.: Transition metal dichalcogenide monolayers. a, Illustration of a transition metal
dichalcogenide (TMD) crystal in 2H stacking, consisting of layers with structural composition
MX2, in which M denotes the transition metals molybdenum (Mo) or tungsten (W) and X
denotes the chalcogens sulfur (S) or selenium (Se). b, Optical response of A:1s excitons in
a MoSe2 monolayer, encapsulated by thin layers of hexagonal boron nitride and probed in
differential reflectivity (DR) at a temperature of 4K as illustrated in the inset. Device and
experimental procedure are described in detail in Chapter 3.

oscillator strength of this transition render TMDs a prime candidate for the study of strong

exciton-photon coupling in microcavities [77], the central focus of this work. The potential

of TMDs for different (opto-) electronic devices based on mono- and multilayer structures

is highlighted in the reviews of Refs. [24–27, 78, 79]

In the TMD crystals of interest, the strength of covalent bonds between atoms localized

to the individual layers exceeds that of the weak van der Waals bonds between different lay-

ers [76]. As a result, individual monolayers can be produced by mechanical exfoliation [80],

with alternative fabrication strategies provided by chemical vapor deposition [81–83] or

molecular beam epitaxy [84]. While multilayer and bulk TMDs exhibit indirect bandgaps [85,

86], monolayer crystals are semiconductors with direct electronic bandgaps [22, 87] on the

order of 2 eV [33].

The Brillouin zone, shown schematically in Fig. 2.2a, exhibits hexagonal shape with high

symmetry points denoted by Γ and K/K’. The bandgap is located at the K/K’ points, where

the band structure approximates parabolic valleys [88, 89], as illustrated in Fig. 2.2b and

c. At these high-symmetry points, the large angular momentum of the dominating tran-

sition metal orbital contributions to the valence band electronic states leads to a large

spin-orbit coupling and hence a valence band splitting of several hundred meV [86, 90]. A

small contribution from chalcogen p-orbitals to the conduction band electronic states re-

sults in conduction band spin-orbit splittings on the order of a few to ten meV [89]. Notably,

this splitting has opposite sign for Mo and W-based monolayers [89, 91], as illustrated in

the schematic band structures in Fig. 2.2b. As a consequence of time-reversal symmetry,

the spin-orbit splitting is reversed between the K and K’ valleys, leading to opposite spin

polarizations in the band structure [92] as shown schematically in Fig. 2.2b and c.
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2.1. EXCITONS IN TWO-DIMENSIONAL TRANSITION METAL DICHALCOGENIDES

a b MoX

K

CB

VB

σ+

2

K'

σ-

WX

K

CB

VB

σ+

2

K'

σ-

b

CB

c

K

K'

Γ

Figure 2.2.: Band structure of TMD monolayers a, Schematic of the first Brillouin zone of a
TMD monolayer, with the high-symmetry points indicated by Γ, K and K’. b, Band structure
schematic of MoX2 monolayers, with X = S, Se, shown near the K and K’ points (left and
right panel, respectively). Valence and conduction band (VB and CB, respectively) are split by
virtue of spin-orbit coupling, with the splitting in the former exceeding that in the latter by
approximately one order of magnitude. The valleys at K and K’ feature reversed spin-ordering,
as well as energetically lowest optical transitions coupling to opposite circular polarization. c,
Same as b but for WX2 monolayers. The figure is adapted from Ref. [33].

The properties discussed above have important consequences for the selection rules of

the interband optical transitions. Parallel spin alignment renders the energetically lowest

transition in Mo-based TMDs spin-bright [93], as illustrated in Fig. 2.2b and c. Broken

inversion symmetry and different conduction band orbital angular momentum for the

different valleys result in chiral optical selection rules for transitions at the K and K’ points,

which couple to σ+ and σ− polarized light [94–96]. These selection rules enable the optical

generation of spin- and valley-polarized electrons, a property which contrasts that of many

other semiconductors, such as several III-V systems, whose bandgap is situated at the Γ

points, and continues to drive research into TMD-based opto-valleytronic devices [33, 78].

Tightly bound excitons and their optical response

In addition to the electronic band structure, the isolation of TMD mono- and few layer

structures greatly influences the properties of excitons, tightly bound electron-hole pairs.

Reduced dielectric screening in the monolayer limit, as illustrated in Fig. 2.3a, leads to the

formation of Wannier-Mott excitons with binding energies of several hundred meV [33,

97–99], which consequently dominate the optical response in the range from cryogenic

to room-temperature. This contrasts many conventional semiconductors such as gallium

arsenide with binding energies on the order of a few meV, in which room-temperature

exciton formation is infeasible [33].

Monolayer TMD excitons are formed by electrons and holes from different valence and

conduction bands, leading to a variety of species with different properties described in

7



2. FUNDAMENTAL CONCEPTS

a
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Figure 2.3.: Excitons in TMD monolayers a, Schematic of a Wannier-Mott exciton in a TMD
monolayer in top and side view (top and bottom panel, respectively), tightly bound by strong
Coulomb interactions, with electric field lines illustrated by solid yellow lines. b, Schematic
of the TMD monolayer optical absorption. The tightly bound A:1s exciton, as well as higher
order Rydberg exciton states, induce optical transitions of considerable oscillator strength
at energies below the free-particle bandgap at energy Egap. Additional orbital states, dark
states and transitions to different bands are omitted for clarity. c, Influence of dielectric
environment on exciton energy. Strong Coulomb interactions and two-dimensional quantum
confinement render TMD excitons largely susceptible to changes in the dielectric response of
the surrounding medium, which influence both binding energy and electronic bandgap. The
result is a change in optical transition energy EX, shown schematically for local removal of the
hexagonal boron nitride (hBN) encapsulation layer, as implemented in the experiments in
Chapter 4. The figure is adapted from Ref. [33].

detail in Ref. [33], with the splittings between different resonances determined by the dif-

ference in electronic band energy, as well as electron and hole effective masses and exciton

exchange energy [100]. In addition, quantum confinement to two dimensions results in

a modification of the Coulomb attraction between electron and hole, which is described

by a Rytova-Keldysh potential. This results in a non-hydrogenic Rydberg series of higher

excited exciton states [101], as illustrated in Fig. 2.3b, which can also occupy different orbital

states. The family of monolayer excitons is further enriched by charged states, most notably

trions [102] with a binding energy of around 30 meV in MoSe2 [103], and multi-exciton

complexes [104]. In the following, we focus on the bright neutral A:1s exciton in MoSe2, with

electron and hole in the energetically lowest conduction band and highest valence band,

respectively, which is a bright transition due to parallel spin alignment [33]. Compared to

other transitions in the material system, it exhibits maximum oscillator strength, rendering

it particularly suitable for studies of strong light-matter coupling in optical cavities.

We consider excitons coupling to a radiation field with wave vectors normal to the crystal

plane, which requires conservation of in-plane photon and exciton center-of-mass mo-

menta. This requirement defines the so-called light cone of bright excitons, whose optical

response is described by a Lorentzian oscillator model, with an amplitude reflection coeffi-

cient [105]
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rTMD = iγrad/2

ωx −ω− iΓ/2
. (2.1)

In this expression, γrad and Γ are the exciton radiative and FWHM linewidths. Due to the

valley-degeneracy of neutral excitons, Eq. (2.1) holds for arbitrary input polarization. Illumi-

nation at non-normal incidence or lifted valley-degeneracy, induced e.g. by application of a

magnetic field [36], requires a polarization-dependent treatment of the optical response as

presented in Ref. [105].

The radiative decay rate γrad is influenced by the average electron-hole distance, which

for A:1s excitons is small due to strong Coulomb interactions and a correspondingly small

exciton Bohr radius on the order of 1 nm [33]. As a result, bright 1s excitons exhibit radiative

lifetimes τrad = 1/γrad on the order of a few 100 fs [33, 106–108], corresponding to ħγrad on

the order of 1 meV, with fluctuations between reported values likely arising from slight dif-

ferences in dielectric environment or strain-induced crystal deformations between different

samples. When probing the optical response in a differential reflectivity measurement, inter-

ference between fields reflected at different dielectric layers in a typical sample modifies the

experimental line shape, resulting in a Fano-like spectral response. The Lorentzian reflection

profile is retrieved from experimental data by means of the Kramers-Kronig relations [109].

The exciton FWHM linewidth Γ is determined by both homogeneous and inhomogeneous

contributions [110], with the former including radiative and non-radiative broadening, in-

duced e.g. by the formation of charged complexes or the trapping at defects [110], as well as

dephasing, induced by exciton-phonon coupling and scattering [111]. Sources of inhomo-

geneous broadening are sample inhomogeneities and contamination with defects, leading

to local variations of exciton energy and radiative decay rate on length scales smaller than

the optical volume probed in an experiment. The radiative lifetime is about two orders of

magnitude smaller than in gallium arsenide quantum wells [33], rendering light-matter cou-

pling highly efficient. Combined with encapsulation in hexagonal boron nitride at reduced

disorder, excitons with linewidths approaching the radiative limit have been observed in

high quality samples [108]. The respective optical transitions constitute ideal candidates

for the formation of exciton-polaritons and are the central focus of this work. A detailed

discussion of the optical properties of different exciton species, including dark, charged and

multi-particle complexes, exciton response to external electric and magnetic fields, as well

as aspects concerning multilayer TMD structures is provided in Refs. [33, 79].

Dielectric screening of Coulomb interactions

Confinement to the two-dimensional monolayer plane renders TMD excitons highly suscep-

tible to the dielectric environment [68]. This can be understood by noting that the electric

field between the charged exciton compounds extends into the volume outside the crystal

plane, as illustrated schematically in Fig. 2.3a. Since Coulomb interactions between electron

9
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and hole are strong, the resulting susceptibility of the exciton energy to the dielectric con-

stant of the surrounding medium is large, providing a pathway towards engineering of the

local exciton potential via the dielectric environment.

The magnitude of the exciton energy shift depends on the dielectric response of the

medium surrounding the monolayer [112]. As an example, decreasing the dielectric con-

stant of the surrounding medium by locally removing the hexagonal boron nitride encap-

sulation layer, as illustrated schematically in Fig. 2.3c, is expected to increase the exciton

binding energy by around 200 meV [113, 114]. At the same time, the interaction-induced

renormalization shift of the quasiparticle bandgap will experience a reduction of similar

magnitude to the increase in binding energy [68]. As a result, the change in optical transition

energy upon change of the dielectric environment is typically reported to be on the order

of a few meV, differing between samples fabricated by different methods and in different

geometries [68–70, 112, 114–116]. In Chapter 4, we harness this effect to translate exciton

energy modulation into an engineered polariton energy landscape.

2.2. Excitons in functionalized carbon nanotubes

Since their first description in literature in 1991 [28], carbon nanotubes (CNTs) have been

at the center of intensive research activity for a period of roughly two decades due to their

intriguing electronic, mechanical and optical properties, enabling applications in a diverse

range of fields ranging from the development of novel macroscopic materials to quantum

computing platforms [29–32]. Single-walled carbon nanotubes, which are the focus of this

work, can be considered as rolled up sheets of monolayer graphite as illustrated in Fig. 2.4a,

with typical diameters ranging from around 1 to 10 nm [117, p. 35]. Their reduced dimension-

ality and nanoscopic shape gives rise to distinct optoelectronic properties which we discuss

in the following. We place a particular emphasis on localized excitons for room-temperature

single photon emission, which have added the perspective of quantum light-source devel-

opment to carbon nanotube research in the last decade [31].

Carbon nanotube crystal structure and electronic properties

A single-walled CNT can be imagined to consist of a rectangular graphene sheet, whose geo-

metric properties determine the CNT crystal structure as illustrated in Fig. 2.4c. Graphene

manifests in a two-dimensional hexagonal lattice of carbon atoms, bound by σ-bonds from

sp2-hybridized orbitals [119]. Relative to this lattice, different possible CNT unit cells are

described by a circumference vector Ch , along which the nanotube is rolled up, as well as

a translational vector T. The decomposition of Ch into the basis vectors a1 and a2 of the

graphene lattice as shown schematically in Fig. 2.4b, according to Ch = na1 +ma2 with in-

teger n and m, is used to characterize CNTs of different structure by means of the chirality

10
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a
Ch

T

b

c

a1

a2 (5, 4)-CNT

Figure 2.4.: Single-walled carbon nanotubes. a, Crystal structure schematic of a chiral single-
walled carbon nanotube. b, Hexagonal unit cell of the graphene real space lattice, with basis
vectors a1 and a2. c, Unit cell of a chiral (5,4) carbon nanotube, with basis vectors Ch and T.
Ch is the circumference vector of the nanotube. The figure is adapted from Ref. [118].

(n,m) [117, p. 37]. The chirality determines nanotube diameter and edge type, as evident

from Fig. 2.4c. CNTs can be synthesized by arc discharge, laser vaporization or different

chemical vapor deposition methods, which are discriminated in their type of catalyst sup-

ply [120].

Similar to the crystal structure, it is instructive to discuss the electronic properties of car-

bon nanotubes in the context of graphene. Graphene is a semimetal, whose band structure

near the high-symmetry K and K’ points in the hexagonal first Brillouin zone features a

linear dispersion determined by electronic π-orbitals [119]. As illustrated in Fig. 2.5a, the

CNT reciprocal lattice vectors K1 and K2, corresponding to the real space vectors Ch and

T, sample a subspace of the graphene reciprocal lattice. Quantization of the electronic mo-

tion along the nanotube circumference results in discrete values for K1, while the possible

values for K2 are continuous in the limit of a tube of infinite length [117, p. 47]. The CNT

band structure is constructed by projecting cuts through the graphene band structure at

different values of K1 into the one-dimensional first Brillouin zone of the nanotube. For

about one third of the possible chiralities, selected values of K1 coincide with the K or K’

points in the graphene band structure, at which conduction and valence band are degen-

erate in energy. The corresponding CNT band structure will therefore also feature a band

crossing and hence be of metallic nature [117, p. 60]. By contrast, if the K or K’ points do not

intersect with any nanotube reciprocal lattice vector, the CNT is semiconducting, featuring

an energy gap between valence and conduction band on the order of 1 eV, which roughly

scales with the nanotube diameter dt as 1/dt [117, p. 69]. In the following, we focus on these

semiconducting nanotubes due to their possibility for the creation of room-temperature

stable excitons.
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Figure 2.5.: Optical properties of semiconducting carbon nanotubes. a, Reciprocal carbon nano-
tube basis vectors K1 and K2 of a (9,0) CNT, drawn relative to the graphene reciprocal lattice
with high symmetry points Γ, K and K’. b, Electronic density of states of a semiconducting
CNT, illustrated for quasimomenta corresponding to the electronic band edges. Shown are the
two lowest and highest energy conduction and valence bands c1, c2 and v1, v2, respectively.
Black arrows indicate the dominant optical transitions. The yellow horizontal lines illustrate
transitions corresponding to different states of tightly bound excitons, with the two lowest
energy states labeled n = 1 and n = 2. c, Top panel: Schematic of the singlet manifold of the
lowest-energy exciton transition. States are labeled |ke kh〉 according to quasimomenta of
electron ke and hole kh constituting the exciton, indicated by the graphene K and K’ valleys.
Only the state |K +〉, which is an odd parity superposition of |K K 〉 and |K K ′〉 is optically bright.
All other states, including the even parity superposition |K −〉, are optically dark. The figure is
adapted from Ref. [118]. Bottom panel: Schematic of a carbon nanotube exciton.

The band structure of a semiconducting CNT features different conduction and valence

bands which we label by indices i and j , respectively, and which have minimum and maxi-

mum value, respectively, at the center of the first Brillouin zone. Due to the one-dimensional

nature of the system, the density of electronic states exhibits van-Hove singularities and

correspondingly maximum values at the band edges [121], as illustrated in Fig. 2.5b. Optical

selection rules allow for transitions between valence and conduction bands of identical

indices i and j for light of linear polarization oriented parallel to the nanotube axis [122],

which dominate the optical response. Transitions between states with indices satisfying

i − j =±1 are in principle allowed to couple to the orthogonal linear polarization, but are

strongly suppressed due a depolarization effect [123].

Tightly bound excitons and their optical response

Reduced CNT dimensionality, accompanied by reduced dielectric screening, greatly en-

hances the Coulomb interaction between electrons and holes [124–126]. As a result, tightly

bound excitons dominate the optical response, with Bohr radius on the order of 1 nm and

binding energies on the order of several 100 meV, which renders them stable even at elevated

temperatures [126]. Excitons can be formed by electrons and holes in different valence and

12
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conduction bands, which can occupy states of different orbital momenta of the bound two-

particle complex [32, 125, 126]. In the following, our focus is on the lowest-energy exciton

states labeled by E11, formed by an electron and a hole from the lowest energy conduc-

tion band and the highest energy valence band, respectively, corresponding to the c1 to v1

transition illustrated schematically in Fig. 2.5b.

The electronic band structure at the band edges is four-fold degenerate due to the de-

grees of freedom provided by spin and valley, corresponding to single-particle momenta

near the K or K’ points in the graphene band structure. As a result, 16 exciton states can be

distinguished, which are subdivided into twelve triplet states of total spin 1, and four singlet

states of spin zero [127]. The degeneracy between different states is lifted due to an interplay

between short- and long-range Coulomb interactions. The triplet states are lowest in energy,

but optically dark due to their total spin of 1 [127]. Transitions between singlet and triplet

manifold are suppressed, such that the singlet states dominate the optical response [128].

The respective manifold, with exciton energies shown schematically in the top panel of

Fig. 2.5c, is comprised of states in which electron and hole occupy different valleys, which

are optically dark, and states in which electron and hole reside in the same K or K’ valley,

hybridized as a result of the crystal symmetry [127]. Of the resulting superpositions, only the

one of odd parity is optically bright. Lifting of the degeneracy in the singlet manifold gives

rise to a characteristic energy ordering in which the dark state is lowest in energy [32, 127].

This dark state forms a population reservoir in photoluminescence experiments, rendering

photon emission from CNTs inefficient as compared to other solid-state emitters [31]. The

emission efficiency can be further compromised by quenching due to localization at unin-

tended surface defects [129]. The dark-bright splitting is on the order of a few meV, with the

precise value depending on the chirality [130–132]. The radiative lifetime of lowest-energy

bright excitons near zero center-of-mass momenta is on the order of 1 ns [133, 134], and

influenced by the nanotube dielectric environment [135]. The population lifetime, which

determines the time-dependent photoluminescence response is dominated by nonradiative

decay processes and therefore on the order of 10-100 ps [135, 136].

Luminescent quantum defects in functionalized carbon nanotubes

The low CNT photoluminescence quantum yield, which compares unfavorably with alter-

native platforms, has triggered interest in increasing the brightness of nanotube exciton

emission with the goal of enhanced performance in quantum optoelectronic applications.

A successful strategy is provided by the controlled integration of molecular defects such

as oxygen or aryl functional groups into the nanotube lattice [31], frequently referred to

as functionalization. This process results in the emergence of localized electronic states

and corresponding exciton localization at the nanotube defect (NTD) sites, as illustrated

in the top panel of Fig. 2.6a. This localization modifies the energy shifts between bright
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Figure 2.6.: Fluorescent carbon nanotube quantum defects. a, Aryl-functionalized carbon nano-
tube, with an sp3 hybridized bond formed between the nanotube lattice and the defect radical.
The bottom panel shows a schematic of the resulting exciton energy landscape, with local-
ized bright and dark states E∗

11 and D∗
11 forming a trap for mobile excitons E11 in the pristine

nanotube. The figure is adapted from Ref. [73]. b, Schematic of carbon nanotube photolu-
minescence spectra. Upon functionalization, an emission feature attributed to E∗

11 excitons
localized at the defect site emerges, redshifted by a few hundred meV from the E11 transition.

and dark exciton states and suppresses PL quenching due to immobilization. As a result,

functionalization enables enhancement of the CNT quantum yield by more than one order

of magnitude [34].

In addition to enhancement in PL brightness, trapping of individual excitons at the defect

sites results in the emission of single photons, which is of central interest to applications

in quantum science and technology [74]. While this effect is also observed at cryogenic

temperature for exciton traps created by variations in the dielectric environment [137, 138],

the large variation of potential energy in NTDs enables room-temperature trapping [73].

Initial experimental demonstrations were based on the incorporation of oxygen defects [34,

139] at near-infrared emission energies and subject to PL intensity fluctuations [140]. The

focus of the present work is on aryl-defects, bound to the nanotube lattice by an sp3-bond,

which enable strong exciton localization with corresponding emission wavelengths in the

technologically relevant telecom range and at exceptional room-temperature stability [35,

73].

Aryl-defect sites in the nanotube lattice are generated in a diazonium reaction, which

results in the formation of an sp3-hybridized bond to the aryl group of choice, as well as a

second pairing group bonding to a free carbon radical [141]. The electronic configuration

of the bonding sites, combined with the electron-hole interaction strength, determines the

optical transition energy of the localized exciton. For aryl-defects, a strong modification of

the electronic orbitals at the defect site results in redshifts of the exciton emission energy

on the order of a few hundred meV, with the precise value determined by the functional

group, as well as the carbon nanotube chirality and bandgap [141, 142]. The choice of

defect and CNT type therefore allows for tunability of the emission wavelength [143]. The
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corresponding strong exciton localization at the defect sites has enabled the operation of

room-temperature stable single photon emission with near-unity purity in the telecom

wavelength range [73].

The choice of functional group and nanotube chirality also determine the energetic level

structure of excitons trapped at the defect sites. For many configurations, a single bright red-

shifted exciton feature emerges upon functionalization, commonly labeled E∗
11 as illustrated

in Fig. 2.6a and b [142]. In other cases, a second redshifted emission peak is identified, at-

tributed to a different charging geometry of the electronic orbitals. In addition, dark exciton

states have also been identified at the defect sites, illustrated schematically in Fig. 2.6a by the

state labeled D∗
11 [144, 145]. The precise level structure depends on the complex interplay

of functional group and nanotube lattice geometry during functionalization, and is beyond

the scope of the present discussion. Details on the specific functional group employed for

experiments in this work are provided in Chapter 5.

In typical experiments, NTD single photon emission is probed in photoluminescence

generated by incoherent excitation. In this configuration, defect sites are populated by free

E11 excitons residing in the surrounding nanotube lattice on timescales on the order of

1 ps [146]. The population lifetimes of the trapped bright exciton states are on the order of

100 ps [73, 144], which is enhanced compared to that of free excitons as expected for reduced

nonradiative decay rates due to immobilization at reduced quenching. Population transfer

to dark states of localized and free excitons however still influences the photoluminescence

decay dynamics, with the detailed response determined by the NTD type [144]. Reported

radiative lifetimes range from 1 to 15 ns [73, 144], enhanced compared to free excitons due

to strong localization. At room-temperature, individual NTDs feature emission linewidths

on the order of 10 meV, dominated by strong dephasing [31, 147]. While single photon

emission at telecom wavelengths renders functionalized CNTs excellent candidates for the

development of room-temperature sources of quantum light, the broad linewidth limits

photon indistinguishability and compromises source performance. A promising strategy to

overcome this limitation is provided by NTD-cavity coupling in the incoherent good cavity

regime [45], as demonstrated in Chapter 5.

2.3. Optical Fabry-Pérot resonators

Introduced in a seminal work by Fabry and Pérot in 1899 [148, 149], optical interferome-

ters have developed enormous relevance in a diverse range of technological and scientific

applications, including the notable examples of laser resonators [40] and a large variety

of nanophotonic devices [150]. In this section, we consider an interferometer1 in the ge-

1 Depending on the application, the device of interest is frequently referred to as optical interferometer,
resonator, cavity or etalon. We will use the relevant terms interchangeably.
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Figure 2.7.: Optical Fabry-Pérot Resonators. a, Schematic side view of an optical resonator,
featuring planar mirrors M1 and M2 with electric field reflection and transmission coefficients
r1, t1 and r2, t2, respectively. Red arrows indicate the wavevector direction of the incoming
and transmitted monochromatic electric fields with amplitudes Ein and Et. If the optical
frequency ω matches the resonance condition defined by the mirror distance Lc, a standing
wave is formed inside the resonator. b, Transmission of a resonator with identical mirrors
and finesse 100 as a function of frequency (teal solid line). Resonances at FWHM linewidth
κ are separated by the free spectral range ωFSR. The yellow dashed line is the Lorentzian
approximation to the Airy transmission profile.

ometry investigated by Fabry and Pérot, consisting of two parallel plane mirrors as shown

schematically in Fig. 2.7a. If light is injected into the resonator at a wavelength that satisfies

the condition for constructive interference after a round trip, a standing wave is formed at

enhanced field intensity. In the following, we discuss the interferometer properties relevant

to studies of coupling between the confined light field and dilute media placed inside the

cavity. Due to the wide range of resonator applications, literature on the fundamental prop-

erties is abundant. A detailed introduction is given in Refs. [40, 151], on which this section is

largely based, a recent discussion on common approximations to the resonance line shapes

can be found in [152]. The presentation of parts of this section is adapted from [153].

Resonator transmission

We begin by discussing a scenario frequently encountered in experimental settings, illus-

trated in Fig. 2.7a: a light field Ein(x, t) = 1/2Eine−i (ωt−2π/λx) + c.c. at amplitude Ein, wave-

length λ and frequency ω impinges on one of the mirrors spaced by a distance Lc, and we

are interested in the amplitudes of the transmitted field Et. In the following, we assume that

the medium between the mirrors has a refractive index n ≈ 1. The extension to a dispersive

intracavity medium is straightforward.

With the phase acquired after one round-trip through the resonator, φrt = 2π×2Lc/λ, we

find, following the derivations in [40, 152],
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Et

Ein
= t1t2e iφrt/2

1− r0e iφrt
(2.2)

for the transmission. In this expression, tk and rk are the complex coefficients of field

transmission and reflection for mirror Mk as labeled in Fig. 2.7a, and r0 = r1r2. Mirror

transmission and reflection coefficients of power are given by Tk = |rk |2 and Rk = |rk |2,

respectively.

From the expression for the transmitted field, we derive the coefficient of transmitted

power, Tc, which is readily accessible in many experiments and whose measurement allows

to determine fundamental resonator properties. Use of Eq. (2.2) yields

Tc =
|Et|2
|Ein|2

= Tmax

1+ ( 2
π
F

)2
sin2

(
φAiry

) , (2.3)

which is the Airy-formula with φAiry = 1
2φrt + 1

2 argr0. It entails the definition of two relevant

resonator characteristics, the resonant transmission

Tmax =
|t1t2|2

(1−|r0|)2 (2.4)

and the finesse

F = π
p|r0|

1−|r0|
, (2.5)

which is a measure for the mirror reflectivity as evident from this equation, as well as for the

cavity linewidth as discussed below.

Distributed Bragg reflectors

Before discussing the cavity resonances described by Eq. (2.3) in more detail, we focus on a

common experimental implementation, which is also used in the present work: resonators

based on distributed Bragg reflectors (DBRs) as cavity mirrors. Consisting of alternating

layers of dielectric materials with different refractive indices, DBR mirrors with reflectivity

as large as 0.9999984 have been achieved in the optical domain [154], rendering them highly

suitable for quantum optical applications based on, e.g., semiconductor quantum dots [155]

and wells [13], individual atoms [156] and ultracold atomic ensembles [157].

Fig. 2.8a and b show a schematic of an exemplary DBR mirror, as used in the setups

described in Chapter 3. The transmission, shown in Fig. 2.8c as calculated from a transfer

matrix formalism as outlined in Chapter A assuming negligible scattering and absorption

loss, reaches minimum values in the wavelength range near the vertical dashed line. The

corresponding near-unity reflectivity is a result of constructive interference between the light

field reflected at each dielectric surface and the field transmitted through this surface from
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Figure 2.8.: Distributed Bragg reflectors. a, Schematic of a distributed Bragg reflector (DBR)
coating consisting of alternating layers of dielectrics with different refractive index n, giving
rise to a complex field reflection coefficient rDBR. b, Refractive index profile (blue) and electric
field intensity of a plane wave impinging on the mirror (red) for an exemplary DBR coating
at the stopband center wavelength λs = 765 nm, featuring ten pairs of SiO2 and TiO2 layers
at thickness λs/(4n). The computation is based on the transfer matrix formalism described
in Chapter A. c, Transmission 1−|rDBR|2 of the DBR coating shown in b, with the stopband
center wavelength indicated by the vertical dashed line.

the neighboring dielectric layer. Since the phase difference between the two fields depends

on the optical frequency, high reflectivity is achieved only in a given range of frequencies,

which is referred to as the stopband. By varying layer thickness, number and materials, the

reflectivity and stopband width can be tuned to match experimental requirements.

Due to non-unity reflectivity at the individual dielectric interfaces, a fraction of the light

field impinging on a DBR penetrates into the mirror, as illustrated in Fig. 2.8b. In an optical

resonator, this penetration at a depth LDBR extends the cavity length by as much as several

µm, an effect with particularly strong influence on the spectral properties of microcavities

at mirror distances Lc on the order of an optical wavelength [13]. We account for this effect

in the following discussion by employing the DBR reflection coefficient for a mirror labeled

k [158]

rDBR,k = rk e i (LDBR,k /c)(ω−ωs), (2.6)

in which ωs is the stopband center frequency of maximum DBR reflectivity and c is the

speed of light. This description is valid for frequencies close to ωs [158]. While analytical

expressions for LDBR can be found in the limiting cases of highly periodic structures [158],

more complex mirror designs rely on numerical calculations as presented in Chapter A

to determine this quantity. We note that the phase of the DBR transmission coefficient tk ,

which is also dependent on the dielectric structure, is irrelevant for the following derivations.
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Resonator spectral characteristics

Based on the previous discussion, we investigate the resonances of a cavity with two DBR

mirrors. Resonant enhancement of the intra-cavity field occurs if φAiry in Eq. (2.3) is equal

to qπ, with q a positive integer denoting the longitudinal mode order. The corresponding

cavity resonance frequency is

ωc,q = c/Lc
(
qπ+1/2argr0

)
. (2.7)

In the following, we assume mirror reflectivities rDBR,1 and rDBR,2 as in Eq. (2.6) and cavity

operation at high finesse and frequencies close to the center of the mirror stopband, ωc,q ≈
ωs. These assumptions apply to the experimental settings in this work, unless otherwise

indicated. The phase determining the resonance condition becomes

φAiry =π
ω−ωc,q

∆ωFSR
+πq , (2.8)

in which ωc,q has to satisfy Eq. (2.7) upon accounting for the fact that r0 = rDBR,1rDBR,2. In

Eq. (2.8),

∆ωFSR = 2π
c

2Leff
(2.9)

is the free spectral range of the resonator, with Leff = Lc +LDBR,1/2+LDBR,2/2 the effective

cavity length, which exceeds Lc due to the field penetration into the mirrors.

In the case of large cavity finesse F ≫ 1, the expression for cavity transmission Eq. (2.3)

at frequencies close to a resonance can be simplified considerably. The derivation, which

is given in [153], relies on using Eq. (2.8) to substitute φrt in Eq. (2.2), and expanding the

exponentials around the resonance frequency as e i 2πq+x ≈ 1+ x. Computing the cavity

transmission yields

Tc ≈
|t1t2|2

(1−|r0|2)

(κ/2)2

(ω−ωc,q)2 + (κ/2)2
, (2.10)

which is the well-known Lorentzian line shape with FWHM linewidth κ=∆ωFSR/(
p|r0|F ).

For F ≫ 1, which implies |r0| ≈ 1, the linewidth can be expressed as

κ≈ ∆ωFSR

F
(2.11)

to a very good approximation. Eq. (2.11) is also the FWHM linewidth of the resonances of

the Airy-formula in Eq. (2.3).

In Fig. 2.7b, we plot the cavity transmission Eq. (2.3) for identical mirrors and F = 100. If

the resonance condition φAiry = qπ is satisfied, the cavity exhibits maximum transmission.

The respective resonance frequencies are spaced by ∆ωFSR. At these frequencies, the con-

dition for constructive interference after one round trip through the cavity is satisfied by

19



2. FUNDAMENTAL CONCEPTS

the light field, such that a standing wave is formed at an intensity which can be drastically

enhanced compared to the input field. In the simple case of two mirrors with real reflec-

tivity coefficients, the mirror distance has to match an integer multiple of half the optical

wavelength to satisfy this condition.

As evident from Eq. (2.11), the resonance linewidth decreases for increasing finesse. This

is readily understood by considering the cavity as a dissipative system, in which the loss

channel is transmission through the mirrors. Large finesse then implies small dissipation,

large storage times of the field inside the cavity and correspondingly a small linewidth.

Finally, the validity of the Lorentzian approximation to the cavity line shape is confirmed by

the plot of Eq. (2.10) shown in Fig. 2.7b by the yellow dashed line.

Similar to the finesse, the quality factor Q =ωc,q/κ is a measure for the dissipation of a

given resonance. For an optical resonator, it is calculated as

Q ≈ qF , (2.12)

which is easily derived from Eq. (2.11). It is evident that for optical resonators, the distinction

between finesse and quality factor is of little relevance, since both quantities are directly

proportional to each other. In many experiments, the finesse is reported to characterize

the resonator, quantifying the mirror reflectivities which are crucial design parameters. The

Q-factor is relevant for comparison with different cavity platforms in which no mirrors are

employed, such as plasmonic cavities [P4] or whispering gallery resonators [150].

Besides mirror transmission, loss of optical power during a resonator round trip may

occur from other sources, such as scattering or absorption in a medium placed between

the mirrors. To demonstrate how this affects the transmission profile, we denote the frac-

tion of power which is lost during a single pass through such a medium as B , such that

a fraction (1− 2B) is transmitted during a cavity round trip. In addition, we account for

power loss Ak through scattering and absorption in the mirror labeled k, such that 1 =
Rk +Tk + Ak . Under these conditions, the transmitted field is described by Eq. (2.2) with

|r0| =
p

(1−2B) (1−T2 − A2) (1−T1 − A1). Defining Ltot = T1 +T2 + A1 + A2 +2B , and assum-

ing that T1,T2, A1, A2,2B ≪ 1, which holds for typical DBR mirrors, we find |r0| ≈
p

1−Ltot.

Plugging this expression into Eq. (2.4) and Eq. (2.5) and expanding for small Ltot yields

Tmax ≈ 4T1T2

(T1 +T2 + A1 + A2 +2B)2 and F ≈ 2π

T1 +T2 + A1 + A2 +2B
, (2.13)

for the maximum transmission and the finesse, respectively. As evident from these expres-

sions, the introduction of loss other than mirror transmission will reduce cavity transmission

and finesse, a principle which is at the heart of cavity-enhanced absorption microscopy [159,

P5].

Finally, we point to two properties of experimental resonators relevant to the discussion

in the following sections. First, while the case of planar mirror resonators discussed here
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κV, g

Figure 2.9.: Cavity-coupled monolayer semiconductor. Illustration of a semiconducting TMD
monolayer coupled to a single mode of an optical resonator with spectral linewidth κ. The
cavity is assumed to couple to a single TMD exciton transition, with similar optical response to
that of an epitaxially grown quantum well. The strength of cavity-exciton coupling is denoted
by V and g in the semiclassical and quantum mechanical theoretical frameworks presented
in the main text, respectively. For illustration purposes, concave mirror profiles are shown,
which result in confinement of the resonator mode in the direction orthogonal to the optical
axis.

will result in plane-wave intra-cavity fields, the use of spherical mirrors leads to additional

transverse field confinement, typically at Gaussian transverse field distributions [40]. As we

will show in Section 2.4, this distinction is of relevance when discussing strongly coupled

exciton-photon states. Second, it is important to note that the field within the resonator

is confined to the mode volume Vc, a parameter which crucially determines the exciton-

photon coupling strength [13]. Vc is calculated in Section 5.3 for the case of an experimental

cavity used in this work. For the following sections, a simple rule of thumb is sufficient:

Vc ∝ Lc.

2.4. Light-matter coupling in quantum wells

Coupling between quantum well excitons and the modes of an optical resonator is at the

heart of experiments and devices in fields such as solid-state nonlinear optics [42] and quan-

tum simulation [160]. In a quantum well, which can be realized in various semiconductor

systems, excitons are confined along one spatial direction, strongly altering their intrinsic

properties as well as their interaction with light. For a detailed investigation into the physics

of quantum wells, which exceeds the scope of this thesis, we refer to Ref. [16], in which the

introduction provides an overview of quantum wells in epitaxially grown semiconductors, as

well as to Section 2.1, in which the quantum wells constituted by monolayer semiconductors

are discussed.

In the following, we consider a single generic transition in the quantum well exciton

spectrum, assuming that the resonance of interest is spectrally well resolved such that its
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linewidth is greatly smaller than the spectral distance to other resonances arising e.g. from

transitions to different electronic bands [16] or the interaction with charges [161]. We discuss

the coupling of excitons to a single mode of an optical resonator with FWHM linewidth κ, as

illustrated in Fig. 2.9. The presented theoretical treatments were established to describe epi-

taxially grown quantum well microcavities, and we provide extensions wherever necessary

to ensure that the theory captures cavity-coupled TMD monolayer semiconductors. The

given expressions provide the basis for the analysis of the experimental results presented

in Chapter 4, in which the present discussion is also extended to include cavity-coupling to

multiple excitonic transitions.

2.4.1. Semiclassical description

We begin by giving a description of cavity-exciton coupling in a semiclassical framework,

which in the last three decades has been successfully applied to microcavity-coupled epitax-

ially grown quantum wells [158, 162–164] and more recently to describe cavity-exciton cou-

pling in TMD heterostructures [165, 166]. The semiclassical treatment allows for a straight-

forward definition of the regimes of strong and weak light-matter coupling, which is of

fundamental interest to many experiments. In this section, we reproduce the main results

of the theoretical analysis based on Refs. [158, 164].

In the semiclassical framework, the optical field confined inside the resonator is treated

as a classical electromagnetic wave at frequency ωc governed by Maxwell’s equations. The

optical response induced by the exciton transition of interest is described by the reflection

and transmission coefficients of an electric field impinging on the quantum well, rQW and

tQW, which are given by [167]

rQW = iγrad/2

ωx −ω− iΓ/2
and tQW = 1+ rQW. (2.14)

This expression describes a Lorentzian exciton response at frequency ωx, with FWHM and

radiative linewidths2 Γ and γrad, which relates to the radiative lifetime as τrad = 1/γrad.

We emphasize that Eq. (2.14) applies to TMD monolayer excitons [105] (c.f. Eq. (2.1)), the

central interest of the present work. In this case, the FWHM linewidth can be expressed as

Γ≈ γrad +γ′, in which γ′ includes contributions to the linewidth from nonradiative decay,

dephasing and inhomogeneous broadening [110].

In the following, we consider a quantum well placed at the field antinode of a microcav-

ity consisting of DBR mirrors with identical amplitude reflection coefficients r described

by Eq. (2.6), as illustrated in Fig. 2.9. The optical response of the coupled cavity-exciton

system is analyzed using a transfer matrix formalism [158, 167], which allows to compute

2 In the present discussion, linewidths are defined in units of angular frequency. Experimental results for these
quantities are reported in eV in Chapter 4, where the conversion factor ħ is omitted for the sake of brevity.
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reflectivity and transmission as well as the system’s resonance frequencies3. The formalism

is introduced in detail in Refs. [158, 163, 164], the relevant transfer matrices are given in

Chapter A.

As shown in Ref. [158], the resonance frequencies of the coupled cavity-quantum well

system satisfy the equation(
ω−ωx + iγ′/2

)
(ω−ωc + iκ/2) =V 2, (2.15)

with

V =
√

1+ r

r

cγrad

Leff
≈

√
2cγrad

Leff
, (2.16)

where the last approximation holds in the case r ≈ 1. In this expression, Leff is the effective

cavity length defined in Eq. (2.9), accounting for field penetration into the mirrors, and

κ/2 = c
(
1−p|r0|

)
/
(p|r0|Leff

)
is the HWHM cavity linewidth, with |r0| = |r |2 in the case of

identical DBR reflectivity r . We note that the expression for κ in Eq. (2.15) approximates to

the linewidth in Eq. (2.11) derived from the Airy transmission profile in the case of near-unity

mirror reflectivity.

Eq. (2.15) provides a pictorial interpretation of light-matter coupling in microcavities.

Exciton and cavity are described as oscillators with Lorentzian line shapes, coupled by an

interaction of strength V . The complex resonance frequencies of the coupled system are

obtained from Eq. (2.15) as [158]

ω=
(
ωc +ωx − i

(
γ′+κ)

/2
)

2
±

√
V 2 + 1

4

(
ωc −ωx − i

γ′−κ
2

)2

. (2.17)

This equation entails a clear definition of the regimes of strong and weak light-matter cou-

pling in quantum well-microcavity systems. Before discussing this distinction in more detail,

we introduce the equivalent quantum-mechanical description of light-matter coupling in

the following section.

2.4.2. Quantum-mechanical description

Complementary to the semiclassical description, a quantum-mechanical treatment of

cavity-exciton coupling allows for an intuitive analysis of the system’s eigenstates in the

framework of hybridized light-matter states, which is particularly useful in the regime of

strong light-matter coupling. Here, the formalism gives rise to the frequently encountered

polariton picture, in which the eigenstates are interpreted as quasiparticles with emerging

3 For a comparison of different semiclassical approaches, in particular modifications to Eq. (2.2) treating the
quantum well as a dispersive intra-cavity medium [46, 168], see Ref. [158]
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properties. Quantum and semiclassical treatments yield identical results for the eigenstates

as well as cavity transmission and reflectivity [162]. In the following discussion, we follow

Refs. [13, 164].

We consider a quantized cavity field, with the bosonic creation operators â† and b̂† for in-

tracavity photons and excitons at energies ħωc and ħωx, respectively. The time-independent

Hamiltonian of the system is given in the rotating wave approximation by [164]

H =ħωcâ†â +ħωxb̂†b̂ +ħg
(
âb̂† + b̂â†

)
, (2.18)

with the light-matter coupling strength g . As described above, we consider a single exci-

tonic mode coupled to a single cavity mode, neglecting multiplicities in the exciton and

cavity spectra. An extension of the present Hamiltonian accounting for such multiplicities is

presented in Chapter 4.

In its generic form, the Hamiltonian of Eq. (2.18) provides a phenomenological description

of light-matter interaction. For comparison with experimental results, a suitable expression

for the light-matter coupling strength g has to be employed, which depends sensitively

on material properties such as the electron hole overlap and the cavity mode volume. For

TMD monolayer excitons in a high-finesse cavity, we identify g with the semiclassical result

of Eq. (2.15), such that

g =
√

2cγrad

Leff
. (2.19)

This identification yields satisfactory agreement with experimental results [165]. Using

γrad ∝ f , with the oscillator strength f [105], we find g ∝√
f /Leff. For derivations of g from

first principles, see [169, 170].

To diagonalize the Hamiltonian of Eq. (2.18), we evoke the transformation

p̂ = X b̂ +C â q̂ =−C b̂ +X â, (2.20)

which yields

H = ELPp̂†p̂ +EUPq̂†q̂ . (2.21)

The coefficients X and C are referred to as the Hopfield coefficients [171], and will be

discussed below. The eigenenergies are given by

ELP/UP = ħωx +ħωc

2
±

√
g 2 +∆2/4, (2.22)

in which we have defined the exciton-cavity detuning∆=ħωx−ħωc. It is evident that if cavity

and exciton are resonant, the spectrum of the coupled system splits into two eigenstates.

This splitting of magnitude 2g is a hallmark of the regime of strong light-matter coupling,

which is discussed in the subsequent section.
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Figure 2.10.: Strong exciton-photon coupling. a, Transmission of an empty cavity (teal line) and
upon coupling to a quantum well exciton transition with linewidth Γ = κ (yellow line) as a
function of laser frequency. The coupled system operates in the regime of strong light-matter
coupling, where two resonance frequencies are split by the Rabi splittingΩ. The computation
is based on the dissipative transmission model introduced in Section 4.3. b, Transmission
map of the strongly coupled exciton-cavity system investigated in a, featuring an avoided
crossing of upper (UP) and lower (LP) polariton branches.

Finally, we emphasize the crucial difference between the Hamiltonian of Eq. (2.18) and the

Jaynes-Cummings Hamiltonian describing cavity-coupling of a single quantum emitter (c.f.

Section 2.5). Bosonic quantum well excitons (and hence operators b̂) enable the transfor-

mation into the polariton Hamiltonian of Eq. (2.21) and give rise to fundamentally different

behavior if multi-particle excitations are considered. This difference is briefly discussed in

Section 2.5.

2.4.3. Strong coupling regime

The optical response of the coupled cavity-quantum well system depends on the ratio of

light-matter coupling strength and the rates of dissipation from the coupled system: photon

loss through the mirrors κ and nonradiative exciton broadening γ′, including nonradiative

decay and dephasing. If g is large enough, the so-called normal mode splitting of the cavity

resonance is observed if the cavity energy is resonant with the exciton transition, as illus-

trated in Fig. 2.10. The resonances of the coupled system, labeled upper and lower polariton

(LP and UP), are split by the Rabi frequencyΩ. At zero detuning between cavity and exciton,

their linewidth is given by (κ+γ′)/2 [158].

Based on the semiclassical treatment presented above, a strict condition for the emergence

of strong coupling is [158]4

4g > ∣∣γ′−κ∣∣ , (2.23)

for which the square root in Eq. (2.15) becomes real, yielding two distinct eigenfrequencies.

4 In the following, we will use the identification V = g of Eq. (2.19)
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In addition to Eq. (2.23), a second condition is frequently established to observe the strong

coupling regime: the experimental splitting Ω should exceed the resonance linewidth. In

its most simple form, this condition can be expressed using the splitting derived from the

quantum-mechanical Hamiltonian of Eq. (2.18), which yields

4g > γ′+κ. (2.24)

In the case of high finesse microcavities, however, different Rabi splittings are observed

in measurements of cavity transmission, reflectivity and absorption [158]. Some authors

therefore argue that in order to claim strong light-matter coupling, the resonance linewidth

(κ+γ′)/2 should not exceed the smallest of these splittings [164], which is the one observed

in absorption,ΩA = 2
√

g 2 − (
γ′+κ)2 /8 [158]. For the experimental results of this thesis, this

distinction is irrelevant: both discussed conditions are fulfilled wherever strong coupling is

reported.

Eq. (2.24) allows for an interpretation of the strong coupling regime in the time domain:

the rate of energy exchange between cavity mode and quantum well exceeds the total rate

of dissipation by photon loss through the mirrors and nonradiative exciton decay. This

renders the light-matter coupling coherent: (damped) Rabi oscillations in the exciton and

photon population occur, in which excitons are subsequently created and annihilated by the

absorption and emission of cavity photons [164]. This process is repeated until the excitation

dissipates from the system.

Further insight into the system’s coherently hybridized exciton-photon eigenstates, split

in resonance energy by ħΩ, is provided by the Hopfield coefficients of Eq. (2.20). The exciton

and photon fraction of the LP resonance, which depend on the detuning ∆, are given by [13]

|X |2 = 1

2

(
1+ ∆√

∆2 + g 2

)
and |C |2 = 1

2

(
1− ∆√

∆2 + g 2

)
. (2.25)

For the UP branch, |X |2 and |C |2 give photon and exciton fraction, respectively. The Hopfield

coefficients are plotted in Fig. 2.11a as a function of cavity-exciton detuning. As expected

from Eq. (2.25), the eigenstates on resonance are a balanced superposition of photon and

exciton.

The diagonal Hamiltonian of Eq. (2.21) is the basis for a widespread interpretation of the

strong light-matter coupling regime: the system’s eigenstates, coherent superpositions of

photons and excitons, constitute quasiparticles referred to as upper and lower polariton at

energies ELP/UP, with corresponding bosonic creation operators p̂ and q̂ . The quasiparticle

framework is of particular relevance in the case of planar cavities, for which the eigenener-

gies exhibit a parabolic dispersion as a function of the wavevector k|| parallel to the quantum

well plane [13] as shown in Fig. 2.11b - similar to the dispersion of free particles. Cavities
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Figure 2.11.: Exciton-polaritons. a, Hopfield coefficients |X |2 (teal line) and |C |2 (yellow line) as
a function of cavity-exciton detuning, quantifying exciton and photon fraction in the lower
polariton branch, respectively. b, Eigenstates of a planar cavity coupled to a quantum well
exciton transition (yellow lines), probed as a function of in-plane wavevector k|| defined as
illustrated in the inset. The dashed lines are the exciton and cavity frequency for the uncoupled
system. c, Schematic of polariton potential well formation based on engineering the dielectric
environment of a cavity-coupled TMD monolayer. Local reduction of the exciton energy in
the absence of the top hBN encapsulation layer results in a lower polariton potential well, as
shown in the bottom panel of the figure. Combining multiple wells offers a pathway towards
polariton lattices of flexible geometries.

with transverse mode confinement, such as the fiber cavity employed for the experiments

in Chapter 4, result in corresponding transverse polariton confinement [172].

The strong coupling regime in a solid-state quantum well was first observed for epitaxially

grown gallium arsenide microcavities in 1992 [46], laying the foundation for research on

exciton-polaritons which is ongoing to this date. Among the intriguing properties of these

quasiparticles are their low effective mass, which stems from the photonic fraction of the

hybridized state, and the emergence of effective interparticle interactions arising from the

excitonic fraction [13], which have enabled the demonstration of bosonic condensation in

a solid-state system [13, 173, 174]. In the last three decades, polariton formation has been

demonstrated in a large variety of material platforms, including different inorganic [175–177]

and organic semiconductors [178, 179], two-dimensional perovskite layers [180], carbon

nanotube thin films [181, 182] and van der Waals magnets [183–185], with each platform pro-

viding different advantages such as small inhomogeneous and nonradiative broadening in

high quality samples, large bandgap or exciton binding energy enabling room-temperature

experiments, access to charged exciton complexes or ease of integration with different cavity

geometries. A long standing goal is the engineering of effective interactions at sufficient

strength to realize nonlinearities at the single photon level in a bosonic system [186], as

briefly discussed in Section 2.5.

Large exciton binding energies and light-matter coupling strength render TMD excitons a

prime candidate for the investigation of exciton-polariton physics. Initial demonstrations
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of strong light-matter coupling of monolayer A:1s excitons in 2015 [187, 188] were soon

followed by polariton formation in different TMD materials [165, 189]. These results provided

the basis for intensive and diverse research activity on TMD polaritons, exemplified by

observations of valley coherence [190–192], providing the basis for the optical valley Hall

effect [193], the optical stark effect [194], enhancement of the effective exciton Zeeman

splitting [195], bosonic condensation at ambient conditions [196], the demonstration of

light-emitting diodes [197], and implementations in different resonator geometries such

as plasmonic resonators [198, 199], bound states in the continuum [200] with potential for

self-hybridization [52] and topological metasurfaces [201, 202]. Recent reviews are given

in [77, 203]. The field continues to attract interest, with a promising perspective provided

by coupling to different exciton species at enhanced nonlinearity such as trions [161, 204],

Rydberg excitons [205] and excitons in homo- and heterobilayers [206, 207], as well as the

implementation of polariton lattices in flexible geometries.

The hybridized character of exciton-polaritons allows for engineering of potentials via

both photonic and excitonic potentials [67], since spatially dependent modulations of exci-

ton and photon energies translate to the energy of polaritons, as evident from Eq. (2.22). A

possible mechanism to achieve controlled potentials is local modulation of the TMD exci-

ton energy via engineered dielectric environment, resulting in the formation of attractive

potential wells as illustrated in Fig. 2.11c and implemented in the experiments described

in Chapter 4. In epitaxially grown quantum wells, a common strategy is the fabrication of

coupled micropillar cavities, which has enabled polariton-based quantum simulation [41]

of Josephson oscillations [208], flat bands in honeycomb lattices [209], topological insu-

lators [210] and Kardar-Parisi-Zhang universality [211]. Examples for different potential

engineering strategies are induced local changes in cavity energy by microstructured mir-

rors [212] and strain [213], with a full review of implemented techniques presented in [67].

As discussed in detail in Chapter 4, subjecting TMD polaritons to lattice potentials in flexi-

ble geometries remains a challenge en route towards polariton-based quantum simulation

based on this platform.

2.4.4. Weak coupling regime

Complementary to the previous discussion, the weak coupling regime holds if the resonance

linewidth exceeds the observable normal mode splitting. This implies that the light-matter

coupling strength g is small compared to the total dissipation from the system. In this

regime, small eigenstate splittings induced by cavity-coupling are negligible [164]. If g is

sufficiently small, 4g < ∣∣γ′−κ∣∣ holds, for which the semiclassical result of Eq. (2.15) yields

degenerate resonance frequencies and hence vanishing normal mode splitting.

In the weak coupling regime, dissipation inhibits the coherent exchange of energy between

quantum well excitons and the cavity mode. However, the cavity still has the potential to
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drastically influence the exciton decay dynamics: the modification of the photonic density of

states can yield an enhancement of the radiative decay rate [214], rendering the cavity mode

an efficient decay channel. This effect is further enhanced by the build-up of an intracavity

field, stimulating exciton emission. The enhancement of the radiative decay rate by cavity-

coupling is referred to as the Purcell effect. This hallmark property of the weak-coupling

regime is quantified by the (ideal) Purcell factor [43] (c.f. Section 2.5), which for quantum

well excitons is given by FP,2D =λQ/(4πLeff) [164], such that the intracavity radiative decay

rate becomes FP,2Dγrad for zero exciton-cavity detuning. The Purcell effect is most clearly

evidenced in a photoluminescence experiment, where weak cavity-coupling can enhance

the emission efficiency.

For the TMD (quantum well) excitons investigated in this work, the weak coupling regime

is of little relevance. Upon coupling to microcavities, large exciton oscillator strengths re-

sult in large values of g , which exceed the total dissipation even in the case of exciton

linewidths broadened by room-temperature dephasing [165, 187] and small values of cav-

ity finesse [190]. As a result, the strong coupling regime holds for many experiments, in

particular those presented in Chapter 4 for a cryogenic cavity at large finesse. Purcell en-

hancement of the TMD exciton radiative lifetime has been observed in resonators with very

low Q-factors [110], such as the dielectric cavity formed by two hBN layers [108, 215] or the

photonic crystal constituted by a single DBR-mirror [216]. In the framework of this thesis,

the weak coupling regime is relevant to the experiments performed on CNT-based quantum

defects, such that it is discussed in more detail in the following Section 2.5.

2.5. Light-matter coupling in quantum emitters

In quantum science and technology, single photon sources play a key role as emitters of

flying quantum bits, with which information encoded in quantum states can be transmitted

over potentially long distances [217]. Notably, emission into a single photon state generates

a light field with non-classical (i.e. quantum mechanical) properties, motivating the term

"quantum emitter". After first demonstrations in atoms [218, 219] and ions [220], imple-

mentations of solid-state based single photon sources are of central interest in ongoing

technological development, due to the promise for facilitated device integration and large-

scale fabrication.

2.5.1. Solid-state quantum emitters

Quantum emitters capable of generating single photons have been identified in a large

variety of solid-state systems. The first demonstration in 1992 based on a dye molecule

in an organic crystal [221], was followed by groundbreaking experiments in the year 2000
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Figure 2.12.: Solid-state quantum emitters. a, Energy level diagram of a generic two-level solid-
state quantum emitter. Transitions from excited state |e〉 to ground state |g 〉 occur via radiative
and nonradiative processes at rates γrad and γNR, respectively. The system is subject to pure
dephasing at a rate γ∗. b, Schematic of the quantum emitter formed by functional carbon
nanotube defects. Local reduction of exciton energy at the defect sites results in trapping of
individual excitons in localized states and single photon emission, as detailed in Section 2.2.

on colloidal and epitaxially grown quantum dots [19, 20] and nitrogen vacancy centers in

diamond [222, 223]. Motivated by applications in quantum information processing and com-

munication, these platforms have seen great improvements towards technological maturity

in the last two decades, while a plethora of other solid-state systems capable of hosting quan-

tum emitters have been discovered and developed. A non-exhaustive list includes different

defects in diamond [224–227], nitrides [228–231], bulk silicon [232], carbon nanotubes [73,

137] and two-dimensional van der Waals materials such as graphene [233], TMDs [234–237]

and hBN [238], as well as rare earth ions [239–241] and perovskite nanocrystals [242]. The

research field is very active, and a full review by far exceeds the scope of this work, which has

its emphasis on fluorescent carbon nanotube defects (NTDs). The properties of this quan-

tum emitter, along with a comparison to alternative platforms, are discussed in Chapter 5.

Recent reviews of solid-state single photon sources are given in Refs. [75, 243–247]

In the present section, we illustrate the fundamental properties of a generic solid-state

quantum emitter: a quantum-mechanical two-level system, in which transitions between

ground and excited state occur by emission or absorption of a photon, as illustrated in

Fig. 2.12a. In solids, such artificial atoms are formed by local modification of the electron

energy, induced e.g. by epitaxial growth of quantum dots or defects in the crystal lattice,

where the resulting quantum-confined electron states exhibit discrete energy levels. If suffi-

ciently strong Coulomb interactions between electrons and holes are present, a two-level

system can also be formed by a localized exciton state as illustrated in Fig. 2.12b for the

relevant case of NTDs (see Section 2.2 for details). The simplified energy level structure

of Fig. 2.12a neglects the presence of additional energy levels, which is relevant to many

quantum emitters. For NTDs, the extension to a more realistic level scheme is discussed in

Section 5.4. The minimal system chosen for the present discussion serves to introduce the
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2.5. LIGHT-MATTER COUPLING IN QUANTUM EMITTERS

fundamental characteristics of a single photon source, as well as the mathematical tools to

analyze the two-photon interference experiments presented in Section 5.4.

We consider the two-level system illustrated in Fig. 2.12a, with ground and excited states

|g 〉 and |e〉, respectively. The treatment of light-matter interaction in such a system in semi-

classical and fully quantum mechanical frameworks is a textbook classic [248]. The system

is subject to population decay at a rate γ= γrad +γNR, with radiative and nonradiative decay

rates γrad and γNR, respectively, as well as (Markovian) dephasing at a rate γ∗.

In what follows, we assume periodic pulsed excitation with a temporal pulse distance ∆

which greatly exceeds the life- and coherence time of the system. We assume that at time

t = 0 during each pulse cycle, the system is instantaneously projected into its excited state,

neglecting any delay induced by the excitation. This scenario corresponds to the case of

incoherent excitation with negligible delay compared to life- and dephasing time, which is

relevant to the NTD experiments discussed in Chapter 5. Transitions between the energy

levels are described by the lowering and raising operators σ̂ge and σ̂eg = σ̂†
ge, while projection

operators for ground and excited state are labeled σ̂ee and σ̂gg.

The time-dependence of the system during each pulse cycle in the presence of radiative

dissipation is described by a density matrix ρ̂, whose relevant components evolve according

to

ρee(t ) = exp(−t/T1) and ρge(t ) = exp(−t/T2) , (2.26)

with the population lifetime defined as T1 = 1/(γ) and the coherence time T2, which depends

on T1 and the dephasing time T ∗
2 = 2/(γ∗) as

1

T2
= 1

2T1
+ 1

T ∗
2

. (2.27)

With the previous definitions, the FWHM of the emitter spectral profile is given by Γ =
γ+γ∗ = 2/T2. Eq. (2.26) are derived under the assumption ρee(0) = ρge(0) = 1 from the optical

Bloch equations in the absence of a driving field [164, p. 181], which can be obtained from a

Lindblad master equation. As expected for a two-level system, population and coherences

decay exponentially.

Single photon purity and Hanbury-Brown-Twiss experiment

We now discuss a central characteristic of the quantum emitter under study: the single

photon purity, which is quantified by the second order coherence function of the emitted

light field. The established method to benchmark this quantity is the Hanbury-Brown-Twiss

(HBT) experiment [74, 219, 221], in which correlations between the output port of a beam

splitter are measured [249] and which was originally devised to determine the radius of

extraterrestrial objects in radio astronomy [250].
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Figure 2.13.: Benchmarking of single photon sources. a, Top panel: Schematic of a Hanbury-
Brown-Twiss (HBT) experiment used to benchmark single photon purity. Photons generated
by a quantum emitter impinge on a beam splitter with amplitude reflection and transmission
coefficients r and t , and detection events at the output ports are time-correlated. The bosonic
photon annihilation operators for input and output modes are denoted by â1 and â3/4, re-
spectively. Bottom panel: Normalized coincidences between the beam splitter output ports
as a function of time delay, computed for pulsed excitation of an ideal, simplified two-level
system as described in the main text. b, Top panel: Schematic of a Hong-Ou-Mandel (HOM)
experiment used to benchmark photon indistinguishability. Photons emitted by two quantum
emitters impinge on the input ports of a beam splitter with characteristics as defined in a. Bot-
tom panel: Normalized coincidences between the beam splitter output ports as a function of
time delay, computed for identical copies of the two-level system considered in a as described
in the main text, with lifetime limited coherence T2 = 2T1 (teal line) and T2 = 0.5T1 (yellow
line).

We consider the HBT experiment shown schematically in the top panel of Fig. 2.13a,

and follow the formalism established in [251] to derive expressions for the experimentally

accessible coherence functions. In the experiment, photons emitted from the two-level

system are guided to one input port of a beam splitter. Photons emerging at the output

ports are detected by single photon detectors, and detection events between the output

ports are time-correlated as a function of time delay τ to obtain the (non-normalized) cross-

correlation function

G̃ (2)
HBT(τ) =

∫ ∞

0
dt〈â†

3(t )â†
4(t +τ)â4(t +τ)â3(t )〉. (2.28)

In this expression, â3 and â4 are the photon annihilation operators in the two output modes

of the beam splitter as illustrated in the top panel of Fig. 2.13a, for which we assume single-
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2.5. LIGHT-MATTER COUPLING IN QUANTUM EMITTERS

mode operation. An extension to multimode operation, including details on the quantiza-

tion of the light field, is treated in [252]. The detectors’ integration time is much longer than

the population lifetime, which motivates the integration performed over t .

The effect of the beam splitter on its input modes â1 and â2 is described by [251](
â3

â4

)
=

(
tBS rBS

−rBS tBS

)(
â1

â2

)
, (2.29)

with the complex coefficients of amplitude reflection and transmission rBS and tBS, respec-

tively. In the HBT experiment, photons in the beam splitter input mode â1 originate from

the two-level system, which in the far field results in the linear relation â1 ∝ σ̂ge [248, 251]5.

Combined with Eq. (2.29), the cross-correlation function is calculated as

G̃ (2)
HBT(τ) ∝ RBSTBS

∫ ∞

0
dt〈σ̂eg(t )σ̂eg(t +τ)σ̂ge(t +τ)σ̂ge(t )〉, (2.30)

with RBS = |rBS|2 and TBS = |tBS|2.

Since the excitation pulse separation ∆ by far exceeds the life- and coherence time of the

emitter, the cross-correlation function can be expressed as a sum of the contributions from

each excitation cycle n ∈Z,

G̃ (2)
HBT(τ) ∝∑

n

∫ ∞

0
dt〈σ̂eg(t )σ̂eg(t +n∆+τ)σ̂ge(t +n∆+τ)σ̂ge(t )〉

= ∑
n ̸=0

∫ ∞

0
dt〈σ̂eg(t )σ̂ge(t )〉〈σ̂eg(t +n∆+τ)σ̂ge(t +n∆+τ)〉

+
∫ ∞

0
dt〈σ̂eg(t )σ̂eg(t +τ)σ̂ge(t +τ)σ̂ge(t )〉.

(2.31)

The second equality is obtained from the fact that for photons emitted during different

excitation cycles, the cross-correlators separate due to ∆≫ T1,T2.

We compute the correlators in Eq. (2.31) using the time evolution of the density matrix

components of Eq. (2.26), combined with the relation 〈σ̂eg(t )σ̂ge(t )〉 = 〈σ̂ee(t )〉 = ρee(t ). The

correlator at τ≈ 0 is computed using the quantum regression theorem [251, 254] [248, p. 333],

which yields 〈σ̂eg(t )σ̂eg(t +τ)σ̂ge(t +τ)σ̂ge(t )〉 = 0. The cross-correlation function evaluates

to

G̃ (2)
HBT(τ) ∝ ∑

n ̸=0
exp(−|τ+n∆|/T1) . (2.32)

In in the bottom panel of Fig. 2.13a, we plot the result of Eq. (2.32), which describes an

expected experimental histogram. The cross-correlation function exhibits a peak at each

possible time delay between two excitation cycles, τ= n∆. Correlations near τ= 0 are absent,

5 For an alternative approach to the derivation presented in the following, see Refs. [252, 253].
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the central hallmark indicating the emission of single photons, which due to their particle-

like nature exit the beam splitter on a single output port [218].

A frequently used experimental benchmark is the coincidence probability between the

beam splitter output ports pHBT at zero time delay, which under pulsed excitation is obtained

by integrating coincidence events in the cross-correlation peak at τ= 0 and normalizing by

the values obtained for pulses at |τ|≫ 0. Using Eq. (2.31), we find

pHBT =
∫

dτ
∫ ∞

0 dt〈σ̂eg(t )σ̂eg(t +τ)σ̂ge(t +τ)σ̂ge(t )〉∫
dτ

∫ ∞
0 dt〈σ̂eg(t )σ̂ge(t )〉〈σ̂eg(t +τ)σ̂ge(t +τ)〉 . (2.33)

This expression is equal to the normalized second order coherence function of the radiation

field with annihilation operator â

g (2)
HBT(τ) = 〈â†(t )â†(t +τ)â(t +τ)â(t )〉

〈â†(t )â(t )〉〈â†(t +τ)â(t +τ)〉 (2.34)

evaluated at τ= 0, such that g (2)
HBT(0) = pHBT. It is frequently referred to as the single photon

purity and used to benchmark the performance of a quantum emitter. For the ideal two-level

system considered here, g (2)
HBT(0) = 0, indicating the emission of pure single photons.

In realistic experimental settings, different mechanisms such as emitter re-excitation or

the presence of multiple emitters in the investigated optical volume can lead to a non-

vanishing probability for multi-photon emission during an excitation cycle and increase

g (2)
HBT(0). In these cases, a measurement of g (2)

HBT(0) can yield insight into the photon num-

ber statistics of the emitted radiation field, which however frequently requires additional

knowledge or assumptions about the origin of multi-photon emission [255]. In general,

g (2)
HBT(0) < 0.5 indicates the presence of a single quantum emitter in the optical volume

probed in an experiment, while g (2)
HBT(0) < 1 indicates a non-classical distribution of photon

number states in the radiation field [75, 256].

If additional energy levels contribute to the emitter’s decay dynamics, the second order

coherence function of Eq. (2.34) can exhibit values g (2)
HBT(τ) > 1 for time delays τ ̸= 0, even

in the case of a single photon emitter [222]. In the pulsed experiment considered here, this

time dependence can be probed by integrating coincidence counts in peaks centered at

time delays τ= n∆ similar to Eq. (2.33), such that the resulting binned histogram peaks then

have a height of g (2)
HBT(n∆). An alternative strategy is provided by continuous-wave excitation,

which probes the full time-dependence of g (2)
HBT(τ) in a steady state of the system [222].

Two-photon interference and Hong-Ou-Mandel experiment

Along with large degree of single photon purity, a central requirement for many applications

in quantum information processing is a large degree of photon indistinguishability, which

enables the observation of two-photon interference [257]. This mechanism is frequently
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probed in a Hong-Ou-Mandel experiment, whose general idea is to impinge two photons

on different input ports of a beam splitter as sketched in the top panel of Fig. 2.13b. The

experiment was originally performed on photon pairs generated by spontaneous parametric

downconversion [258–260], where it was used to determine the photon coherence length

at unprecedented temporal precision [258]. The potential of this method to quantify the

indistinguishability of single photons was first demonstrated using semiconductor quantum

dots [21].

To investigate how the quantum emitter properties influence the outcome of the Hong-

Ou-Mandel experiment, we consider the scenario shown in the top panel of Fig. 2.13b:

identical copies of the ideal two-level system introduced above are assumed to be projected

into the excited state at the beginning of each excitation cycle, and the emitted photons

are coupled into different input ports of the beam splitter6. Detection events in the output

ports are time-correlated, which corresponds to a measurement of the non-normalized

cross-correlation function [251, 261]

G̃ (2)
HOM(τ) =

∫ ∞

0
dt〈â†

3(t )â†
4(t +τ)â4(t +τ)â3(t )〉. (2.35)

Using the beam splitter input-output relations of Eq. (2.29), we find

G̃ (2)
HOM(τ) =

∫ ∞

0
dtR2

BS〈â†
2(t )â†

1(t +τ)â1(t +τ)â2(t )〉+T 2
BS〈â†

1(t )â†
2(t +τ)â2(t +τ)â1(t )〉

+RBSTBS〈â†
1(t )â†

1(t +τ)â1(t +τ)â1(t )〉+RBSTBS〈â†
2(t )â†

2(t +τ)â2(t +τ)â2(t )〉
−RBSTBS〈â†

2(t )â†
1(t +τ)â2(t +τ)â1(t )〉−RBSTBS〈â†

1(t )â†
2(t +τ)â1(t +τ)â2(t )〉,

(2.36)

in which we have neglected correlators associated with the presence of more than two

photons in the beam splitter input ports, since these events are identically zero for the ideal

single photon emitter under study and unlikely in the case of the experiments in Chapter 5.

Under the assumption that the emitters in Fig. 2.13c are identical and their time-dependent

decay is governed by Eq. (2.26), Eq. (2.36) evaluates to

G̃ (2)
HOM(τ) ∝ (

R2
BS +T 2

BS

)∑
n

∫ ∞

0
dt〈σ̂eg(t )σ̂ge(t )〉〈σ̂eg(t +n∆+τ)σ̂ge(t +n∆+τ)〉

+2RBSTBS

∫ ∞

0
dt〈σ̂eg(t )σ̂eg(t +τ)σ̂ge(t +τ)σ̂ge(t )〉

−2RBSTBS

∫ ∞

0
dt

∣∣〈σ̂eg(t )σ̂ge(t +τ)〉∣∣2

∝ (
R2

BS +T 2
BS

)∑
n

exp(−|τ+n∆|/T1)−2RBSTBS exp(−2 |τ|/T2) .

(2.37)

6 This ideal scenario is chosen for illustration purposes, and to introduce the theoretical concepts relevant
for the analysis of Hong-Ou-Mandel type experiments presented in Chapter 5, which were performed on
quantum emitters with imperfect single photon purity in an imbalanced Mach-Zehnder interferometer.
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The first line in this expression describes coincidences arising from photons which exit the

beam splitter on different output ports, which give rise to identical histogram peaks at τ ̸= 0.

The second line are coincidences near τ= 0 arising due to multiphoton emission, which are

zero for the ideal two-level system considered here. The third line describes a reduction of

the coincidence counts near τ= 0 due to two-photon interference. To illustrate this effect,

we plot Eq. (2.37) in the bottom panel of Fig. 2.13b for a balanced beam splitter and different

values of the coherence time. In a lifetime-limited decay with T2 = 2T1, i.e. in the absence

of dephasing, any coincidences near τ= 0 are absent. This signifies that photons at large

coherence exit the beam splitter on the same output port, which is the Hong-Ou-Mandel

effect.

Similar to the HBT experiment, we compute the normalized correlation function near

zero time delay by normalizing to a peak height at τ ̸= 0, which yields

g (2)
HOM(0) = 1− 2RBSTBS

R2
BS +T 2

BS

∫
dτ

∫ ∞
0 dt

∣∣〈σ̂eg(t )σ̂ge(t +τ)〉∣∣2∫
dτ

∫ ∞
0 dt〈σ̂eg(t )σ̂ge(t )〉〈σ̂eg(t +τ)σ̂ge(t +τ)〉 . (2.38)

This expression describes the reduced coincidence probability due to two-photon interfer-

ence, motivating the definition of the Hong-Ou-Mandel visibility for the photonic mode

with annihilation operator â [45],

vHOM :=
∫

dτ
∫ ∞

0 dt
∣∣〈â†(t )â(t +τ)〉∣∣2∫

dτ
∫ ∞

0 dt〈â†(t )â(t )〉〈â†(t +τ)â(t +τ)〉 . (2.39)

For the identical two-level systems under study, we find using Eq. (2.26) and the quantum

regression theorem

vHOM =
∫

dτ
∫ ∞

0 dt
∣∣〈σ̂eg(t )σ̂ge(t +τ)〉∣∣2∫

dτ
∫ ∞

0 dt〈σ̂eg(t )σ̂ge(t )〉〈σ̂eg(t +τ)σ̂ge(t +τ)〉 =
T2

2T1
. (2.40)

As expected, Eq. (2.38) describes the behavior observed in Fig. 2.13b: for a balanced beam

splitter and lifetime-limited photon coherence, the probability g (2)
HOM(0) = 1− vHOM for a

coincidence event between the beam splitter output ports is zero.

vHOM is sometimes referred to as the photon indistinguishability [262]. In the case of

identical, ideal two-level systems considered here, it constitutes a measure of the first order

coherence function [251]. Other works have linked its measurement to a determination of

the photon wavepacket overlap [21, 253, 256, 262]. Such interpretations of vHOM are valid in

the limiting case of photon emission into a pure state [263]. This requirement is not fulfilled

in all experimental settings, rendering the extraction of emitter properties from a Hong-

Ou-Mandel experiment an ongoing field of research [264–266], with potential additional

insights provided by continuous wave excitation [266–268]. In the experiments presented in
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Figure 2.14.: Cavity-coupled solid-state quantum emitter. Schematic of a two-level solid-state
quantum emitter coupled to a single mode of an optical cavity with linewidth κ. The light-
matter coupling strength is denoted by g , emitter population decay and dephasing rates are
given by γ and γ∗, respectively. A resonator with concave mirror profiles is considered, which
results in confinement of the resonator mode in the direction orthogonal to the optical axis.

Chapter 5, we refrain from assumptions about the purity of the photonic quantum state and

interpret a non-zero HOM visibility as signature of cavity-enhanced photon coherence [45].

To this end, we extend the discussion presented in this section to the case of two-photon

interference probed in a Mach-Zehnder interferometer with a cavity-coupled quantum

emitter with non-vanishing probability for multiphoton emission.

2.5.2. Quantum emitter-cavity coupling

The previous discussion focused on an individual quantum emitter radiating into free space.

If the same emitter is placed inside a resonator, the density of optical states available for ra-

diative decay is modified. This modification can have drastic consequences on light-matter

coupling, similar to the case of quantum wells discussed in Section 2.4. In the following,

we will discuss the fundamental optical properties of a coupled cavity-quantum emitter

system. Motivated by the experiments presented in Chapter 5, the focus will be on the prop-

erties relevant to single photon emission in the regime of incoherent coupling, probed in

photoluminescence experiments7.

We consider the system shown schematically in Fig. 2.14. A two-level quantum emitter

with resonance frequency ωx is coupled to a single mode of an optical cavity with frequency

ωc and FWHM Lorentzian linewidth κ. The cavity photon annihilation operator is â. As

before, we describe transitions between the energy levels |g 〉 and |e〉 by the lowering and

raising operators σ̂ge and σ̂eg = σ̂†
ge. The population decay rate γ = γrad +γNR, including

7 Motivated by applications in the development of sources of single photons as long-distance carriers of
quantum information, the present discussion is focused on emitters and resonators operating at optical and
telecom wavelengths. A treatment of cavity quantum electrodynamics in the microwave domain is beyond
the scope of this chapter.
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radiative and nonradiative contributions, is defined such that γ= 1/T1 with the population

lifetime T1. Combined with the dephasing rate γ∗ = 2/T ∗, the quantum emitter’s FWHM

(Lorentzian) linewidth is Γ = γ+γ∗. The probability for radiative emission of a photon is

quantified by the quantum yield

ηQY = γrad

γ
. (2.41)

The coupled system is described by the Jaynes-Cummings Hamiltonian [269], which reads

based on Ref. [270]

HJC =ħωcâ†â +ħωxσ̂
†
geσ̂ge +ħg

(
âσ̂eg + σ̂geâ†

)
, (2.42)

with the light-matter coupling strength g . Evidently, this Hamiltonian resembles the one for a

cavity-coupled quantum well of Eq. (2.18). The difference lies in the fermionic commutation

relation obeyed by the annihilation and creation operators σi, which contrasts that of the

bosonic quantum well exciton operators. This distinction has important consequences: it

reflects the possibility for single photon emission from a cavity-coupled quantum emitter

and influences the Hamiltonian spectrum in the coherent coupling regime, as discussed

below.

The light-matter coupling strength g is derived from the electronic dipole transition in

a two-level atom in vacuum, for which it is given by [271] gatom =
√
µ2

egωx/(2ϵ0ħVc), with

the dipole matrix element squared µ2
eg and the dielectric constant ϵ0. For a solid-state two-

level quantum emitter, accounting for the refractive index n in the surrounding medium is

required when computing the dipole matrix element. Using µ2
eg as obtained for a quantum

emitter [272], the light-matter coupling strength reads

g =
√

3λ2cγrad

8πn3Vc
, (2.43)

with the emission wavelength λ and the radiative decay rate γrad = 1/τrad.

Eq. (2.43) motivates a central cavity design criterion for the coupling to quantum emitters.

Large light-matter coupling strength, which is crucial for many applications in quantum

science and technology, is obtained by making the cavity mode volume as small as possible.

This observation continues to drive cavity miniaturization, and has resulted in the devel-

opment of various micro- and nanocavity platforms in the last decade. Open Fabry-Pérot

resonators offer a large degree of tunability and enable the coupling to various types of

emitters [61, 62, 155, 273–275], with mode volumes as small as λ3 achieved in fiber cavi-

ties [274]. Epitaxially grown monolithic Fabry-Pérot cavities allow for the direct integration of

quantum dots during the fabrication process [19, 21] at a small degree of optical losses, but

penetration into the DBR mirrors can limit the achievable mode volume to a few µm3 [150].
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Comparable or smaller mode volumes are provided by photonic crystal cavities, which have

also been combined with various quantum emitters [276–279]. In this monolithic platform,

the position of the cavity mode with respect to the emitter is not tunable, which can make

emitter placement during the fabrication process challenging. Further monolithic geome-

tries include whispering gallery resonators [20], which can feature large quality factors, as

well as waveguides [280], bullseye structures [281], and dielectric metasurfaces based on

bound states in the continuum [282], all of which allow for sub-microscopic mode vol-

umes. Another monolithic platform to allow for nanoscopic mode volumes are plasmonic

resonators [147, 283–285], which however can provide undesired additional nonradiative

dissipation channels limiting photon emission efficiencies [286]. The development of novel

microcavity geometries and their coupling to individual quantum emitters of different types

is a very active field of research, a full review of which is far beyond the scope of the present

work. Some summaries are given in Refs. [150, 286–288]. The specific advantages of fiber-

based Fabry-Pérot resonators for coupling to individual quantum emitters are discussed in

detail in Section 3.1.

In the following, we will present central characteristics of cavity-coupled quantum emit-

ters, both in the regime of coherent and incoherent coupling. This system has been studied

extensively in the past, such that we refrain from lengthy derivations and merely reproduce

relevant results from existing literature. The focus of the presentation is on radiative decay

rate, coherence time and emission efficiency of photons from the coupled systems. Cavity-

coupling offers different strategies for enhancement of these parameters, which as we will

show are crucial for the development of optimized single photon sources.

2.5.3. Coherent coupling regime

If the light-matter coupling strength exceeds the sum of all dissipation rates, such that

2g > γ+γ∗+κ, the system operates in the regime of coherent coupling [45, 289]. In this

case, the spontaneous emission spectrum exhibits two peaks, split by the normal mode

splitting 2
√

g 2 − (κ2 +γ2)/2 [290]. This result can be derived by computing the eigenstates

of the Hamiltonian Eq. (2.42) in the eigenstate manifold with only a single photon present

in the cavity, obtained in the basis {|g ,n〉, |e,n〉} with n ∈ {0,1}. We note that in contrast to

coherent coupling, for which this splitting exceeds the peak FWHM linewidth
(
γ+γ∗+κ)

/2,

Ref. [289] defines the condition for strong coupling as 2g > ∣∣γ+γ∗−κ∣∣, for which a splitting

is present but potentially not resolved in experimental spectra. Other sources use the terms

interchangeably, or define slightly different conditions [271, 291]. The distinction is irrele-

vant to the present discussion, which is focused on illustrating the fundamental properties

of systems with coherent energy exchange between cavity and emitter. In this case, the sys-

tem undergoes Rabi oscillations, with damping determined by emitter nonradiative decay

and photon loss from the cavity [290].
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Figure 2.15.: Coherent cavity-coupling regime. a, Spectrum of an individual quantum emitter
(left), and of the same emitter coupled to a single mode of an optical cavity (right) for different
total number of emitter and cavity excitations N . The eigenstates of the coupled system are
split by 2

p
N g , and the energy differences of the allowed optical transitions in the excitation

manifold indicated by dashed arrows result in an anharmonic spectrum. b, Same but for the
case of a quantum well featuring a bosonic exciton transition. Neighboring eigenstates in
an excitation manifold are split by 2g , which combined with the allowed optical transitions
results in a spectral splitting of 2g , independent of the total excitation number N . The figure
is adapted from Ref. [164].

Of experimental interest is the efficiency of photon emission from the cavity, which in the

absence of dephasing is given by8 [292]

βcoh = κ

κ+γ
2C

2C +1
, (2.44)

with the cooperativity C = 2g 2/
(
κγ

)
[155]. This parameter quantifies the enhancement of

the emitter lifetime by cavity-coupling, which is evident from the equality 2C = Fp,idealηQY,

with the ideal Purcell factor Fp,ideal as defined in Eq. (2.51) and discussed below. The fraction

2C /(2C +1) in Eq. (2.44) can therefore be identified as the probability for photon coupling to

the intracavity mode. To obtain the emission efficiency, this probability has to be multiplied

with the outcoupling efficiency κ/(κ+γ). As evident from Eq. (2.44), large photon emission

efficiency in the coherent coupling regime requires large cooperativity and small cavity

linewidths. If the emitter undergoes dephasing, the emission efficiency is reduced [290].

To this point, the discussed properties of the cavity-emitter system resemble those of a

strongly coupled quantum well discussed in Section 2.4. The difference between the two

platforms manifests if more than one photon is present in the cavity. If the light-matter

coupling is strong, the eigenstates of the Jaynes-Cummings-Hamiltonian separate into

manifolds associated with a fixed number N of excitations in the system [164, p. 191], as

8 In our labeling for β, we follow the convention of Ref. [45]. In different works [155, 292], the photon emission
efficiency is sometimes labeled η, while β is referred to as the probability for emission into the intracavity
mode [155].
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illustrated in Fig. 2.15a. Each manifold consists of two eigenstates, which are split in energy

by 2ħpN g . The result is an anharmonic spectrum, evidenced by the different transition

energies between states of different manifolds, which can induce nonlinear optical behavior

of the coupled system [293].

In contrast to a quantum emitter, excitons in quantum wells are of bosonic character. As a

result, the coupled quantum well-cavity system described by Eq. (2.18) features a manifold

of N +1 eigenstates split by 2g if N excitations are present in the system [164, p. 188], as

illustrated in Fig. 2.15b. Notably, each excitation is an upper or lower polariton as defined

in Section 2.4. Dissipation can only occur by removing a polaritonic excitation from the

system, which suppresses certain transitions between eigenstates in different manifolds,

as illustrated in Fig. 2.15b. The resulting optical spectrum features exactly two resonance

frequencies with a splitting given by 2g (in the absence of dissipation), which is independent

of the number of photons in the cavity. Achieving optical nonlinearities in bosonic polariton

systems therefore requires excitonic interactions, which translate to effective interactions of

the hybrid exciton-photon eigenstates [13]. A long-standing goal in the field is the realization

of polariton blockade [186, 294, 295], a nonlinearity on the single photon level in a system of

coupled bosons.

The coherent coupling regime for individual quantum emitters in the optical domain

was first observed for atoms in cavities [156], where it forms the basis for single photon

sources [296], photonic quantum gates [297, 298] and nonlinear optical behavior on the

single- and few photon level induced by the Jaynes-Cummings anharmonic spectrum [299,

300]. Similar results have been obtained with individual ions [301]. In the solid-state, coher-

ent coupling has been observed for quantum dots in epitaxially grown microcavity struc-

tures [302] and photonic crystal cavities [303] at spectrally narrow cavity linewidth, operated

at cryogenic temperatures at minimal dephasing and incoherent broadening. This platform

has enabled the observation of nonlinear phenomena related to the Jaynes-Cummings an-

harmonic spectrum [304, 305], and recent results offer a promising perspective towards a

photonic quantum gate in the solid-state [155]. In many other solid-state quantum emitters

including nanotube defects, limitations such as low quantum yields or reduced photon-

cavity coupling efficiencies due to large refractive index of the host material prevent the

observation of coherent coupling. However, as we will show in the following section, the

regime of incoherent coupling offers promising approaches for optimized single photon

sources based on these emitters.

2.5.4. Incoherent coupling regime

If the total dissipation exceeds the coupling strength such that 2g < γ+γ∗+κ, the system

operates in the incoherent coupling regime. This regime is at times also referred to as weak

coupling [45, 293], and slightly different definitions for its distinction from coherent and
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Figure 2.16.: Incoherent cavity-emitter coupling. a, Schematic of a quantum emitter-cavity
system in the regime of incoherent coupling. Emitter and cavity exchange energy at a rate R,
dissipation occurs via emitter population decay and dephasing at rates γ and γ∗ and photon
decay into free space through the cavity mirrors at rate κ. b, Equivalent description of the
coupled system, in which the cavity provides an additional channel for emitter dissipation
into the free space reservoir at an effective rate Reff. The figure is adapted from Ref. [289].

strong coupling exist in the literature, as pointed out in Section 2.4. In the present section,

we focus on the case 2g ≪ γ+γ∗+κ, which is relevant to the experiments presented in

Chapter 5. We follow the derivation in Ref. [45], from which we also adapt the definitions of

different coupling regimes.

We focus on single photon emission from a cavity-coupled quantum emitter, such that

we consider the process of spontaneous (and stimulated) emission with the emitter pro-

jected into the excited state |e〉 at time t = 0 by incoherent excitation. In the relevant sub-

space {|g ,1〉, |e,0〉}, the system’s density matrix has time-dependent components ρcc(t) =
〈â†(t)â(t)〉, ρec(t) = 〈σ̂†

ge(t)â(t)〉, ρce(t) = 〈â†(t)σ̂ge(t)〉 and ρee(t) = 〈σ̂†
ge(t)σ̂ge(t)〉 [45]. The

time-dependence of the density matrix is computed from a Lindblad master equation in

Markovian approximation [44]. In the incoherent coupling regime, the coherences can be

eliminated, yielding the time-dependence for the populations [289]

dρcc

dt
=−(κ+R)ρcc +Rρee

dρee

dt
=−(γ+R)ρee +Rρcc,

(2.45)

with the rate

R = 4g 2

κ+γ+γ∗
1

1+4
(
ωc−ωx
κ+γ+γ∗

)2 . (2.46)

These equations yield the interpretation of the system’s decay dynamics illustrated schemat-

ically in Fig. 2.16a. In the incoherent coupling regime, emitter and cavity exchange energy

at a rate R, with dissipation from the emitter by nonradiative processes and radiative de-

cay into free space at a rate γ, and photon loss from the cavity at rate κ. We note that the
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presence of the cavity mode reduces the rate of radiative decay into free space compared to

emission into the full solid angle [306]. In fiber-based microcavities, the cavity mode volume

is small, however, such that the effect is negligible and the rate for free-space emission is

given by γ to a good approximation [307].

From the perspective of the emitter, photons are emitted into the outcoupling mode of

the cavity (i.e. into the mode outside of the mirrors) at an effective rate [289]

Reff =
κR

κ+R
. (2.47)

This observation motivates an additional interpretation of the dynamics in the incoherent

cavity regime, illustrated in Fig. 2.16b. From the perspective of the emitter, the cavity out-

coupling mode provides a reservoir for dissipation at a rate Reff, in addition to decay at a

rate γ. Consistent with this interpretation, the efficiency of photon emission from the cavity

upon initial excitation of the emitter as derived from Eq. (2.45) reads [45]

β= Rκ/(R +κ)

γ+Rκ/(R +κ)
= Reff

Reff +γ
. (2.48)

By modification of the optical density of states and induced stimulated emission, the

presence of the cavity can enhance the emitter decay rate and hence the efficiency of single

photon emission. This observation motivates the definition of the Purcell factor

Fp = R

γrad
, (2.49)

which quantifies the enhancement of the emission rate into the cavity mode compared to

the free space radiative decay rate. Enhancement as compared to the free space population

decay rate is quantified by the effective Purcell factor

F∗
p = R

γ
. (2.50)

From these expressions, it is evident that Purcell factors and emission efficiency depend on

the light-matter coupling strength and on the ratio between the rates of dissipation induced

by cavity and emitter, respectively. Based on this consideration, two distinct sub-regimes of

incoherent coupling can be identified, whose properties we discuss in the following. Note

that again, different conventions exist for labeling and defining these regimes, with the

present discussion following Ref. [45].
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Figure 2.17.: Regime of incoherent bad cavity-coupling. a, Illustration of spectral profiles in the
regime of incoherent bad cavity-coupling, in which the linewidth κ of the cavity transmission
profile (light green dashed line) greatly exceeds that of the emitter, Γ (teal line). The linewidth
of the coupled system approximates that of the emitter, with enhanced emission efficiency in
case of a large Purcell factor (yellow line). b, Two-photon interference visibility vHOM (orange)
and photon emission efficiency β (dark red) as a function of effective Purcell factor F∗

P , calcu-
lated for κ= 100γ and γ∗ = γ. c, vHOM as a function of dephasing rate, calculated for F∗

P = 100.

Incoherent bad cavity-coupling regime

If photon loss from the cavity is the dominant decay channel such that κ≫ γ+γ∗, the

coupled system operates in the bad cavity regime. In this regime, the cavity linewidth ex-

ceeds that of the emitter as illustrated in Fig. 2.17a, such that any photon emitted into the

cavity mode is efficiently transmitted through the mirrors. On resonance, the rate of energy

exchange between cavity and emitter approximates to R ≈ 4g 2/κ, which yields the effec-

tive Purcell factor F∗
p ≈ 4g 2/(κγ). The population decay rate of the cavity-coupled emitter

γc = γ+R is enhanced compared to the free space rate γ by the factor 1+F∗
p (see Eq. (2.50)).

This enhancement of emitter decay rate by cavity-coupling is frequently referred to as Purcell

effect.

The rate of radiative decay into the cavity mode is enhanced compared to the free space

radiative decay by the factor defined in Eq. (2.49), which in the bad cavity regime is at times

referred to as the ideal Purcell factor [308], given by

Fp,ideal ≈
4g 2

γradκ
= 3

4π2

(
λ

n

)3 Qc

Vc
, (2.51)

with the cavity Q-factor Qc = ωc/κ. This result is identical to the expression given by Pur-

cell [43] to quantify the enhancement of radiative decay rate in microwave cavities, and can

also be derived by computing the decay rate from Fermi’s golden rule [271, 309].

The photon emission efficiency in the bad cavity regime computes to

βbc ≈
κ

κ+γ
F∗

p

F∗
p +1

. (2.52)
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This expression is similar to the one obtained in the coherent coupling regime, Eq. (2.44),

with the cooperativity replaced by the effective Purcell factor. In the incoherent bad cavity

regime, extraction of emitted photons via the cavity can be highly efficient and greatly exceed

the free space quantum yield if large effective Purcell factors are achieved. A frequently

employed strategy towards this goal is the use of emitters with reduced radiative decay or

dephasing, coupled to cavities with small mode volume at correspondingly large values of

light-matter coupling strength.

The coherence time of the emitted photons is given by 2/(γ∗+γ+R) [45]. Combined with

the cavity-shortened lifetime 1/(γ+R), this yields a HOM-visibility of

vHOM,bc =
γ+R

γ∗+γ+R
=

F∗
p +1

F∗
p +1+γ∗/γ

(2.53)

in the bad cavity regime. This result is derived from computing the relevant HOM cross-

correlation functions for the coupled system [45].

As evident from plots of βbc and vHOM,bc shown in Fig. 2.17b, large photon emission

efficiency and indistinguishability in the incoherent bad cavity-coupling regime require

large effective Purcell factors. In many experiments, this is achieved by maximizing R using

cavities with small mode volumes and large quality factors. At the same time, dephasing

should be minimized, since it imposes drastic limitations on the two-photon interference

visibility as illustrated in Fig. 2.17c, a requirement which places constraints on the choice of

emitter and experiment design.

Based on these considerations, simultaneous values of large emission efficiency and in-

distinguishability in the regime of incoherent bad cavity-coupling have to date relied on

operation at cryogenic temperatures at reduced dephasing. Under these conditions, the

strategy has proven extremely successful in the realization of optimized, bright sources of in-

distinguishable photons based on quantum dots coupled to different microcavity platforms

operating in the near-infrared wavelength domain [21, 281, 310]. Combined with the benefit

of near lifetime-limited linewidths in high quality samples, values of vHOM as large as 0.9956

have been reported [311], with recent count rates as large as 40 MHz at comparable visibil-

ity [312]. Recently, promising implementations at telecom wavelengths have been realized

with nanotube defects [147], erbium ions [240], quantum dots [313, 314], color centers in

silicon [315]. However, the maximum value of vHOM obtained in all of these experiments

was 0.8, motivating further development. At room-temperature, many solid-state emitters

are subject to strong dephasing, limiting the indistinguishability in the bad cavity-coupling

regime. Here, an alternative strategy is provided by the incoherent regime of cavity-coupling

discussed in the following.
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Figure 2.18.: Regime of incoherent good cavity-coupling. a, Spectral profiles of a free-space quan-
tum emitter at linewidth Γ (teal) and emitter-cavity system in the regime of incoherent good
cavity-coupling at linewidth κ (yellow). b, Two-photon interference visibility vHOM (orange)
and photon emission efficiency β (dark red) as a function of cavity linewidth, calculated for
g = γ and dephasing γ∗ = 103γ. c, Enhancement factor αPSD of the emission spectral density
upon cavity-coupling as a function of cavity linewidth, calculated for the same parameters as
in b.

Incoherent good cavity-coupling regime

If emitter dissipation dominates over photon loss, i.e. γ+γ∗ ≫ κ, the system operates in

the incoherent good cavity regime. The rate of energy exchange between cavity and emitter

approximates to R ≈ 4g 2/(γ+γ∗). The Purcell factor quantifying cavity-enhancement of the

radiative decay rate approximates to

Fp ≈ 4g 2

γrad(γ+γ∗)
= 3

4π2

(
λ

n

)3 Qem

Vc
, (2.54)

with the emitter quality factor Qem = ωx/(γ+γ∗). Again, if enhancement of the radiative

decay rate is desired in this regime, small mode volume cavities are beneficial. Similar to the

bad cavity regime, Eq. (2.54) can also be derived from Fermi’s golden rule [271, 309].

In the incoherent good coupling regime, the narrow cavity linewidth has important con-

sequences for the coherence time of the system. Upon emission into the cavity at rate R,

photons spend a time ≈ 1/κ in the cavity before being emitted, which defines the coherence

time of the system. In the spectral domain, this corresponds to a drastic purification of the

emission profile, whose linewidth is given by κ as illustrated in Fig. 2.18a. The enhance-

ment in coherence time is reflected in the expression for the HOM-visibility, which in the

incoherent good cavity regime reads [45]

vHOM = γ+ κR
κ+R

γ+κ+2R
. (2.55)

A detailed interpretation of this expression is provided in Ref. [45]. At large dephasing and

correspondingly small R, it is evident that minimizing κ maximizes the indistinguisha-
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bility, as expected for the cavity-limited coherence time. This behavior is confirmed by a

plot of vHOM shown in Fig. 2.18b, calculated for an emitter subject to strong dephasing

with γ∗ = 103γ. Evidently, near-unity values of vHOM are attainable in the incoherent good

cavity-coupling regime in the presence of strong dephasing. In the bad cavity regime, this

achievement would require giant Purcell factors, which have to date remained elusive.

Since the cavity linewidth is much smaller than the emitter linewidth, as illustrated in

Fig. 2.18a, the efficiency of photon emission from the cavity into the spectrally narrow

window defined by κ is much smaller than the free space quantum yield for emission at

full emitter linewidth γ+γ∗, evidenced by the small values of β in Fig. 2.18b. However,

incoherent good cavity-coupling increases the power spectral density of the emission [45].

This enhancement by a factor αPSD computes to

αPSD = β/κ

ηQY/γ∗
= Fp,ideal

1+F∗
p (1+γ/κ)

≈ Fp,ideal, (2.56)

with the ideal Purcell factor defined in Eq. (2.51). The last approximation holds in the case

of small R, caused e.g. by large room-temperature dephasing. Cavity-enhancement of the

power spectral density was first observed for vacancy centers in diamond [60, 308]. Eq. (2.56)

provides an interpretation for the origin of this enhancement: due to the large mismatch

between cavity and emitter linewidth, only the fraction of the emitter spectrum which

overlaps with the cavity spectrum experiences full Purcell enhancement of the emission

efficiency [308].

The incoherent good cavity regime provides a strategy for obtaining large indistinguisha-

bility in the presence of strong dephasing, which is relevant to many room-temperature

solid-state systems. Alternative methods to obtain similar indistinguishability are spectral

or temporal filtering at corresponding spectral bandwidths κ. However, as evident from a

calculation of αPSD shown in Fig. 2.18c, the efficiency of the cavity-coupled system can dras-

tically outperform filtering due to the enhancement in power spectral density at sufficiently

small cavity linewidth. This renders incoherent good cavity-coupling a promising approach

for realizing optimized room-temperature single photon sources, as we will show in detail

in the experiments on cavity-coupled carbon nanotube defects presented in Chapter 5.
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Experimental techniques 3
The present chapter provides details on the experimental techniques relevant to this dis-

sertation. A brief introduction of fiber-based Fabry-Pérot resonators along with definitions

of experimentally relevant quantities (Section 3.1) is followed by a description and char-

acterization of implementations in setups operating at ambient conditions (Section 3.2)

and in a cryogenic environment (Section 3.3). The description of the room-temperature

cavity system is accompanied by a characterization of the optical setups used for Hanbury-

Brown-Twiss and Hong-Ou-Mandel experiments. In addition, a description of cryogenic

confocal spectroscopy is provided (Section 3.4). The chapter closes by reporting on a fabrica-

tion technique for van der Waals heterostacks consisting of transition metal dichalcogenide

monolayer semiconductors with engineered dielectric environment (Section 3.5).

3.1. Optical fiber-based Fabry-Pérot resonators

The investigation of cavity-coupled low-dimensional semiconductors presented in this

thesis places three main requirements on the optical resonator: First, microscopic mode

volume to enable large light-matter coupling strength as discussed in Section 2.5. Second,

an open cavity design with full tunability in all three lateral spatial directions to control

cavity resonance energy and mode position. This property enables maximizing spectral and

spatial overlap with individual CNT quantum defects in Chapter 5, as well as spatial mapping

of cavity-exciton coupling in two-dimensional TMDs in Chapter 4. Third, the potential to

realize high finesse cavities at spectrally narrow linewidths.

The resonator implementation of choice, shown schematically in Fig. 3.1a, meets all three

requirements: a fiber-based Fabry-Pérot microcavity [53–56]. Alternative cavity platforms,

together with their potential to meet the above requirements, are briefly discussed in Sec-

tion 2.5.
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Figure 3.1.: Fiber-based Fabry-Pérot resonators. a, Schematic of a fiber-based resonator, con-
sisting of a planar mirror and a mirror formed by a concave indentation in the tip of an optical
fiber, which can be approximated by a spherical profile at radius of curvature Rc. Both mirrors
at a distance Lc feature DBR-coatings. The area of the fundamental Gaussian mode containing
a 1/e2 fraction of the intensity, as defined by the beam waist w , is shown schematically in
orange. The vertical dashed line marks the optical axis z. b, c, Optical microscope images of a
fiber cavity mirror in side and top view, respectively. The fiber diameter is 125µm.

3.1.1. Fundamental concepts

In the plano-concave geometry chosen here, a fiber-based Fabry-Pérot cavity consists of a

macroscopic planar mirror and a microscopic mirror formed by an indentation in the tip

of an optical fiber. With typical fiber diameters of 125µm, this open resonator geometry

enables the realization of microscopic mirror distances at small mode volumes [274]. Both

mirrors can be coated with dielectric DBR-coatings to allow for large values of cavity finesse.

The indentation on the fiber tip is typically machined by laser ablation at near-infrared

wavelengths [55, 316], which allows to create profiles with low surface roughness compared

to alternative methods [317]. As shown in in Fig. 3.1a, the resulting mirror features a Gaussian

height profile, which near its center approximates to a half-sphere [318]. In addition, the fiber

tip is frequently machined into a conic shape to enable the smallest possible mirror distance,

limited by the depth of the mirror profile [307]. Fig. 3.1b and c show optical microscope

images of a fiber mirror used for the experiments presented in Chapter 5. The side view

reveals the conic shape of the fiber tip, while the mirror indentation is visible as a near-

circular area in the top view.

With present machining technology, profile depths smaller than 100 nm have been demon-

strated [274]. Reported values for the radius of curvature range from 10µm [319] to 2 mm [59].

For cavities with a large mirror distance, the fabrication of homogeneous near-spherical

mirror profiles at radius of curvature exceeding a few 100µm using laser ablation is challeng-

ing [320], with an alternative strategy provided by 3D laser writing [321]. At small radius of
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curvature near 10µm, DBR-structures coated on the fiber tip tend to deviate from a spherical

shape, inducing diffraction losses which reduce the finesse [307]. For the resonators used in

this work, which feature small radius of curvature at finesse ≈ 1000, this effect is irrelevant.

3.1.2. Optical properties

The cavity mode formed inside a plano-concave fiber cavity needs to satisfy the roundtrip

condition of constructive interference for all positions of the wavefront. For spherical mir-

rors, this requirement is fulfilled by a Gaussian mode, whose intensity profile is shown

schematically in Fig. 3.1a with the optical axis z indicated by the vertical dashed line. For

this mode, the electric field E0(x , t ) = 1/2E0u0(x)e−i (ωt−2π/λz)+c.c. in two spatial dimensions

x = (x, z)T exhibits a complex amplitude [151]

u0(x) = w0

w(z)
e
− x2

w(z)2 e−i 2πx2

λ2R(z)+iΨ(z). (3.1)

This expression contains three main characteristics of the Gaussian mode: the transverse

1/e2 radius of intensity, which equals the beam waist w0 at the focal point, given by w(z) =
w0

√
1+ (z/zr)2, with the Rayleigh range zr =πw 2

0/λ; the radius of curvature of the wavefront,

R(z) = z(1+ (zr/z)2) ; and the Guoy phaseΨ(z) = arctan(z/zr). From these expressions, we

find that a cavity with mirror distance Lc and mirror radius of curvature Rc exhibits a mode

waist

wc =

√√√√λLc

π

√
Rc

Lc
−1 (3.2)

on the planar mirror. The Guoy-phaseΨ0 of the mode adds to the cavity roundtrip phase in

Eq. (2.3), which has to be accounted for when computing the cavity resonance frequency

from Eq. (2.7).

It is evident from Eq. (3.1) that the introduction of a spherical mirror results in confinement

of the cavity mode in the transverse spatial directions (i.e. orthogonal to the optical axis),

which contrasts the plane-wave eigenmodes of the planar resonator discussed in Section 2.3.

This field confinement to potentially small mode volumes Vc is crucial for obtaining large

values of light-matter coupling strength, as detailed in Section 2.5. To estimate the mode

volume, we approximate the cavity field as a cylinder of radius wc/2 [274], which yields

Vc ≈
πw 2

c

4
Lc. (3.3)

For DBR-mirrors, corrections to the mode volume accounting for large penetration into the

coating, as discussed in Section 2.3, are sometimes required to account for experimental
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Figure 3.2.: Spectrum of a fiber-based Fabry-Pérot cavity. Experimental transmission of the
fiber cavity described in Section 3.2 as a function of cavity length, featuring resonances of two
fundamental Gaussian modes of different longitudinal order, as well as TEMmn resonances
of higher order (m,n). Experimental transverse intensity profiles of modes with m +n ≤ 2 are
shown in the insets.

observations [62]. For the experiments performed with the setups described in the present

chapter, Eq. (3.3) provides satisfactory agreement with experimental results.

In many fiber cavities, imperfections in the fabrication process cause a small degree of

ellipticity in the mirror profile [159, 318, 322], breaking the cylindrical symmetry of the

cavity modes which separate in the transverse directions r = (x, y)T . Their complex am-

plitude is given by the product of two Hermite-Gaussian modes um(x, z)un(y , z) of order

(m,n) [322]. These transverse electromagnetic modes, labeled TEMmn, satisfy the condition

for constructive interference after a cavity roundtrip. The fundamental TEM00-mode is of

Gaussian shape, described by Eq. (3.1). For the fiber mirrors employed in this work, the

degree of ellipticity is small, such that the fundamental mode is well-approximated by a

cylindrical Gaussian.

Hermite-Gaussian modes of order (m,n) exhibit a Guoy-phase of (1 + 2m)Ψ0,x + (1 +
2n)Ψ0,y, with Ψ0,x,y the Guoy-phases of the fundamental mode in the transverse direc-

tions [151]. As a result, they are shifted in resonance frequency from the fundamental mode

of order q by [322]

∆ωmn = m

π
Ψ0,x + n

π
Ψ0,y. (3.4)

This shift is evidenced in the experimental transmission of the fiber cavity shown in Fig. 3.2,

in which the higher order TEM modes contribute additional resonances to the spectrum.

Their transverse intensity profiles, measured with a camera placed in the transmission path

for selected resonances, exhibit additional nodes in the transverse directions. The number

of these nodes is given by the transverse mode order.

In addition to the transverse mode profiles, the ellipticity in the fiber profile also deter-
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Figure 3.3.: Room-temperature fiber cavity setup. Optical image of the fiber cavity device. The
visible edge of the planar mirror is marked by the dashed white line. The fiber mirror in its
mount is marked by the white arrow. The fiber with a diameter of 125µm is retracted such
that its reflection is visible on the planar mirror.

mines the polarization of the eigenmodes. Deviations from the paraxial approximation to

Maxwell’s equations, which are particularly pronounced for small mirror radius of curva-

ture, result in polarization eigenmodes with lifted degeneracy, linearly polarized along the

principal axes of the elliptical mirror profile [318]. This splitting is on the order of 100 MHz,

corresponding to 0.4µeV, in representative experimental implementations [56, 159]. For

the results of this work, the effect is negligible: cavity and/or exciton linewidth exceed the

polarization splitting, such that the polarization eigenmodes are considered to be effectively

degenerate.

As evident from the discussion above, mirror geometry and alignment determine if and at

which frequency a cavity mode will form. Resonators which exhibit eigenmodes are called

stable, with the criteria for stability derived in Ref. [151] for common resonator geometries.

In particular, a plano-concave fiber resonator with a perfectly spherical mirror and suitably

chosen cavity length will in principle be stable for any orientation of fiber and planar mirror,

as long as losses by clipping on the edges of the mirror profile are negligible. The situa-

tion differs for typical experimental fiber cavities: deviations from spherical mirror profiles

induce diffraction losses to the intra-cavity field [322], which reduce the finesse and can

render the resonator unstable in the worst-case scenario. This effect is enhanced if the fiber

is tilted from parallel orientation with the optical axis, such that tilts should be minimized

in experimental setups.

3.2. Room-temperature fiber cavity setup

3.2.1. Experimental setup

The experiments presented in Chapter 5 investigate cavity-coupling of carbon nanotube

defects (NTDs) at ambient conditions. The cavity platform used to implement this system
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is Qlibri Quantum, recently developed by Qlibri GmbH to allow for ultra-stable fiber cavity

operation at minimal fluctuations of the cavity length1. The heart of the device, which

consists of kinematic mounts for the two mirrors, is shown in the optical image of Fig. 3.3,

a schematic of the cavity is shown in the top panel of Fig. 3.4a. The planar mirror with a

diameter of 12.7 mm is fixed inside a tube-shaped mount. The mirror features a polystyrene

(PS) spacer with functionalized carbon nanotubes placed on top, fabricated as described in

Section 5.2.

The position of the planar mirror is tunable in the transverse directions relative to the

fiber mirror. The fiber is mounted on a lever arm, tunable along the optical axis to control

the cavity length. Stepper motors allow for coarse displacement over the range of several

mm along all three spatial dimensions with a resolution on the order of 100 nm. Fine tuning

of relative mirror position at a resolution of 60 pm is enabled by piezoelectric actuators over

a range of several 10µm in transverse directions and several µm along the cavity length axis.

The cavity platform is equipped with controllers for the stepper motors and voltage am-

plifiers to actuate the piezoelectric transducers, as well as a digital analog converter to read

out the signal of a photodiode used to measure the cavity transmission. Actuation and data

acquisition rely on a field-programmable gate array operating at a bandwidth of 80 MHz. A

Python software framework enables control of the mirror position and acquisition of the

photodiode signal. Setup and software are designed to enable scanning cavity absorption

measurements [159] at high speeds. In this approach, the planar mirror is raster scanned in

an area of interest, and the cavity transmission is measured at each position as a function of

cavity length, which is scanned across a resonance. In the present realization, data from a

sample area of 28×40µm can be acquired in 40 s at a resolution of 256×409 pixels. For the

experiments presented in Chapter 5, a different measurement is of interest: spatial maps

of NTD photoluminescence (PL) at telecom wavelengths near 1460 nm, measured with su-

perconducting nanowire single photon detectors. Accordingly, the software framework was

modified to enable acquisition of detector counts as a function of position via the Python

interface of the time correlator (TimeTagger Ultra, see below for a description of the single

photon detection system).

The optical setups used for measurements of cavity transmission and photoluminescence

are shown schematically in Fig. 3.4. Light was injected into the cavity through the mirror fiber,

and transmission or photoluminescence emission through the planar mirror were analyzed

with different methods. To this end, the cavity mode was collimated using an aspheric lens

(Thorlabs AC127-019-C-ML) mounted on a kinematic stage for translation along the optical

axis, as illustrated in the central panel of Fig. 3.4a. For NTD photoluminescence experiments,

we placed a combination of longpass filters (Thorlabs FELH1400, Semrock BLP02-1319R)

1 The experiments on cavity-coupled carbon nanotube defects using the setup described in the following were
performed in collaboration with Julian Trapp, who also reports on some of the characterization results in his
Master’s thesis [323].
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Figure 3.4.: Optical setups for room-temperature cavity operation. a, Top: schematic of the fiber
cavity marked by the dashed circle in the center panel, featuring functionalized carbon nano-
tubes on the planar mirror. Drawing not to scale. Center: schematic of the optical setup in the
cavity periphery. LPF, longpass filter. PD, photodiode. Bottom: illustration of light sources for
photoluminescence (PL) excitation and cavity characterization. LD, laser diode. NKT, white
light source, spectrally filtered by a monochromator as described in the main text. b, Schemat-
ics of setups for analysis of cavity transmission and PL. Top: grating spectrometer with Indium
Gallium Arsenide (InGaAs) or silicon charge coupled device (CCD) detector. Center: Hanbury-
Brown-Twiss setup for measurements of second order correlation functions based on optical
fibers, indicated by orange solid lines. BS, beam splitter. SNSPD, superconducting nanowire
single photon detectors. Bottom: Mach-Zehnder interferometer for Hong-Ou-Mandel type
experiments to quantify photon indistinguishability. FPC, fiber polarization controller. Indi-
vidual optical setups in a and b can be connected using optical fibers, as illustrated by dashed
lines.

in the transmission path to suppress excitation light at wavelengths near 1185 nm with a

specified optical density of 11. Additional optical elements such as polarizers were placed in

the transmission path if required. The transmitted cavity mode was either coupled into a

single mode fiber or redirected by a flip mirror to impinge on a photodiode (model specified

below).

The different types of light sources are illustrated in the bottom panel of Fig. 3.4a. Fiber-

coupled laser diodes provided monochromatic light at different wavelengths: a continuous-

wave diode (Roithner RLT1450-10MGS-B, controlled by Thorlabs LDC200C) operated res-

onant with the NTD exciton at a wavelength of 1466.12 nm, measured with a grating spec-
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trometer (see below for details). A pulsed diode (legacy equipment of the Kotthaus chair)

operated at a wavelength of 785 nm inside the near-infrared stopband of the mirror coating,

see Fig. 3.5 for details.

A supercontinuum fiber laser (NKT SuperK Extreme) provided pulsed light with tun-

able repetition rates in the range 2–78 MHz and a power of 4 W in the wavelength range

400–2000 nm. To operate as a white light source in the relevant telecom range at wavelengths

larger than 1100 nm, a hard-coated spectral filter was employed (Semrock TLP01-1116). To

avoid damage to this component, additional long- and shortpass filters were placed up-

stream in the beam path. For pulsed incoherent excitation of NTD photoluminescence at

a wavelength of 1185 nm (see Section 5.2 for details), the telecom-band white light was

injected into a home-built monochromator, which provided additional spectral filtering at a

bandwidth ∆λ≈ 2 nm [323].

The fiber-coupled cavity transmission and photoluminescence were analyzed with the

devices and setups illustrated schematically in Fig. 3.4b. We performed spectroscopy using

a fiber-coupled grating spectrometer (Roper Scientific Acton SP2500) in which the detector

could be switched between a silicon charge-coupled device (CCD, Roper Scientific Spec-

10:100BR/LN) for operation at near-infrared wavelengths and an Indium Gallium Arsenide

(InGaAs) array (Roper Scientific OMA V:1024-1.7 LN) operating at telecom wavelengths

larger than 1000 nm. Both detectors were cooled to liquid nitrogen temperatures. Gratings

with 300 and 1200 grooves/mm were used depending on the experimental requirements.

We measured second order coherence functions in a Hanbury-Brown-Twiss (HBT) ex-

periment (see Section 2.5 for details), implemented using a balanced fiber beam splitter

as shown in the central panel of Fig. 3.4b. Each beam splitter output was injected into one

of two fiber-coupled superconducting nanowire single photon detectors (SNSPDs, Scontel

TCOPRS-CCR-SW-85), which were housed inside a closed-cycle cryostat at a temperature of

2.1 K. We correlated detection events in the two channels using a time correlator (PicoHarp

300, replaced by TimeTagger Ultra in the later stages of the experiment). To measure time-

dependent photoluminescence, we used a single SNSPD channel, with the second channel

of the time correlator synced to a periodic sequence of electronic pulses generated by the

NKT laser, with the period matching the excitation pulse frequency. The characterization of

the SNSPDs and the time correlation systems is presented below, along with a description

of the Hong-Ou-Mandel experiment shown in the lower panel of Fig. 3.4b.

3.2.2. Cavity characteristics

Both fiber and planar mirror featured identical DBR coatings consisting of alternating layers

of TiO2 and Ta2O5, fabricated by ion beam sputtering (Laseroptik GmbH). The coating

transmission, computed from a transfer matrix formalism as described in Chapter A, is

shown by the red line in Fig. 3.5a. The coating enables high finesse at low transmission
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Figure 3.5.: Characteristics of the room-temperature cavity. a, Transmission of DBR-coatings
on the fiber (red solid line) and planar mirror (gray solid line), computed from a transfer
matrix simulation. Both mirrors feature identical coatings, a 150 nm thick polystyrene spacer
was added to the planar mirror to place carbon nanotube defects close to an antinode of
the intracavity field. The mirror coating features two stop bands at near-unity reflectivity,
marked by the gray areas. The vertical dashed line indicates the resonance of the carbon
nanotube defects at a wavelength of 1470 nm. b, Cavity mode waist as a function of mirror
distance, computed for the fiber mirror used in the experiments. c, Refractive index profile
(blue line) and intra-cavity field profile (orange line) along the optical axis z from transfer
matrix simulations. The mode order is q = 4 at the nanotube defect resonance wavelength of
1470 nm.

in the telecom band near wavelengths of 1550 nm. As a result, a second stop band of low

transmission emerges at half this wavelength, near 775 nm in the near-infrared domain. The

polystyrene spacer included to place nanotube defects at an antinode of the intracavity field

leads to a slight modification of the mirror transmission, shown by the gray line in Fig. 3.5a.

The fiber mirror, fabricated and characterized in the group of David Hunger, featured

an elliptical profile, a common property of fiber based microcavities as described above.

From a measurement of the height profile in white light interferometry, radii of curvature

of 28.3µm and 24.6µm along the principal axes x and y of the ellipse were obtained. The

resulting mode waist along these directions, computed from Eq. (3.2), is plotted in Fig. 3.5b

as a function of mirror distance Lc. At typical operating lengths Lc≈2µm, the cavity exhibits

mode waists of ≈2µm. The difference in mode waist along the two transverse directions

is smaller than 5 % at relevant cavity lengths, which is negligible for computations of light-
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Figure 3.6.: Mode order and cavity length. a, Experimental cavity transmission as a function of
cavity length, with two lasers at different wavelengths injected into the cavity. The resonances
marked by the arrows stem from a laser with a wavelength λ= 785 nm. All other resonances
originate from a laser withλ= 1466 nm. b, Cavity transmission as a function of mirror distance
for two different wavelengths, 785 nm (orange) and 1466 nm (yellow), obtained from transfer
matrix simulations. Differences in maximum transmission of the individual resonances are
a numerical artifact. The dashed vertical lines indicate pairs of resonances of the 785 nm
and 1466 nm lasers, obtained from measurements as in a. The gray areas in a and b mark
an identical range of mirror distances. c, Experimental cavity transmission as a function
of wavelength, measured with a white light source. The dashed vertical lines indicate two
fundamental resonances of neighboring longitudinal mode orders q1 and q2, respectively.

matter coupling strength from the mode volume presented in Section 5.3. The fiber profile

depth was 1.95µm.

In Fig. 3.5c, we show by the solid orange line the intracavity field along the optical axis

z, obtained from transfer matrix simulations described in Chapter A. The refractive index

profile of the cavity mirrors is shown in blue. The calculation was performed for the NTD

resonance wavelength of 1470 nm and the lowest accessible mode order q = 4 as determined

below. As expected, a standing wave forms inside the cavity, with the number of antinodes

given by the mode order. The PS spacer at z ≈ 7µm places the NTDs close to such an

antinode. All characterization measurements presented in the following were performed

with the cavity mode positioned on the PS spacer but away from any NTDs.

To compute the mode volume, a measurement of the mirror distance is required, for which

we harness the open geometry of the cavity. We simultaneously inject light from two laser
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diodes at wavelengths λ = 785 nm and 1466 nm, respectively, and scan the cavity length.

The resulting photodiode transmission measurement, shown in Fig. 3.6a for the lowest

experimentally accessible mode order, features resonances stemming from both lasers. In

particular, the two resonances at maximum transmission are fundamental cavity modes of

neighboring longitudinal order at λ= 1466 nm. From their distance, which corresponds to

half the wavelength, we calculate the change in cavity length as a function of time, which

we use in turn to calibrate the x-axis. We measure the difference between one resonance at

λ= 785 nm to the lowest energy resonance at λ= 1466 nm in the length sweep, with both

resonances marked by vertical dashed lines in Fig. 3.6a.

To determine the mirror distance, we compute the expected cavity transmission for both

experimental laser wavelengths from a transfer matrix simulation, with the result shown in

Fig. 3.6b. The experimental resonance frequencies, obtained as described above, are shown

by vertical dashed lines. For comparison with the simulation, the distance between the reso-

nances at λ= 1466 nm is set to exactly half a wavelength, with the λ= 785 nm resonances

spaced by the experimental distance. The mirror distance corresponding to the lowest ex-

perimentally accessible mode order, marked by the gray shaded area, was adjusted to yield

agreement between the experimental and simulated cavity resonances. From the good agree-

ment between experiment and simulation, we conclude that for the lowest experimentally

accessible resonance at λ= 1466 nm the mirror distance is 2.65µm. This corresponds to a

mode order q = 4, evidenced from the fact that the cavity exhibits three additional reso-

nances as the mirror distance is reduced towards zero. Achieving smaller mirror distances is

prevented by physical contact between fiber and planar mirror, consistent with the mirror

profile depth of 1.95µm.

To measure the cavity linewidth, knowledge of the effective cavity length is required,

which differs from the mirror distance due to field penetration into the mirror coatings as

evident from Eqs. (2.9) and (2.11). We determine this parameter by measuring the cavity

transmission of a white light source with a grating spectrometer. A representative spectrum

is shown in Fig. 3.6c, with two fundamental modes of neighboring longitudinal mode orders

q1 and q2 marked by vertical dashed lines. Their distance in resonance frequency is given

by the free spectral range, such that ∆ωFSR =ωc,q1 −ωc,q2, with ωc,q1 >ωc,q2. Using Eq. (2.9),

we find

Leff =
λ1λ2

2(λ2 −λ1)
, (3.5)

with λ1 and λ2 the wavelengths corresponding to the respective mode orders. From the two

resonance wavelengths in Fig. 3.6c, we obtain Leff = 9.7µm. Assigning an effective mode

order qeff as

Leff = qeffλ/2, (3.6)

we find qeff ≈ 13. From measurements based on the injection of two lasers as described
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Figure 3.7.: Cavity finesse and linewidth. a, Cavity transmission of a laser diode with a wave-
length of 1466 nm as a function of cavity length, which is tuned by approx. one free spectral
range. The resonances at maximum transmission are fundamental modes of orders q = 4 and
5, respectively. b, Same measurement as in a, but for cavity lengths in a narrow range around
the q = 4 resonance marked by the gray area in a. The solid yellow line is the fit of a Lorentzian
profile. c, Finesse (dark blue dots) and linewidth (orange squares) as a function of mode order,
obtained as described in the main text from measurements as shown in a and b. Parts of the
figure are adapted from [P2].

above, we find that the difference between qeff and the mode order q as obtained from the

mirror distance is 4, illustrating the influence of field penetration into the mirror coatings.

In the remainder of this section, we refer to q as the mode order, and use qeff to compute

the cavity linewidth from the measured finesse, as derived from Eq. (2.11).

We obtained the cavity linewidth from the measured transmission of the laser diode at

1466 nm wavelength through the cavity for varying mirror distance. In this measurement,

cavity length fluctuations occur at frequencies of up to approx. 10 kHz, which can lead to

broadening of measured linewidths (see Section 3.3 for details). Correspondingly, the length

scan speed was adjusted such that the measurement bandwidth exceeded the bandwidth

of the mechanical noise. A photodiode with maximum bandwidth of 10 MHz (Thorlabs

PDA400) was read out with an oscilloscope with a bandwidth of 1 GHz and maximum sam-

pling rate 8 Gs/s (LeCryo WavePro 954). At the same time, the scan speed was kept low

enough to prevent ring-down effects of the field stored inside the cavity [324, 325], which

occur in high finesse cavities at sufficiently large scan speeds. The measurement of the laser

linewidth was limited by the spectrometer resolution of 24µeV, such that the spectrally

narrow laser diode did not contribute to the measured cavity linewidths.

To calculate time-dependent change in cavity length, we scanned the cavity length over

one free spectral range, with data shown in Fig. 3.7a for mode orders q = 4 and 5. Subse-

quently, FWHM linewidths δL are obtained from Lorentzian fits to the transmission profile at

the respective mode order, as shown in Fig. 3.7b for q = 4. From the fit result, we compute the

finesse as F =λ/(2δL), an expression which is straightforwardly obtained by approximating

the length dependent cavity transmission of Eq. (2.3) as a Lorentzian. Using Eq. (2.11), we
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Figure 3.8.: Characteristics of the single photon detection system. a, Time-dependent laser pulse
intensity, measured with a single channel of the superconducting nanowire single photon
detectors (SNSPDs). The measurement was performed for different spectral widths ∆λ of
the superconducting fiber laser system as indicated in the legend. Data shown by the light
green line were obtained using the PicoHarp (PH) time correlator, for all other datasets the
TimeTagger time correlator was used. The dashed line is a Gaussian profile with 1/e2 half
width of 40 ps. b, Normalized coincidences in a Hanbury-Brown-Twiss (HBT) experiment,
obtained for a laser pulse with spectral width ∆λ ≈ 2 nm using the TimeTagger (TT, yellow
dots) and PicoHarp (PH, teal dots) time correlators, respectively. The dashed line is a Gaussian
profile with 1/e2 half width 40 ps.

compute the linewidth as κ = LeffF/(2πc), accounting for the field penetration into the

mirrors by using Leff = (q + 4)λ/2 as obtained from the measurements presented above.

From ten repetitions of the measurement, we obtain the results shown in Fig. 3.7c. At the

lowest accessible mode order, which is used for the measurements in Chapter 5, we find

κ= 35.4 ± 0.1µeV. The finesse changes as function of mode order, likely due to diffraction

loss arising at small mirror radius of curvature [322].

3.2.3. Single photon detection system and Hong-Ou-Mandel setup

To characterize the SNSPDs and time correlation systems, we measured the time-dependent

intensity of supercontinuum fiber laser pulses. Results are shown in Fig. 3.8a for different

laser spectral bandwidths ∆λ, controlled using different filters as described above. For

∆λ = 2 nm, centered at λ = 1185 nm, both TimeTagger (orange line) and PicoHarp time

correlator (PH, light green line) yield temporal profiles well described by a Gaussian with

1/e2 half width of 40 ps, which we extract as the instrument response time of the single

photon detection system. This response is limited by the SNSPD response, in agreement

with specifications.

White light generation inside the supercontinuum fiber results in chirped laser pulses,

such that the pulse length will depend on the selected spectral width. Increasing the spectral

filtering range to ∆λ= 200 nm, a repetition of the measurement yields the same instrument-

limited temporal profile as for∆λ= 2 nm (data not shown). We conclude that the instrument

61



3. EXPERIMENTAL TECHNIQUES

4 5 6 7 8
Delay length (mm)

2500

2600

2700

2800

In
te

gr
at

ed
 c

or
re

la
tio

ns

−2 −1 0 1 2
Time delay (ns)

0.0

0.5

1.0

1.5

2.0

N
or

m
. c

or
re

la
tio

ns

∆t ≈  24.6 ns

∆t ≈  0 ns

a b

Figure 3.9.: Alignment of theMach-Zehnder interferometer. a, Normalized coincidence counts at
the output of the Mach-Zehnder interferometer used in Hong-Ou-Mandel type experiments.
The light source is a pulsed superconducting fiber laser. Shown are the cases of near-zero
interferometer delay ∆t (orange line) and interferometer delay ∆t ≈ 24.6 ns (teal line), offset
vertically for illustration purposes. b, Integrated coincidence counts from data as in a for
varying interferometer delay near∆t ≈ 0. The investigated range of interferometer delay is the
same as in the two-photon interference experiments as discussed in Section 5.4.

response time of 40 ps greatly exceeds the pulse length for these spectral windows. This is

of relevance to the single photon purity measurements presented in Section 5.3, where the

pulse length should be smaller than the nanotube defect lifetime of 90 ps to avoid emitter

reexcitation. Increasing the pulse spectral width to ∆λ = 700 nm results in an increase in

pulse duration, as expected for a chirped pulse.

The timing jitter is characterized by measuring coincidences in the HBT experiment as

the pulsed laser with ∆λ= 2 nm is injected into the beam splitter. The resulting temporal

profile for both time correlation systems is well described by a Gaussian with 1/e2 half width

of 40 ps, in agreement with the instrument response measured as described above.

To quantify photon indistinguishability in Section 5.4, we perform two-photon interfer-

ence measurements in a Hong-Ou-Mandel type experiment (see Section 2.5 for details). We

employ an imbalanced Mach-Zehnder interferometer in fiber-based configuration as shown

schematically in the bottom panel of Fig. 3.4b, similar to the technique used in first demon-

stration of photon indistinguishability on semiconductor quantum dots [21]. An incoming

sequence of light pulses is split at a beam splitter, after which one arm of the interferom-

eter is coupled to a free space delay stage. This arm is delayed by one pulse separation of

12.8 ns at 78 MHz laser repetition rate, with an additional delay ∆x adjustable via the delay

stage, corresponding to a time delay ∆t [326]. The second interferometer arm is an optical

fiber. Both arms are recombined at a second beam splitter, whose output ports are fed into

different SNSPD channels.

The polarization in the interferometer arms was aligned using fiber polarization con-

trollers to yield maximum classical interference visibility. The visibility was measured with

the laser at wavelength 1466 nm injected into the transmission path of the cavity, which was
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coupled into the interferometer using optical fibers. Due to laser coherence, small changes

in interferometer delay induced e.g. by thermal drifts were sufficient to induce fringes with

full visibility at the beam splitter output ports, which were monitored during alignment

using a photodiode. Details on relevant interferometer parameters such as the visibility and

the beam splitter split ratios are given in Section 5.4, where their influence on the measured

photon indistinguishability is discussed.

To determine the stage position corresponding to zero interferometer delay, we injected

laser pulses at a central wavelength of 1470 nm into the interferometer and measured co-

incidences between the output ports of the second beam splitter. Measurement results are

shown in Fig. 3.9a. Near zero interferometer delay, pulses from both interferometer arms are

in temporal overlap at the interferometer outputs, resulting in a single Gaussian profile of

the coincidence counts. The situation is drastically different if an additional fiber of length

5 m is inserted into one of the interferometer arms. The corresponding interferometer delay

is ∆t ≈ 24.5 ns, which deviates from twice the pulse separation by ≈1 ns. As a result, the

coincidence count histogram for this interferometer delay exhibits two additional peaks, as

evidenced in Fig. 3.9a. In coarse alignment of the interferometer delay, the three peaks were

brought into best possible temporal overlap.

To characterize the interferometer alignment, we performed coincidence histogram mea-

surements as in Fig. 3.9a near ∆t ≈ 0 ns for varying interferometer delay, tuned via the delay

stage. From fits of Gaussian profiles to the histogram peaks, we extracted the peak width

as a function of interferometer delay. The delay range in which the peaks featured widths

near the minimum value was investigated in the experiments in Section 5.4. For this range,

we also determined the coincidences integrated over the full peak, which corresponds to a

measurement of the optical mode matching in the delay stage with data shown in Fig. 3.9b.

In the investigated range, deviations in peak intensity are on the order of a few percent,

indicating excellent optical alignment of the delay stage and rendering delay-dependent

corrections to the Hong-Ou-Mandel coincidences measured in Section 5.4 negligible.

3.3. Cryogenic fiber cavity setup

The experiments presented in Chapter 4 investigate cavity-coupling of different transition

metal dichalcogenide (TMD) exciton resonances with spectral detunings on the order of

a few meV. To resolve these energy shifts, a minimization of phonon-induced broaden-

ing of the exciton linewidth is beneficial [111], for which cavity operation at cryogenic

temperatures near 4 K is required. While many pioneering experiments on cavity-coupled

solid-state samples were performed in liquid helium bath cryostats [155, 319, 327], closed-

cycle cryostats provide an alternative platform at increased scalability and potential cost

efficiency. However, the cyclic compression required for cooling in these systems leads to
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Figure 3.10.: Fiber cavity setup for operation at cryogenic temperatures. Optical image of the
fiber cavity device, acquired with the setup removed from the cryostat. (1) Cavity fiber, fixed to
a piezoelectric transducer. The fiber diameter is 125µm. (2) Mount for the planar mirror, fixed
to (3) a stack of nanopositioners. (4) Spring-loaded pin for mechanical coupling of mirror and
fiber mounts at reduced reciprocal displacement. (5) Thermal links.

an increased level of mechanical vibrations, which translate to undesired fluctuations of

the cavity length and hence the spectral emitter-cavity detuning. The central challenge in

experimental design is therefore to reduce the influence of cryostat vibrations on the cavity

length, which has been addressed in a number of experiments by introducing active and

passive mechanical stabilization systems [275, 328–332], with an overview of recent progress

in this field provided in [332].

3.3.1. Experimental setup

In our experiments, we employ a cryogenic fiber cavity platform, developed by Samarth

Vadia in cooperation with attocube systems AG2. Design, development and properties of

the setup are described in detail in Refs. [328, 334], with crucial emphasis on optimized

mechanical stability of the cavity mirrors. In the present section, only the features relevant

to the experiments in Chapter 4 are described. In particular, we present a characterization of

the mechanical properties after moving the setup to a new cryostat, accompanied by slight

modifications, and the implementation of lateral position scans to enable investigations of

light-matter coupling as a function of cavity mode position.

The heart of the cavity setup is shown in Fig. 3.10. The planar mirror is mounted on a stack

2 In the experimental campaign relevant to this thesis, the cryogenic cavity system was implemented and
characterized in collaboration with Johannes Scherzer, who also reports on some of the characterization
results in his dissertation [333].
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Figure 3.11.: Optical setups for cryogenic cavity operation. a, Schematic of the light sources used
for cavity characterization and transmission measurements. LD, laser diode. NKT, pulsed
supercontinuum laser. TiSa, Titanium sapphire laser. b, Schematic of the optical setups used
to analyze cavity transmission. FM, flip mirror. PD, photodiode.

of nanopositioners (attocube systems ANPx311 and ANPz102) for lateral displacement of

the sample with respect to the fiber mirror, and coarse step-wise positioning of fiber and

mirror distance over a range of 4.8 mm. The planar mirror, not visible in Fig. 3.10, is fixed

to a tube-shaped mount, with the DBR-coated surface with sample on top facing the fiber

mirror.

The cavity fiber, fabricated in the group of David Hunger, is fixed to a piezoelectric trans-

ducer (UHU Endfest glue), which allows for fine-tuning of the cavity length. The transducer

is mounted on a titanium stack, with the height adjusted to place the fiber tip within the

range of vertical positions accessible by the planar mirror. A spring-loaded pin provides me-

chanical contact at sufficient rigidity to reduce relative displacement between cavity mirrors,

while still allowing for tuning of the mirror distance [328, 334]. This pin provides the only

mechanical connection between fiber and planar mirror stacks, the additional metal beam

visible in the background of Fig. 3.10 is attached to a different setup component. The cavity

fiber is spliced to a fiber feed-through port in the cryostat housing for optical connection.

The two mirror stacks shown in Fig. 3.10 are mounted on a stage designed to passively iso-

late the cavity from mechanical vibrations of the cryostat cold plate. The vibration isolation

system is based on mechanical springs and magnetic damping, as described in detail in [328,

334]. The characterization of its mechanical properties is presented below. Thermal links

to the cryostat cold plate made from copper lamella enable thermalization of the relevant

cavity components with the reservoir. Electrical connections are established via break-out

ports of the cryostat. Control electronics for nanopositioners (attocube systems ANC350 and

ANC300) and piezoelectric transducer (attocube systems ANC300 with ANM200, amplifying

the voltage output of National Instruments USB-6363) are controlled via a Python software,

with the measurement protocol outlined below.

The optical setup used for cavity transmission and characterization measurements is
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shown schematically in Fig. 3.11. The cavity system, with tunability along all three spatial

directions as illustrated in the inset, is mounted inside a closed cycle cryostat connected

to an optical table (attocube systems attoDRY800). The cavity mode transmitted through

the planar mirror was collimated using an aspheric lens (Thorlabs AL1210), whose position

along the optical axis was controlled with a nanopositioner (attocube systems ANPx311-HL).

After transmission through an optical window in the cryostat housing, the cavity mode

was coupled into a single-mode fiber for analysis with a grating spectrometer (Roper Sci-

entific Acton SP2500) and CCD cooled to liquid nitrogen temperatures (Roper Scientific

Spec-10:100BR). If required, the detection system was switched to a photodiode (see the

discussion below for details) or optical camera.

The required light sources are shown schematically in Fig. 3.11a. A laser diode operated at

a wavelength λ= 532 nm, outside the stopband of the DBR-coating (see below for details).

By detecting its transmission through the cavity with a camera at large mirror distance,

this diode was used for coarse positioning of the sample with respect to the cavity mode. A

supercontinuum pulsed laser (NKT SuperK Extreme) served as a white light source, spec-

trally filtered to bandwidths in the range ∆λ = 10–100 nm using a commercially available

module (NKT Varia). A titanium sapphire laser (M Squared SolsTis), operated in continu-

ous wave mode and power stabilized using an acusto-optic modulator, provided tunable

monochromatic laser light in the near-infrared wavelength range. The light source of choice

was coupled into the cavity via the mirror fiber.

Fiber and planar mirror featured an identical DBR-coating made from alternating layers

of SiO2 and TiO2 (Laseroptik GmbH), whose transmission as calculated from a transfer

matrix simulation is shown by the orange line in Fig. 3.12a (see Chapter A for details on

the calculation). The coating features a stopband minimum at a wavelength λ = 740 nm,

close to the exciton resonance of interest at λ = 755 nm. The van der Waals-heterostack

featured hexagonal boron nitride (hBN) layers for encapsulation of the TMD monolayer at

reduced inhomogeneous broadening, and to place the quantum well close to the antinode

of an intracavity field. This spacer introduced a slight modification to the coating reflectivity,

evidenced by the red line in Fig. 3.12a.

3.3.2. Cavity characteristics

To determine the cavity finesse, we measured the transmission of the titanium sapphire laser

tuned to a wavelength λ= 755 nm for varying cavity length, with data shown in Fig. 3.12b.

For this measurement, the cavity was operated at the lowest accessible effective mode order

qeff = 6, determined based on Eq. (3.6) and limited by the depth of the mirror profile. The

experiments in Chapter 4 were performed at identical mode order. The time-dependent

change in cavity length was computed by scanning the mirror distance over one free spectral

range. Similar to the linewidth measurements presented in Section 3.2, the scan speed
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Figure 3.12.: Cavity finesse. a, Transmission of the DBR-coating on the cavity mirrors from a
transfer matrix calculation (orange line), and transmission for the case a 90 nm thick spacer
of hexagonal boron nitride placed on top of the planar mirror (red line). The vertical dashed
line indicates the resonance wavelength of the A:1s-exciton in MoSe2. b, Experimental cavity
transmission as a function of mirror distance, measured at effective mode order qeff = 6 and
wavelength λ= 755 nm. The yellow line is the fit of a Lorentzian profile.

was set fast enough to achieve a measurement bandwidth which exceeded the maximum

bandwidth of cavity length fluctuations of around 1 kHz. Likewise, photodiode (Vishay

BPW34, amplified by Femto DLPCA-200) and detection system (LeCroy WavePro 954) were

chosen to provide a sufficiently large measurement bandwidth. From fits of a Lorentzian

profile to the data, we determined the cavity finesse as described in Section 3.2, resulting in

F = 576±12, with the standard error obtained from ten repetitions of the measurement. This

result is smaller than the theoretically expected value F ≈ 1500, likely a result of diffraction

loss caused by a tilt between fiber and planar mirror. The corresponding measured cavity

linewidth is κ= 480 ± 10µeV.

Cavity operation inside a closed-cycle cryostat, as explained above, induces an increase

in mechanical vibrations, which can lead to an enhancement of fluctuations in the mirror

distance, thereby reducing the mechanical stability of the cavity. Prior to the measurement

campaign performed in the framework of this thesis, the cavity setup was moved to a new

cryostat, which made a reassessment of the stability necessary.

We employed the method used in [328] to characterize cavity length fluctuations, which is

based on measuring the transmission of a power-stabilized titanium sapphire laser through

the resonator. First, we measured a mirror distance-dependent transmission profile as

shown in Fig. 3.13a, to which we fit an Airy formula of Eq. (2.3) to determine the cavity finesse

and the photodiode voltage at maximum transmission Vc,max. Next, we detuned the cavity

length from the resonance by one half width at half maximum of the transmission profile

and recorded the time-dependent cavity transmission. Near the chosen mirror distance, the

Airy profile features a near-linear slope, as illustrated by the black line in Fig. 3.13a.

We use the linear slope approximation to convert the measured time-dependent trans-

mission to mirror displacement. For cavity lengths Lc near half width half maximum, the
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Figure 3.13.: Passive cavity stability at room-temperature. a, Cavity transmission at a wavelength
of 800 nm and effective mode order qeff = 11 for varying mirror distance, measured with a
photodiode (PD). The yellow line is the fit of an Airy formula. Near half-maximum, the trans-
mission profile exhibits a linear slope, as illustrated by the black line. b, Mirror displacement
as a function of time, measured as described in the main text. c, Fourier transform amplitude
for a displacement time trace as shown in b.

voltage measured with the transmission photodiode is given by V (Lc) = aLc+Vc,max/2, such

that the cavity length can be determined as Lc = (V −Vc,max/2)/a from a measured volt-

age V . In these expressions, a is the slope of the transmission profile, which we computed

using two different methods. For comparison with mirror displacement data obtained for

the old cryostat, we employed the same approach as used in the respective measurement

campaign. We computed the slope from the minimum and maximum voltages Vtr,min/max

of the transmission time trace as a = (Vtr,max −Vtr,min)/(Lc,max −Lc,min), in which the lengths

Lc,max/min corresponding to maximum and minimum cavity transmission were determined

by solving the Airy formula for Lc. For all other data, we used a simplified approach, approx-

imating a ≈ 2F/λ, which is easily obtained from the Lorentzian approximation to the cavity

transmission.

The time-dependent mirror displacement, obtained as described above, is shown in

Fig. 3.13b for room-temperature cavity operation. We operated the laser at a wavelength

λ= 800 nm and effective mode order qeff = 11, where cavity linewidth was sufficiently large

(i.e. the finesse was sufficiently low) for the linear slope approximation to remain valid for

the measured values of cavity transmission. Insight into the mechanical properties of the

setup is provided by computing the Fourier transform of such a time trace, with the ampli-

tude of Fourier transform coefficients shown in Fig. 3.13c. Maxima near 10 Hz and 300 Hz

indicate mechanical resonances at the respective frequencies.

From a time-dependent displacement measurement with a duration of 10 s, we obtained

a root mean square (rms) displacement of 90 pm, which is increased compared to the value

of 30 pm obtained for room-temperature operation with the setup placed in the old cryostat.

Comparing Fourier transform amplitudes of cavity length fluctuations for both cryostats,

with data shown in Fig. 3.14a, we find increased displacements for frequencies in the ranges
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Figure 3.14.: Cavity operation in different cryostats. a, Fourier transform amplitudes of cavity
length fluctuations, with the setup placed in the cryostat used for development (old table,
orange line), and the cryostat used for the experiments presented in this thesis (new table, teal
line). b, Fourier transform amplitude of accelerometry measurements performed in vertical
direction, with the measurement device placed on the old and new optical tables (orange and
teal line, respectively).

10–30 Hz and 100–1000 Hz. To elucidate the origin of this increase, we performed accelerom-

etry measurements (TableStable VA-2C) on both optical tables, with Fourier transform am-

plitudes of table accelerations in the vertical direction shown in Fig. 3.14b. In the frequency

range 10–30 Hz, the optical table of the new cryostat exhibits an increased acceleration

amplitude, which likely explains the observed increase in cavity length fluctuations in the

respective frequency range. The cavity setup features a mechanical resonance at approxi-

mately 15 Hz defined by the springs [328], which enables efficient mechanical coupling to

the table vibrations near this frequency. The increased vibrational level of the new table

was observed to be largely independent of the weight distribution on the table and the air

pressure at which the table’s damping system was operated.

The origin of increased cavity vibrations in the range 100–1000 Hz proved difficult to iden-

tify. We investigated the setup for any loose or broken components, removed and reapplied

the glue fixing cavity fiber and springs, exchanged the spring-loaded pin, and investigated

the influence of different devices such as cryostat compressors on cavity stability. None of

these changes to the setup caused a significant decrease in the cavity length fluctuations.

Possible remaining origins of mirror displacement are thus an increased level of mechanical

noise of the new cryostat cold plate, and increased environmental noise during measure-

ments on the new cryostat, induced by construction works in the building at the time of the

measurement campaign.

Cryostat operation further decreases the cavity stability due to additional mechanical

vibrations introduced to the system. Fig. 3.15a shows time-dependent mirror displacement

measured at a temperature of 4 K, obtained for wavelength λ = 840 nm at effective mode

order qeff = 6. Periodic cryostat compression at a frequency of 1 Hz results in large mirror dis-

placements. We find that a histogram of measured displacement values, shown in Fig. 3.15b,
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Figure 3.15.: Cavity stability at cryogenic temperatures. a, Mirror displacement time trace, ac-
quired during cavity operation at a temperature of 4 K. b, Occurrence of mirror displacements
in a time trace of 10 s. The yellow line is the fit of a Gaussian. c, Cavity transmission of a white
light source, measured with a grating spectrometer, along with fits of a Lorentzian (orange
line) and the Voigt model derived in the main text (yellow line).

is approximated by Gaussian function with 1/e2 half width σL = 1.19 nm. The observed

asymmetry with respect to zero displacement is likely caused by a deviation from the linear

slope approximation used to compute the displacements.

The observed mirror displacements result in a broadening of the energy-dependent cavity

transmission profile, which is of central interest in the experiments presented in Chapter 4.

To investigate this broadening, we note that a displacement ∆L results in an energy shift

∆E = Ec∆L/Lc, in which Ec is the cavity photon energy at mirror distance Lc. The energy-

dependent transmission of a cavity with Lorentzian line shape (i.e. F ≫ 1), time-averaged

over multiple compression cycles, is therefore given by a convolution of the transmitted

cavity field with the displacement distribution. This consideration yields

Tc(E) ∝
∣∣∣∣∣
∫ ∞

−∞
d(∆L)

κ/2

(E −Ec +Ec∆L/Lc)+ iκ/2
exp

(
−∆L2

2σ2
L

)∣∣∣∣∣
2

, (3.7)

which is a Voigt profile.

An experimental cavity transmission spectrum, obtained for an integration time of 2 s for

the lowest accessible effective mode order qeff = 6, is shown in Fig. 3.15c. A fit of Eq. (3.7)

(yellow line) is in good agreement with the data, in particular compared to best fit of a

Lorentzian profile (orange line). From the fit of the Voigt profile, we find κ= 405µeV, close

to the value 480 ± 10µeV obtained from the measurement of length-dependent cavity trans-

mission as in Fig. 3.12b. The fit also yields σL = 0.84 nm, which deviates from the 1/e2 half

width of the histogram in Fig. 3.15b by around 30 %. The deviation is likely the result of an

increased noise background in the stability measurement, caused by construction work in

the building, and deviations of the displacement distribution from a Gaussian. Despite the

deviation, the Voigt model of Eq. (3.7) provides an estimate for the order of magnitude of

the rms mirror displacements.
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As evident from the previous discussion and the data in Fig. 3.15c, the cavity FWHM

linewidth of 1.6 meV at cryogenic temperatures is limited by fluctuations in the mirror

distance. While in the new cryostat, the passive mechanical stability of the cavity system

is decreased compared to the previous implementation reported in [328], the linewidth is

suitable for experiments on cavity-coupled TMD excitons, whose linewidth is on the order

2 meV, similar to that of the cavity. As a result, we observe pronounced Rabi splittings in the

experiments in Chapter 4, which clearly fulfill the conditions for strong coupling given in

Section 2.4.

In Chapter 4, cavity-exciton coupling is investigated as a function of lateral position of

the cavity mode, which requires a characterization of the setup’s transverse scanning ca-

pability. In Fig. 3.16a, we show a map of cavity transmission at cavity energy Ec = 1.668 eV,

obtained by raster-scanning the planar mirror with respect to the cavity fiber using the

nanopositioners. The data was obtained from a hyperspectral measurement, for which at

each position, cavity transmission spectra of a white light source were measured with a spec-

trometer for multiple values of the cavity length, which was tuned via the fiber piezoelectric

transducer. From the cavity length sweep at each position, the spectrum corresponding to

a cavity energy Ec = 1.668 eV was selected, and the transmission maximum was plotted to

obtain the map of Fig. 3.16a. Typical length sweeps in the experiments in Chapter 4 featured

50 steps covering a range of approx. 100 meV in cavity energy, such that the cavity energy

was changed by approximately one linewidth between each spectrum. The integration time

for each spectrum was chosen to exceed the cryostat compression period of 1 s to aver-

age over fluctuations in mirror distance. The step size in the lateral direction, tuned via

nanopositioner voltage and frequency, was chosen as small as possible while keeping the

measurement duration within a reasonable time frame.

Raster-scanning the lateral position of the planar mirror resulted in small shifts of the

cavity length between different positions, likely caused by the mechanical coupling between

the two mirrors via the spring-loaded pin. We found that the position-dependence of this

shift was reproducible along the fast axis of the position scan. In hyperspectral measure-

ments, we therefore compensated the position-dependent length shift prior to sweeping

the cavity length by applying a pre-calibrated voltage to the vertical nanopositioner with the

planar mirror attached. This approach corresponds to a feed forward drift compensation,

implemented in the experiment control software.

In the inset of Fig. 3.16a, we show an optical micrograph of the sample area covered by

the cavity transmission map. Air-holes in the top hBN encapsulation layer with a diameter

of 600 nm (see Section 3.5 for details) are visible as white dots in the micrograph. Inside

the cavity, these holes induce additional optical loss through scattering and are thus clearly

visible in the spatial cavity map at reduced transmission. In the same manner, a small

circular defect, also visible in the micrograph, and a crack in the top hBN-layer, visible in

the confocal measurement of Fig. 3.21, are identified.
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Figure 3.16.: Scanning capability of the cryogenic cavity setup. a, Map of cavity transmission
at cavity energy Ec = 1.668 eV and effective mode order qeff = 6, measured for the device area
shown in the optical micrograph in the inset. The inset scale bar is 2µm. b, Optical extinction
along the dashed white line in a, computed from the measured transmission as detailed in
the main text. The yellow solid line is the fit of a Gaussian profile.

We use the transmission map to determine the cavity mode waist from the spatially

dependent optical extinction loss B (i.e. absorption and scattering), induced by sources

of loss placed inside the cavity. Using Eq. (2.13), we find B ∝ √
Tc,0/Tc − 1, in which Tc

and Tc,0 are the measured transmission at the position of and away from the source of

loss, respectively. In Fig. 3.16b, we show the optical extinction computed along the dashed

horizontal line in Fig. 3.16a. The lateral dimensions of the sample defect, which is the source

of optical loss, are much smaller than the expected cavity waist, indicated by its diffraction-

limited point spread function in the optical micrograph. As a result, the extinction profile is

given by the Gaussian cavity point spread function, whose 1/e2 half width corresponds to

the cavity mode waist. From a fit to the extinction data, with the result shown by the yellow

line in Fig. 3.16b, we find wc = 1.07 ± 0.08µm, with the error determined by repeating the

analysis for multiple line cuts in the transmission map. This result is in excellent agreement

with the expected value of 1µm, computed from Eq. (3.2) for the fiber radius of curvature

of 10µm. In the vertical scan direction, we determined the waist from the extinction of the

crack in the hBN encapsulation, indicated by the dash-dotted line in Fig. 3.16a. The result

wc = 0.83 ± 0.02µm indicates a slight ellipticity of the cavity mode, negligible for the analysis

of the experiments presented in Chapter 4.

3.4. Cryogenic confocal spectroscopy

Prior to cavity-coupling, TMD-devices fabricated as described in Section 3.5 were char-

acterized using cryogenic confocal spectroscopy [335] to assess the device quality and to

determine the resonance energies of individual exciton species. A schematic of the optical

spectroscopy setup is shown in Fig. 3.17. Lasers at wavelength λ= 633 nm and λ= 675 nm
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Figure 3.17.: Optical setup for cryogenic confocal spectroscopy. Schematic of the relevant com-
ponents for confocal optical spectroscopy: Fiber-coupled light sources, injected into the setup
via a single-mode fiber; cryostat housing objective and sample; devices for detection and anal-
ysis, including spectrometer with charge-coupled device (CCD), photodiode (PD) and camera.
BS, beam splitter. SPF, short pass filter. LPF, long pass filter.

provided offresonant excitation light for photoluminescence (PL) experiments. A halogen

lamp (Ocean optics HL-2000-HP) served as a white light source. All light sources were cou-

pled into a single mode fiber referred to as excitation fiber and guided to the optical setup

in the periphery of the cryostat (attocube systems attoDRY800).

The excitation fiber output was collimated using a broadband collimator (attocube sys-

tems RT-APO/NIR-IR/0.13) and guided into the cryostat via a beam splitter (reflectivity

10 %), where it was focused on the sample surface using an achromatic objective (attocube

systems LT-APO/VISIR/0.82). Piezoelectric nanopositioners (attocube systems ANPx101,

ANPz102 and ANSxy100) enabled displacement of the sample with respect to the objective.

Light emitted or reflected from the sample and transmitted through the beam splitter was

coupled into a single mode fiber, referred to as detection fiber, using a broadband collimator

(attocube systems RT-APO/NIR-IR/0.13). The output of this fiber was coupled into a grating

spectrometer (Princeton Instruments IsoPlane SCT320) and, upon dispersion, analyzed with

a silicon CCD (Princeton Instruments Pixis 1024), cooled using a Peltier element. Additional

pick-up beam splitters in the detection path (transmission 90 %) guided light to a camera

for localization of the sample and a photodiode for measurements of optical power. For PL

experiments, short- and longpass filters were placed in the excitation and detection path

in order to suppress the pump laser and Raman photons generated in the excitation fiber.

In white-light measurements, confocal differential reflectivity was computed from the mea-

sured reflected intensity Imeas as DR = (Imeas− Ib)/Ib, with Ib a background determined with

the focal spot positioned away from the sample region of interest. The setup was controlled

with a Python software, allowing for fully automated measurements.
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Figure 3.18.: Device geometry and components. a, Schematic side view of the fabricated device.
A monolayer of molybdenum diselenide (MoSe2), encapsulated by two layers of hexagonal
boron nitride (hBN) is placed on a distributed Bragg reflector (DBR). Local removal of the
hBN encapsulation by dry etching locally modifies exciton properties. b, Optical micrograph
of triangular monolayer crystals of MoSe2, grown by chemical vapor deposition. c, Optical
micrograph of thin layers of hBN, obtained by mechanical exfoliation. The flake marked by
the dashed white rectangle has a height of 44 nm and was used for the final device in Fig. 3.21.
The scale bars in b and c are 100µm.

3.5. Nanofabrication of van der Waals heterostacks

Among the intriguing properties of monolayer transition metal dichalcogenides (TMDs) is

the possibility for their assembly into van der Waals heterostacks. This approach, at times

referred to as “van der Waals Lego“ [76], enables the tailored design of devices with novel

properties, with the emergence of moiré physics in TMD heterostructures [79] and graphene

multilayers [336–338] as a prominent example. Combined with established nanofabrication

techniques, van der Waals heterostacks offer a route towards local control over TMD exciton

properties [69]. Leveraging this concept, we developed a fabrication technique which we

present in the following, with the final device employed in the experiments in Chapter 43.

We emphasize that a broader review of TMD-based nanofabrication by far exceeds the

scope of this dissertation, such that we briefly describe the methods relevant to the present

work, providing references for contextualization wherever possible. Parts of the section are

adapted or reproduced verbatim from the publication [P1].

The device, illustrated in Fig. 3.18a, is based on a monolayer of molybdenum diselenide

(MoSe2). Encapsulation between two layers of hexagonal boron nitride (hBN) yields near-

homogeneous exciton linewidths [340] due to monolayer interfaces at reduced strain and

surface charges compared to other dielectrics, which is desired in many optoelectronic

experiments. Local removal of the hBN encapsulation enables dielectric control over TMD

exciton properties (see Section 2.1), the central interest of the experiments in Chapter 4.

The heterostack is placed on a distributed Bragg reflector (DBR) mirror, enabling strong

exciton-photon coupling upon assembly into a fiber-based microcavity (see Chapter 4).

3 The fabrication method was developed with contributions by Lukas Krelle, who also reports on the technique
in his Master’s thesis [339], for which the concept was extended to realize plasmonic lattices coupled to TMD
excitons [P4].
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ba

Figure 3.19.: Dry etching of hexagonal boron nitride. a, Optical micrograph of a flake of hexagonal
boron nitride, with a pattern of 600 nm-diameter air-holes produced via reactive ion etching.
The yellow star is a gold alignment mark for lithography. The scale bar is 25µm. b, Scanning
electron microscopy image of the area marked by the dashed white rectangle in a, showing a
close-up of the air-hole pattern. The scale bar is 7µm.

Prior to heterostack assembly, we identified and processed the individual device con-

stituents. Monolayers of MoSe2 were grown by chemical vapor deposition [81–83], per-

formed by Ismail Bilgin. A typical growth run results in triangular MoSe2 monolayer crystals

with edge lengths of several tens of µm, as shown in Fig. 3.18b for growth on a silicon

substrate covered by a 90 nm thick SiO2 oxide layer. For device fabrication, we selected

monolayers with near-constant optical contrast to ensure homogeneity of the exciton host

material. Crystals featuring multilayer nuclei, visible by increased contrast in the optical

microscope, were discarded. We performed heterostack assembly as early as possible after

crystal growth, since we found that storage for several weeks frequently prevented mono-

layer transfer with the method described below, potentially due to oxidization-induced

surface contamination [341].

We produced hBN layers on a silicon substrate covered by SiO2 by mechanical exfolia-

tion [23] with adhesive tape, resulting in flakes with spatial extents of up to 100µm and

thicknesses ranging from a few nm to several µm (see [339, 342, 343] for a detailed descrip-

tion of the exfoliation procedure). A typical exfoliation result is shown in Fig. 3.18c, with the

bottom flake of the device used for the experiments presented in Chapter 4 marked by the

white dashed rectangle. We selected flakes featuring constant thickness in areas of at least

30µm × 30µm to ensure large-area homogeneity. The bottom layer requires a thickness of

around 90 nm to place the MoSe2 monolayer close to an antinode of the intracavity field at

maximum light-matter coupling strength, calculated as the optical path length d =λ/(4n)

of an hBN layer with refractive index n = 2.12 [344] at a wavelength λ= 765nm. For the top

layer, a thickness in the range 20–50 nm was selected, which we found to enable successful

transfer after processing as described below. Optical contrast provided a rough estimate for

flake pre-selection based on the thickness, which was subsequently determined in atomic

force microscopy.
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Figure 3.20.: Device contamination. Cryogenic photoluminescence spectra of hBN-
encapsulated MoSe2 monolayers (pump wavelength 675 nm, see Section 3.4 for a description
of the experiment). The spectrum shown by the yellow line is obtained for a heterostack
in which the bottom hBN surface in contact with the TMD monolayer was not exposed to
any processing, except cleaning with acetone and isopropanol, featuring distinct exciton (X )
and trion (T ) resonances with near-Lorentzian line shapes. The gray line shows a spectrum
obtained for a device in which the bottom hBN layer was exposed to scanning electron mi-
croscopy (SEM) and oxygen plasma prior to heterostack assembly.

To locally remove the dielectric encapsulation of the TMD as illustrated in Fig. 3.18a,

we performed dry etching on the top hBN layer [345] prior to heterostack assembly. We

fabricated a pattern of air-holes with a diameter of 600 nm, grouped in pairs with varying

distance, as shown in optical and scanning electron microscopy (SEM) of a processed flake

in Fig. 3.19a and b, respectively. The pattern geometry is motivated by the experiments

presented in Chapter 4.

For patterning, a polymer mask with the desired geometry was created on the top hBN

layer using electron beam lithography. 4 % polymethyl methacrylate 950K dissolved in

anisole was used as resist, with typical electron beam doses and acceleration voltages of

500µC/cm2 and 20 kV, respectively. Air-holes were etched using inductively coupled plasma-

based reactive ion etching (Oxford PlasmaLab 100 ICP-RIE). We used a plasma of argon and

sulfur hexafluoride, which were injected at flowrates of 5 and 10 sccm, respectively, as the

chamber pressure was kept at 10 mTorr. Inductively coupled plasma and radio frequency

powers were 70 and 6 W, respectively. The achieved etch rate was 0.6 nm/s. After etching and

resist removal, the hBN flake was cleaned using oxygen plasma. From SEM images as shown

in Fig. 3.19b, we determined the side wall slope to typically deviate by 20° from vertical.

Hole diameter and standard error were 611.3 ± 0.9 nm, measured from SEM images for a

test sample featuring 19 holes. This result is very close to the nominal value of 600 nm used

in the mask design, indicating accuracy in the fabrication process.

By investigating test stacks of hBN-encapsulated TMD monolayers, we found that ex-

posing the top surface of the bottom hBN layer to SEM and oxygen plasma prior to device

assembly resulted in a drastic modification of the exciton resonance. Cryogenic confocal
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Figure 3.21.: Fabricated device. a, Optical micrograph of the device employed in the experi-
ments presented in Chapter 4. The scale bar is 25µm. b, Map of cryogenic confocal differential
reflectivity (DR), integrated in the spectral range 1.670 to 1.809 eV (see Section 3.4 for a de-
scription of the measurement). The triangular area is the MoSe2 monolayer crystal marked
by the dashed black triangle in a. c, Cryogenic DR (top panel) and PL (bottom panel, pump
wavelength 632 nm), obtained at the position marked by the white circle in b. X and T denote
exciton and trion resonances, respectively.

photoluminescence (PL) measurements, with data shown in Fig. 3.20, demonstrate that

in addition the exciton and trion resonances observed in a high-quality heterostack (yel-

low line in Fig. 3.20) a broad, redshifted shoulder emerges from the trion upon processing

of the bottom hBN-layer. A potential origin is hydrocarbon contamination of the surface,

which upon exposure to the electron beam results in the generation of defect radicals [346],

thereby modifying the exciton dielectric environment. The strongly broadened line shape

would render the devices unsuitable for the intended experiments. As a consequence, we

avoided exposing the bottom layer surfaces to any processing steps or solvents, except for

acetone and isopropanol used to remove exfoliation tape residues. We also refrained from

performing SEM-imaging on the processed top layer of the final device.

For heterostack assembly, we employed the hot pick-up technique [347, 348], which relies

on the fact that the relatively weak van der Waals-forces between device components and

substrate can be overcome by adhesion to a suitably chosen polymer or other device com-

ponents, if heated to the correct temperature. Based on this effect, a thin layer of polymer

is used to subsequently pick up the individual components of the device, starting from the

top layer. The technique, along with the employed setups, is described in detail in [342, 343]

such that we only report the key parameters in the following.

We fabricated stamps based on spherical polydimethylsiloxane (PDMS) droplets, covered

with thin polymer films. For initial pick-up of the processed top hBN layer, we employed

the polycaprolactone (PCL) polymer [349, 350] to ensure sufficient adhesion, since transfer

attempts based on the widely used polycarbonate [351] were unsuccessful. After pick-up, the

top hBN layer was released onto the TMD monolayer crystal and PCL residues were removed
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using tetrahydrofuran. Subsequently, the stack was assembled and released on the DBR

mirror using the established method based on polycarbonate films. After release, devices

were annealed for 12 hours at 180 °C under high vacuum (chamber pressure < 1 × 10−7 mbar).

A microscope image of the final device is shown in Fig. 3.21a. Top and bottom hBN layers

exhibit thicknesses of 44 and 87 nm, respectively. The fabricated air-hole pattern in the

top hBN layer, visible by white dots, covers the triangular MoSe2 monolayer. In Fig. 3.21b,

we show a map of integrated cryogenic confocal differential reflectivity, measured in the

monolayer area. This measurement reveals additional line and point defects in the device

due to increased sensitivity of the measurement method to photonic scattering and ab-

sorption loss. Overall, the device exhibits large homogeneous TMD areas, which is desired

for polariton-based experiments. Representative differential reflectivity and PL spectra are

shown in Fig. 3.21c. The presence of a trion resonance is most likely the result of a small de-

gree of native doping. FWHM exciton linewidths of around 3 meV in PL are close to reported

near-homogeneous linewidths of 1.1 [108] and 2 meV [352], indicating satisfactory device

quality at small inhomogeneous broadening.
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Microcavity-coupling of excitons in a
two-dimensional semiconductor 4
In this chapter, we demonstrate control over cavity-coupled excitons in a monolayer semi-

conductor, achieved by engineering the dielectric environment. Exciton-polaritons, coher-

ently hybridized states of excitons and photons, manifest in our system, which is operated

at cryogenic temperatures and in the regime of strong light-matter coupling. Modulating

the exciton energy by nanopatterning the semiconductor encapsulation layer, we realize

mesoscopic domains of excitons with distinct properties defined by their dielectric environ-

ment. Upon cavity-coupling, the local modulation of the exciton energy results in polariton

energy shifts, which we control in magnitude via the cavity-exciton detuning. We further

demonstrate operation of our system in the regime of dispersive cavity-coupling, where

an effective hopping is mediated between different mesoscopic exciton domains weakly

dressed by the same cavity mode. Our results represent a step towards polaritonic lattices

and quantum simulators based on dielectrically tailored two-dimensional semiconductors.

Device fabrication and confocal cryogenic spectroscopy were performed as described

in Section 3.5 and Section 3.4 with contributions by Farsane Tabataba-Vakili and Lukas

Krelle. Johannes Scherzer contributed to the implementation of the cavity setup, discussed

in Section 3.3.

THIS CHAPTER IS BASED ON THE PUBLICATION [P1]:

Husel, L., Tabataba-Vakili, F., Scherzer, J., Krelle, L., Bilgin, I., Vadia, S., Watanabe, K., Taniguchi,

T., Carusotto, I., and Högele, A.: “Cavity-mediated exciton hopping in a dielectrically engi-

neered polariton system.”

arXiv.org, 2506.05561 (2025)

Parts of this publication are reproduced verbatim in the following, the figures from the

manuscript have been adapted and extended.
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4. MICROCAVITY-COUPLING OF EXCITONS IN A TWO-DIMENSIONAL SEMICONDUCTOR

4.1. Introduction: Dielectric control of exciton-polaritons in two-
dimensional semiconductors

Coherently hybridized states of cavity photons and semiconductor excitons, commonly

referred to as exciton-polaritons, underpin phenomena of non-equilibrium quantum many-

body physics [13], nonlinear optics [42] and quantum simulations [160] in conventional

quantum well microcavity structures. In two-dimensional semiconductors and related van

der Waals heterostructures as introduced in Section 2.1, large exciton binding energies

and oscillator strengths enable robust polariton formation and condensation at elevated

temperatures [77, 196] with unique features provided by spin-valley locking [193, 353], novel

quasiparticles with enhanced nonlinearities upon doping [66], or moiré exciton-polaritons

in heterostructures [P3, 206]. These properties establish semiconductor monolayers and

heterostructures as prime candidates for studies of strong light-matter coupling in the solid-

state.

Control over the polariton degrees of freedom via the excitonic fraction is the key to re-

cent developments in device design [67] and has enabled demonstrations of topological

insulators [210] or Kardar-Parisi-Zhang universality [211] in conventional semiconductor

quantum wells. Within this framework, excitons in monolayer TMDs with high sensitivity to

their dielectric environment provide means of additional engineering, taking advantage of

sizable changes in the bandgap and binding energy induced by proximal dielectrics [68, 69,

115]. As such, local disorder in TMD devices facilitates trapping of polaritons with enhanced

coherence [196, 354]. Complementary approaches have demonstrated polariton trapping

by additional monolayers [355, 356], laser-induced disorder [357] and local strain [358]. De-

spite this progress, deterministic, scalable and tunable control over local exciton-polariton

interactions and energies, a prerequisite for potential formation, remains challenging.

In this chapter, we demonstrate local control of the exciton-polariton energy via envi-

ronmental dielectric engineering, and show how the spatially confined cavity mode can be

used to mediate coupling between highly exciton-like polaritons. To define local exciton

sites, we use a nanopatterned encapsulation layer of hBN, which consolidates disk-shaped

exciton domains with energies distinct from excitons in the surrounding monolayer regions

with unpatterned hBN. Strong coupling of one or multiple exciton domains to the optical

mode of a fiber-based microcavity results in distinct polariton states, with properties deter-

mined by both the locally defined dielectric environment and the actively controlled spectral

cavity-coupling. Moreover, we demonstrate the regime of dispersive cavity-coupling [71]

to mediate an effective hopping between distant domains of excitons weakly dressed by

cavity photons as a premise to quantum simulation architectures already established for

superconducting qubits [359], ultracold atoms [360], solid-state quantum emitters [72] and

optomechanical systems [361].
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4.2. Experimental concept and implementation
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Figure 4.1.: Dielectric engineering of polariton domains. a, Schematics of a MoSe2 monolayer
encapsulated by planar bottom and patterned top hBN layers with spatially distinct regions
of exciton-polaritons formed by strong coupling to the mode of an open cavity. b, Left panel:
optical micrograph of the van der Waals heterostructure, with pairs of holes in the top hBN
layer P1, P2 and P3 visible as yellow circles of nominally identical left (L) and right (R) disks
with variable separation, surrounded by fully encapsulated monolayer. The scale bar is 2 µm.
Right panel: The red dashed circle shows the waist diameter of the cavity mode on the scale
of the diameters and distances of disk-shaped domains surrounded by regions of monolayer
excitons (X ) in unpatterned hBN. c, Schematic of the cryogenic fiber-based open microcavity,
with piezoelectrically actuated lateral translation in the x − y plane and cavity length (LC)
tuning along z. d, Cavity transmission as a function of the cavity length tuned via the z-
piezo voltage, recorded away from structured hBN for the exciton energy EX indicated by the
horizontal solid line. e, Same but with the cavity mode positioned near the center of a single
exciton disk of etched pair P2 as illustrated in the inset. The solid horizontal lines indicate the
energy of monolayer and disk-localized excitons EX and EL, respectively.

Our approach, illustrated schematically in Fig. 4.1a, is based on a van der Waals het-

erostack with a monolayer of molybdenum diselenide (MoSe2) encapsulated by a planar

bottom hBN layer and a patterned top hBN layer with through-holes defined by reactive-ion

etching (see Section 3.5 for details). The resulting modification of the dielectric environment

on the scale of a few hundred nanometers affects both the monolayer bandgap and the
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exciton binding energy [68, 112, 115], yielding a spatially modified exciton resonance energy

which in turn determines local properties of exciton-polaritons upon strong coupling to an

optical microcavity with photonic modes confined in all spatial directions. The left panel

in Fig. 4.1b shows an optical micrograph of the corresponding sample, with two holes in

the top hBN layer of same diameter and variable distance as pairs of yellow circles. The

right panel illustrates schematically the resulting exciton landscape: left (L) and right (R)

disk-shaped exciton domains at each etch site are surrounded by monolayer excitons (X )

in the unpatterned area. Due to fabrication imperfections such as interfacial bubbles and

unintentional strain, the exciton energies EL and ER differ between the two nominally iden-

tical domains, and both differ from the surrounding exciton energy EX by virtue of different

dielectric environments.

In the following, we focus on three etch-site pairs P1, P2 and P3 in Fig. 4.1b with 2.0, 1.4

and 1.1 µm distances between the centers of the left and right holes with identical diameters

of 0.6 µm. The finite extent of the fundamental Gaussian cavity mode with a waist of ∼ 1 µm

(shown by the red dashed circle in the schematics of Fig. 4.1b) and the tunability of the

open cavity along all three spatial degrees of freedom (as indicated in Fig. 4.1c) allows

us to study different limits of polaritons in strong light-matter coupling. First, by placing

the cavity mode over the left site of the pair P1 or P2 that is sufficiently distant from its

right counterpart, we study the local formation of polaritons in the left disk as well as their

coupling to the surrounding exciton-polariton continuum (top panel of the schematics in

Fig. 4.1b). In the second setting (central panel in Fig. 4.1b), the cavity mode creates and

samples both left and right polariton disks, yet at a distance too large for intersite coupling.

The third configuration (bottom panel in Fig. 4.1b), finally, is used to demonstrate effective

cavity-mediated coupling between the left and right sites of polariton pairs.

Coupling between TMD excitons and our tunable cryogenic fiber-based microcavity sys-

tem, operated at a base temperature of 4.3 K, is achieved according to the experimental

schematics in Fig. 4.1c. The setup, described in detail in Section 3.3 and [328], was operated

in a closed-cycle cryostat, with the cavity mounted on a passive vibration isolation system

to suppress changes in cavity length induced by mechanical vibrations of the cryostat cold

plate. The nanopatterned heterostack is placed on a macroscopic planar mirror, whose verti-

cal separation LC from the microscopic mirror of the micromachined fiber facet is controlled

by piezoelectric actuators, which also allow for lateral displacement of the sample with re-

spect to the cavity mode. The thickness of the bottom hBN used to encapsulate the MoSe2

monolayer grown by chemical vapor deposition was 87 nm, placing the TMD monolayer

close to an antinode of the intracavity field.

A Gaussian-shaped indentation with radius of curvature of ∼ 14 µm on the fiber tip served

as concave cavity mirror. Fiber and planar mirror had identical dielectric coatings, forming

highly reflective distributed Bragg reflectors. The cavity transmission was measured with a

white-light source in a spectral bandwidth of 10 nm. The cavity mode transmitted through
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the planar mirror was collimated using an aspheric lens, before being coupled into a single

mode fiber, dispersed in a grating spectrometer and detected with a CCD camera. Coupling

of the fundamental Gaussian mode into the single mode fiber was maximized. The cavity

also featured higher order Hermite-Gaussian modes [P5], whose influence on the trans-

mission measurements is discussed in Section 4.3. The cavity was operated at longitudinal

mode order q = 6 as the lowest accessible without physical contact between the fiber and

the planar mirror. Typical integration times for transmission measurements were chosen be-

tween one and two seconds in order to average over multiple cryostat compressor cycles. As

a result, the measured cavity transmission profiles are broadened by mechanical vibrations.

With the cavity mode positioned away from the monolayer, we determined a full-width at

half-maximum cavity linewidth κ= 1.52 meV from the fit of a Voigt profile, with Lorentzian

and Gaussian contributions of 1.15 and 0.70 meV stemming from broadening by mirror loss

and mechanical vibrations, respectively.

We calibrate the coupling strength between the exciton domains and our tunable micro-

cavity by changing the spectral resonance condition between the exciton and cavity energy,

EX and EC, via the cavity length. The result is a clear signature of strong coupling in the cavity

transmission of Fig. 4.1d on a region away from structured hBN. The avoided crossing is a

hallmark of polariton formation, with light-matter coupling strength gX = 9.6 meV at longitu-

dinal cavity mode order q = 6 as determined from the dissipative model analysis described

in Section 4.3. This coupling strength is characteristic for cavity-coupling of monolayer

excitons [328, 362], and places the system together with polariton linewidths of ∼ 2.5 meV

and the cavity linewidth κ≃ 1.5 meV in the regime of strong light-matter coupling [158].

We observe a strong modification of the characteristic exciton-polariton splitting as we

position the cavity over the left hole-etched site of P2, with cavity transmission shown in

Fig. 4.1e. As a function of the cavity length detuning, we observe an additional polariton

branch related to the disk-localized exciton fraction with energy EL, redshifted from EX by

10 meV due to effectively reduced screening below the hole in hBN [68–70, 115]. As the

area of the local exciton domain is smaller than the cavity spot, the corresponding light-

matter coupling strength is reduced to gL = 2.65±0.04 meV as compared to the coupling

of spatially unconfined monolayer excitons in regions with both-sided hBN encapsulation

(see Section 4.3 for details on the measurement of gL). This scaling of the light-matter

coupling with the spatial extent of exciton-confining domains with redshifted transition

energy indicates the formation of local polariton disks.

4.3. Analysis of cavity transmission spectra

To gain a more detailed insight into the properties of dielectrically defined exciton and

polariton domains, we determine exciton resonance energies and light-matter coupling
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Figure 4.2.: Analysis of cavity transmission spectra. a, Cavity transmission as function of cavity
length, tuned via piezoelectric actuator voltage. The cavity mode is positioned on a TMD area
fully encapsulated by hBN, coupling to X excitons as defined in Fig. 4.1b. b, Experimental
transmission spectrum obtained for the voltage marked by the vertical dashed line in a (green
dots), along with a fit of the model of Eq. 4.2 for a single cavity-coupled exciton resonance. c,
Cavity length sweep with the cavity positioned at the etch site pair P2, resulting in additional
cavity-coupled excitonic resonances originating from the etch site domains. d, Same as b, but
with a model fit for three cavity-coupled exciton resonances of different energies and coupling
strengths. All data in the figure are normalized to the maximum transmission measured in the
respective cavity length sweep.

strengths from cavity-based measurements via a dissipative model for the cavity transmis-

sion. The starting point is the time-independent Hamiltonian of the system as introduced in

Section 2.4, which describes excitons of different energies Ei localized to non-overlapping

areas of the device labeled i as individual quantum wells coupled to a single cavity mode,

each with a light-matter coupling strength gi ,

H = ECa†a +∑
i

Ei b†
i bi +ħgi (b†

i a +a†bi ). (4.1)

In this expression, bi is the bosonic annihilation operator of excitons in area i , while a is

the bosonic annihilation operator for cavity photons at energy EC. Combining Eq. (4.1) with

the dissipative input-output formalism of Refs. [72, 363], we find the cavity transmission at

energy E

T (E) = ηκm

∣∣∣∣∣i(EC −E)+ħκ/2+∑
i

(ħgi )2

i(Ei −E)+ħΓi /2

∣∣∣∣∣
−2

, (4.2)
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in which κ and Γi are the cavity and exciton FWHM linewidths, respectively and η is a

proportionality constant. κm = κm,inκm,out is the product of decay rates through the in- and

outcoupling mirror, κm,in and κm,out, respectively.

In the experiment, we measure cavity transmission as a function of cavity length as de-

scribed above and in Section 3.3, with a typical result shown in Fig. 4.2a for the cavity mode

positioned on the fully encapsulated TMD area. All spectra are background-corrected for a

constant CCD offset and normalized with respect to the maximum measured transmission

for a given length sweep. From transmission measurements of the empty cavity (covering

only two hBN layers), we found that κ varied by about 20% in the investigated spectral

range, a result of wavelength-dependent mirror reflectivity. To account for this effect, we

normalized the measured transmission spectra Tmeas(E ) by the values κm,meas(E ) measured

for the empty cavity, which we found to improve the results of the fit procedure described in

the following. We note that while the cavity linewidth in experimental spectra is broadened

by residual cryostat vibrations, the light-matter coupling dynamics are dominated by the

Lorentzian contribution κ to the cavity linewidth as the frequency of the mechanical vibra-

tions was orders of magnitude slower than the energy exchange rate between the cavity and

excitons. Vibration broadening is therefore negligible when extracting exciton energies and

light-matter coupling strengths from the model of Eq. (4.2).

To determine Ei and gi , we fit Eq. (4.2) to normalized transmission spectra at different

cavity lengths. Data and a representative fit result are shown in Fig. 4.2b by green dots and

the black line, respectively. The fit yields good agreement between model and data, also in

the case of multiple exciton domains coupled to the cavity, for which representative data

and fit results are shown in Fig. 4.2c and d, respectively.

For each excitonic resonance i (identified by the presence of corresponding polariton

branches), we compute mean values Ēi , ḡi and standard error δEi , δgi from fit results for Ei

and gi obtained at different cavity lengths. Ēi ±δEi and ḡi ±δgi constitute our measurement

results and uncertainty. To obtain good fit quality, we ensured that the fit results obtained

for individual cavity lengths complied with three criteria: First, the fit results for the cavity

energy should be a linear function of cavity length. Fits for which the obtained cavity energy

deviated strongly from this linear dependence were discarded in the analysis. Second, only

fits in which the cavity energy was in or near resonance with the exciton energy were used, a

condition which we found to minimize the errors in the fit parameters of interest. Third, fits

whose cost functions deviated largely from those obtained for similar cavity lengths were

discarded. In the fits, all parameters in Eq. (4.2) were kept free, except for exciton energies

associated with polariton branches subject to strong incoherent broadening, relevant only

to a small number of spectra investigated. Fit results for different cavity lengths were used

to compute Ēi ±δEi and ḡi ±δgi , with the precise number of spectra available for analysis

determined by the signal to noise ratio in the respective polariton branches.

Due to an ellipticity in the fiber mirror profile, the cavity exhibits non-degenerate higher
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Figure 4.3.: Higher transverse order cavity modes. a, Measured cavity transmission for a sweep
of the cavity length. The position of the cavity mode with respect to the exciton domain pair P2

is illustrated in the inset. Excitons in the left domain and the encapsulated monolayer couple
to the cavity, resulting in three polariton branches. b, Plot of theoretical cavity transmission
(Eq. 4.2), with parameters obtained from a fit to the data in in a. c, Same as in a, with a different
cavity mode position as illustrated in the inset. Higher transverse order cavity modes con-
tribute additional cavity resonances to the spectra. d, Plot of theoretical cavity transmission,
with the model of Eq. 4.2 extended to the case of three cavity modes coupling to the excitonic
resonances. The model parameters were adjusted to yield agreement with the data in c.

order Hermite-Gaussian modes [322] as introduced in Section 3.1, which contribute to the

measured transmission spectra. We found this contribution to depend on the position of

the cavity mode relative to the etch sites, a finding we illustrate in Fig. 4.3. If the center of the

cavity mode was placed near the bottom of the etch site center (coordinate system defined

in the inset of Fig. 4.3a), the transmission spectra were typically dominated by a single cavity

resonance associated with the fundamental Gaussian cavity mode, as illustrated by the data

shown in Fig. 4.3a. Results of the theoretical model of Eq. (4.2), plotted in Fig. 4.3b, yield

excellent agreement with the data.

If the cavity mode was moved close to the etch site center, with representative data shown

in Fig. 4.3c, higher order modes contributed cavity resonances to the measured spectra,

blueshifted with respect to the fundamental mode. To support this assignment, we extend

the model of Eq. (4.2) to describe exciton-coupling to three different cavity modes. The result

is shown in Fig. 4.3d and agrees well with the measurement result.

The contribution of the higher order modes to the measured spectra persisted as the

cavity mode was moved towards the top of the etch site center. This asymmetry, which was
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also observed for the etch site pairs P1 and P3, is likely a result of asymmetric transversal

mode profiles caused by a tilted cavity fiber. For several positions close to the etch site

centers, the higher order modes were resonant with the middle polariton branches, adding

uncertainty to the fit procedure described above. To determine exciton coupling strengths

and resonance energies, we therefore restricted our measurements to cavity mode positions

with negligible higher order mode contributions.

4.4. Mesoscopic domains of excitons and polaritons

We investigate the properties of dielectrically engineered exciton domains by performing

spatially resolved measurements of exciton energy and light-matter coupling strength, en-

abled by the tunability of our open cavity system. The top panel in Fig. 4.4a shows a raster-

scan map of cavity transmission for the etch site pair P2, obtained at a fixed cavity energy

spectrally detuned from any exciton resonance. At this energy, the etch site induces mainly

photonic scattering loss to the cavity mode, resulting in the observed decrease in cavity

transmission.

Positioning the cavity mode along the dashed line in the transmission map of Fig. 4.4a,

we recorded cavity transmission spectra similar to the ones shown in Fig. 4.2a and c for

varying cavity-exciton detuning. Using the analysis procedure described in Section 4.3,

we determined resonance energy Ei and light-matter coupling strength gi of all exciton

resonances i which contributed polariton branches to the transmission spectra. The results

for Ei and gi are shown in the middle and bottom panels of Fig. 4.4a, respectively. Results for

E and g at each position were labeled according to the corresponding exciton resonances

X , L and R.

As the cavity is placed at the left side of the etch site (x = 0 µm, left side in Fig. 4.4a),

only X -excitons in the TMD area fully encapsulated with hBN couple to the cavity with

light-matter coupling strength gX = 9.7 meV. Their resonance energy experiences a blueshift

as the cavity mode is moved towards the etch site centers, which likely originates from local

strain [364] induced during fabrication.

As expected, we find two exciton domains defined by the through-holes in the hBN en-

capsulation layer, giving rise to resonances L and R with maximum values of light-matter

coupling strength at the respective etch site centers. The maximum coupling strength gL/R

for these domains is expected to scale as gL/R ∝ p
ηA [65, 365] with ηA the overlap be-

tween exciton domain and cavity mode. Using the domain area AS and the 1/e2 area of the

transverse cavity field AC, we estimate max(gL)
p

AS/AC = 2.91 meV, close to the maximum

measured value gL = 2.65±0.04 meV in Fig. 4.4b. The difference in energy and coupling

strengths between the L and R domains reflect typical inhomogeneities in TMD-based van

der Waals heterostructures. Repeating measurements and analysis for the etch site pair P3,
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Figure 4.4.: Cavity-coupled mesoscopic exciton domains. a, Top panel: Cavity transmission
map at fixed cavity energy (EC = 1.612 eV) of the etch site pair P2. Axes of the coordinate
system are the same as in Fig. 4.1b. Middle panel: Exciton resonance energies along the white
dashed line in the top panel, identified from cavity length sweeps and originating from X , L
and R domains as defined in Fig. 4.1b. Bottom panel: Exciton light-matter coupling strengths
g for the resonances identified in the middle panel. At positions where polariton branches
associated with the individual resonances were absent in the transmission spectra, no data
points are shown for the energies, and the values of g have been set to zero. b, Same as a but
for the etch site pair P3. The cavity transmission map was obtained at EC = 1.666 eV.

with data shown in Fig. 4.4c, yields similar results as for P2. Again, we find different excitonic

domains L and R defined by the air-holes, whose coupling strength maxima are observed at

smaller distance than for P2 due to the reduced etch site distance.

Our observation of redshifted exciton resonances at reduced dielectric screening is in

agreement with recent results on dielectrically screened TMD excitons [70, 112]. Notably, it

contrasts the case of graphene-encapsulated TMD monolayers [68], for which the exciton

energy is known to blueshift at reduced dielectric screening, an effect which has been

linked to the difference in dielectric response of graphene and hBN [112]. For the sake

of completeness, we note that at several etch sites, we observed spectrally broad exciton

resonances, near-resonant or blueshifted compared to the energy X excitons, which coupled

weakly to the cavity and are irrelevant to the measurements presented in the following. A

possible origin for this complex exciton energy landscape is inhomogeneous strain in the

device.
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Figure 4.5.: Exciton domains in confocal photoluminescence spectroscopy. a, Raster-scan map
of etch site pair P2 in cryogenic confocal PL, integrated in the spectral range 1.61 to 1.72 eV.
The inset shows a microscope image of the investigated device area. b, Spectrally resolved
PL-line cut along the dashed line in a. The white dots are energetic positions of a redshifted
shoulder, obtained from the fit of double Gaussian profiles to the PL spectra at each position.
c, d, Same as a and b, respectively, but for the etch site pair P3.

The exciton resonance energies obtained from measurements of cavity transmission are

consistent with the results of confocal cryogenic photoluminescence (PL) spectroscopy, per-

formed with the device mounted in backscattering geometry inside a closed-cycle cryostat

held at 4.3 K (see Section 3.4 for details). A raster-scan map of integrated PL for the etch

site area P2 is shown in Fig. 4.5a, obtained for a CW pump laser wavelength of 675 nm and

with a spatial resolution in the transverse direction of approx. 1 µm. In Fig. 4.5b, we plot

a spectrally resolved PL line cut across the etch site pair, measured along the dashed line

in Fig. 4.5a, at similar positions to the cavity-based measurements of exciton energy and

light-matter coupling strength shown in Fig. 4.4a. The PL spectra are dominated by the

resonance of X excitons in the encapsulated monolayer region at maximum intensity, which

exhibits a pronounced blueshift at the etch site position, consistent with data obtained from

cavity transmission spectroscopy shown in Fig. 4.4a and likely a result of strain as explained

above. Excitons localized to the through-hole domains give rise to a redshifted shoulder,

with energetic positions indicated by white dots. While inhomogeneous broadening at the

investigated positions prevents a precise extraction of exciton energies from PL data, the

spectral shoulder arising as a consequence of dielectric domain engineering is in qualitative

agreement with resonance energies obtained from cavity-based measurements shown in

Fig. 4.4. Similar results are obtained for the etch site area P3, as shown in Fig. 4.5c and d,

with the line cut in Fig. 4.5c performed at a position similar to the one in Fig. 4.4b.
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4.5. Local modulation of polariton energies

Cavity-coupling of dielectrically defined exciton domains results in local shifts of the po-

lariton energy, which we map out by spatial and spectral cavity tuning with data shown in

Fig. 4.6. Displacing the cavity laterally at a constant cavity length with cavity energy 1.647 eV

across one domain of the pair P1, the cavity transmission in Fig. 4.6a maps out the evolution

of the upper and lower polariton energies, with an energetic minimum of the lower polari-

ton at the center of the etch site. We emphasize that this redshift of ∼ 2 meV is expected to

directly translate to an attractive polariton potential well for the disk-confined lower polari-

tons, if our device is coupled to a two-dimensional cavity [366]. The Gaussian cavity mode

of our fiber cavity prevents the formation of localized polariton states at the etch site. The

superimposed near-linear blueshift, also evidenced in the upper polariton branch, stems

from the unintentional spatial inhomogeneity of the exciton energy EX around this site.

The effect of the nanostructured dielectric environment on the polariton energy is even

more pronounced for the pair P2 with transmission data in Fig. 4.6b. Upon spatial displace-

ment across the left and right disk of the pair for a constant cavity energy of 1.661 eV, we

observe in the left panel of Fig. 4.6b two local energy minima for both the upper and lower

polariton branches, each one originating from excitons localized to a single etch site. The

difference in energy at the left and right disk is related to the aforementioned unintentional

disk imperfections. Surprisingly, for a reduced cavity energy of 1.640 eV, the energy shift

of the upper polariton at the etch sites changes its sign, as evidenced in the right panel of

Fig. 4.6b. The dependence of the upper and lower polariton energies on the cavity energy is

illustrated for five discrete values in Fig. 4.6c.

To systematically investigate the local polariton energy shifts induced by our nanofabrica-

tion technique, we normalized the cavity transmission spectra in Fig. 4.6 at each position

to the maximum transmission of the lower polariton branch. The polariton energies were

determined as the energies of maximum cavity transmission of lower and upper polariton

branch for each position. Polariton energies were fit with the double Gaussian profile

E(x) = c −aL exp(−(x −xL)2/s2
L)−aR exp(−(x −xR)2/s2

R), (4.3)

where the fit results for aL and aR are the energy shifts at the left and right etch site, respec-

tively. For the single etch site in Fig. 4.6a, we modified Eq. (4.3) to describe a single Gaussian

well with the offset c a linear function of position. The cavity energy EC was determined

from a fit of the dissipative model of Eq. (4.2) at a position away from any etch site (e.g.

x = 0 µm). The result of this analysis is the dependence of polariton energy shift on cavity

energy shown in Fig. 4.6d and e, in agreement with polariton energies shown in Fig. 4.6c.

The dependence of the upper polariton energy shift on the cavity resonance condition,

and its surprising sign reversal, can be understood by noting that the dominant exciton

contribution to the upper polariton branch arises from X excitons in the encapsulated
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Figure 4.6.: Dielectrically engineered polariton disks with cavity-controlled energy shifts. a, Cavity
transmission for a fixed cavity energy of 1.647 eV and lateral cavity translation across the right
exciton domain of pair P1, as illustrated in the inset. The white solid lines show best fits of
polynomial and Gaussian profiles to maximum transmission of the upper and lower polariton
branches, respectively. b, Same but for the domain pair P2, recorded at cavity energies of
1.661 and 1.640 eV in the left and right panel, respectively. The spectra at each position were
normalized to the maximum transmission of the lower polariton branch and rescaled for
the upper polariton branch by a factor of 0.8, 0.1 and 2.1 as indicated in the respective sub-
panels. c, Energy profiles of the lower and upper polaritons (corresponding to the transmission
maxima in b) as a function of the lateral cavity displacement for five cavity energies indicated
by the color-bar. The solid lines show best fits of two Gaussians for both the upper and lower
polariton energy profiles at different cavity energies. d, e, Local energy shift of upper and
lower polariton as a function of the cavity energy for the right polariton disk of P2 at position
x ≈ 3µm.

monolayer. Local removal of the encapsulation modifies relevant exciton properties, giving

rise to two competing effects on polariton formation. On the one hand, the light-matter

coupling strength of this exciton transition is expected to be reduced at the etch site position

due to reduced overlap between cavity mode and X area, resulting in a local decrease in

Rabi splitting and hence polariton energy. On the other hand, the pronounced blueshift of

the X resonance observed at the etch site in Figs. 4.4 and 4.5 as a result of unintentional

strain directly translates to a local increase in polariton energy. The interplay of both effects

leads to the observed dependence in Fig. 4.6d. The difference in the energy shift between

the left and right domain in Fig. 4.6b therefore reflects differences in the effective dielectric
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Figure 4.7.: Model for local polariton energy modulation. a, b, Exciton energy and light-matter
coupling strength, respectively, used to model the polariton energies for the right exciton
domain of P2 illustrated in the inset. X and R excitons stem from the encapsulated monolayer
and right etch site domain, respectively. c, d, Upper and lower polariton energy shift, respec-
tively, for the exciton domain R of P2 as obtained from experiment (left panel) and model
calculations (right panel).

environment and strain between nominally identical upper polariton disks.

To develop a more quantitative understanding for the polariton states in our system, we

compute energy shifts for the right etch site of P2 as shown schematically in the inset of

Fig. 4.7a. Energy and light-matter coupling strength of the relevant exciton resonances are

shown in Fig. 4.7a and b, respectively. Their spatial dependence, based on the data shown in

Fig. 4.4a, is approximated by Gaussian profiles with the etch site center positioned at x = 0

for illustration purposes. The maximum local blueshift in X exciton energy, ∆EX = 3 meV,

is close to the one obtained from the data in Fig. 4.4a. The value of local reduction in

light-matter coupling strength, ∆g = 2 meV, is expected from a computation of the mode

overlap ηA between cavity mode and etch site area, accounting for the Gaussian cavity

mode profile (see the discussion in Section 4.4 for details). While such a reduction is not

observed in Fig. 4.4a, the use of this value for ∆g in the calculation is justified: in contrast to

the measurements presented in Fig. 4.4a, all measurements of polariton energy shifts were

carried out near the etch site centers, where the maximum value ∆g = 2 meV is expected.

From the exciton energies and light-matter coupling strengths shown in Fig. 4.7a and b,

we calculate the upper polariton energy EUP(x) as a function of cavity energy from the

eigenstates of Eq. (4.1), with two cavity-coupled exciton resonances X and R. The energy

shift induced by the etch site domain is given by EUP(x = ∞)−EUP(x = 0). The result of

this calculation, shown in the right panel of Fig. 4.7c, is in reasonable agreement with the
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Figure 4.8.: Dielectrically engineered polariton disks for P3. a, Cavity transmission for lateral
cavity translation across the exciton domain pair P3, obtained in similar fashion to the data
shown in Fig. 4.6a and b. The white solid lines show best fits of double Gaussian profiles to
maximum transmission of the upper and lower polariton branches, respectively. b, Energy
profiles of the lower and upper polaritons as a function of the lateral cavity displacement for
different cavity energies as indicated by the color-bar, along with best fits of two Gaussians
(solid lines). c, d, Local upper and lower polariton energy shift as a function of the cavity
energy for the polariton disks as labeled in b.

data obtained for P2, reproduced in the left panel. The deviation between data and model

prediction observed for EC < 1.63 eV could stem from a slightly reduced value of ∆EX at

the investigated cavity mode position. Adjusting the model parameters in our analysis

reveals that sign and magnitude of the upper polariton energy shift at a given cavity energy

sensitively depend on the exact values of ∆EX and ∆g . In the present device, the value

of ∆EX is determined by unintended strain and other inhomogeneities. Consistently, we

did not observe a cavity-controlled sign reversal of the upper polariton energy shift in all

investigated etch sites, with an example provided by the left exciton domain of pair P3 as

shown in Fig. 4.8b and c.

The dependence of the local lower polariton energy shift on the cavity energy is under-

stood by noting that for large cavity energy, the lowest polariton energy in the system is

dictated by the lowest-energy exciton. By virtue of dielectric engineering, the exciton energy

at the etch-site center is reduced from its monolayer value in fully hBN-encapsulated re-

gions. Thus, in the limit of large cavity energies, the local energy shift for the lower polariton
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corresponds to the energy difference imprinted by different dielectric environments. The

monotonous increase of lower polariton energy shift observed in the left panel of Fig. 4.6d is

in good agreement with the model results shown in the right panel of Fig. 4.7d, calculated for

the lower polariton branch with a similar approach as outlined above. As before, the differ-

ence in energy shift between the left and right domains in the pair P2 arises from differences

in the effective dielectric environment and strain between lower polariton disks. For the pair

P3, we also observe lower polariton redshifts in Fig. 4.8b and d, similar in magnitude to the

ones obtained for P2. This behavior is expected from the similarity in redshifted exciton do-

mains between the two pairs evident from Fig. 4.4. These observations manifest local control

over the polariton energy in our cavity system as one key result, which as explained above is

expected to directly translate to tunable polariton potential wells upon implementation of

our approach in a two-dimensional cavity.

4.6. Cavity-mediated exciton hopping

The second key feature of our system is the ability to establish site-to-surrounding and site-

to-site coupling in the dispersive cavity regime, mediating an effective long-range hopping.

From a theoretical perspective, this interaction follows from the time-independent Hamil-

tonian for multiple cavity-coupled exciton domains i with light-matter coupling strengths

gi , energies Ei and detunings ∆i = Ei −EC from the cavity energy EC. Expansion to second

order in gi /∆i via a Schrieffer-Wolff transformation [71, 359] yields:

H̃ ≃
(

EC −∑
i

g 2
i

∆i

)
a†a +∑

i

(
Ei +

g 2
i

∆i

)
b†

i bi +
∑

i

∑
j ̸=i

gi g j

2∆i

(
b†

i b j +b†
j bi

)
, (4.4)

with the respective bosonic annihilation operators for cavity photons and excitons, a and bi .

The result is a system described by multiple exciton resonances which are weakly dressed

by cavity photons. In addition, excitons associated with different resonances i and j are

coupled via an effective beam-splitter type coupling of strength Ji j = gi g j

(
∆−1

i +∆−1
j

)
/2,

mediated by dispersive exchange of cavity photons. We note that the resulting effective

coupling of strength Ji j has been studied for two or multiple individual fermionic two-level

systems coupled to the same cavity mode, such as superconducting qubits [359] and defects

in diamond [72], and more recently in bosonic quantized motional modes of levitated

nanoparticles [361]. These experiments contrast the case of bosonic excitons studied in our

work.

The effective coupling between disk-localized excitons and their surrounding monolayer

excitons is sizable when the cavity mode is positioned close to the edge of a single etch site.

This effect is shown conceptually in Fig. 4.9a: by imbalanced cavity dressing, the difference in

the respective energies of the bare excitons (left panel) can be tuned into resonance (central
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Figure 4.9.: Cavity-mediated long-range exciton hopping. a, Top: Schematic of excitons L and X ,
coupled via an effective cavity-mediated hopping of strength JXL. Bottom left: exciton energies
in the absence of a cavity mode. Bottom center: exciton energies tuned into resonance due to
weak cavity-dressing. Bottom right: System eigenstates as observed in experiment, split due
to the effective interaction JXL. b, Left panel: cavity transmission as a function of cavity length,
with the cavity mode positioned at the edge of a single domain L as illustrated in the inset.
Right panel: derivative of cavity transmission with respect to energy, computed for data in the
dashed rectangle in the left panel. The dashed lines are the eigenstates of the effective system
Hamiltonian, Eq. (4.4). c, JXL as a function of cavity mode position, which is moved away from
the etch site center. x = 0 µm corresponds to the mode position illustrated in the inset.

panel), where dispersive coupling induces an effective splitting given by 2JXL (right panel).

The corresponding experiment on the left disk in pair P2 shows in Fig. 4.9b the avoided

crossing due to dispersive cavity-dressing and coupling, with a maximum coupling strength

of 2JXL = 1.5 meV for optimal conditions.

In the dispersive cavity-coupling regime, the spectral resonances observed in transmis-

sion spectra correspond to the eigenstates of the system as given by the Hamiltonian of

Eq. (4.4), with the strict requirement for the approximation to hold being
∣∣g 2

i /∆i
∣∣2 ≪ 1 for

each excitonic species. In practice, we verified by numerical analysis that the deviation be-

tween the full cavity-coupling model of Eq. (4.1) and the dispersive model are dependent on

the precise values of coupling strengths and energies of the individual exciton resonances.

For the data shown in Fig. 4.9b, two exciton resonances differing in energy by approximately

3 meV and with values of gi differing by a factor of approximately 6 coupled to the cavity

at a detuning ∆X ≈ 15 meV. For these parameters, we found that deviations between full

model and dispersive approximation were well within the typical linewidths observed in

the experiments, underlining the validity of the approximation. We note that the regime of

dispersive cavity-coupling investigated here could only be accessed at selected positions

on the sample. For different positions, broadening and reduced transmission of the polari-

ton branches induced by disorder resulted in reduced signal-to-noise ratio, preventing the

extraction of the system’s eigenstates at satisfactory experimental confidence.

In Fig. 4.9b, two exciton resonances X and L are coupled via the cavity mode, a setting

for which we calculated the eigenstates of the system from the Hamiltonian Eq. (4.4) using
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Figure 4.10.: Effective inter-site and site-to-surrounding hopping. a, Interaction JLR between
excitons of left and right domain L and R , mediated by the cavity in addition to the respective
interactions JXL and JXR with the surrounding exciton reservoir X . b, Cavity transmission
spectrum (teal data) for a cavity energy of 1.659 eV and mode position as illustrated in the
inset with best fit (black solid line) according to the dissipative model analysis. The vertical
lines indicate the eigenenergies of the coupled system. c, Coupling strength JLR at cavity
energy 1.670 eV for the etch site pairs P2 and P3 (black and teal data, respectively, with error
bars of one standard deviation and Gaussian fits as solid lines) as the cavity is moved across
the etch site pair, as obtained from exciton light-matter coupling strengths and resonance
energies as shown in Fig. 4.4. x = 0 µm corresponds to the cavity mode centered between both
sites.

the following set of parameters: EX = 1.6436 eV, gX = 9.5 meV, EL = 1.6399 eV, gL = 1.6 meV.

These values are in agreement with the results obtained from fits of Eq. (4.2) to the trans-

mission spectra for different cavity lengths measured at the same cavity mode position:

EX = 1.64358±0.00002 eV, gX = 9.577±0.004 meV, EL = 1.63999±0.00003 eV, gL = 1.5±0.1 meV.

From the same fits, we obtained the cavity energy as a function of piezoelectric actuator volt-

age used in the theoretical computation. The resulting eigenenergies are shown by the black

dashed lines in the right panel of Fig. 4.9b, in agreement with experimental resonances.

Unavoidably, the coupling of strength JXL as obtained from cavity transmission spectra

vanishes as the cavity is moved away from the etch-site, as confirmed in Fig. 4.9c.

Finally, we demonstrate effective long-range coupling mediated by the cavity between

excitons of two distant sites, as shown conceptually in Fig. 4.10a: we use cavity-dressing

to tune the surrounding excitons X and the right disk R into resonance while leaving the

exciton energy in the left disk L mainly unaffected. With dispersive coupling, we obtain

hybrid eigenstates H1, H2 and H3 of the coupled system, with energies defined by effective

interactions JXL, JXR and JLR among all three constituents. The corresponding spectral sig-

nature is shown in Fig. 4.10b, for a maximal intersite coupling strength 2JLR of ∼ 0.1 meV for

the sites of pair P2. In the framework of dispersive cavity-coupling, these exciton resonance

energies differ from the bare eigenstates of the system as a direct result of the cavity-induced

interaction. Spatial cavity-imbalance results in the reduction of such coupling, as confirmed
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in Fig. 4.10c for P2, as well as for P3 with more closely spaced sites and thus a factor of ten

stronger coupling JLR ≃ 1 meV for a cavity energy of 1.670 eV.

4.7. Summary and outlook

To conclude, we have implemented a fabrication method for deterministic dielectric engi-

neering of mesoscopic exciton domains in a two-dimensional semiconductor, with reso-

nance energy redshifted by up to 10 meV from excitons in the surrounding semiconductor

area. Employing a fiber-based microcavity system, we demonstrated cavity control of exciton

domains and their effective long-range coupling. These results, obtained in the dispersive

cavity-coupling regime which has scarcely been explored in the domain of quantum well

polaritons, highlight a promising approach to quantum simulations in exciton-based lat-

tices and circuits. Upon strong hybridization between excitons and cavity photons, our

engineered exciton domains directly translate to polariton energy shifts, with magnitudes

on the order of several meV tunable via the energy of the cavity resonance.

We anticipate the locally controlled polariton energy shifts obtained in the Gaussian mode

of our cavity to directly translate to potential wells in a two-dimensional cavity geometry.

This could be implemented by combining the present device with a recently demonstrated

micro-mechanical assembly technique [366]. Our approach to dielectric engineering is

based on a scalable fabrication method, which we expect to readily allow for implementa-

tions of potential well arrays with flexible geometries, a premise for polariton-based quan-

tum simulation [210, 211]. As an initial demonstration of this concept, we recently employed

our technique in the controlled fabrication of gold nanodisks arranged to form a lattice, giv-

ing rise to collective plasmonic resonances which coherently coupled to TMD excitons [P4].

In the present device, unintended variations in the polariton energy landscape arise from

local disorder such as strain, which can be eliminated with more dedicated fabrication.

Alternatively, the energy variations associated with local strain could serve as a parameter

to tailor polariton potentials in addition to dielectric environmental engineering or active

gate control with nanostructured electrodes [37, 38]. Combined with cavity-coupling to

Rydberg excitons [205] or hybrid moiré excitons [109, 367] with enhanced nonlinearities,

our technique could serve as a building block for advanced polaritonic devices.
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Microcavity-coupling of fluorescent
carbon nanotube quantum defects 5
In this chapter, we report on cavity-coupling of fluorescent carbon nanotube quantum

defects with photon emission at room-temperature and telecom wavelengths. Operating

our system in the regime of incoherent good cavity-coupling, enabled by spectrally nar-

row linewidth of the fiber-based microcavity and large emitter dephasing, we demonstrate

telecom-band single photon emission, with cavity-enhancement of the emission spectral

density compared to spectral or temporal filtering. We find experimental signatures of two-

photon interference in Hong-Ou-Mandel type experiments performed in an imbalanced

Mach-Zehnder interferometer, which result from spectral purification upon coupling to

the cavity at narrow spectral bandwidth. In our system, the photon indistinguishability as

quantified by the two-photon interference visibility is increased by more than two orders

of magnitude compared to the expected free-space limit. A model for time-dependent cou-

pling between cavity and quantum defect, accounting for the presence of optically dark

exciton states, yields qualitative agreement with the experimental observations. The results

highlight a promising strategy to attain optimized non-classical light sources.

The experiments presented in this chapter were performed in close collaboration with

Julian Trapp, who also reports on some of the results in his Master’s thesis [323]. Johannes

Scherzer contributed to the operation of the cavity setup. The synthesis of aryl-functionalized

carbon nanotubes was performed in the group of YuHuang Wang at the university of Mary-

land.

THIS CHAPTER IS BASED ON THE PUBLICATION [P2]:

Husel, L.*, Trapp, J.*, Scherzer, J., Wu, X., Wang, P., Fortner, J., Nutz, M., Hümmer, T., Polovnikov,

B., Förg, M., Hunger, D., Wang, Y., and Högele, A.: “Cavity-enhanced photon indistinguisha-

bility at room temperature and telecom wavelengths.”; *equal contribution

Nature Communications 15, 3989 (2024)

Parts of this publication are reproduced verbatim in the following, the figures from the

publication have been adapted and extended.
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5. MICROCAVITY-COUPLING OF FLUORESCENT CARBON NANOTUBE QUANTUM DEFECTS

5.1. Introduction: Indistinguishable single photons in the regime
of incoherent good cavity-coupling

The capability of two indistinguishable single photons to interfere on a balanced beam

splitter and exit jointly on either one of its output ports is a premise to quantum pho-

tonic applications [257] such as quantum teleportation [368], quantum computation [10]

or quantum optical metrology [369]. Solid-state based sources of indistinguishable single

photons have witnessed tremendous progress in the past decades [243], and among them

semiconductor quantum dots stand out as they enable the generation of pure and indistin-

guishable single photons [370, 371] when coupled to optical microcavities [281, 311, 312].

However, their operation is so far restricted to cryogenic temperatures and wavelengths in

the near-infrared. These limitations motivate alternative platforms operating at ambient

conditions and telecom wavelengths to facilitate long-distance quantum communication

in optical fibers at reduced loss. Various quantum emitters have proven capable of emitting

pure telecom-band single photons at room-temperature, including color centers in silicon

carbide [229] and gallium nitride [372]. Recently, the realm of such emitters has been ex-

panded by luminescent nanotube defects (NTDs) in sp3-functionalized single-wall carbon

nanotubes [31], described in detail in Section 2.2. Unlike other emitters, NTDs allow for

precise control over the emission wavelength via covalent side-wall chemistry [73, 143, 373].

Moreover, carbon nanotubes are straightforward to integrate with gated structures [374],

microcavities [62–64, 276, 375] or plasmonic cavities [147]. These properties, combined with

high single photon purity [73, 147], render NTDs excellent candidates for the development

of sources of quantum light.

As common to solid-state quantum emitters, NTDs are subject to strong dephasing at

room-temperature. As a result, the coherence time T2 of the emitted photons is orders of

magnitude smaller than the population lifetime T1. The respective photon indistinguisha-

bility, which can be quantified by T2/(2T1) [252, 376] as derived in Section 2.5, is therefore

limited to vanishingly small values. This limitation represents a major challenge in the de-

velopment of single photon sources based on NTDs and other solid-state quantum emitters.

The strategy of reducing T1 to enhance the photon indistinguishability via Purcell enhance-

ment [370], has been successfully applied to quantum dots and Erbium ions in various

cavity geometries [240, 281, 310–312, 377, 378] as well as to NTDs by coupling to a plasmonic

nanocavity [147]. However, all these experiments were operated in the regimes of coherent

or incoherent bad cavity-coupling [289], where strong dephasing at ambient conditions

limits both photon coherence time and Purcell enhancement, and thus all experiments

to date crucially relied on operation at cryogenic temperatures with reduced dephasing.

Although at ambient conditions spectral or temporal filtering of mainly incoherent photons

would increase the photon coherence in principle, it would come at the cost of drastically

100



5.2. EXPERIMENTAL CONCEPT AND IMPLEMENTATION

reduced collection efficiency. Therefore, enhancement of T2 at efficiencies exceeding those

attainable through spectral or temporal filtering has remained elusive for quantum emitters

subject to strong dephasing.

In this chapter, we demonstrate enhancement of photon indistinguishability for telecom-

band single photons from individual NTDs coupled to an optical microcavity. Motivated

by a recent theoretical proposal, we operate the NTD-cavity system in the regime of inco-

herent good cavity-coupling [45], where the photon coherence time is determined by the

cavity linewidth. By choosing a cavity with a spectrally narrow linewidth, we enhance T2

and thus the photon indistinguishability of the coupled NTD-cavity system. At the same

time, the cavity enhances the emission spectral density, thus yielding simultaneous increase

of both indistinguishability and efficiency unattainable by spectral or temporal filtering.

As a consequence, the efficiency of our system outperforms spectral or temporal filtering

within the same bandwidth by at least a factor of four with an estimated increase of photon

indistinguishability by two orders of magnitude as compared to free-space NTDs. Our re-

sults experimentally establish the regime of incoherent good cavity-coupling as a powerful

strategy for optimized sources of quantum light.

5.2. Experimental concept and implementation

Our experiment, shown schematically in Fig. 5.1a, is based on room-temperature NTDs

with telecom-band emission wavelengths, coupled to the fundamental mode of a high

finesse fiber-based Fabry-Pérot cavity [56]. In this setting, cavity-coupling strongly modifies

the photonic spectral bandwidth, which is illustrated in Fig. 5.1b. At ambient conditions,

the spectral width of the NTD emission profile is dominated by pure dephasing at rate

γ∗, with Γ= 2γ∗ on the order of ten nanometers or 10 meV. This is orders of magnitude

larger than the experimental cavity linewidth κ, with a value of approximately 60 pm in the

wavelength domain. The small value of κ enables operation of our system in the regime of

incoherent good cavity-coupling, where 2g ≪ γ+γ∗+κ and κ< γ+γ∗ holds for the light-

matter coupling strength g , the population decay rate γ, κ and γ∗ (see Section 2.5 for details).

In this regime, the cavity is incoherently pumped upon initial (incoherent) excitation of the

NTD at a rate R ≈ 4g 2/γ∗ [45], which in our system is smaller than the population decay

rate. Any photon that is coupled into the resonator will be emitted via the cavity mode on a

timescale 1/κ. Since the emission process from the cavity is coherent [45], this constitutes

a giant increase in the photon coherence time compared to the free-space limit of 1/γ∗. In

the spectral domain, the effect corresponds to a drastic spectral purification as illustrated

in Fig. 5.1b, similar to spectral filtering. This effect is a key feature of the incoherent good

cavity-coupling regime and is instrumental for enhanced photon indistinguishability.

In addition to the coherence time, the cavity also enhances the emission spectral density,
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Figure 5.1.: Functionalized carbon nanotubes in an open micro-cavity. a, Schematic of lumines-
cent nanotube defects (NTDs) coupled to the fiber-based open micro-cavity system with
tunable cavity length Lc and lateral displacement degrees of freedom of the macroscopic mir-
ror x and y . b, Schematic spectral weight of strongly dephased free-space NTD luminescence
(teal) subjected to incoherent cavity-coupling (orange). c, Photoluminescence (PL) excitation
of functionalized (8,6) carbon nanotubes with emission band of fundamental excitons (E11)
and NTD states (E∗

11). d, Ensemble PL spectrum (teal) and cavity finesse in transfer-matrix
simulations (orange). The NTD luminescence spectrally close to maximal cavity finesse was
excited at the E11 transition at near-unity transmission of the cavity mirrors.

with the enhancement quantified by the ideal Purcell factor Fp,ideal ∝ g 2 [308] as defined in

Eq. (2.51) in Section 2.5. Increasing Fp,ideal via the light-matter coupling strength g increases

the single photon efficiency, i.e. the probability that a photon is emitted into the cavity

mode. In the incoherent good cavity regime, this probability is smaller than the free-space

quantum yield due to the large mismatch in the spectral bandwidths of the emitter and the

cavity. However, as we demonstrate in the following, maximizing g (achieved in our case by

minimizing the microcavity mode volume) results in an efficiency which by far exceeds that

obtained by filtering at a spectral bandwidth κ or an equivalent temporal bandwidth.

The NTDs used in this work, shown schematically in the left panel of Fig. 5.1a, were

obtained by functionalizing (8,6) carbon nanotubes by diazonium reaction [27, 35], with

the synthesis performed in the group of YuHuang Wang at the University of Maryland.

Briefly, raw HiPco SWCNT material (NoPo Nanotechnologies, India) was dissolved in chloro-
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sulfonic acid (99%, Sigma-Aldrich) at a concentration of 0.5 mg/mL, followed by adding

2-amino-4,5,6-trifluorobenezen-1-sulfonyl chloride, which was synthesized from 3,4,5-

trifluoeoaniline, and NaNO2 (ReagentPlus® > 99.0%, Sigma-Aldrich) to concentrations of

0.24 mg/mL and 0.2 mg/mL, respectively. After fully mixed, the acid mixture was then added

drop-by-drop to Nanopure water with vigorous stirring, resulting in the formation of NTD

functionalized carbon nanotubes that precipitated from the solution as black precipitates.

The precipitates were filtered and rinsed with an excessive amount of Nanopure water. The

synthesized NTDs were dissolved in 2% (wt/v) sodium deoxycholate (DOC, Sigma-Aldrich,

≥ 97%) solution and centrifuged at 16400 rpm for 1 h to remove any bundles. The nanotubes

with NTDs were then sorted by aqueous two-phase extraction [27, 379] in a solution of 2%

(w/v) DOC in deuterium oxide (D2O, Cambridge Isotope Laboratories, Inc. 99.8%) to obtain

NTDs on (8,6) chirality enriched nanotubes.

The photoluminescence (PL) excitation map of an aqueous suspension with covalently

functionalized carbon nanotubes is shown in Fig. 5.1c, with an excitation resonance at

718 nm corresponding to the E22 transition and emission via E11 around 1170 nm, charac-

teristic of (8,6) chiral tubes [380]. The red-shifted emission peak, labeled as E∗
11 and centered

at 1470 nm, corresponds to the luminescence from excitons localized at nanotube side-wall

defects with emission wavelength tuned to the telecom S-band [381] by the choice of the

functional group [27]. For microcavity integration, the nanotubes were dispersed onto a

planar macroscopic mirror with a polystyrene layer on top to ensure optimal coupling near

the antinode of the intra-cavity field. To this end, a macroscopic planar mirror was spin-

coated with a 10 µL solution of 3% (wt/v) polystyrene/toluene, at 2000 RPM for 1 minute,

resulting in the formation of a polystyrene spacer layer with estimated thickness of 150 nm.

The coated mirror was then vacuum-dried at room-temperature for 24 hours before being

deposited with 5 µL of the NTDs containing solution by spin-coating at 3000 RPM for 1

minute.

The experiments were conducted in an ultra-stable fiber-based open-cavity platform

(Qlibri Quantum, Qlibri GmbH), with the setup and its characterization described in detail

in Section 3.2. The cavity is formed by a microscopic concave fiber mirror with a radius of

curvature of 25 µm, fabricated by CO2 laser ablation [56, 316], and a macroscopic planar

mirror with functionalized carbon nanotubes on top. Three translational degrees of freedom

are accessible through piezoelectric positioners, allowing for lateral scans and length-tuning

of the cavity with sub-nanometer precision, which were used to optimize spectral and spatial

overlap between individual NTDs and the fundamental Gaussian cavity mode. For the lowest

accessible longitudinal mode order q = 4, corresponding to a mirror distance of Lc = 2.6 µm,

we calculated a mode waist of ω0 = 2 µm and a cavity mode volume of Vc = 8.2 µm3 [56].

To implement the regime of incoherent NTD-cavity coupling, we employed a distributed

Bragg reflector (DBR) mirror coating on fiber and planar mirror for spectrally narrow cavity

linewidth at the target wavelength of telecom-band emission. Fig. 5.1d shows jointly the
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Figure 5.2.: Identification of cavity-coupled carbon nanotube defects. a, Cavity-enhanced PL
raster-scan maps recorded for two orthogonal linear polarizations. The detection basis is
chosen parallel (left) and perpendicular (right) to the axis of the emitter NTD 1 marked by the
dashed circle. The scale bar is 5 µm. b, PL intensity for rotating linearly polarized detection
basis. The cavity was tuned into spectral and spatial overlap with NTD 1 marked in a. 0°
corresponds to parallel alignment with the nanotube axis.

ensemble PL spectrum and the cavity finesse obtained from a transfer matrix simulation

of the DBR coating. In the cavity, the NTD states were excited resonantly through the E11

transition at near-unity DBR mirror transmission and thus independent of the cavity reso-

nance condition using a pulsed supercontinuum white light source at a repetition rate of 78

MHz, spectrally filtered to a linewidth of 2 nm. With a measured finesse value of 3010±10

at a wavelength of 1468 nm, close to the E∗
11 peak maximum, the cavity mode provided the

primary radiative decay channel for the NTD emission. Photons emitted by the NTD-cavity

system were coupled into a single mode fiber upon transmission through the planar mirror,

and a combination of long-pass filters was used to suppress the excitation laser and other

emission at wavelengths below 1400 nm before detection.

5.3. Telecom-band single photons from cavity-coupled nano-
tube defects

Individual NTDs were identified in the cavity from maps of PL intensity as in Fig. 5.2a,

recorded upon lateral raster-scan displacement of the macroscopic mirror for a fixed cavity

length. The two maps of Fig. 5.2a were acquired for two orthogonal linear polarizations in

the detection path and feature bright PL spots with lateral extent given by the point spread

function of the Gaussian fundamental cavity mode with a waist of 2 µm. The left (right) map

in Fig. 5.2a was obtained for parallel (orthogonal) orientation of the polarization axis with

respect to the nanotube with NTD 1. The contrast in the brightness between the two maps

for most PL hot-spots indicates a large degree of linear polarization at the emission sites, a

hallmark of the well-known antenna effect in individual carbon nanotubes [137, 382]. The
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Figure 5.3.: Telecom-band room-temperature single photons from the coupled NTD-cavity system.
a, Schematic of a Hanbury-Brown-Twiss (HBT) setup based on a fiber beam splitter (BS).
b, HBT autocorrelation function of cavity-coupled NTD 1 (light green) and NTD 3 (dark
green), with second order coherence at zero time delay g (2)

HBT(0) = 0.31±0.09 and 0.09±0.07,

respectively. c, HBT autocorrelation function at zero time delay, g (2)
HBT(0), as obtained for ten

different NTDs. The error bars correspond to the standard uncertainty, obtained as described
in the text.

effect is evidenced more clearly in Fig. 5.2b, which shows PL measured for varying linear

detection polarization axis for the cavity mode tuned into spectral and spatial overlap with

NTD 1.

Operating the coupled NTD-cavity system at the lowest accessible mode order, we deter-

mined second-order correlations in photon emission events with a fiber-based Hanbury-

Brown-Twiss (HBT) setup, shown schematically in Fig. 5.3a and described in detail in Sec-

tion 3.2. In the experiments, photons generated via pulsed laser excitation were coupled

into a fiber beam splitter, and detection events at the output ports were time-correlated

and integrated in 2.5 ns wide windows. The resulting histograms feature prominent peaks

separated by the delay between the excitation pulses. To obtain the normalized second-

order autocorrelation function g (2)
HBT(τ), we normalized the histograms with respect to the

average height of histogram peaks N∞ at large time delays. The standard uncertainty of the

measured peak height N0 at τ= 0 is given by
p

N0 [261] and is the dominant uncertainty in

the measurement of N0. Accordingly, the normalized second-order correlation at zero time

delay g (2)(0) was obtained from the measured histograms as g (2)(0) = N0/N∞(1±1/
p

N0)

[261] including dark count and background correction [311]. The uncertainties in N∞ and

background were found to have negligible influence on this measurement.

The shot-noise limited results of the HBT experiment on two distinct NTDs are shown in

Fig. 5.3b, with the corresponding antibunching values g (2)
HBT(0) = 0.31±0.09 and 0.09±0.07

as measures of the single photon purity. These results indicate single photon emission and
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Figure 5.4.: Characteristics of cavity-coupled carbon nanotube defects. a, Normalized PL of
NTD 1 as a function of the cavity length, tuned over three longitudinal mode orders (blue
circles). The emission spectrum is probed at the resonance wavelengths of the transverse
electromagnetic (TEM) cavity modes (yellow, orange and red squares). The solid line was
obtained from the fit described in the main text. The colored arrows indicate the respective
y-axis b, Time-dependent PL intensity of NTD 4 (teal data) along with instrument response
(light green data). The orange line is the fit result of a monoexponential decay. The inset shows
the decay time τPL obtained for the investigated NTDs, labeled as in Fig. 5.3c.

the cavity-coupling of individual NTDs. In Fig. 5.3c, we show values of g (2)
HBT(0) obtained for

ten emission sites investigated in the course of this work, about half of which complied with

the common criterion for single photon emission, g (2)
HBT(0) < 0.5.

To determine the NTD spectral bandwidth, we harnessed the tunability of the open cavity

geometry. In Fig. 5.4a, we show the normalized PL intensity of NTD 1 as the cavity length is

tuned over three longitudinal mode orders q = 7, 8 and 9. For each mode order, we observe

an asymmetric emission profile, stemming from higher order transverse electromagnetic

(TEM) modes. Since the cavity linewidth κ is much smaller than the emitter PL linewidth Γ,

the NTD emission spectrum is probed at the resonance wavelength of each TEM-mode [44]

with resonance wavelengths given explicitly on the right axis of Fig. 5.4a. We fitted the data

by the sum of three Lorentzians for each longitudinal mode order, with the result shown

as the solid line in Fig. 5.4a (TEMmn mode orders with n +m > 2 were neglected due to

vanishing contributions). From the fit, we obtained the emission wavelength 1465±3 nm,

and a FWHM linewidth of 28±5 nm, corresponding to γ∗ = 8±2 meV.

Room-temperature dephasing γ∗, combined with the spectrally narrow cavity linewidth

κ= 35.4±0.1 µeV measured for the lowest accessible longitudinal mode order, places our

experiment in the regime of incoherent good cavity-coupling. To demonstrate this, we

compute the NTD light-matter coupling strength g from Eq. (2.43), varying the radiative

lifetime τrad within the range 1− 15 ns found for the type of NTDs investigated in this

work [73, 144]. Using a refractive index n = 1 in our estimate and neglecting the refractive

index of the polystyrene spacer, we find an expected upper bound for g in the range of
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Figure 5.5.: Cavity-tuning of the photon emission efficiency. Maximum PL intensity of emitter
NTD 2 as a function of the longitudinal mode order, normalized by the coupling efficiency
into the single mode fiber. Cavity-enhancement of the PL intensity is inversely proportional
to the mode volume Vc, as evident from best-fit (solid line). The error bars give the standard
uncertainty, dominated by experimental uncertainty in fiber coupling.

17−64 µeV. Since the population decay rate γ is larger than zero, the defining requirements

for the incoherent good cavity regime 2g ≪ γ+γ∗+κ and κ< γ+γ∗ hold in our system [45].

As a result of incoherent cavity-coupling, an enhancement of the PL decay rate γ due

to the Purcell effect is negligible in our system. This is evidenced by considering the en-

hancement of the radiative decay rate γrad = 1/τrad, which is quantified by the Purcell

factor Fp as defined in Eq. (2.49), which in the limit of incoherent coupling approximates

to Fp ≈ 3λ2c/(4πVcγ
∗) [62], with c the speed of light and λ the emission wavelength. For

our system, we find Fp = 1.6. The expected enhancement of the population decay rate γ is

much smaller, since NTD PL dynamics are dominated by nonradiative decay as detailed

in Section 2.2. Consistently, the time-resolved PL for NTD 4 shown in Fig. 5.4b features

a monoexponential decay with a time constant τPL = 84.2±0.3 ps in the typical range of

free-space NTD population decay times [73, 144], obtained from the fit result shown by the

solid orange line. Similar results are obtained for different investigated NTDs as evident

from the inset of Fig. 5.4b. An expected short lifetime component on the order of a few

picoseconds [144] is not resolved in the instrument-response limited data of Fig. 5.4b, but

dominates the two-photon interference timescale as demonstrated below.

Due to the absence of Purcell enhancement and the large mismatch between emitter

and cavity spectral bandwidth, the probability for photon emission from the coupled NTD-

cavity system is smaller than the free space quantum yield ηQY. However, incoherent cavity-

coupling enhances the emission spectral density by enabling efficient radiative coupling to

the photonic environment defined by the cavity mode upon maximizing the light-matter

coupling strength. In our system, this is achieved by minimizing the cavity mode volume,

as we demonstrate by showing in Fig. 5.5 the normalized PL for varying mode order. We

measured the collected PL intensity for NTD 2, comparable in brightness to NTD 1 and
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NTD 3, for ten consecutive longitudinal mode orders, normalized to the largest value and

corrected for the variation of the measured fiber coupling. The fiber coupling efficiency

depends on the mode waist, which in turn changes with cavity length.

In Fig. 5.5, we observe an increase in the PL intensity by a factor of six as the cavity is tuned

to the lowest accessible longitudinal mode order q = 4. This mode order corresponds to an

intermirror separation of 2.6 µm, mainly limited by the profile depth of the fiber mirror of

2 µm. The increase in the PL intensity stems from an enhancement in light-matter coupling

strength g as the cavity length and hence the mode volume Vc is decreased. For our regime

of low Purcell enhancement, where the NTD population lifetime is mainly unaffected by the

cavity, the emission intensity is proportional to g 2, which in turn is inversely proportional

to Vc, as derived from Eq. (2.48). A fit of αV −1
c , with Vc calculated from the cavity length

Lc = qλ/2 [56] and the amplitude α as a free fit parameter, yields a good correspondence

with the data (solid line in Fig. 5.5c).

Operating the coupled NTD-cavity system at maximum cavity-enhancement of the PL

intensity, we determined the single photon emission efficiency βc, which gives the prob-

ability that a photon is emitted into the spectral window of the cavity linewidth κ given

an initial excitation of the emitter. Each excitation pulse generates a photon in the cav-

ity with probability βcηem, where ηem is the probability for population of the defect state

by free E11 excitons. The rate of photons registered by the detector Iem is then given by

Iem = fexcηoutηsysηemβc, where fexc is the repetition rate of the excitation source, ηout = 0.52

is the probability for a photon to exit the cavity through the flat mirror obtained from trans-

fer matrix simulations as described in Chapter A and ηsys = (1.3±0.4) ·10−2 is the combined

transmission and detection efficiency of the setup. From the maximum measured value

Iem = 1840±30 counts/s for NTD1 and the upper bound ηem = 1, we obtain a lower bound of

min(βc) = (3.9±0.1)·10−3. A measurement of ηem would require excitation near or above the

saturation threshold. This in turn requires high excitation powers, which can lead to NTD

degradation and limit single photon purity and indistinguishability, such that we refrained

from these measurements.

The measured lower bound forβc already is a factor of four larger than the estimated upper

bound βfs = κ/(πγ∗) = 1 ·10−3 for spectrally filtered free-space decay, a competing strategy

to obtain indistinguishable single photons from spectrally broad emitters. We expect the

actual value of the free space photon emission efficiency ηQYβfs to be at least one order of

magnitude smaller when taking into account the non-unity NTD quantum yield ηQY on

the order of 0.1 [73]. Our measurements therefore indicate a drastic enhancement of the

emission spectral density as compared to free space emission. As detailed in Section 2.5

and [308], this enhancement is quantified by the ideal Purcell factor FP,ideal as defined in

Eq. (2.51), which can be understood by noting that only the fraction of the broad emitter

spectrum which is in overlap with the cavity linewidth experiences full Purcell enhancement.

For our system, we expect FP,ideal = 91 taking into account the refractive index of polystyrene,
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constituting a large enhancement of spectral density by virtue of incoherent good cavity-

coupling.
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Figure 5.6.: Demonstration of cavity-enhanced photon indistinguishability. a, Schematic of the im-
balanced Mach-Zehnder interferometer to probe the photon indistinguishability in Hong-Ou-
Mandel (HOM) type experiments based on fiber beam splitters (BS). The time delay between
the interferometer arms was tuned via the displacement ∆z, and their relative polarization
by the fiber polarization controller (FPC) in one arm. b, HOM cross-correlation function of
NTD 3 for co-polarized (teal) and cross-polarized (orange) interferometer arms with delay
of one excitation pulse. The difference in the coincidence probabilities at zero-delay is a
hallmark of two-photon interference with visibility v = 0.51±0.21. c, HOM cross-correlation
function at time delay τ= 0 for NTD 1 as a function of the interferometer delay, with visibility
v = 0.65±0.24. Zero interferometer delay again corresponds to delay by one excitation pulse
separation. The solid line is an empirical fit to the HOM dip described in the main text. The
horizontal error bars correspond to the standard uncertainty in the interferometer delay;
the vertical error bars correspond to the standard uncertainty determined as described in
the main text. d, Temporal PL decay of NTD 1 (teal data) and instrument response (light
green data). The orange line shows the result of a biexponential decay model. e, HOM cross-
correlation function of NTD 1, measured in co-polarized interferometer configuration for
interferometer delays 0 ps (teal) and 5 ps (orange).
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5.4. Cavity-enhanced photon indistinguishability

5.4.1. Experimental results

We quantified the photon indistinguishability in Hong-Ou-Mandel (HOM) type experiments

using an imbalanced Mach-Zehnder interferometer shown schematically in Fig. 5.6a and

described in detail in Chapter 3. The train of single photon pulses generated by the source

was first split in a fiber beam splitter. The time delay ∆t in the interferometer was tuned by

the path difference ∆z with an adjustable delay stage to enable two-photon interference

between consecutively emitted photons at the second beam splitter. In this setting, a delay

of zero implies a separation by one excitation pulse. The relative polarization between the

interferometer arms was set by fiber polarization controllers, and the detection events at the

output ports were time-correlated to obtain the HOM-cross-correlation function g (2)
HOM(τ),

which was calculated similar to the HBT-autocorrelation function as described above.

First, we initialized the interferometer at zero delay and performed a two-photon interfer-

ence experiment for co- and cross-polarized interferometer arms on NTD 3, with the cavity

operated at the lowest accessible mode order at maximum enhancement of the PL efficiency.

The shot-noise limited results are shown in Fig. 5.6b. For the co-polarized configuration, we

observe a reduction of the measured correlations at zero time delay. This is a hallmark of

quantum coherent two-photon interference: the (partially) indistinguishable single photons

arriving simultaneously at different input ports of the beam splitter are likely to exit at the

same output port, resulting in reduced correlations at zero time delay [21, 281, 311].

Successively, we performed the HOM interference experiment for varying interferome-

ter delays on NTD 1, with cross-correlation histograms for interferometer delays of 0 and

5 ps shown in Fig. 5.6e. The observed reduction in correlations at zero time delay is again

a hallmark of two-photon interference, where tuning between the two interferometer de-

lay settings is approximately equivalent to switching the polarization configuration as in

Fig. 5.6b. In Fig. 5.6c, we show the measured value of the HOM cross-correlation function at

zero time delay for varying interferometer delay. Upon transition through zero-delay, we ob-

served the characteristic HOM dip due to reduced cross-channel correlations by two-photon

interference, described by the empirical formula c[1−a exp(−|∆t |/τHOM)], where a is an

amplitude, c is an offset at large interferometer delays ∆t , and τHOM is the characteristic

timescale of the HOM interference [21]. From the best fit to the data shown by the solid line

in Fig. 5.6c, we determined τHOM = 2±2 ps.

5.4.2. Two-photon interference visibility

We quantify the respective degree of photon indistinguishability by the two-photon inter-

ference visibility vHOM that one would detect in an interferometer with balanced beam
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splitters (BS) and unity classical visibility [312]. We obtain this quantity by careful analysis

of the HOM-cross-correlation function, accounting both for imbalanced interferometer

arms and non-ideal single photon purity of each NTD. The starting point for the analysis

is the additional schematic of the interferometer used to perform two-photon interference

experiments shown in Fig. 5.7a. The stream of photons entering the interferometer was

divided at BS 1 with transmission and reflection TBS,1 and RBS,1, respectively, and recom-

bined after a tunable delay ∆t at BS 2 with transmission and reflection TBS,2 and RBS,2. In

our interferometer, the transmission of the delay arm is µ < 1. The delay time equals the

excitation pulse separation, and is orders of magnitude larger than the coherence time and

population lifetimes in our system. We therefore treat the reduced transmission in the delay

arm as an effect of imbalanced transmission and reflection of BS 1, and use the effective

values T̃BS,1 = TBS,1/(TBS,1 +µRBS,1) and R̃BS,1 = µRBS,1/(TBS,1 +µRBS,1) for its transmission

and reflection.

Our experimental histograms, obtained by integrating correlation events in a 2.5 ns time

window, feature peaks separated by the delay∆ between the excitation pulses, as exemplified

by the histogram obtained for NTD 3 in co-polarized interferometer configuration shown

in Fig. 5.7b. Using effective transmission and reflection values, we obtain expressions for

the height Nn∆ of coincidence peaks at time delays τ = n∆ with integer n from the non-

normalized cross-correlation function G (2)
HBT(τ). The computation is based on the formalism

in Ref. [251], which is introduced in detail in Section 2.5. We consider the case in which the

interferometer delay equals exactly one excitation pulse separation, which is the setting

relevant for the measurement of vHOM.

Based on the derivation in Section 2.5, we find the HOM cross-correlation function be-

tween the output ports of the second beam splitter at τ= n∆,

G (2)
HBT(n∆) ∝

∫ ∞

0
dt

∫ ∞

0
dτR2

BS,2〈â†
2(t )â†

1(t +τ+n∆)â1(t +τ+n∆)â2(t )〉
+T 2

BS,2〈â†
1(t )â†

2(t +τ+n∆)â2(t +τ+n∆)â1(t )〉
+RBS,2TBS,2〈â†

1(t )â†
1(t +τ+n∆)â1(t +τ+n∆)â1(t )〉

+RBS,2TBS,2〈â†
2(t )â†

2(t +τ+n∆)â2(t +τ+n∆)â2(t )〉
−RBS,2TBS,2〈â†

2(t )â†
1(t +τ+n∆)â2(t +τ+n∆)â1(t )〉

−RBS,2TBS,2〈â†
1(t )â†

2(t +τ+n∆)â1(t +τ+n∆)â2(t )〉,

(5.1)

with photon annihilation operators â1 and â2 for the two interferometer arms as labeled in

Fig. 5.7a. The integration over τ accounts for binning in the experimental histograms, which

is taken to infinity since the bin size greatly exceeds any population and coherence decay

times in the system.

We account for the Mach-Zehnder geometry of the interferometer by computing the

cross-correlation function for a stream of photons impinging on the first beam splitter, BS1,
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Figure 5.7.: Analysis of HOM cross-correlation histograms. a, Schematic of the imbalanced
Mach-Zehnder interferometer used for measurements of the two-photon interference visi-
bility as illustrated in Fig. 5.6a, including relevant parameters for the theoretical analysis. An
input stream of single photons, separated by integer multiples n of the excitation pulse sepa-
ration ∆ is split at the first beam splitter (reflection and transmission RBS1 and TBS1). Upon
interferometer delay ∆t , the interferometer arms are recombined at a second beam splitter
(reflection and transmission RBS2 and TBS2), whose output ports are time-correlated. Photon
annihilation operators in the relevant input and output beam splitter modes i are labeled âi .
b, Experimental HOM coincidences for NTD 3 in co-polarized interferometer configuration
with delay of one excitation pulse, binned in 2.5 ns time windows. Peak heights N0,co and N∞
were used to compute the two-photon interference visibility as detailed in the text.

as illustrated in Fig. 5.7a. Using Eq. (2.29), we find â1 = tBS,1â and â2 = rBS,1â. Plugging

these expressions into Eq. (5.1), we find the cross-correlation function for our imbalanced

Mach-Zehnder interferometer. In this step, we also account for the fact that for a given time

delay n∆, only incoming photons separated by a limited number of multiples of ∆ lead to

higher order correlation events in the output ports of the second beam splitter. These input

configurations are illustrated in detail the supplement of Ref. [326]. All other intensity-type

correlators in Eq. (5.1) separate into the form 〈â†(t1)â(t2)〉〈â†(t3)â(t4)〉 with times t1, t2, t3

and t4, which greatly simplifies the expression for G (2)
HBT(n∆). In the computation, we also

identify the normalized HBT-correlation function at zero time delay based on the expression

in Eq. (2.34),

g (2)
HBT(0) =

∫ ∞
0 dτ

∫ ∞
0 dt〈â†(t )â†(t +τ)â(t +τ)â(t )〉∫ ∞

0 dτ
∫ ∞

0 dt〈â†(t )â(t )〉〈â†(t +τ)â(t +τ)〉 (5.2)

explicitly accounting for the effect of non-unity single photon purity on two-photon interfer-

ence measurements in our interferometer. We further identify the HOM-visibility vHOM [45],

vHOM =
∫ ∞

0 dτ
∫ ∞

0 dt
∣∣〈â†(t )â(t +τ)〉∣∣2∫

dτ∞0
∫ ∞

0 dt〈â†(t )â(t )〉〈â†(t +τ)â(t +τ)〉 , (5.3)

as introduced in Eq. (2.39).

Based on the result for the non-normalized HOM cross-correlation function, we compute

the expected correlation histogram peak height Nn∆ at time delay n∆ using the relation
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Nn∆ ∝ G (2)
HBT(n∆), which we successively use to determine the two-photon interference

visibility from our measurements. For the height of the peak at τ= 0 for co-polarized inter-

ferometer arms (indicated in Fig. 5.7b), we find

N0,co = H
[

R̃1T̃1
[
1−2R2T2 −2R2T2(ϵP )2vHOM

]+ g (2)
HBT(0)R2T2(1−2R̃1T̃1)

]
, (5.4)

with an integration constant H and accounting for the overlap between the polarization

modes of the interferometer arms ϵP [312]. The height of the central histogram peak for

cross-polarization N0,cross is obtained by setting vHOM = 0 in Eq. (5.4), which yields

N0,cross = H
[

R̃1T̃1 (1−2R2T2)+ g (2)
HBT(0)R2T2(1−2R̃1T̃1)

]
. (5.5)

For large |τ|, we find

N∞ = H
[

R̃1T̃1(R2
2 +T 2

2 )+R2T2(R̃1
2 + T̃1

2
)
]

, (5.6)

which is also indicated in Fig. 5.7b

To determine vHOM for NTD 3, we first extracted the raw visibility vraw from the data shown

in Fig. 5.6b as vraw = 1− g (2)
HOM,co(0)/g (2)

HOM,cross(0). Next, we calculated vraw = 1−N0,co/N0,cross

from Eq. (5.4) and Eq. (5.5) and solved for vHOM, yielding an expression which depends on

vraw, g (2)
HBT(0) and the interferometer parameters T̃1, R̃1, T2, R2 and ϵP . Using experimental

values for these quantities (T̃1 = 0.4, R̃1 = 0.6, T2 = 0.49, R2 = 0.51 and ϵP = 0.96), we finally

obtained vHOM = 0.51±0.21 for NTD 3. Based on the experimental values T̃1, R̃1, T2, R2,

ϵP and g (2)
HBT(0) for NTD 3, we estimate g (2)

HOM,cross(0) = N0,cross/N∞ = 0.53±0.04 for cross-

polarized interferometer arms, in good agreement with the experimental value of 0.61±0.12.

The uncertainty in measured peak heights is computed in identical fashion to the HBT

experiments. The standard uncertainty in all quantities derived from measured peak heights

was obtained by Gaussian error propagation, considering the uncertainties in all input

parameters.

For NTD 1, we obtained the raw visibility vraw = a from the amplitude a of the best-fit to

the HOM dip in Fig. 5.6c, and calculated vHOM from vraw, g (2)
HBT(0), and the interferometer

parameters as described above to obtain vHOM = 0.65±0.24. The asymmetric increase in

the visibility towards large positive delays observed in Fig. 5.6c is the result of a degradation-

induced decrease in the single photon purity during the measurement. For large interfer-

ometer delays, we expect g (2)
HOM(0) = N0,cross/N∞ = 0.64±0.05 as an estimate for the offset c

in the data of in Fig. 5.6c. This value is smaller than the best-fit value c = 0.80±0.08, which

could stem from the degradation observed during the measurement resulting in an overall

increase in g (2)
HOM. In Chapter B, we show for completeness the cross-correlation histograms

obtained for all investigated interferometer delays, with the reduction of correlation events

at zero time delay τ again providing evidence for two-photon interference for NTD 1. Each
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data point in Fig. 5.6c was obtained by computing g (2)
HOM(0) from the respective experimental

histogram as described above.

For completeness, we also calculate the values of the HOM cross-correlation function at

time delays corresponding to one excitation pulse separation, τ=±12.5 ns. As outlined e.g.

in the supplement of Ref. [326], g (2)
HOM is smaller than one for these delays. For the respective

histogram peak heights, we find

N12.5 = H
[

R̃1T̃1T 2
2 +R2T2(1−2R̃1T̃1)+ g (2)

HBT(0)R̃1T̃1R2
2

]
(5.7)

and

N−12.5 = H
[

R̃1T̃1R2
2 +R2T2(1−2R̃1T̃1)+ g (2)

HBT(0)R̃1T̃1T 2
2

]
. (5.8)

We note that these expressions are valid for both co- and cross-polarized interferometer

arms since the excitation pulse separation greatly exceeds the photon coherence time,

leading to vanishing contributions of quantum interference at these time delays. From

our measured values of the interferometer parameters, we calculate the expected value

g (2)
HOM(−12.5 ns) = N−12.5/N∞ = 0.77±0.02, in agreement with the value 0.87±0.13 measured

in co-polarized configuration and close to the value 0.58±0.12 measured in cross-polarized

configuration. We also expect g (2)
HOM(12.5 ns) = N12.5/N∞ = 0.79±0.02, in agreement with

the values 0.71±0.12 and 0.75±0.13 measured for co- and cross-polarized interferometer

arms, respectively. Overall, these results confirm the good correspondence between our

measurements and our theoretical description of the interferometer.

5.4.3. Two-photon interference timescale

Summarizing the analysis of our HOM measurements, we obtain consistent experimental

two-photon interference visibilities of vHOM = 0.51± 0.21 for NTD 1 and vHOM = 0.65±
0.24 for NTD 3 from the data shown in Fig. 5.6b and c, orders of magnitude larger than

the values expected for room-temperature dephasing. To gain theoretical insight into this

observation, we develop a model for time-dependent NTD-cavity coupling. The starting

point for the investigation is the characteristic two-photon interference time scale τHOM =
2± 2 ps determined from the fit in Fig. 5.6c. This timescale is given by the jitter in the

photon arrival time at the beam splitter, which in turn is determined by the NTD population

lifetime [252].

To briefly motivate the assignment of the HOM interference timescale, which informs the

theoretical model introduced subsequently, we consider a two-level emitter with lifetime T1

and coherence time T2 as described in detail in Section 2.5. Each data point of the HOM-dip

in Fig. 5.6c is obtained from a correlation histogram as shown in Fig. 5.6b. When probing two

independent emitters with unity single photon purity on a beam splitter, the peak around
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Figure 5.8.: Two-photon interference timescale. a, b, HOM cross-correlation function as a
function of electronic delay τ, for interferometer delay ∆t = 0 ps (a) and ∆t = 50 ps (b). c, d,
Integrated HOM cross-correlation function as a function of interferometer delay ∆t . In all
panels, the limiting cases of a fast, lifetime limited decay with lifetime 2 ps (teal lines), and
a slow decay with lifetime 100 ps and cavity-limited coherence time 20 ps are considered
(orange lines). The solid lines are the results for a single source with unity single photon purity
probed in a Mach-Zehnder interferometer with balanced beam splitters. The dashed lines
are results for a single source with non-unity single photon purity (NTD 1) probed in our
experimental Mach-Zehnder interferometer with imperfect beam splitters.

time delay τ= 0 in such a histogram is described by [252]:

g (2)
HOM(τ) = 1

4
e−|τ−∆t |/T1 + 1

4
e−|τ+∆t |/T1 − 1

2
e−|τ|(2/T2−1/T1)−|τ−∆t |/(2T1)−|τ+∆t |/(2T1). (5.9)

If a single emitter is probed in a Mach-Zehnder interferometer with balanced beam splitters,

a prefactor of 1/2 has to be included to account for reduced coincidence probability around

τ= 0 [265, 326].

We now consider the limiting cases of a lifetime-limited fast decay (T1 = 2 ps, T2 = 4 ps) and

a cavity-limited slow decay (T1 = 100 ps, T2 = 20 ps given by the measured cavity lifetime),

featured by a single emitter probed in a Mach-Zehnder interferometer. We plot the results

of Eq. (5.9) for each of these cases in Fig. 5.8a and b, with interferometer delay ∆t = 0 ps and

∆t = 50 ps, respectively. The lifetime-limited coherence of the fast decay enables two-photon

interference, which results in vanishing correlation counts for the lifetime-limited decay in

Fig. 5.8a. If the interferometer delay exceeds the coherence time, two-photon interference is

suppressed, as evident from Fig. 5.8b.

As obvious from Eq. (5.9) and Fig. 5.8a and b, the coherence time T2 can in principle be

probed by varying the electronic delay τ. By contrast, tuning of the interferometer delay

115



5. MICROCAVITY-COUPLING OF FLUORESCENT CARBON NANOTUBE QUANTUM DEFECTS

changes the photon arrival time at the beam splitter, such that this measurement probes the

emitter population lifetime. In our experiment, the histogram bin size is much larger than

the population lifetime and coherence time, and thus the HOM cross-correlation function

at τ= 0 is given by [252]:

g (2)
HOM(τ= 0) =

∫
N0

g (2)
HOM(τ)dτ

= 1

2

[
1− T2

2T1
e−2|∆t |/T2 − 1

2T1/T2 −1

(
e−|∆t |/T1 −e−2|∆t |/T2

)]
,

(5.10)

where integration is carried out over all counts in the histogram bin N0 at τ= 0. For highly

indistinguishable photons with T2 ≈ 2T1, this expression simplifies to

g (2)
HOM(τ= 0) ≈ 1

2

(
1− T2

2T1
e−|∆t |/T1

)
. (5.11)

The function used to fit to the HOM-dip in Fig. 5.6c has the same functional form.

In Fig. 5.8c and d, we plot Eq. (5.10) by solid lines for the limiting cases of lifetime- and

cavity limited coherence times introduced above. In addition, we also show by dashed lines

the case of NTD 1 (as a single source with non-unity single photon purity) probed in our

experimental Mach-Zehnder interferometer with imperfect beam splitters described above,

for which the values of g (2)
HOM(τ= 0) are offset due to interferometer imbalance and nonzero

g (2)
HBT(0). As evident from these results, a cavity-limited (slow) decay will have an associated

HOM timescale of 100 ps at two-photon interference visibility of around 0.1. By contrast,

a lifetime-limited decay process will have an associated HOM timescale of 2 ps, and unity

interference visibility. In the case of nonzero g (2)
HBT(0), HOM correlations are nonzero at

∆t = 0 ps.

Comparing the theoretical plot of Fig. 5.8d with the experimental data in Fig. 5.6c implies a

fast population decay within a few picoseconds for NTD 1. At the same time, the instrument-

limited PL decay shown in Fig. 5.6d indicates the presence of an additional slow decay

channel with time constant of approximately 90 ps. Both time scales can be associated with

the decay components of the biexponential PL decay characteristic for NTDs [73, 144]. The

fast and slow decay channels with time constants τfast and τslow arise from an interplay of

bright and dark exciton reservoirs, with τfast as short as a few picoseconds and relative decay

amplitudes close to unity in larger-diameter nanotubes [144].

5.4.4. Model for defect-cavity coupling dynamics

To investigate the effect of the biexponential emitter decay on the measured two-photon

interference visibility, we model the time-dependent NTD-cavity coupling. We first consider

a two-level emitter coupled to a single mode of an optical cavity. This setting was studied
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in Ref. [45], where the time-dependent density operator ρ̂(t ) of the coupled emitter-cavity

system was obtained from a Lindblad master equation in Markovian approximation. As

discussed in Section 2.5, the influence of the density operator coherences on the system

dynamics is negligible in the regime of incoherent cavity-coupling. The coupled system is

therefore fully described by the populations of cavity and emitter, which exchange photons

at a rate R given by [44]:

R = 4g 2/(κ+γ+γ∗). (5.12)

In order to model cavity-coupling of an NTD with biexponential population decay, we first

focus on the value of R in our system. Given incoherent cavity-coupling, the denominator

in Eq. (5.12) is dominated by the pure dephasing rate γ∗, such that R ≈ 4g 2/γ∗. From the

measured value γ∗ = 8±2 meV and the range for g estimated above (17−64 µeV), we expect

R to range between 0.14 and 2.04 µeV.

We now extend the model of Ref. [45] to an NTD exhibiting dark and bright exciton states.

The dark state has no effect on the limit of incoherent coupling due to its vanishingly small

coupling to the cavity. The bright state, on the other hand, will exchange photons with the

cavity at rate R, analogous to a radiative two-level system. Based on these considerations,

we describe our system with the set of partial differential equations

∂ρc

∂t
=−(κ+R)ρc +Rρb (5.13)

∂ρd

∂t
=−γdρd +γbdρb −γdbρd (5.14)

∂ρb

∂t
=−(γb +R)ρb +Rρc −γbdρb +γdbρd (5.15)

with the populations of the cavity ρc, dark state ρd and bright state ρb. Here, γbd/db is

the population exchange rate between ρb and ρd, and γb/d are the sum of radiative and

nonradiative decay rates of ρb and ρd. We neglect the effect of initial trapping of E11 excitons

at the defect site on a picosecond timescale [146], since the associated additional time-jitter

in bright state population can be captured in our model by adequately chosen decay rates

for the two considered energy levels.

Before analysis of the coupled system, we first focus on the decay dynamics of the bright

state of free-space NTDs. In our model, this is achieved by setting the coupling rate in

Eq. (5.13) – Eq. (5.15) to zero, R = 0, resulting in the time-dependent bright state population

ρb(t ) = ρb(0)
(

Afaste
−t/τfast + Aslowe−t/τslow

)
. (5.16)

In this expression, Afast/slow ∈ 0,1 are amplitude factors which obey Afast + Aslow = 1. The

relation between the time constants τfast/slow and the decay rates in Eq. (5.13) – Eq. (5.15) is

given in [383]. As expected, Eq. (5.16) describes a biexponential NTD decay. The fraction of
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the population which decays via the fast and slow process, respectively, is quantified by the

relative fractional amplitudes Ãfast/slow given by [383]:

Ãfast/slow = Afast/slowτfast/slow

Afastτfast + Aslowτslow
. (5.17)

To compare predictions of our model with experimental data, we solve Eq. (5.13) – Eq. (5.15)

for the time-dependent cavity population ρc. The parameters γb/d, γbd/db and ρb(0) are de-

termined by two requirements on our model prediction. First, the predicted time-dependent

PL intensity, which is proportional to the cavity population ρc convoluted with the instru-

ment response function, should agree with the measured time-dependent PL for NTD 1

shown in Fig. 5.6d. Second, the resulting biexponential bright state decay described by

Eq. (5.16) should have a short population lifetime τshort = 2 ps, as indicated by the HOM

interference timescale in Fig. 5.6c. The result of this parameter adaptation is a free-space

decay with τfast = 2 ps, τslow = 91 ps, Ãfast = 0.34 and Ãslow = 0.66, which fix the values for

γb/d, γbd/db and ρb(0). The corresponding result for the PL decay is shown by the solid line

in Fig. 5.6d and agrees well with the measured data.

In order to calculate the expected two-photon interference visibility vHOM for cavity-

coupled NTDs, we evaluate [45]

vHOM =
∫ ∞

0 dtρ2
c(t )

∫ ∞
0 dτe−Γcτ

1
2

∣∣∫ ∞
0 dtρc(t )

∣∣2 (5.18)

using the result for ρc. In this equation, Γc = κ+R, with Γc ≈ κ in our system. With this

expression, we find vHOM = 0.3 for the theoretically expected visibility without significant

dependence on R within the previously estimated range (0.13−2.0 µeV).

The model results for the expected two-photon interference visibility, combined with the

identification of the fast decay timescale τfast with the HOM timescale τHOM as justified

above, yield a plausible explanation for the results of our two-photon interference exper-

iments. In the framework of the incoherent good cavity regime, the feeding of the cavity

through the fast decay channel generates photons with near-unity visibility [45]. The ac-

tual visibility in Fig. 5.6c is lower than unity (0.65±0.24), most probably due to photons

generated via the slow process with lifetimes exceeding the cavity coherence time of 20 ps,

which renders them partly distinguishable. A reduction in visibility is also backed by our

model for time-dependent NTD-cavity coupling, which predicts vHOM = 0.3. The deviation

between measured and estimated value is consistent with operation of our experiment at

wavelengths on the edge of the DBR stopband (see Fig. 5.1d). In this regime, small shifts

towards larger resonance wavelength caused by cavity length drifts can decrease the cavity

linewidth by a factor of up to two and in turn result in increased visibility, which is inversely

proportional to κ [45].
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The enhancement of indistinguishability by virtue of cavity-coupling in our system is

benchmarked by computing the two-photon visibility expected for free-space NTD decay.

To this end, we assume that fast and slow process have visibilities vfast/slow = T2/(2τfast/slow),

where the coherence time is given by the dephasing time as T2 ≈ 1/γ∗ = 80 fs. With the

values for decay timescales and amplitudes used in the computation of ρc as discussed

above, we estimate vHOM as a weighted sum of visibilities for fast and slow process, vHOM =
Ãfastvfast + Ãslowvslow to arrive at a vanishingly small free-space visibility vHOM = 0.003.

5.5. Summary and outlook

To summarize, we have presented a room-temperature source of telecom-band single pho-

tons based on microcavity-coupled carbon nanotube quantum defects. Emission efficiency

and indistinguishability are greatly enhanced by operating the system in the regime of in-

coherent good cavity-coupling. In particular, the visibility in the two-photon interference

data in Fig. 5.6c corresponds to a 217-fold enhancement of the value estimated for the free-

space limit. For spectrally filtered free-space emission, the same visibility can be achieved

in principle, yet at the cost of very low single photon efficiency. In the incoherent good

cavity regime implemented here, the measured lower bound for the cavity-enhanced single

photon efficiency is a factor of four larger than the estimated upper bound for spectrally

filtered free-space decay, whose actual value we expect to be at least one order of magnitude

smaller when taking into account the non-unity NTD quantum yield. Further benefit arises

from the fiber-based design of our cavity, which in principle allows unity in-fiber coupling

efficiency in contrast to free-space collection with inherent diffraction losses.

To our knowledge, our results represent the first demonstration of cavity-enhanced indis-

tinguishability for a quantum emitter with room-temperature dephasing. We estimate that

the current two-photon interference visibility of about 0.5 can be improved to near-unity

values by increasing the cavity finesse to 35000, a feasible value with open fiber cavities [63].

Simultaneously, a further reduction of the mode volume to recently reported values [274]

would yield an enhancement in emission efficiency by another order of magnitude. This

would also result in a decrease of experimental uncertainties, which are currently limited

by the low emitter count rates on the order of a few kHz in our setup. Even without these

improvements, our results represent a step towards room-temperature quantum photonic

devices for applications at telecom-wavelength in optical quantum computation [384] or

long-distance communication relying on optical quantum repeaters [385].

119





Summary and outlook 6
This dissertation reported on the coupling of excitons in low-dimensional semiconductors to

fiber-based Fabry-Pérot cavities [53–56], optical resonators in which one mirror was micro-

machined on the tip of an optical fiber. This platform was employed to achieve microscopic

mode volumes at correspondingly large light-matter coupling strengths and full tunability

of the relative mirror position, providing a straightforward way to place individual quantum

emitters inside the cavity mode volume [60, 62, 274, 331] and to investigate light-matter

coupling as a function of lateral cavity mode position [65].

In Chapter 4, we presented experiments on cavity-coupled excitons in a monolayer of

molybdenum diselenide [36], a two-dimensional transition metal dichalcogenide semicon-

ductor [33]. The large exciton binding energies and oscillator strengths in this material

platform provided access to the regime of strong exciton-photon coupling [77], in which

coherently hybridized light-matter quantum states called exciton-polaritons are formed [13].

We operated the cavity setup at cryogenic temperatures [328] to minimize phonon-induced

broadening of the exciton linewidth, requiring a thorough investigation of vibrational fluc-

tuations in the cavity length induced by the cryostat compressor.

In the framework of this dissertation, we developed a fabrication technique to locally

control the properties of polaritons formed in our device via their excitonic fraction. TMDs

are highly suitable for this purpose due to the large susceptibility of two-dimensional exci-

tons to their dielectric environment [101], which can be tuned by incorporating monolayer

semiconductors in tailored van der Waals heterostacks [68–70]. To harness these properties,

we locally removed the hexagonal boron nitride layer used for TMD encapsulation [340] by

etching, creating disk-shaped domains of excitons with modified resonance energies. Upon

cavity-coupling, the local modulation of the exciton energy resulted in shifts of the polariton

energies, with a magnitude of several meV and tunability via the cavity energy. In addition,

we demonstrated operation of our system in the regime of dispersive cavity-coupling [71, 72],

where an effective hopping was mediated between highly exciton-like polaritons localized

to different domains in the device as defined by the nanostructured dielectric environment.

The ability to engineer polariton energy landscapes has enabled experiments in non-
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equilibrium many-body physics [13, 42] and quantum simulation [41, 210] in established

semiconductor platforms by defining lattice potentials for these intriguing light-matter

quantum states [67], which inherit properties from both photon and exciton. TMDs promise

to add novel and unique perspectives to this field, including spin-valley locking [193, 353]

and the coupling to novel exciton states in moiré heterostructures [P3, 206], but flexible

and scalable methods for polariton trapping have remained challenging despite recent

efforts [355–358]. The fabrication approach developed in this work is expected to pro-

vide such a method, enabling large-scale TMD-based polariton lattices. The required two-

dimensional cavity geometry, which contrasts the Gaussian mode of our fiber cavity, could

be implemented with a recently demonstrated micro-mechanical assembly technique for

microcavity-coupling of TMDs [366]. In addition, unintended local variations of polariton

energies in the present devices, likely arising from strain induced during heterostack as-

sembly, could be mitigated by an improved fabrication approach, including the cleaning of

interfaces in the heterostack using atomic force microscopy [386]. Further improvements in

the form of narrower polariton linewidths could be achieved by reducing photonic scattering

loss at the etch site edges by optimizing the hBN thickness.

The results of this work also offer perspectives beyond straightforward improvements to

the present device. The presented fabrication method could be used in novel sample ge-

ometries, with a first example provided by our recent implementation of a plasmonic lattice

embedded in a van der Waals heterostack [P4]. Another example is provided by combining

nanostructured hBN layers with graphene-based capacitors to realize spatially modulated

electric fields for the trapping of excitons [37, 38, 387]. In addition, effective exciton hopping

mediated by the cavity in the dispersive coupling regime as implemented here has scarcely

been investigated for the case of bosonic excitons, motivating further investigations. Finally,

it is exciting to risk a highly speculative look into future exciton-polariton devices. Here,

a long-standing challenge is to engineer strong effective photon-photon interactions by

dressing with interacting excitons [42, 186] to realize photonic quantum simulators [12] and

nonlinearities on the single photon level [186]. One strategy towards enhanced polariton

interactions is confinement to small quantum well areas [186]. While this is achieved in

principle in the present device, small shifts in exciton resonance energy upon dielectric

modulation lead to undesired hybridization of localized polaritons with excitons in the

surrounding monolayer, adding to the challenge of insufficient exciton-exciton interaction

strength in TMDs. However, novel van der Waals materials might emerge from ongoing

research, in which excitons with increased interaction strength give rise to enhanced non-

linearities based on polaritons confined by engineered dielectric environments.

Chapter 5 reported on cavity-coupling of excitons in fluorescent carbon nanotube de-

fects [31]. In these quantum emitters, a local modification of the nanotube lattice by the

incorporation of molecular defects enables the localization of individual excitons, accompa-

nied by a strong redshift in emission wavelengths to the technologically relevant telecom
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band and room-temperature emission of single photons [73]. In our experiments, we imple-

mented the regime of incoherent good cavity-coupling as motivated by a recent theoretical

proposal [45]. In this regime, the emitter spectral linewidth which is broadened by strong

dephasing greatly exceeds that of the cavity, resulting in a drastic spectral purification of

the emitted photons. Operating a room-temperature fiber cavity setup, we demonstrated

the emission of telecom-band single photons from cavity-coupled NTDs. We utilized the

tunability of the cavity system to infer the emitter linewidth from cavity-based spectroscopy.

Further, we demonstrated tunability of the emission intensity via the mode volume, con-

sistent with an expected enhancement of the photon emission efficiency induced by the

modified density of states in the cavity. The enhanced photon spectral purity enabled two-

photon interference experiments in an imbalanced Mach-Zehnder interferometer, where

we measured an interference visibility of around 0.5. The results of a theoretical model

accounting for the presence of a dark NTD exciton reservoir are in qualitative agreement

with the experimental results.

While NTDs are promising candidates for sources of quantum light operating at telecom

wavelengths, strong room-temperature dephasing prevents the emission of indistinguish-

able single photons which are an important resource in photonic quantum technologies [10,

257, 368, 369]. The same challenge is faced in telecom-band sources based on different

room-temperature emitters [229, 239]. The results presented in Chapter 5 demonstrate

that incoherent good cavity-coupling constitutes an extremely promising strategy to over-

come this limitation. The measured two-photon interference visibility, which is a direct

measure for the indistinguishability, exceeds the one expected for free-space emission by

an estimated two orders of magnitude. In addition, cavity-coupling enhances the single

photon emission efficiency by at least a factor of four compared to the value expected for

filtering at a spectral bandwidth similar to the cavity linewidth, a competing strategy to

increase the indistinguishability. Our simulation results suggest that by increasing the cavity

finesse to state of the art values, near unity two-photon visibilities could be achieved in

our setup. An additional reduction of the mode volume via shallower fiber mirror profiles

would yield a further enhancement in emission efficiency. A more speculative but highly

interesting perspective towards increased source brightness is to combine cavity-coupled

NTDs with nanoplasmonic emitters [388, 389]. The experimental scheme implemented here

could straightforwardly be applied to different emitters or in different cavity geometries. Our

results thus establish incoherent good cavity-coupling as a promising strategy for the devel-

opment of optimized single photon sources operating at room-temperature and telecom

wavelengths.

To conclude, it is worth noting that the experimental results presented in this thesis build

on implementations of highly different regimes of cavity-coupling, highlighting the ver-

satility of the fiber cavity platform. Our results add constructively to the large variety of

experiments on solid-state emitters performed in this cavity geometry [60, 61, 64, 65, 294,
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331, 390, 391], which are highly likely to see further stimulation by the recent developments

and commercialization efforts of setups operating at cryogenic temperatures in closed-cycle

cryostats [328–332]. Other exciting applications, already demonstrated or envisioned, in-

clude harnessing the large sensitivity of high finesse fiber cavities to optical extinction loss

in sensing of gases [392] or nanoparticles and molecules in liquids [393, 394], as well as in

cavity-enhanced microscopy [63, 159, 395, 396]. These highly promising implementations

contribute to the large variety of research activities on platforms for tailored photonic en-

vironments, making it easy to imagine that the interaction between light and matter will

continue to attract dedicated scientific interest.
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Transfer matrix simulation of dielectric
multilayer structures A
Formalism

To compute the optical response of dielectric multilayer structures such as highly reflective

distributed Bragg reflector coatings of the cavity mirrors, we employ a widely used transfer

matrix formalism which we describe briefly in the following. We assume normal incidence

on the multilayer structure, and describe the relation between the complex electric field

amplitude of left- and right-traveling electromagnetic waves E+
i and E−

i in neighboring

elements of the structure, indexed by i and i +1, in terms of multiplication with a matrix M

as (
E+

i+1
E−

i+1

)
= M

(
E+

i
E−

i

)
. (A.1)

In our work, we adapt the convention of Refs. [108, 397]. The transfer matrices ML for

propagation in a layer of thickness d and refractive index n and MI for an interface between

media of different refractive indices n1 and n2 are given by

ML =
(

exp(i 2πnd
λ

) 0

0 exp(−i 2πnd
λ )

)
and MI = 1

2n2

(
n1 +n2 n2 −n1

n2 −n1 n1 +n2

)
(A.2)

where λ is the optical wavelength.

Based on Eq. (A.2), the total transfer matrix Mtot of the full structure is computed as the

product of the matrices associated with subsequent elements, starting with the matrix of

the first element. Amplitude reflection and transmission coefficients rtot and ttot, which

determine the optical response of the structure, are obtained from the coefficients of the

total transfer matrix as

rtot =−M 21
tot

M 22
tot

and ttot =
M 11

totM 22
tot −M 21

totM 12
tot

M 22
tot

√
nl

nf
, (A.3)

in which nl and nf are the refractive indices of the first and last layer of the structure under

consideration and indices j and k in the labeling of components M j k
tot denote matrix row
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and column, respectively. From these relations, the coefficients of reflected and transmitted

power are computed as Rtot = |rtot|2 and Ttot = |ttot|2.

To obtain the optical intensity I at a position z0 along the optical axis z of the structure,

the full transfer matrix for propagation to this position Mtot (z0) is calculated. Next, the

electric field vector is obtained as
(
E+ (z0) ,E− (z0)

)T = Mtot (z0) · (1,rtot (z0))T , from which

the intensity computes to I (z0) = ∣∣E+(z0)+E−(z0)
∣∣2.

Simulation of mirror coatings

For numerical analysis of the mirror coatings employed in the experiments presented in this

work, we described the wavelength-dependent refractive index using the Sellmeier formula

n2 (λ) = 1+∑
i

Biλ
2

λ2 −Ci
(A.4)

with the Sellmeier coefficients B1,B2,B3 and C1,C2,C3. To obtain the refractive indices of

SiO2, TiO2 and Ta2O5, we fit Eq. (A.4) with the coefficients as free parameters to refractive

index data [398] in the relevant wavelength range. The thicknesses of individual layers in

commercial coatings were provided by the manufacturer. Thicknesses of the exemplary coat-

ing investigated in Fig. 2.8 were computed as λs/(4n(λs)) from the wavelength-dependent

refractive index.

Semiclassical treatment of light-matter coupling

The transfer matrix formalism also allows for a numerical analysis of quantum well-cavity

coupling in the semiclassical treatment introduced in Section 2.4. This is achieved by incor-

porating the quantum well transfer matrix [164, p. 162]

MQW = 1

tQW

(
t 2

QW − r 2
QW rQW

−rQW 1

)
, (A.5)

with rQW and rQW defined in Eq. (2.14), in the computation of the full transfer matrix of the

structure. Using this approach, we numerically verified the agreement between the semi-

classical and quantum mechanical treatment of quantum well-cavity coupling introduced

in Section 2.4 for the experimental parameter regime relevant to this work.
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Hong-Ou-Mandel coincidence his-
tograms B
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Figure B.1.: Hong-Ou-Mandel coincidence histograms for NTD 3. Coincidence histograms ob-
tained in two-photon interference experiments for co- and cross-polarized configuration of
the imbalanced Mach-Zehnder interferometer (a and b, respectively), performed on a cavity-
coupled nanotube defect (NTD 3) as described in Chapter 5. The histograms were used to
compute the Hong-Ou-Mandel (HOM) cross-correlation function g (2)

HOM shown in Fig. 5.6b.
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Figure B.2.: Hong-Ou-Mandel coincidence histograms for NTD 1. a-h, Coincidence histograms
obtained in two-photon interference experiments for varying interferometer delay ∆t , per-
formed on a cavity-coupled nanotube defect (NTD 1) as described in Chapter 5. The his-
tograms were used to compute the Hong-Ou-Mandel (HOM) cross-correlation function
g (2)

HOM(0), resulting in the HOM-Dip of Fig. 5.6c. The increased background in a and d as
compared to all other histograms stems from incoherent room light and electronic noise
caused by construction works, respectively, and was corrected for in the computation of
g (2)

HOM(0). For all other measurements, this background was absent.
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Bielejec, E., Park, H., Lončar, M., and Lukin, M. D.: “An integrated diamond nanopho-

tonics platform for quantum-optical networks.” Science 354, 847–850 (2016).

[278] Faraon, A., Santori, C., Huang, Z., Acosta, V. M., and Beausoleil, R. G.: “Coupling of Ni-

trogen-Vacancy Centers to Photonic Crystal Cavities in Monocrystalline Diamond.”

Physical Review Letters 109, 033604 (2012).

[279] Gritsch, A., Ulanowski, A., and Reiserer, A.: “Purcell enhancement of single-photon

emitters in silicon.” Optica 10, 783 (2023).

[280] Laucht, A., Pütz, S., Günthner, T., Hauke, N., Saive, R., Frédérick, S., Bichler, M.,

Amann, M.-C., Holleitner, A. W., Kaniber, M., and Finley, J. J.: “A Waveguide-Coupled

On-Chip Single-Photon Source.” Physical Review X 2, 011014 (2012).

[281] Wang, H., He, Y.-M., Chung, T.-H., Hu, H., Yu, Y., Chen, S., Ding, X., Chen, M.-C.,

Qin, J., Yang, X., Liu, R.-Z., Duan, Z.-C., Li, J.-P., Gerhardt, S., Winkler, K., Jurkat, J.,

Wang, L.-J., Gregersen, N., Huo, Y.-H., Dai, Q., Yu, S., Höfling, S., Lu, C.-Y., and Pan,

J.-W.: “Towards optimal single-photon sources from polarized microcavities.” Nature

Photonics 13, 770–775 (2019).

[282] Sortino, L., Gale, A., Kühner, L., Li, C., Biechteler, J., Wendisch, F. J., Kianinia, M., Ren,

H., Toth, M., Maier, S. A., Aharonovich, I., and Tittl, A.: “Optically addressable spin

defects coupled to bound states in the continuum metasurfaces.” Nature Communi-

cations 15, 2008 (2024).

[283] Akimov, A. V., Mukherjee, A., Yu, C. L., Chang, D. E., Zibrov, A. S., Hemmer, P. R., Park,

H., and Lukin, M. D.: “Generation of single optical plasmons in metallic nanowires

coupled to quantum dots.” Nature 450, 402–406 (2007).

[284] Huck, A., Kumar, S., Shakoor, A., and Andersen, U. L.: “Controlled Coupling of a

Single Nitrogen-Vacancy Center to a Silver Nanowire.” Physical Review Letters 106,

096801 (2011).

[285] Tame, M. S., McEnery, K. R., Özdemir, Ş. K., Lee, J., Maier, S. A., and Kim, M. S.:
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