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Abstract

Some of the fundamental natural processes like photosynthesis or the photostability of
nucleobases depend on ultrafast phenomena. Here, especially the relaxation of a photoex-
cited molecule via conical intersections (Colns) is an important phenomenon. The evolving
field of attosecond spectroscopy and X-ray absorption spectra (XAS) in particular offer the
crucial temporal resolution to observe nuclear and electron dynamics on their natural time
scale and even follow the relaxation through Colns. To interpret and predict the complex
spectra the development of theoretical workflows that describe ever more realistic systems
is necessary. In this regard this thesis represents an important contribution towards the
simulation of time-resolved XAS that include the often neglected electronic coherence.

In the first part the NEMol-grid method is introduced, that allows for the calculation of
the coupled nuclear and electron dynamics in molecules. With the grid-based version of
NEMol the previously existing ansatz was extended to treat also very delocalized nuclear
wavepackets, which often occur in higher dimensional molecular systems. In the first chapter
the NEMol-grid approach was applied to the nucleobase uracil to investigate the excitation
process and the ensuing relaxation through a Coln. The second chapter treats the excited
state dynamics of the natural pigment chlorophyll a. The coupling between the first two
excited states (@, and @Q., as well as that of the higher lying B, and B, were investigated
together with the B — @ relaxation. The obtained results help to better understand these
processes, which are crucial for photosynthetic light-harvesting.

In the last part of this thesis a workflow is derived, that combines the coupled dynamics
from NEMol with static XAS to obtain time-resolved spectra that include the electronic
coherence. The calculations are performed at the XMS-CASPT2 level of theory, capturing
the multireference character of the excitations. With XAS it is possible to track the
population dynamics and the relaxation through a Coln. The workflow was first derived to
follow the excited states dynamics of uracil and then extended to the much larger chlorophyll
molecule. For the latter time-resolved XAS offer the possibility to confirm the coupling
between )y and Q.
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[...] Scientific work must not be considered from the point of
view of the direct usefulness of it. It must be done for itself,
for the beauty of science, and then there is always the chance
that a scientific discovery may become |...] a benefit for humanity.
Marie Curie, The Discovery of Radium 1921






Introduction

Ultrafast phenomena play a role in many processes of biological relevance, such as photosyn-
thesis [1-3] and photodamage of the genetic code [4—6]. Under light exposure one or more
electrons of a molecule can be excited to energetically higher electronic states. The popula-
tion subsequently decays to lower lying excited states or the ground state. The relaxation
can for example take place via intersystem crossing or via conical intersections (Colns),
which are extraordinary points, seams, or even higher-dimensional crossing spaces between
two or more electronic states. Here, the Born-Oppenheimer approximation, that separates
nuclear from electronic motion, breaks down, as the states exhibit strong non-adiabatic
coupling elements (NACs). Colns are common, but not always energetically accessible.
Through the electron motion in the excited state chemical reactions can occur and acti-
vation barriers can be overcome, like for the cis-trans isomerisation of rhodopsin during
the process of vision [7-9]. As molecules in higher lying excited states are more prone to
chemical reactions and modifications [6, 10, 11], their photostability is directly connected
to the existence of ultrafast decay channels like Colns. For DNA and RNA nucleobases it is
especially important to have Colns that enable an ultrafast relaxation to the ground state
before photodamage can occur [4, 11, 12]. The natural pigment chlorophyll, which plays a
crucial role during photosynthesis, also requires intrinsic photostability [13, 14]. Also in this
case ultrafast decay channels to energetically lower lying states exist [15-17]. The process
of photosynthesis is based on the excitation of central chlorophylls in the photosystem
complex and a subsequent electron transfer cascade. This means that the excited electron
is transferred over several chlorophyll molecules to create an electrochemical potential that
ultimately fuels the conversion from photon energy, carbon dioxide, and water to glucose
and oxygen [1-3, 18|. A better, fundamental understanding of the behaviour of biologically
relevant molecules upon photo-excitation might form the basis for yet unforeseen future
applications.

From the experimental side, the rapidly evolving field of femtosecond and attosecond
spectroscopy can play an important role for observing the excited state dynamics. With
the ultrashort attosecond pulses the observation of not only nuclear dynamics but also

electronic motion became possible [19]. Using, for example, XAS it is possible to track
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the population transfer between different states and even follow the transition through
a Coln [20-22]. Theoretical XAS can aid with the interpretation of the often complex
experimental spectra [20, 21, 23-41], but also initiate new experiments. The aim of the
theoretical spectra is to be as accurate as possible, while still being feasible with respect to

calculation time and costs.

The topics of this thesis represent important steps in the direction of ever more accurate
simulated XAS. In particular, a broadly applicable method to simulate the coupled nuclear
and electron dynamics in molecules (NEMol) is developed, which becomes relevant when
the Born-Oppenheimer approximation breaks down, like at a Coln, or if the states are
externally coupled via a laser pulse. In most methods that are used for the simulation of
XAS, the coupled nuclear and electron dynamics is neglected, while it is always present
in experimental spectra. Within this thesis a procedure was derived to incorporate the
coupled dynamics into the calculation of time-resolved XAS. Additionally, a workflow was
developed to simulate XAS at a high level of theory (using the XMS-CASPT2 method)
also for larger molecules. All of the mentioned improvements were applied to the RNA

nucleobase uracil and the natural pigment chlorophyll a.

The first chapter gives an introduction to the NEMol approach. In its original version
NEMol lacked an adequate description of very delocalised nuclear wavepackets, which oc-
cur frequently in nature. With the NEMol-grid version, developed in this work, it is now
possible to treat both, very localised wavepackets with a narrow width, as well as rather
delocalised wavepackets that spread across large parts of the potential energy surface (PES).
Additionally, for processes that can be described by the transition of one electron between
two orbitals, a simplification, the one-electron-two-orbital (1e-20) picture was derived. The
NEMol-grid ansatz was then applied to the nucleobase uracil, where the nuclear wavepacket
quickly delocalises after excitation into S2. The excitation process via an explicitly simu-
lated laser pulse and the subsequent relaxation through a Coln seam between S and Sy
were both studied in this work. It was shown that the newly developed NEMol-grid ansatz
can describe the excited states dynamics of uracil well, both in its density notation, but

also with the simplified le-20 picture.

In the second part, the coupled dynamics of the natural pigment chlorophyll a was simu-
lated. This molecule exhibits a very localised nuclear wavepacket, as the excited state PESs
are nearly harmonic. It therefore represents a good test case for the universal applicability of
the NEMol-grid method also to more localised wavepackets. The first study of this chapter
investigates the (Q-band dynamics and the coupling situation between the first two excited
states (0, and Q). Whether these two states should be seen as separate states or rather as
a single system of highly coupled states is still not definitely decided in the community [42].
The second study focuses on the dynamics after excitation into the energetically higher
lying B-band and the subsequent B — @ relaxation. Here, a combined theoretical and

experimental study was conducted. The @, and @, as well as the B, and B, were found
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to be coupled and exhibited an ultrafast population transfer. In addition to the two studies,

an outlook is given on different possibilities for the inclusion of solvent effects.

In the third chapter the coupled nuclear and electron dynamics of uracil and chlorophyll a,
that were presented in the first chapters of this thesis, are studied using simulated time-
resolved XAS. Here, the NEMol dynamics are coupled with static XAS to obtain time-
resolved XAS that do not only include the nuclear wavepacket dynamics, but also the
electronic coherence. With the presented method it is also possible to determine the
influence of the electronic coherence on the spectra and therefore to determine in which
cases it is necessary to include it. After a description of the workflow to obtain the time-
resolved XAS, the application to uracil is discussed. To be able to simulate XAS also for
the significantly larger chlorophyll model some adaptations to the workflow were necessary.
These are, together with the resulting time-resolved XAS of chlorophyll a, discussed in the
second part of chapter 3. For both molecules the excited state dynamics could be followed

via characteristic spectral features in the time-resolved XAS.






Coupled Nuclear and Electron Dynamics

One of the cornerstones of quantum mechanics simulations is the Born-Oppenheimer ap-
proximation. In this approximation the coupling between nuclear dynamics and electronic
motion is assumed to be negligible. As the mass of the nuclei is several magnitudes larger
than that of the electrons, it is assumed that the electrons readjust instantaneously to nu-
clear motion. However, the Born-Oppenheimer approximation breaks down when the time
scales of nuclear and electronic motion approach each other. This is the case if adiabatic
PES of different electronic states come close to each other or even intersect, like at Colns or
avoided crossings. Colns are, depending on the number of degrees of freedom, extraordinary
points, seams or even higher dimensional crossing spaces. Also the coupling of different
electronic states via a laser pulse has as consequence that even small changes in the nuclear
geometry have a large impact on the electronic wavefunction. In both of these situations the
nuclear dynamics and electronic motion cannot be separated any more and their coupling
has to be considered. Most methods, that are able to treat the electron dynamics are of-
ten explicitly time-dependent versions of their well-known quantum-chemical counter parts,
such as time-dependent Hartree-Fock [43], TD-DFT [44], time-dependent CI [45, 46] and
time-dependent CC [47, 48], and neglect the nuclear motion. Techniques for the simulation
of electron dynamics that include the nuclear dynamics often treat the nuclear motion clas-
sically and the electron dynamics quantum mechanically and are based on the semiclassical
Ehrenfest ansatz [49-57]. However, in cases where the Born-Oppenheimer approximation
breaks down, the quantum nature of the nuclei, as well as their interplay with the electrons
becomes relevant [58]. A (nearly) exact solution for the full electron-nuclear dynamics can
only be achieved for small cases such as H%L [59] and even for these the resulting three-body
non-Born-Oppenheimer time-dependent Schrédinger equation (TDSE) is often beyond cur-
rent capabilities [60]. To treat larger systems, a pool of methods has been developed, often
tailored to specific problems. The nuclear-electron orbital (NEO) methods are, for example,
well suited to describe proton-coupled electron transfer [61, 62]. In NEO only some of the

nuclei (typically protons) are treated quantum mechanically. Recently, a combination of
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NEO with quantum computing was tested, which might in the long run enable to conduct
also long-time simulations of complex systems [63, 64]. The computationally demanding
multi-configuration ansatz [65, 66] is especially suited to describe the first excitation step via
a laser pulse. Here, the computation of PES and NACs is not needed. However, it is limited
to small molecules and less adapted for longer propagations. Alternatives include multi-
configurational Ehrenfest [67], the coupled description of nuclear and electronic flux [68, 69|
as well as the more widely used exact factorisation approach [70-74]. Here, the complete
wavefunction is factorised into an electronic and a nuclear wavefunction, which move on the

same time-dependent PES. Its applicability to Colns has already been tested [73].

1.1 The NEMol Approach

A less computationally expensive alternative is the NEMol [75] ansatz. Here, the feedback
of the electron motion to the nuclear dynamics is less directly included than in the exact
factorisation formalism. NEMol offers the possibility to simulate the coupled nuclear and
electron dynamics for both, laser pulse induced dynamics, as well as Coln driven motion.
The nuclei are thereby described quantum mechanically and coupled to the electronic
wavefunctions propagated in the eigenstate basis. In this thesis and the papers included
therein a modified version of the original NEMol ansatz [76-78|, the NEMol-grid version |79,
80], was applied. This adapted method allows for the correct simulation of more complex
situations like very delocalized wavepackets. In the following section first the general idea
of NEMol is introduced, which is the same for both versions. Then the adaptions carried
out with the NEMol-grid are illustrated.

To describe the coupled nuclear and electron dynamics one has to determine the temporal
evolution of the total molecular wavefunction Wy (7, R,t), which can be written as the sum
of the time-dependent electronic wavefunctions p;(r, t; R) and nuclear wavefunctions x; (R, t)

with the coordinates of the nuclei R, the electronic coordinates r and the time ¢ [76-78]:

Wyor(r, R, ) = in(R,t) - @i(r, t; R). (1.1)

2

The electronic wavefunctions ;(r, t; R) are thereby parametrically dependent on the nuclear
coordinates R. They define a multi-dimensional vector that includes the involved electronic
states. The nuclear wavefunctions y; (R, t) residing in the ith PES form a multi-dimensional
vector x¢ot. The temporal evolution of x4 is simulated on coupled PES, which can be done
with any quantum dynamics method. In all papers included in this thesis the QDng [81]
program, developed in house, was applied to describe the nuclear quantum dynamics. To
derive an expression for the coupled total electronic wavefunction the total molecular wave-

function Wy (r, R, t) is multiplied from the left with x;,; and integrated over the nuclear
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coordinates [76-78]|.

Byor (s (R (1)) = / oy (Rot) - Wy (r, R t)dR (1.2)

The individual components ®; of this vector are defined by the following equation:

@, (R)(1)) = A35(0) - 5.t (RY(0) + 3 Aelt) - ol t: (R0, (13)
k#j
with Ajx(t) = (; (R 0)|xk (R ) k. (1.4)

The time-dependent population A;;(t) and the time-dependent nuclear overlap terms A (t)
can be obtained from the nuclear quantum dynamics simulation. The overlap term Aj; is
directly related to the degree of coherence induced between the involved states. Therefore,
it approaches zero for weakly coupled electronic states. In these situations the coupled elec-
tronic wavefunctions ®;(r,t; (R)(t)) equal the uncoupled ones ¢;(r,t; (R)(t)). Both of them
depend parametrically on the temporal evolution of the nuclear coordinates (R)(t), which
means that the electronic structure is modified by the nuclear dynamics. The time-evolution
of the real-valued electronic wavefunctions ¢;(r,t; (R)(t)) is achieved by propagation in the

electronic phase space [76-78]|.

i (ry (R (1)) = (s (R)(1)) - e (1.5)

The electronic phase factor £;(t) is obtained via numerical integration of the electronic

eigenenergies F;((R)(t)) over time.

gmzé@mww. (1.6)

As E;((R)(t)) changes with the propagation time, the electronic phase factor £;(t) has to

be calculated recursively to retain the memory of the progressing electronic phase.
&i(t) = E;((R) (1)) At + &(t — At) (1.7)

In the original NEMol approach the time step At has to be much smaller than the one
chosen for the nuclear dynamics, to ensure a smooth propagation in the complex plane.
As the coupled total electronic wavefunction is a high-dimensional, complex quantity, the
coupled one-electron density p(r,¢; (R)(t)) is used in NEMol instead [76-78].

p(r s (RY(8) =D Aj(0)p(ri (R) (1) + Y 2Re{ Ajr(t) pjie(r (R) (£))e S+ (1.8)
J

k>j
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with fjk(t) = AEjk(<R>(t))At + fjk(t — At). (1.9)

It is comprised of two terms, the first one consists of the state specific electronic density
pj;i(r; (R)(t)) multiplied with the corresponding time-dependent population A;;(t). The sec-
ond one describes the coherent electronic density and consists of the one-electron transition
density pji(r; (R)(t)) weighted by the time-dependent overlap A (t) and an exponential
that includes the pure electronic phase &;;(t), that is proportional to the energy difference
AFEj, between the states j and k. With the original NEMol approach only one geometry per
time step, the expectation value of the position, is used to determine p(r,¢; (R)(t)). This
works well when the nuclear wavepacket is localised. The more delocalised the wavepacket
gets the more the description via (R)(t) fails. This is due to only parts of the delocalised
wavepacket giving rise to large nuclear overlap terms. However, the position of these parts
of the wavepacket do not have to coincide with (R)(¢). For two- and higher-dimensional sys-
tems the occurrence of delocalised wavepackets becomes more and more likely. To generalise

NEMol beyond the single geometry approximation the NEMol-grid |79, 80] was introduced.

1.0 E [eV]
10.0
_ 05 9.0
=z 8.0
N
o
0.0 7.0
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-0.5
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_ 05 9.0
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N
o
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-1.5 0.0 1.5
q, [Al

Figure 1.1: The nuclear wavepacket of uracil after laser excitation to the Sy. Ilustration of a)
the original NEMol approach, that determines the one-electron density for the expectation value
of the position and b) the NEMol-grid approach where the density is coupled to multiple grid
points. The FC point is marked by a white dot, the S minimum by a red one.

In the NEMol-grid ansatz the nuclear coordinate space is split up into M x L segments
for each of which a partial density p,,; is calculated. In the limit the NEMol-grid equals
the grid of the nuclear wavepacket propagation, but it is possible to choose a coarser one or

even a non-regular one if some areas of the PES, e.g. a Coln should be treated with greater
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accuracy. The partial densities are calculated by |79, 80]:

ml
Pt (7t Riny) = Zaﬂ )03 (s Rit) + > 2Re{ ol (t) pji(r; Rya)e D}, (1.10)

k>j

with ¢ (t) = AEj(Rou) At + R (t — At). (1.11)

The form of equation 1.10 is very similar to equation 1.8 of the original NEMol. However,
with the NEMol-grid the position of R,,; does not vary with time. Therefore, a larger
time step for the calculation of the phase term can be chosen. The population and overlap
terms ag}l and a;}cl are determined for each segment ml by integration over the wavepackets
within the boundaries of the segment. If the NEMol-grid is smaller than the PES, then
the population and overlap terms that are arising outside the NEMol-grid are added to
the nearest segment, to conserve the total amount of population. In most cases these
contributions will be small, as usually a NEMol-grid is chosen that mostly covers the areas
where the nuclear wavepacket traverses. For the centre of each segment the state specific
electronic densities p;j;(r; Ry;), the one-electron transition densities pjk(r; Rpny) and the pure
electronic phase 5;7,";[(25) are determined. The total coupled one-electron density p(r,t; R)
that describes the electron dynamics coupled to multiple grid points is then obtained by

summation over the partial densities p,,;(r,t; Rpy) |79, 80].

M
p(?“,t; R) = Z mel(ht le) (112)

For cases where the entire dynamics or the relevant part of it are described by the transition
of one electron between two coupled states, it is possible to further simplify the NEMol
approach by changing the description of the electron density to the le-20 picture |79, 80].
This simplification can be applied to both, the original NEMol and the NEMol-grid version.
Here, the combination of the le-20 picture with the NEMol-grid method is shown for the
partial density pi%, (7, t; (Rmi)(t)).

Pleao(ry s (R} (1)) = ATY (D101 (13 (R} (1)) + A53 (1)[02(r (Rt ()2

+ QRe{A%l(t)Ol (r; (Rot) () 02(75 (Rpnt) (t))e*’fﬁl (t) }

(1.13)

In this picture the wavefunctions of the two coupled states are described by two Slater
determinants, which only differ in the occupation of one spin orbital §. The state specific
electronic density and the one-electron transition density can then be expressed via the
spin orbitals. Neglecting all doubly occupied orbitals p%, (r,t; (Ru)(t)) is comprised of
three terms. The first two correspond to the state specific electronic density weighted by

the time-dependent population A7Y(t) and A%5Y(t) of the corresponding states. The third
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one resembles the one-electron transition density weighted by the time-dependent overlap
AT (t) and the exponential term, that includes the electronic phase £73!(t). Studies [79, 80]
showed, that the simplified le-20 picture is sufficient to describe the coupled nuclear and
electron dynamics in molecules. The NEMol-grid approach has been applied to situations
exhibiting very delocalized nuclear wavepackets [80], as well as to localised ones [82]. With
the obtained coupled dynamics it is possible to, e.g., observe the carrier-envelop-phase
control of a photochemical reaction [79], or to combine it with XAS [83, 84| to simulate
more accurate spectra, that include the electronic coherence. The latter possibility will be
discussed in detail in chapter 3. In the current chapter the general NEMol-grid approach,

as well as the simplified 1e-20 picture were applied to the nucleobase uracil.

1.2 Uracil: A Case of a Delocalised Nuclear Wavepacket

Uracil is one of the five canonical nucleobases that are the building blocks of RNA and DNA.
The nucleobases and their specific ordering in the RNA and DNA strands store the genetic
information [85-88|. It is assumed that the nucleobases evolved in the prebiotic stage,
before the formation of the protective ozone layer in the atmosphere. They must therefore
have been exposed to a substantial amount of UV radiation [89, 90]. This might explain
their intrinsic photostability which could have evolved due to evolutionary pressure. The
ability to absorb and efficiently dissipate the harmful UV radiation posed an evolutionary
advantage in early earth history [89, 90|. The intrinsic photostability of the nucleobases is
attributed to Colns between the excited states and the ground state that enable ultrafast
relaxation after photoexcitation [12, 91]. While in the excited state, the nucleobases are
more susceptible to chemical modifications, methylation, or base alteration. The modified
nucleobases can then cause mutations and genomic instabilities that can ultimately result
in cancer [6, 10, 92-95]. Nucleobases have been extensively studied both experimentally,
as well as theoretically to better understand their excited state dynamics. In the present
chapter we focus on the nucleobase uracil, which is present in RNA. Various experiments
have been conducted [5, 11, 12, 96-98|, that found in average two decay constants, one
lying below 200fs and the other one between 2.0 ps to 3.3 ps. The exact value depends
on factors such as the specific excitation wavelength and the resolution of the experiment.
Usually the faster time constant is attributed to ultrafast relaxation from the bright Sy
to the dark Sy state. The S is characterized by an excitation from a 7 to a «* orbital,
whereas the S7 is described by the transfer of an electron from a non-bonding to a 7 orbital.
The picosecond decay time is assigned to the subsequent relaxation back to the ground
state. The excited state lifetimes change depending on whether a nucleobase monomer is
studied in the gas phase or in solution, or if single or double stranded DNA or RNA is
investigated [97, 99-102]. In theoretical simulations also the level of theory of the underlying
electronic structure theory has shown to be a decisive factor [103]. The paper presented in
this chapter investigates the excited state dynamics of uracil after photoexcitation into the

bright So state and its relaxation through the S;/S Coln. Initially the nuclear wavepacket

10



1.2 Uracil: A Case of a Delocalised Nuclear Wavepacket

of uracil is quite localized, but as the simulation time progresses it becomes more and more
delocalised, spreading over larger parts of the excited state PES (see Figure 1.2). The
quite delocalized nature of the nuclear wavepacket leads to a seemingly long-lived electronic

coherence [104]. It is therefore an ideal test case for the NEMol-grid approach.
1.0

0.5

a, [A]

1.5 -1. 0.0 1.5

1. 0,
q, [A] q,[A] q, [A]

Figure 1.2: The nuclear wavepacket (grey) after laser excitation to the Sy for different points in
time. The FC point is marked by a white dot, the S; minimum by a red one.

The article "Photo-Induced Coupled Nuclear and Electron Dynamics in the Nucleobase
Uracil" was published in Frontiers in Physics. In the following the key points of the article

are summarised.

e A grid based ansatz for the NEMol approach was derived. NEMol treats both the
nuclear and the electron dynamics purely quantum-mechanically. It enables the simu-
lation of coupled dynamics along a photo-induced relaxation process, including both
the interaction with a laser pulse, as well as non-adiabatic events such as the relaxation
through a Coln.

e A simplified version of the NEMol approach, the le-20 picture was developed, that
is able to describe situations where the dynamics take place between two coupled
states. Apart from minor deviations, this approach leads to the same results at lower
computational cost as using the total coupled electron density for both the excitation

induced dynamics as well as the coupled dynamics near the Coln.

o After exciting the vast majority of the wavepacket to the So with an excitation pulse,
the nuclear wavepacket describes an oscillatory path between the Franck-Condon (FC)
point and the So minimum. After an initial oscillation period of 80 fs the wavepacket
splits into parts that continue to oscillate, while others propagate to the Coln seam
and relax to the S;. In this way a constant relaxation of parts of the wavepacket is
present. The very delocalised nature of the wavepacket causes apparently long-lived

electronic coherence.

e The excitation pulse induced dynamics is described by the excitation of an electron
from a bonding 7 orbital into an anti-bonding 7* orbital. With the NEMol approach
this change could be observed in the changing electron density. The induced dipole
moment is a potential experimental observable. This exhibits a slow oscillation caused
by the initial path of the nuclear wavepacket on the PES and a fast oscillation. A

Fourier transform of the fast features revealed them to be at nearly the same frequency
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as that of the excitation pulse. Comparing the oscillations in the induced dipole
moment with the field of the excitation pulse, good agreement with a maximum phase
shift of about 0.57 could be observed, as expected. In a time-windowed Fourier
transform of the induced dipole moment not only features at the point in time of
maximal laser power, but also a second occurrence at the end of the pump pulse is
observed. This is caused by parts of the wavepacket having travelled back to the FC

point and which are now interacting again with the pulse.

e The relaxation through the Coln could be observed in the electron density, that
changed from a pure non-binding character to a mixed non-bonding and 7 character.
In the time-windowed Fourier transform of the induced dipole moment two main
features were present. The frequencies at earlier times were lying at higher energies
and are attributed to parts of the nuclear wavepacket reaching the coupling region,
but not directly the Coln seam. At later times features of lower energy appear, as the

wavepacket now reaches the Coln.

e The NEMol-grid approach was successfully applied to treat the delocalized wavepacket
dynamics in uracil. With the NEMol-grid version of the ansatz for the coupled nuclear
and electron dynamics it is now possible to tackle a whole new range of scientific

questions not accessible with the original NEMol approach.

In the following the article "Photo-Induced Coupled Nuclear and Electron Dynamics in the
Nucleobase Uracil" published in Frontiers in Physics under a Creative Commons Attribution
4.0 International License (CC BY 4.0, URL: https://creativecommons.org/licenses/by/4.0)
is reproduced from Frontiers in Physics, 9, 674573 (2021). The supporting information
of this article is available under https://www.frontiersin.org/articles/10.3389/fphy.2021.
674573.
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Photo-initiated processes in molecules often involve complex situations where the
induced dynamics is characterized by the interplay of nuclear and electronic degrees of
freedom. The interaction of the molecule with an ultrashort laser pulse or the coupling at
a conical intersection (Coln) induces coherent electron dynamics which is subsequently
modified by the nuclear motion. The nuclear dynamics typically leads to a fast electronic
decoherence but also, depending on the system, enables the reappearance of the
coherent electron dynamics. We study this situation for the photo-induced nuclear and
electron dynamics in the nucleobase uracil. The simulations are performed with our
ansatz for the coupled description of the nuclear and electron dynamics in molecular
systems (NEMol). After photo-excitation uracil exhibits an ultrafast relaxation mechanism
mediated by Coln’s. Both processes, the excitation by a laser pulse and the non-adiabatic
relaxation, are explicitly simulated and the coherent electron dynamics is monitored
using our quantum mechanical NEMol approach. The electronic coherence induced
by the Coln is observable for a long time scale due to the delocalized nature of the
nuclear wavepacket.

Keywords: quantum dynamics, coupled nuclear and electron dynamics, electronic coherence, conical
intersection, photo-excitation, uracil

1. INTRODUCTION

The interaction of molecular systems with light induces numerous chemical processes which can
be natural, such as vision [1-3] and photosynthesis [4-7], or artificial like organic photovoltaics
[8-12] and photocatalysis [13, 14]. In these processes a molecule often absorbs light with a
wavelength in the visible or ultraviolet range where electrons are promoted from the molecular
ground state to higher electronic states. The excited molecule can undergo radiative or non-
radiative decay processes. Only the non-radiative processes can lead to photo-chemical reactions
which are often mediated by non-adiabatic transitions [15]. The necessary non-adiabatic couplings
(NAC:s) between the states involved are only present in the vicinity of a conical intersection (Coln)
[16-18] or an avoided crossing. Depending on the number of degrees of freedom these Coln’s are
extraordinary points, seams or even higher dimensional crossing spaces. Besides the possibility of
non-radiative relaxation they lead to the breakdown of the adiabatic separation between nuclear
and electronic motion and equalize the time scales of their dynamics. Overall the excitation process
and the non-adiabatic transitions are complex situation where both nuclear and electronic motion
and their interaction play a key role. In order to simulate these situations a theoretical approach is
needed that can describe the coupled nuclear and electron dynamics in a molecular system.
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Most methods which can describe the electron dynamics
are often modified versions of their well-known quantum-
chemical counter parts and neglect the influence of the
nuclear motion [19-23] or treat it classically [24-27]. One
of the possibilities to treat both the nuclear and the electron
dynamics in a molecular systems is the quantum-mechanical
NEMol ansatz [28-32]. Within this ansatz the electronic
wavefunctions are propagated in the eigenstate basis and
coupled to the nuclear wavepacket propagated on coupled
potential surfaces. Compared to similar but more expensive
approaches based on the coupled propagation of the nuclear
and electronic wavefunction on a single time-dependent
potential energy surface [33-36], in NEMol the feedback of
the electron motion to the nuclear dynamics is less directly
included. In the beginning we give a brief introduction to
the NEMol ansatz and how we determine the time-dependent
electron density. This density is used to distinguish the
Born-Oppenheimer part of the dynamics from the coherent
electron dynamics. With the help of the NEMol ansatz
the electron and nuclear dynamics along a photo-induced
relaxation process in molecular systems can be simulated,
including both interaction with a laser pulse and non-
adiabatic events.

In the main part of this paper we apply NEMol to derive
photo-induced dynamics in uracil which is one of the four
nucleobases in RNA. Like all other nucleobases uracil absorbs
mainly in the UV range due to an accessible 7 — =
transition [37, 38]. After the excitation uracil can undergo
harmful chemical modifications, such as methylation or base
alteration [39-41]. The altered structures and the subsequent
changed base pairings can lead to mutations, genomic instability
and cancer [37, 40, 42]. To prevent potential mutations in
advance, the inherent photostability of the nucleobases is a
key factor, assuring that the vast majority of photoexcitations
do not lead to harmful modifications [37]. The photostability
of all nucleobases is due to the presence of fast relaxation
mechanisms back to the ground state. Uracil exhibits an
ultrafast relaxation mechanism with experimentally observed
relaxation times between 50fs and 2.4ps [37, 43-46]. The
relaxation is mediated via Coln’s between the first two excited
states and has been well-studied using quantum-dynamics on
two-dimensional surfaces [47, 48], as well as semi-classical
approaches allowing for all degrees of freedom [38, 49-51].
As already demonstrated [52] the coherence induced by these
Coln’s is long-lived since the non-adiabatic transition is rather a
continuous process due to the delocalized nature of the nuclear
wavepacket. We are following the photoinduced dynamics in
uracil starting with the explicit simulation of the excitation
processes via a laser pulse up to the relaxation via Coln’s. During
the whole process NEMol is used to monitor the temporal
evolution of the electron dynamics. The simulations demonstrate
that the electron dynamics even in large molecular systems
reflect coherence, decoherence, and reappearance due to nuclear
motion. In previous work the effect of decoherence has been
discussed from the nuclear dynamics side [53-55], and the
reappearance has been reported for small molecular systems
[56-58].

2. COUPLED NUCLEAR AND ELECTRON
DYNAMICS IN MOLECULES (NEMol)

To describe the coupled nuclear and electron dynamics it is
necessary to determine the temporal evolution of the total
molecular wavefunction. This is realized with our NEMol ansatz
[28-30]. In a system with multiple electronic states the total
wavefunction W (7, R, t) can be expressed as a sum over the
products consisting of the electronic wavefunctions ¢(r, t; R) and
the wavefunctions of the nuclei x (R, t) (see Equation 1), with the
nuclear and electronic coordinates R and r and the time t. In
this ansatz both the electronic and the nuclear wavefunctions are
explicitly time-dependent.

Wior(r R t) = Y xi(R ) - i, £ R). 1)

The electronic wavefunctions ¢; are parametrically depending
on the nuclear coordinates R and define a multi-dimensional
vector comprising the electronic states involved. Analogously,
the total nuclear wavefunction xs: is given by a multi-
dimensional vector composed of the nuclear wavefunctions
xi residing in the i potential surfaces. Its temporal evolution
is simulated on coupled potential energy surfaces (PES), for
details see Supplementary Section I. Multiplying Wy, (, R, t)
from the left with y;; and the subsequent integration over the
nuclear coordinates results in an expression of the coupled total
electronic wavefunction [28-30].

Dior(r, 5 (R)(D)) = / Xiot (R, 1) - Wioy(r, R, 1)dR (2)

The individual components ®; of this vector are defined by the
following equation:

D;(r, £; (R)(1)) = Ajj(1) - ¢j(r, 15 (R)(D))

+ ) AR - gt (RY(D)), 3)
kj

with A (£) = (xR, )| xi(R, 1) - (4)

The time-dependent populations Aj;(¢) and the time-dependent
nuclear overlap terms Aj(t) are determined by the nuclear
quantum-dynamics simulation. The overlap terms specify the
degree of coherence induced between two states j and k. If
the coupling between the electronic states is weak, the nuclear
wavefunctions propagate independently and the overlap term
becomes zero. In this case, the coupled electronic wavefunctions
®; in Equation (3) become equivalent to the uncoupled electronic
wavefunction ¢;. All electronic wavefunctions coupled and
uncoupled are parametrically depending on the time-dependent
expected value of the position (R)(#). This means that the coupled
electronic wavefunctions are evaluated at one single nuclear
geometry which changes with time. The time evolution of the
@j(r, t; (R)(¢)) is determined by the deformation of the electronic
structure induced by the nuclear motion and the propagation in
the electronic phase space [28-30].

(1.t (R)(B) = @(r; (R)(2)) - e 5V )
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Here the ¢;(r; (R)(t)) are the real-valued electronic
wavefunctions of the relevant electronic states and §&;(t) is
the electronic phase factor computed by numerical integration
of the electronic eigenenergies Ej((R)(t)) over time.

t
am=£amwwa (©)

In practice the calculation of &;(t) has to be done recursively
to retain the memory of the progressing electronic phase since
E;((R)(t)) changes with propagation time

§(1) = Ei((R)(1) At + &(t — Ab). (7)

Thereby the propagation velocity of the phase in the complex
plane changes smoothly in time while the nuclear wavepacket
propagates. Within the original NEMol a much smaller time step
must be used for the calculation of the phase term &;(t). The
coupled total electronic wavefunction is used to determine the
coupled one-electron density p(r, t; (R)(¢)) [28-30].

Pt (RY(B) =Y Aji(D)pji(rs (R)(1))
j

+ Y 2Re{Ap(pu(r: (RY(D)e 5}, (8)
k>j

with & (£) = AER((R)(£)) At + E(t — AL). 9)

The first summation consists of the state specific electronic
density pj;(r; (R)(t)) weighted with the corresponding time-
dependent population Aji(t). The second summation defines
the coherent contribution to the coupled electron density
and consists of the time-dependent overlap Aj(t), the one-
electron transition density pj(r; (R)(f)) and its pure electronic
phase &j(f) defined by the energy difference AEj between the
electronic states involved. This coherent part of the density
can be induced by an interaction with a laser pulse or by
non-adiabatic coupling events. For non-dissociative molecular
dynamics like in uracil the time-dependent overlap determines
the disappearance and especially the potential reappearance of
the coherent electron dynamics.

To go beyond this single geometry approximation we
introduced the NEMol-grid [32] where the full nuclear
coordinate space is split up into segments for which partial
densities are calculated. In the limit the NEMol-grid is equal to
the grid for the nuclear wavepacket propagation, but in practice
we choose a coarser one. The partial densities p,,(r,t; R,,) are
defined by:

i1 5 R) =Y @' (0)pji(r; Rop)
j

_ieml
+ 3 2Refa (D(r; Rue ), (10)
k>j
with Sj';:l(t) = AEj(Ry) At + Sj};:l(t — A, ()

The population terms ajgf‘l(t) and the overlap terms aj',?l(t)

are calculated by integration over the wavepackets within the

boundaries of the segments. At the center R, of each segment
the state specific electronic densities jj(r; R,y;), the one-electron
transition densities pj(r; R,y), and the pure electronic phase

5}7{” (t) are determined. Since the positions R,,;; do not vary with

time the time step for the calculation of the phase term can be
chosen larger than for the original NEMol. In this work a time
step of 1 a.u. is used. To obtain the total coupled electron density
the individual contributions for each segment are summed up.

M
Pt R) =Y pilrt; Rya). (12)

m=1 |=1

This total coupled one-electron density p(r, t; R) (also called full
electron density in the following) contains the information of
all partial densities determined at multiple grid points weighted
with the corresponding population and overlap terms. This is
a significant difference from the original NEMol where the
electronic structure was only considered at one geometry. To
visualize the coupled one-electron density the weighted average
R of all R, is formed. The NEMol-grid extension is used to
sample the nuclear wavefunction to improve the resolution of the
spatial dependence of the electronic phase term. This is crucial for
situations where the nuclear wavepacket is delocalized and only
parts of the wavepacket induce coherence in the system. As this
is increasingly the case for two and more dimensional systems,
the expected value of the position (R)(?) is no longer appropriate
to capture the electron the electron dynamics. Since uracil is such
case we apply the NEMol-grid for all calculations in this work. To
study the electron dynamics the induced dipole moment vector i
is calculated using the coupled one-electron density:

ﬁm=fﬂMmm%? (13)

If the entire dynamics or at least parts of it can be described by
two coupled states, it is possible to obtain a simplified description
of the electron density in the one-electron-two-orbital (1e-20)

FIGURE 1 | Uracil molecule at the Franck-Condon point. The studied carbonyl
group is indicated in purple. Carbon atoms are shown in gray, hydrogen in
white, oxygen in red, and nitrogen in blue.
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picture, which was derived and successfully applied in reference
[32]. Based on the assumption that the two states are described
by two Slater determinants, which only differ in the occupation
of one spin orbital 0, it is possible to condense the coupled
dynamics in a simple le-20-density. The following Equation (14)
is based on the original NEMol ansatz (see Equation 8), but
the le-20-density can also be determined in combination with
the NEMol-grid.

Prezo(r t; (R)(1)) = A1 ()61 (r; (RY(D))[* + A (D)1602(r; (R)(1))|?

+ 2Re{ A1 (D61 (r; (RY()0:(r; (R)(8))e %1200,
(14)

Neglecting the contributions of the equally occupied orbitals, the
first two terms represent the remaining two orbitals weighted
with their respective population Aj;(t). The third term denotes
the coherence between the states characterized by the product of
the two orbitals.

3. PHOTO-INDUCED DYNAMICS OF
URACIL

In this work we investigate the photo-induced nuclear and
electron dynamics of the nucleobase uracil with NEMol. The
geometry of uracil at the Franck-Condon (FC) point is depicted
in Figurel. Uracil is characterized by an ultrafast photo-
relaxation channel starting in the second excited state (S;) which
is mediated by Coln’s. As shown in previous studies [47, 48], the
photo-excitation and the initial steps of the subsequent relaxation
can be well-described on two-dimensional PES. We adopt these
adiabatic PES, which were first reported by Keefer et al. [47]
and later modified [52, 59]. The underlying two-dimensional
coordinate space spanned by the vectors g; and ¢, includes all
relevant structures, the FC point, the S, minimum, the optimized

S2/81 Coln and also parts of the associated Coln seam. Both
vectors are depicted on the right side of Figure 2. The resulting
PES for the bright S, state is shown on the left of Figure 2. The
potential surface exhibits a double-well structure with a small
barrier separating the S, minimum on the top left from the Coln
seam on the bottom right (black). Further information about the
simulations can be found in the Supplementary Section I. The
molecular orientation within the laboratory frame is chosen in
such a way that the molecular plane is equal to the xy-plane at
the FC point and the center of mass defines the origin of the
laboratory frame (see Figure 1). To initiate the dynamics and
promote the system from the electronic ground state to the S,
state we use a Gaussian shaped pulse. Its parameters were adapted
from a previous work [47]. The pulse has a central frequency wy
of 6.12¢V, a full width at half maximum (FWHM) of 30 fs and
a maximum field strength of 0.036 GV cm™!. This maximum is
reached after 40 fs simulation time. The light-matter interaction
is treated within the dipole approximation. We assume that the
electric component of the pulse is optimally aligned with the
transition dipole moment whose absolute value is used. The
complete temporal evolution of the population of all three states
is shown in Figure 3. The excitation pulse is active in the time
period between 10 and 75fs and leads to an S, population
yield close to 90%. The motion of the wavepacket in the S,
state is indicated in white in Figure 2. The wavepacket evolves
from the FC point toward the S; minimum and oscillates back
near the FC region. After this first oscillation period (about
80fs) a part of the wavepacket splits and travels toward the
Coln seam. At around 100fs the population of the S, state
starts to decay. During the following oscillations this behavior
continues leading to a rather continuous flow of population into
the S; state.

The NEMol simulations are used to monitor the coupled
nuclear and electron dynamics of uracil during the first 200 fs.
We assume that the coherent part of the electron dynamics

1.0

e
o

q, coordinate [A]

R A
-1.0 0.0 1.0
q, coordinate [A]

FIGURE 2 | Potential energy surface of the bright S, state of uracil with indicated Coln seam (black) and a schematic representation of the path of the wavepacket
(white). The energy scale is given with respect to the global minimum of the Sy potential energy surface. The two coordinate vectors defining the two-dimensional
coordinate space are shown on the right. Only contributions larger than 0.3A are depicted.

t
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FIGURE 3 | Populations of the Sp, S1, and S, state as a function of the
simulation time. The envelope of the excitation pulse is indicated in gray.

is only active during the laser pulse excitation and when the
wavepacket is interacting with the CoIn seam. Since these two
events are spatially and temporally separated from each other
we split our simulation into two parts. Within the interval of
the excitation process (0-75 fs) we calculate the coupled electron
density including only the properties (densities, population and
overlap) of the Sy and S, states. In the second part (75-200 fs),
characterized by the relaxation via the Coln seam, we include
only the properties of the S; and S, states. For both cases we use
a NEMol-grid of 14 x 10 segments equally distributed between
—0.37 and 1.57 A in the g; coordinate and from —0.57 to 0.86 A
in the g, coordinate, shown in Supplementary Figure 1. For
each of these segments the population terms and the overlap
terms of the involved states were determined. The population
outside the NEMol-grid was added to the nearest segment on
the edge of the grid. For the detailed analysis of the electron
dynamics we focus on two quantities, the induced dipole
moment and the temporal evolution of the local density at the
upper carbonyl group (marked in purple in Figure 1). Both are
observables, e.g., the fluctuations in the local density could be
probed by transient X-ray absorption spectroscopy [60, 61]. Both
observables show qualitatively very similar features. The results
for the induced dipole moment are presented and discussed in the
manuscript, while the ones for the local density are shown in the
Supplementary Material. We should note that for the excitation
dynamics it is important to ensure that the phase information of
the laser pulse is solely imprinted on the electronic wavefunction
and not also on the nuclear wavefunctions. In our previous
work [62, 63], this was realized by calculating the dynamics in
the rotating-wave-approximation to describe the laser-induced
coupling between the molecular states. In this work we have
chosen to remove the phase information of the laser pulse from
the nuclear overlap terms.

So S,

n*f

0
e

FIGURE 4 | Molecular orbital schemes for the Sy — S, excitation with the
active electron indicated in green and corresponding orbitals at the
Franck-Condon point. Orbitals are shown with an isovalue of 0.05.

T e

FIGURE 5 | Snapshots of the electron density and the difference in density
relative to the density at t = Ofs (green electron-loss, orange electron-gain) for
the excitation-pulse induced dynamics between 0 and 75 fs. The isovalues
used are 0.08, respectively +0.003.

3.1. Excitation-Pulse Induced Dynamics

The dynamics induced by the laser pulse excitation is basically
characterized by the excitation of one electron from a bonding 7
orbital into an anti-bonding 7 * orbital. This process is illustrated
in Figure 4. For the following analysis we calculate the full
coupled electron density according to Equation (12).

Snapshots of the full coupled electron density are depicted
in Figure5. The excitation process follows with slight delay
the profile of the resonant light pulse (Figure 3). Close to its
maximum we observe a slight backtransfer from S, to Sp.
Thereafter the S, population smoothly further increases up to
nearly 100% reached at 52 fs. Toward the end of the pulse (at
60-70 fs) about 5% of the population is transferred back to the
ground state. In total, 92% of the population was promoted into
the S, state. With the naked eye nearly no variation is visible
in the temporal evolution of the full electron density (top row
Figure 5). However, studying the difference in density (bottom
row) recorded with respect to the one at t = 0fs the change
in the bonding/anti-bonding pattern of the m-system becomes
observable. In addition the deplanarization of the molecule leads
to changes in the o-system. The corresponding snapshots of the
le-20-density can be found in Supplementary Figure 4.

The temporal evolution of the induced dipole moment (DM)
is determined with and without the coherent part of the coupled
electron density included. The difference ADM is used to
monitor the part of the dipole moment which is induced by the
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FIGURE 6 | Temporal evolution of the dipole moment components for (A) the calculation with the full density and (B) for the difference (ADM) between the dipole
moment calculated with and without the coherence term included. The ADM are only shown for the for x- and y-components. The envelope of the excitation pulse is
indicated in gray. (C) Fourier spectra of x-ADM and y—ADM. All spectra are normalized to one. (D) Comparison of y—ADM (green) and the electric field of the
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coherent electron dynamics. The DM components, the ADM
along the x- and y-coordinate and their Fourier transforms are
shown in Figure 6. In addition also the comparison of the y-
ADM signal and the laser field is depicted. In the beginning of
the excitation process the wavepacket mostly remains near the FC
point and the molecular geometry stays planar in the xy-plane.
Therefore, up to 30fs the z-component of the induced dipole
moment stays zero. After this period the wavepacket movement
toward the S; minimum breaks up the planar structure and
small modulations of the z-component are observed. Compared
to the other two components it does not change significantly
and is neglected for the further analysis. Regarding the x- and
y-components of the DM, two main features are apparent.
There is an overall increase (y-component), respectively decrease

(x-component) in the DM which is modulated by a slow
oscillation with a period of about 40fs caused by the initial
nuclear wavepacket motion around the S; minimum. The
second feature is an extremely fast oscillation which is especially
dominant in the range of 10-45 fs. With the help of the ADM
components (Figure 6B) these fast oscillations can be attributed
to the coherent electron dynamics. Close to the pulse maximum
a pronounced destructive interference appears around 35 fs
which coincides with the slight backtransfer of the population
(Figure 3). The Fourier transforms (Figure 6C) of the two ADM
signals clearly reveal that both components share the same main
frequencies at 6.18 eV. These frequencies agree very well with
the excitation frequency of 6.12eV. A table of all observed
frequencies with an intensity larger than 0.1 can be found in
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FIGURE 7 | Time-windowed Fourier transform of the y-component of ADM.
The Fourier spectrogram is normalized and a Gaussian window function with a
width of 120 data points corresponding to a time of 2.9fs is used.

Supplementary Table 1. If we now compare the time evolution
of the electric field of the pulse with the evolution of y-ADM
(Figure 6D) this good agreement is confirmed and furthermore
a maximum phase shift of about 0.5z between the field and the
coherent part of the induced dipole moment can be recognized as
expected [62, 63]. That means there is a briefly delayed response
of the electron dynamics to the laser pulse. Also the beginning
of the destructive interference of the electron wavefunctions at
33 fs is visible. In a final step of the analysis we have used a time-
windowed Fourier transform of the y-ADM signal to determine
the time at which the observed frequencies occur. In Figure 7 the
result of the time-windowed Fourier transform is shown applying
a Gaussian window function with a width of 120 data points
corresponding to a time of 2.9 fs.

In the spectrogram only frequencies in an energy window
between 5.5 and 7eV are visible. During the simulation these
frequencies are occurring twice, once between 10 and 45fs
with the maximum being located between 25 and 35fs, and
a second time much weaker from 60 fs onward. The first one
is directly induced by the laser pulse and the starting point
of this signal matches with the beginning of the population
transfer into S, state. The second occurrence takes place at the
end of the excitation pulse. Until then parts of the wavepacket
traveled back to the FC area and are again resonant with the
excitation pulse. This enables backtransfer from the S, state to
the ground state creating again non-zero nuclear overlap terms in
Equation (10) and thus coherent electron dynamics. As described
in the theory section instead of using the total coupled electron
density it is also possible to perform the calculations in the
le-20 picture (see Equation 14). Besides small deviations, the
results in the le-20 picture are quite similar and can be found
in the Supplementary Material. A complete summary of all

> S1

'r[* ‘
1
-0 —F
FIGURE 8 | Molecular orbital schemes for the So — Sy relaxation with the

active electron indicated in green and corresponding orbitals at the
Franck-Condon point. Orbitals are shown with an isovalue of 0.05.

performed analyses of the coupled electron density can be found
in Supplementary Section ITTA. In summary, the laser pulse
builds up electronic coherence in the molecule. The subsequent
nuclear movement leads to decoherence within 10 fs, but about
40 fs later a weak reappearance of the signal due to laser coupling
is observed.

3.2. Conical Intersection Induced Dynamics
Since the coupled dynamics of the excitation process is well-
described in the le-20 picture, we also performed the simulation
for the conical intersection induced dynamics in this picture. The
two active orbitals which are required to describe the NEMol-
dynamics according to Equation (14) are shown in Figure 8 at
the FC point. In this simplified picture the Coln dynamics is
characterized by the transfer of one electron from a non-bonding
orbital into a bonding 7 orbital.

The population dynamics in the time window from 75 to
200fs and snapshots of the coupled electron density in the
le-20 picture are depicted in Figure9. The corresponding
snapshots obtained with the full electron density are show in
Supplementary Figure 11. A slow but steady decay of the S,
population indicating two shallow steps (from 110 to 160 fs and
from 170 to 200 fs) is visible. This rather continuous relaxation
process is due to the delocalized nature of the nuclear wavepacket.
In the le-20 picture the variation in the temporal evolution of
the electron density is clearly visible (top row Figure 9B). For
illustration also the difference in density with respect to the one
at t = 75fs is depicted. The snapshots reveal a transition from an
exclusive non-bonding character at 75 fs to a mixed non-bonding
and 7 character at 195fs. Over the observed time the majority
of the density is located at the upper oxygen atom, but the two
left carbon atoms gain more and more density and a 7-bond
is formed.

For further analysis the temporal evolution of the induced
dipole moment calculated with and without the coherent part
of the electron density included was determined. The resulting
DM components, the ADM of the x- and y-components and
their Fourier transforms are shown in Figure 10. In addition
the time-windowed Fourier transform of the y-ADM signal is
depicted there, applying a Gaussian window function with a
width of 2.9 fs. As for the excitation dynamics, the z-component
of the induced dipole moment does not play a major role and is
neglected also in the discussion of the Coln induced dynamics.
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FIGURE 9 | (A) Temporal evolution of the population of the Sy and S, state
during the time period between 75 and 200fs. (B) Snapshots of the 1e-20
electron density and the difference in density relative to the density at t = 75fs
(green electron-loss, orange electron-gain) in the 1e-20 picture.The isovalues
used are 0.002, respectively +0.0008.

In the overall picture the x-component exhibits a slow and rather
small increase, only the y-component shows significant changes
and decreases step-wise analogously to the population in S;.
Since the electron density moves mainly along the y-coordinate
(see Figure 9B), it is logical that this component changes most.
Superimposed weak and fast oscillations can be recognized for
the y-DM signal and to some extent also for the x-DM signal.
As in the previous analysis of the laser induced dynamics these
oscillations can be assigned to the coherent electron dynamics.
Using the ADM components (see Figure 10B), intervals with
fast oscillations and with slow oscillations can be identified. For
the y-component the fast ones appear in the range from 75 to
100 fs, around 120 and 180 fs while the slow ones have larger
amplitudes and appear from 100 to 120fs, 130 to 170fs, and
after 180fs. Correspondingly two prominent frequency bands
occur in the Fourier transforms (Figure 10C) of these two
ADM signals. For the y-component, e.g., the stronger band is
centered in a range from 0.25 to 0.75eV and a weaker band
is located between 0.9 and 1.25eV. A table of all observed
frequencies with an intensity larger than 0.1 can be found
in Supplementary Table 3. Again, as final step of the analysis

we performed a time-windowed Fourier transform of the y-
ADM signal using a Gaussian window function with a width
of 2.9fs. Compared to the case of the laser induced ADM
(see Figure 7) the spectrogram (Figure 10D) shows significantly
more structured signals. We observe two main peaks in an
energy range from 0 to 0.75 eV at 170 and 195 fs and additionally
many weaker signals in the same energy region, as well as for
higher frequencies (1.0-1.25eV). The frequencies appearing at
early times (75-100 fs) origin from the first parts of the nuclear
wavepacket reaching the coupling region but not actually the
Coln seam. This explains the higher energy reflecting the actual
energy gap AE. Later at 100fs also lower frequencies appear
as the wavepacket now hits the CoIn seam and the energy gap
between the states closes. From now on parts of the moving
nuclear wavepacket can be found close to the Coln or in its
environment. The intense signals at 170 and 195fs correlate
with the efficient transitions through the Coln (see Figure 9A).
The same simulations were also performed to obtain the total
coupled electron density according to Equation (12). Comparing
the results of the full and the le-20 density, the same frequencies
and pattern are observed in the electron dynamics. However,
the intensities for the higher frequencies are dominant for full
density. The results for the full density can be found in the
Supplementary Material. A complete summary of all performed
analyses of the total coupled electron density can be found in
Supplementary Section IIIB.

In summary, two observations can be made from our NEMol
simulation of the conical intersection induced dynamics. The
first one is, that the Coln induces coherent electron dynamics
which slows down the closer the system approaches the Coln.
This is expected since Coln’s equalize the time scales of the
electron and nuclear dynamics [16, 17]. The second aspect is
the longevity of the observed coherence. Due to the delocalized
character of the nuclear wavepacket parts of it induce almost
continuously coherence in the vicinity of the Coln leading
to a long lived observable signal. This is in good agreement
with recently published simulations [52] of TRUECARS signals
(transient redistribution of ultrafast electronic coherences in
attosecond Raman signals) of the uracil S,/S; Coln. There,
the long lived signal of coherence is also observed and
the time-resolved vibronic frequency maps are in the same
energy region.

4. CONCLUSION

In this paper, we applied our ansatz for the calculation of the
coupled electron and nuclear dynamics in molecular systems
(NEMol) [28-32] to the nucleobase uracil. We use the recently
formulated extended version [32] operating on the NEMol-
grid. As the interplay between nuclear and electron dynamics
plays a crucial role in excitation processes as well as during
non-adiabatic transitions both situations were studied. The
NEMol ansatz treats the nuclear and the electron dynamics
both quantum-mechanically. The electronic wavefunctions are
propagated in the eigenstate bases and coupled to the nuclear
dynamics simulated on coupled potential energy surfaces.
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With a simple approximation it was possible to simplify
the description of the excitation and relaxation processes by
expressing the total electron density in the one-electron-two-
orbital (le-20) picture [32]. In this work, both, the total
coupled electron density and the simplified le-20 picture,
were applied.

The NEMol simulations were used to study the photo-
excitation and the Coln mediated relaxation in uracil. By
the choice of ultrashort light pulses these two processes are
temporally and spatially separated and can be treated separately.
During the excitation one electron is promoted from a bonding
7 orbital into an anti-bonding 7* orbital. This general change
is clearly visible in the NEMol dynamics but it also enables us

to analyze the excitation process in greater depth. As a possible
observable in an experiment we choose to focus on the induced
dipole moment. Studying its temporal evolution, fast oscillations
are observed which could be directly attributed to the coherent
electron dynamics. Their frequencies are close to the central
frequency of the excitation pulse. The coherent dynamics is
induced by the laser pulse and subsequent nuclear movement
leads to decoherence. A partial reappearance is induced at the
end of the laser pulse when the S, wavepacket has reentered
the FC area. The good agreement between the results obtained
with the total electron density and that of the le-20 picture
supports that the simplified le-20 picture can be sufficient to
describe the coupled electron dynamics. This le-20 picture was
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used to monitor the coupled electron dynamics induced by the
S,/81 conical intersection. The electronic coherence is induced
by parts of the rather delocalized nuclear wavepacket and its
recurrences at the Coln and thus can be observed for long times.
The frequencies in the induced dipole moment are now rather
small, as expected since at the Coln’s the electron dynamics
slows down [16-18]. A distinct modulation of these frequencies
is observed in the time-windowed Fourier transform reflecting
the movement of the nuclear wavepacket around the Coln
seam. Both the longevity and the modulation of the coherence
by the nuclear motion is in good agreement with the recent
simulation of the TRUECARS signal of the uracil S,/S; Coln
[52]. Here, we demonstrated the capability of the NEMol ansatz
to describe the coupled nuclear and electron dynamics in a
complex molecular system like uracil. We were able to investigate
the electronic coherence that is built up by the laser excitation
and modulated by the subsequent nuclear motion. The following
relaxation via a conical intersection induces again electronic
coherence in the system, which is also treated within the NEMol
approach. The verified le-20 picture will allow to simulate even
larger system.
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Ultrafast Relaxation Dynamics of
Chlorophyll a

The ubiquitous natural pigment chlorophyll plays a crucial role in photosynthetic light
harvesting. It is found in plants, as well as in other species such as algae or cyanobacteria.
It is not only photo- and thermally stable, but also a strong absorbent, especially in the
red part of the spectrum. According to geological investigations chlorophylls have evolved
between 3.5 billion years and 2.2 billion years ago [1]. They form a class of differently
substituted molecules based on the structurally similar molecules porphyrin, chlorin, and
bacteriochlorin (see Figure 2.1) [105]. The most prominent chlorophyll is the chlorin based
chlorophyll a. While organisms with oxygenic photosynthetic functions exist, that are only
based on chlorophyll a, there are none that exclusively make use of any other chlorophyll
type [106]. Among others, it is present in photosystem I and II (PSI and PSII), which are
crucial for the light-harvesting in chloroplasts. In both plants and algae, chloroplasts are the
organelles that conduct photosynthesis. Depending on its immediate protein environment
chlorophyll @ can take on versatile functions ranging from the creation of a radical anion at
1V or higher in PSI over being redox silent to the creation of a radical cation at —1V or lower
in PSII [106]. Depending on its position in the photosynthetic compound chlorophyll a
can act for example as part of the antenna complex that funnels photon-energy to the
reaction centre, or also as the reaction centre and the special pair, which is the primary
electron donor. The chlorophylls of the antenna complex and the special pair are chemically
identical. However, due to their different protein environment they take over very different
functions during photosynthetic light-harvesting [1, 107]. Due to their natural abundance
and versatile functions chlorophylls and especially chlorophyll ¢ have been extensively
investigated, both experimentally, as well as theoretically. There have even been three
Nobel Prizes in Chemistry awarded for studies ranging from the determination of the
structure of chlorophylls (R. Willstatter in 1915 and H. Fischer in 1930) to their total

synthesis (R. B. Woodward in 1965). In recent years, studies on the construction of
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2 Ultrafast Relaxation Dynamics of Chlorophyll a

bio-nanohybrids that incorporate photosystems into nanomaterials have been conducted to
evaluate possibilities for semi-artificial photosynthesis (for an overview see Ref. [108]). Even
though chlorophylls and chlorophyll @ in particular are well studied there still remain open
questions concerning the relaxation process after photo-excitation. In the 1960s Gouterman
developed a four orbital model (see Figure 2.2a) to explain UV and visible absorption
spectra of porphyrin and its derivatives [109, 110], such as chlorophyll a. He thereby used
disubstituted porphyrin as a reference and considered other porphyrin based structures
and analogues as perturbations. This model enabled qualitative, but not quantitative
predictions of electronic spectra [110]. The first two excited states are thereby named @,
and Q;, whereas the high-energy excited states are called B, and B,. In the absorption
spectrum (see Figure 2.2b) the assignment of @, poses some difficulties, as further discussed
in section 2.1. In recent years especially the @, and (), are thought to form a system of
highly coupled states [42]. Therefore, the NEMol approach [75] discussed in chapter 1 seems
well suited to simulate the relaxation process of chlorophyll a, in order to shed light on the
complex relaxation dynamics. In subsection 2.1 quantum dynamics simulations are applied
to investigate the vibronic coupling between the first two excited states, @, and Q.. A
corresponding study on the coupling between the higher lying excited states B, and B, is
conducted in subsection 2.2. Without thorough knowledge of these fundamental processes
a complete understanding of photosynthesis and its potential exploitation as a green energy
source are not possible. The chapter is closed by an outlook on different ways to include

the solvent environment into the simulation of the relaxation dynamics.

porphyrin chlorin bacteriochlorin

chlorophyll a

Figure 2.1: Molecular structures of porphyrin, chlorin, bacteriochlorin, and chlorophyll a.

2.1 ()-Band Dynamics

The first two excited states of chlorophyll a form the Q-band. The first excited state is
called @y, whereas the second excited state is named (), after the orientation of their
respective transition dipole moment vectors. In the absorption spectrum the Q-band is
located in the red part, at around 700 nm. It exhibits an extensive pattern of vibrational
sidebands. Within the Gouterman model both Q-states are described by two excitations,

Qy by m1 — 7] and mp — 73, Q. by excitation from 7 — 75 and m — 7], as depicted in
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Figure 2.2: a) The Gouterman four orbital model with the relevant excitations for the chlorophyll a
Q- and B-band. b) Absorption spectrum of chlorophyll a with different possible assignments of
the @, signal.

Figure 2.2a). This simplistic model can, however, not fully explain the ultrafast internal
conversion dynamics observed in chlorophyll a [42, 111, 112]. The assignment of the two
(-states in spectra of chlorophyll a has posed difficulties for decades. The @, 0-0 band
maximum is easily assigned, whereas the comparatively weak @), signal is overshadowed
by the vibrational sideband of @, and its assignment is an ongoing controversy. Especially
magnetic circular dichroism and polarized fluorescence spectra exhibit two z-polarized bands
instead of the expected one band [42, 113-115]. In the "traditional" assignment of the 1960s
and 70s the higher-energy component was assumed as the @, origin [115, 116], whereas
the "modern" assignment, used from the 1980s onward, instead favoured the lower-energy
band [113, 117| (see Figure 2.2b). For the last decade @, and @, are more and more
seen as a single system of inseparably coupled states. This interpretation resulted from a
re-evaluation of experimental spectra with the help of vibronic coupling models [42]. The
two (Q-states are thought to be vibrationally coupled, which spreads the z-polarization
across the whole @-band and facilitates ultrafast population transfer between the states [42].
The ultrafast internal conversion process has experimentally been observed and exhibits a

strong solvent and coordination dependence [15-17, 112, 118].

In the current chapter, the ultrafast relaxation dynamics of chlorophyll a was studied in
the gas phase. Possibilities for the inclusion of solvent effects are discussed in section 2.3.
Theoretical studies often use semi-classical approaches, most prominently non-adiabatic
excited-state molecular dynamics, which propagates the nuclei classically [16, 111, 119]. As
@y and @, are assumed to exhibit vibrational coupling, a quantum dynamical treatment
of both electrons and nuclei, as well as their interplay becomes relevant, as extensively
discussed in chapter 1. Therefore, the NEMol approach [75] was applied to simulate the
coupled nuclear and electron dynamics of the @-band of chlorophyll a to shed light on
the ultrafast relaxation dynamics and the vibrational coupling between @, and @;. The

focus of this chapter lies on the fundamental understanding of the relaxation dynamics and
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2 Ultrafast Relaxation Dynamics of Chlorophyll a

the coupling situation. The results were published in the article "@-Band relaxation in
chlorophyll: new insights from multireference quantum dynamics" in Physical Chemistry

Chemical Physics. The key findings presented in the article are:

e A wide range of density functionals was tested to calculate the chlorophyll excitation
energies, focusing on the Q,/Q, energy gap. Even tough some functionals showed
promising results, DF'T/MRCI reproduced the experimental data most accurately and
showed a significant multireference character in the @-band. For the calculation of the
PES however, XMS-CASPT2 was used, as for DFT/MRCI the necessary gradients to
construct NACs between @, and @), are not available. The Q,/Q, energy gap at the
DFT/MRCI level of theory was used as a reference to fine tune the parameters of the
XMS-CASPT?2 calculations.

e Tests of different density functionals for TD-DFT showed a significant blue-shift, as
double excitations are neglected. Neither range-separation nor the inclusion of London
dispersion forces lead to improvements. For all tested functionals the Q,/Q, energy

gap was considerably overestimated.

e A comparison of a DFT/MRCI steady-state absorption spectrum with an experimental
one showed excellent agreement with only a systematic blue-shift of the entire spectrum
by 0.11eV. These results showed the need for a multireference method to account for

the effect of higher-order excitations.

e After an extensive benchmark of the active space, state-averaging, IPEA and imaginary
shifts, the XMS-CASPT2 method with SA4-CASSCF /SA6-CASCI/XMS-CASPT2(6,6)
and an [PEA and imaginary shift of 0.1 was applied for the construction of the PES.
The initial CASSCF step with state-averaging over four roots is followed by a re-
optimisation of the CI coefficients (CASCI) with state-averaging over six roots. The
ensuing XMS-CASPT2 calculation includes all six roots. This procedure is a compro-
mise to ensure stability of the active space and the correct state ordering over the
whole PES while ensuring an Q,/Q, energy gap close to the DFT/MRCI one.

e As coordinates for the PES, the normal modes with the highest overlap with the
NAC vector at the @, geometry were chosen. For verification three additional sets of
PESs were constructed with less strongly coupled modes. As expected, the population
transfer slows down with decreasing coupling strength. The general dynamics, however,
remain the same for all PESs. In none of the coordinate spaces a Coln was observed

in an energetically accessible region.

e When an explicitly simulated excitation pulse is applied, the @, is initially more
populated due to its significantly larger transition dipole moment. If the pump pulse
is only allowed to interact with @, the dynamics stay very similar to the excitation

into both states, whereas excitation only into ), significantly lowers the amount of
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2.1 @-Band Dynamics

excited population. In both cases, however, an immediate population transfer from

the excited state into the remaining ()-state is observed.

e The oscillations in the temporal evolution of the population were slower than under
the consideration of a delta excitation into (). This can be attributed to the laser still
pumping population into @, while @), is already populated and in this way smoothing
the observed population transfer. The major factor, however, is that with the delta
excitation all vibrational levels of the target state are populated whereas an explicit
pulse only populates some of them. As several vibrational energy levels of @, and Q,
were found to be quasi degenerate, the population transfer speeds up when more of

them are populated.

e The NEMol approach |75] was applied to determine the coupled nuclear and electron
dynamics for the coupling between @, and @,. With the electronic difference densities
between the initial electronic density (@, density) and the one at a certain point in
time the oscillating population between the two (Q-states could also be detected. The

long-lived electronic coherence reaffirmed the vibrational coupling between Q,/Q..

e According to the combined results, the Q-band of chlorophyll a should rather be seen
as a single system of vibronically coupled states, with a strong mixing of the electronic

states.

On the following pages the article "@Q-Band relaxation in chlorophyll: new insights
from multireference quantum dynamics" is reproduced from Physical Chemistry Chemical
Physics, 24, 27212 (2022) with permission from the PCCP Owner Societies. The supporting
information of this article is available under https://doi.org/10.1039/D2CP02914F.
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1 Introduction

Chlorophylls are a group of natural pigments that play a vital
role in photosynthetic light-harvesting.'™ There is a variety of
differently substituted chlorophylls* but in general, the absorp-
tion spectrum is dominated by two main bands in the visible
range, labeled B- and Q-bands. While the B or Soret band
appears as a strong absorption around 400 nm, the weaker Q
band resides in the red part of the spectrum around 700 nm
and exhibits an extensive pattern of vibrational side bands.
Underlying both absorption bands are four excited states,
labeled Q,/Q, and B,/By, according to the polarization of the
transition dipole moment vector (Fig. 1). These states have
historically been characterized with the Gouterman model®” in

Fig. 1 Transition dipole moments of the Q and B bands overlaid on the
molecular structure of our chlorophyll model system. Arrows are scaled
with the length of the respective transition dipole vector. Roman numerals
signify the ring numbering convention used in this work.®
“ Department of Chemistry, Ludwig-Maximilians-Universitdit Miinchen,

Butenandtstr. 11, 81377 Munich, Germany.

E-mail: regina.de_vivie@cup.uni-muenchen.de

bDepanfment of Chemistry, Technical University of Munich, Lichtenbergstr. 4, terms of 1ndependent electronic transitions between the four

85747 Garching, Germany
+ Electronic supplementary information (ESI) available: Details on the chosen
methods with sample OpenMolcas input, optimized geometries and coordinate
vectors, potential energy surfaces, non-adiabatic coupling matrix elements,
transition dipole moments and additional quantum dynamics simulations. See
DOIL: https://doi.org/10.1039/d2cp02914f
+ These authors contributed equally to this work.

27212 | Phys. Chem. Chem. Phys., 2022, 24, 27212-27223

frontier orbitals. In this context, Q, and By are both character-
ized mainly by the HOMO — LUMO and HOMO—1 — LUMO+1
excitations, albeit with different weights. Similarly, Q. and By
are comprised mainly of the HOMO—1 — LUMO and HOMO —
LUMO+1 excitations. However, this simplistic model does not
explain the ultrafast internal conversion within the Q-bands,®*™*

This journal is © the Owner Societies 2022
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which plays an important role in energy and exciton transfer
during photosynthetic light-harvesting.'” In particular, magnetic
circular dichroism (MCD) and polarized fluorescence spectra
of chlorophyll a exhibit not just one but two x-polarized bands,
whose energetic positions are also strongly dependent on the
solvent.>'*™° Relative to the Q, 0-0 band maximum, the lower-
energy component appears at 700 cm~ ' (1100 cm ') in diethyl-
ether (pyridine), while the higher-energy band occurs at 1700 cm ™
(2100 cm™"). Their assighment to an electronic state has been
the subject of debate for several decades. The ‘traditional”
assignment'>!” identifies the higher energy band as the Q,
origin, while the “modern” assignment'®'® favors the lower
energy component. Adding to the confusion, the historical
assignment of the Q, state to the lower- or higher-energy band
also changes with the solvent coordination pattern of the
central magnesium ion.' A recent re-evaluation of existing
experiments in combination with vibronic coupling models®
indicated that the two transitions are better thought of as a
single system of inseparably mixed vibronic states. The strong
vibronic coupling between Q, and Q, spreads x-polarization
across the whole Q band system and allows ultrafast population
transfer on a timescale of 100 fs to 226 fs, depending on the
solvent.>>*?!

Here, high-level quantum mechanical calculations can
complement experimental findings.***>* In particular, non-
adiabatic dynamics simulations can shed light on the mecha-
nism behind the strong vibronic coupling. Most studies employ
a semiclassical ansatz, where the internal molecular dynamics
are modeled as point masses moving in a quantum mechanical
electrostatic potential.”'*> While this approach is able to
capture the molecular dynamics in full dimensionality, it is
inherently limited by the need to calculate energy gradients in
every time step for many trajectories with simulation times
up to several picoseconds. These requirements limit the level
of theory, as most multireference methods quickly become
prohibitively expensive if gradients are involved. Moreover, a
classical treatment of nuclear motion neglects the coherence of
the wave packets in strongly coupled potentials as well as the
interaction with the laser field.

In this paper, we therefore investigate the ultrafast relaxa-
tion within the Q-bands of a chlorophyll a analogue through
the lens of wave packet quantum dynamics in reduced dimen-
sionality. We first evaluate a variety of quantum chemical
methods for their ability to adequately describe both states in
question. Next, we present multiple two-dimensional coordi-
nate spaces to construct XMS-CASPT2 potential energy surfaces
(PESs), on which we model the ultrafast population transfer.
We discuss the topography of the excited state potentials and
its implications on the wave packet dynamics. In particular,
we show how population can be transferred not only from the
energetically higher Q, state to the lower Q, state, but also the
other way round after laser excitation into vibrational side
bands of Q,. Finally, the results are complemented by a
simulation of the coupled nuclear and electron dynamics
within the Q-band, using the NEMol ansatz.>**° Our results
shed light on the intimate coupling of the two Q states in

This journal is © the Owner Societies 2022
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chlorophyll and provide a reference for future theoretical and
experimental studies.

2 Methods

All calculations in this work use a reduced model of chlorophyll
a, where the phytyl chain is replaced by a methyl group. This
reduces the number of atoms from 137 to 82 and speeds up the
calculations at negligible errors in the absorption energies,
which has been shown before®*" and was validated again by
us (Fig. S1, ESIt).

Molecular visualizations within this work were created with
VMD 1.9.3.*>* Orbitals for CASSCF/-PT2 calculations were
visualized with Luscus 0.8.6.%*

2.1 Geometry optimizations

The ground state geometry of our chlorophyll model was
optimized with the CAM-B3LYP density functional®® and the
6-311G(d) basis set’*® using Gaussian 16.*° The Q, and Q,
states were optimized with the same functional and basis set at
the TDDFT level. Optimized geometries were verified as energy
minima by the absence of imaginary vibrational frequencies.

2.2 Excited state calculations

We tested a range of density functionals, namely CAM-B3LYP,*’
®B97X-D,** ©®B97X-D4,** BHLYP,**** LC-oHPBE** and M062X**
to calculate chlorophyll excitation energies with a special focus
on the Q,~Q, energy gap. These test calculations were
conducted with Gaussian 16 and the 6-311G(d) basis set,**™*®
with the exception of ®B97X-D4,*" which is implemented in
Orca 5.0*°™*% and where the def2-TZVP basis*® was employed.

While some of the density functionals gave promising
results for the position of the Q-bands at the Franck-Condon
(FC) geometry, investigating the ultrafast non-adiabatic popula-
tion transfer requires the use of a multireference method.
Therefore, we used the DFT/MRCI method®*™? with the rede-
signed R2018 Hamiltonian®* as a benchmark reference for all
other methods. The Kohn-Sham reference orbitals were calcu-
lated at the BHLYP*>**/def2-SV(P)** level of theory using the
resolution of the identity approximation for Coulomb and
exchange integrals®**® (RIJK) with the def2-SVP/C*® and def2/
JK*” auxiliary basis sets, as implemented in Orca 4.2.*%%
An MRCI reference space was constructed iteratively for
50 roots, starting from a CISD expansion of four electrons in
the four frontier orbitals, until the leading configurations of all
roots were contained in the reference space. In the DFT/MRCI
formalism, a parametrized damping function is applied to the
MRCI matrix elements. This is done to avoid double counting
of dynamic electron correlation, which has already been
accounted for by the DFT part, and brings along an energy-
based selection of configurations.”®* In this work, we have
used the short selection threshold of 0.8 E;, with the corres-
ponding parameter set. The short MRCI expansion speeds up
the calculations considerably, while providing an excellent
absorption spectrum for our chlorophyll analogue.

Phys. Chem. Chem. Phys., 2022, 24, 27212-27223 | 27213
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Fig. 2 Active space of six electrons in six orbitals (isovalue 0.02) used
for the XMS-CASPT2 calculations. The blue box highlights the four
Gouterman orbitals.

CASSCF*® and (X)MS-CASPT2°°** calculations were conducted
with OpenMolcas 19.11°>%¢ using the ANO-RCC-VDZP®*"™* basis
set. Great care must be taken in the selection of active spaces for
multi-configurational approaches. Previous theoretical investiga-
tions have achieved reasonable results with small,”® medium-
sized”"”* and very large®?® active spaces. After initial testing, we
settled on an active space of six electrons in six orbitals (Fig. 2) to
construct a PES, as we will detail later.

A balanced description of both Q, and Q, was achieved by
state-averaging over six roots (SA6) in the CASSCF wave function
and allowing all of them to mix in the subsequent XMS-CASPT2
calculation. Using both an IPEA and imaginary shift of 0.1,
we obtained a Q,~Q, energy gap of 0.21 eV at the FC point,
which matched the one calculated with DFT/MRCI (0.23 €V)
almost exactly. However, this strategy turned out to be proble-
matic for computing a PES. The higher excited states would
cause rotations between active and inactive orbitals at geome-
tries away from the FC region, thus introducing discontinuities
in the PES. To mitigate this issue, we reduced the number of
roots to four, resulting in an SA4-CASSCF(6,6) reference wave
function. Here, the active space remained stable across the PES
at the cost of strongly overestimating the Q,-Q, energy gap at
the FC point with 0.54 eV. To get the best of both worlds,
we calculated the CASSCF wave function in two steps. In the
first step, the molecular orbitals were optimized in a SA4-
CASSCF(6,6) scheme to arrive at a stable active space. In the
second step, these orbitals were used in a SA6-CASCI(6,6)
calculation where only the CI coefficients were re-optimized.
Finally, all six roots were mixed in the subsequent XMS-CASPT2
calculation, using an IPEA”® and imaginary level shift’* of 0.1.
In this way, we were able to stabilize the active space composi-
tion across the PES and still achieve a Q,~Q, gap of 0.39 eV,
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closer to the DFT/MRCI reference than in a pure SA4-XMS-
CASPT2(4,4) scheme. Energies for both of the state-averaging
schemes with various level shifts, along with an exemplary
OpenMolcas input are provided in the ESLf To account for
the remaining deviation of the Q,-Q, gap from the DFT/MRCI
reference, the calculated Q, PESs were finally shifted down by
—0.16 eV.

2.3 Quantum dynamics

For the wave packet quantum dynamics, the time-dependent
Schrodinger equation was solved on a spatial grid of 256 X
256 points, using the Chebyshev’® propagation scheme in a
program of our own design. Energies, transition dipole
moments and non-adiabatic coupling matrix elements (NACs)
were calculated at 45 grid points (Fig. S5-S11, ESIf) and
interpolated to the target grid with thin-plate splines.”® Since
the use of XMS-CASPT2 gradients would have been too expensive,
NACs were calculated in the SA4-CASSCF(6,6)/SA6-CASCI(6,6)
scheme introduced above. To still account for the correct energy
difference between the Q, and Q) state, we scaled the NACs with
the ratio of the energy gap at the XMS-CASPT2 and the CASSCF
level. Furthermore, the full-dimensional NAC vector was projected
onto the respective 2D coordinate space. The kinetic energy in the
reduced-dimensional coordinate space was expressed in the
Wilson G-matrix formalism””~® and matrix elements are provided
in Table S9, ESL Vibrational eigenfunctions of the 2D potentials
were calculated by propagation in imaginary time.*!

2.4 Coupled nuclear and electron dynamics in molecules
(NEMol)

The coupled nuclear and electron dynamics was determined
using the NEMol ansatz*®*>° developed in our group. Within
this purely quantum-mechanical ansatz the electronic wave
functions are propagated in the eigenstate basis and coupled
to the nuclear wave packet propagated on coupled PESs. In this
work a NEMol-grid®>**° of 45 grid points with the same dimen-
sions and spacing as for the calculations of the energies,
transition dipole moments and NACs was used. Using the
NEMol ansatz, the coupled one-electron density is determined.
Applying the NEMol-grid the integration over the full nuclear
coordinate space is split up into segments. Summing up over
the partial densities of all of these segments, the total electron
density coupled to multiple nuclear grid points is obtained.

3 Results and discussion
3.1 Assessment of quantum-chemical methods

The Q-band relaxation of chlorophyll strongly depends on the
energy gap between the Q, and Q, state. Any theoretical
investigation of the process therefore first requires a method
which can adequately model both excited states and ideally also
the rest of the observed spectrum. To assess different methods
in this regard, we computed steady-state absorption spectra
and compared them against an experimental spectrum®>** for
chlorophyll a measured in diethyl ether (Fig. 3a)).

This journal is © the Owner Societies 2022
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Fig. 3 (a) Calculated steady state absorption spectrum of a chlorophyll

model system at the DFT/MRCI level of theory, compared to an experi-
mental spectrum of chlorophyll a in diethyl ether.828% The depicted
absorption lines are red-shifted by 0.11 eV to the position of the experi-
mental Q, band. (b) Excited state absorption spectra from the Q-bands at
the DFT/MRCI level of theory (unshifted).

We shall start our comparison with the DFT/MRCI method.
Here, we only observe a small systematic blue-shift of the entire
spectrum by 0.11 eV. The calculated absorption lines coincide
well with the experimental band shape, even though the blue-
shift is slightly stronger in the B bands. Both Q, and Q, exhibit
a significant double excitation character of 9% and 12%,
respectively. The contribution from double excitations only
increases in the B band with 14% for B, and 18% for B,
highlighting the need for a multireference method. In contrast
to earlier DFT/MRCI calculations,®* which report an additional
doubly excited state in the visible region, we observe B, as the
third excited state. However, a dark state with 19% double-
excitation character occurs at 392 nm, between B, and By, in our
calculations. The difference may be due to our use of the
revised R2018 DFT/MRCI Hamiltonian®* as well as a different
optimized geometry.

To further assess the quality of DFT/MRCI for chlorophyll
excitations, we computed transient spectra from both the Q,
and Q, bands (Fig. 3b)). An experimental spectrum is available
for a peridinin-chlorophyll-protein complex.®® After 0.5 ps,
when all initial population in Q, should have decayed, it
features an excited state absorption around 1290 nm which is
consequently assigned to a series of transitions from Q, to
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energetically higher states.®® In comparison, the Q, absorption
predicted by DFT/MRCI occurs at lower wavelengths around
1100 nm. The difference is in part due to the overestimation of
the B-Q energy gap by DFT/MRCI, and partly due to protein-
chlorophyll interactions that may shift the excited state absorp-
tion in the experiment.

Overall, the DFT/MRCI method is in excellent agreement
with the experimental absorption spectrum and, most impor-
tantly, it provides a balanced description of the major absorp-
tion bands. From this we conclude that the position of the Q,
band and thereby the Q,~Q, energy gap is correctly reproduced
by DFT/MRCI. Therefore, we have used this method as a
theoretical benchmark for all other methods in this work.

Apart from DFT/MRCI we also tested different density
functionals and active space methods. The resulting vertical
excitation energies are reported in Table 1. For the comparison
of the different methods we mainly focused on the Q,—Q,
energy gap, as this is the main parameter that determines the
coupling between the two electronic states. In general, TDDFT
considerably blue-shifts all vertical excitation energies, which
has been observed before®* and is a result of neglecting double
excitations. Consequently, the error increases with higher
excited states, where the doubles’ contributions become more
important. All tested functionals apart from M062X are range-
separated but the range-separation does not seem to be crucial
for chlorophyll, as M062X stands out as one of the best
functionals to describe the Q,~Q, gap at the TDDFT level. The
consideration of London dispersion forces as in ®B97X-D and
its more recent analogue ®B97X-D4 also does not lead to an
improvement in accuracy and even further increases the Q,~Q,
gap. Out of the tested functionals, M062X and CAM-B3LYP
(Fig. 3) agree best with the DFT/MRCI results and experimental
band assignments. However, all functionals significantly over-
estimate the Q,~Q, gap, which may be a problem for simulating
the Q-band dynamics of chlorophyll at the TDDFT level.

Even though DFT/MRCI provides excellent results in this
regard, we did not use it to compute PESs modeling the Q-band
dynamics, as it does not provide the gradients needed to
construct the NAC between the two states. As an alternative,
we investigated the CASSCF and (X)MS-CASPT2 methods. We
compared the size and composition of the active space as well
as the type and magnitude of applied level shifts with the goal
to reproduce the Q,-Q, gap at a small enough computational
cost to calculate PESs. In particular, we investigated four active
spaces of different sizes. The smallest AS(6,6) contained the
four Gouterman orbitals and a further pair of m/n*-orbitals,
amounting to six electrons in six molecular orbitals (Fig. 2). The
larger spaces AS(8,8) and AS(10,10) respectively contained one
or two additional pairs of m/n*-orbitals (Fig. S2 and S3, ESI})
The largest space we tested featured 22 electrons in 22 orbitals
in a restricted active space (RAS) scheme, with the four Gouter-
man orbitals in the RAS2 subspace, and nine n/n* orbitals each
in the RAS1 and RAS3 subspaces (Fig. S4, ESIt). Excitations
from RAS1 and into RAS3 were restricted to singles or doubles
respectively, while all excitations were allowed within RAS2.
All active space based approaches overestimate the experimentally

Phys. Chem. Chem. Phys., 2022, 24, 27212-27223 | 27215



2 Ultrafast Relaxation Dynamics of Chlorophyll a

PCCP

View Article Online

Paper

Table 1 Vertical excitation energies (in eV) of chlorophyll a model system calculated at various levels of theory. The prefix SAn refers to state-averaging

over n states in the CASSCF calculations

Q Qx [Q-Q| B, B,
CAM-B3LYP 2.17 2.56 0.39 3.48 3.74
wB97X-D 2.09 2.71 0.62 3.58 3.92
WB97X-D4 2.03 2.67 0.64 3.51 3.87
BHandHLYP 2.21 2.61 0.40 3.55 3.83
LC-wHPBE 2.06 2.79 0.73 3.61 3.97
MO062X 2.21 2.59 0.38 3.48 3.72
DFT/MRCI 1.99 2.22 0.23 3.07 3.21
SA4-XMS-CASPT2(6,6)" 2.28 2.82 0.54 — —
SA6-XMS-CASPT2(6,6)" 2.19 2.40 0.21 3.51 4.15
SA6-XMS-CASPT2(6,6)" 2.67 2.98 0.31 4.14 4.82
SA6-XMS-CASPT2(8,8)" 2.64 3.17 0.53 4.28 4.40
SA6-XMS-CASPT2(10,10)° 2.64 3.04 0.40 4.06 4.36
SA6-MS-RASPT2(22,1,1;9,4,9)° 2.34 2.74 0.40 3.39 4.00
SA6-MS-RASPT2(22,2,2;9,4,9)° 2.34 2.75 0.41 3.51 3.99
SA4-/SA6-XMS-CASPT2(6,6)" 2.28 2.67 0.39 3.67 4.35
Exp. (“modern”) 1.85%/1.88° 1.949/2.00° 0.09%/0.12° — —
Exp. (“traditional”) 1.88 2.16" 0.28" 2.90 2.90

“ IPEA shift: 0.25, imaginary shift: 0.1. * IPEA shift: 0.1, imaginary shift: 0.1. © SA4-CASSCF/SA6-CASCI/XMS-CASPT2(6,6). ¢ “modern” assignment

in pyridine.'®"? ¢ «

determined excitation energies. While the Q, state is system-
atically stabilized when increasing the size of the active space,
the Q, state and consequently the Q,~Q, energy gap do not follow
this trend. Instead, adding orbitals to the active space favors one
state over the other, depending on whether the additional orbitals
are oriented more along the x or y molecular axis. The same
behavior is observed for the B, and B, states. It is reminiscent of
the L,/L, states in pyrene, which are also characterized by
orthogonally polarized transitions and where a minimal active
space proved beneficial for a balanced description of both
states.®® This again highlights the fact that choosing an active
space should not rely solely on size criteria.®””*® In light of these
findings, we chose the small AS(6,6) for all further calculations to
achieve a Q,~Q, energy gap that is close to the DFT/MRCI results
at a reasonable computational cost. To keep this active space
stable, also for geometries away from the FC region, we finally
opted for a consecutive SA4-CASSCF/SA6-CASCI/XMS-CASPT2(6,6)
scheme as outlined in the methods section.

Apart from the size and composition of the active space, the
use of level shifts can strongly affect the results of CASPT2
calculations. Level shifts, particularly the IPEA”® and imaginary
shift’* techniques, are a common way to remove intruder states.
Indeed, using no level shift at all in the XMS-CASPT2(6,6) calcula-
tions introduces a spurious excitation from m; to my* as the first
excited state. Therefore, we tested various combinations of IPEA
and imaginary shifts to alleviate this issue (Tables S3-S6, ESIT).
Applying any shift removes the intruder state, but the Q,~Q, gap is
very sensitive to the exact combination of the two shift values.
As the use of the IPEA shift is controversial,*** in particular for
porphyrin-based systems,””** we tested applying only an imagin-
ary shift. However, depending on the initial guess for the CASSCF
reference, this leads to root-flipping at the FC point, such that
Qy becomes the higher and Q, the lower energy excited state
(Table S3, ESIT). Adding an IPEA shift helped resolve this issue
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modern” assignment in diethyl ether.'®” “traditional assignment in diethyl ether.

15,17,19

and we therefore regard its use as justified in this case to preserve
the correct state-ordering. In the end, combining an IPEA and
imaginary shift of 0.1 emerged as a good choice to remove
intruder states, ensure the correct state ordering across the PES
and maintain a reasonable Q,~Q, gap.

3.2 Potential energy surfaces

Studying the quantum dynamics of the Q-band relaxation in
chlorophyll requires not only an adequate method, but also a
reduced-dimensional coordinate space, which can capture the
essence of the relaxation process. To identify suitable coordi-
nates, we calculated the overlap s; of the normal modes q; (with
i=1,2,...,3N — 6) in mass-weighted Cartesian coordinates, and
the normalized NAC vector f at the minimum geometry of the
lower-energy state Qy;:

3N

si=> fiqy )
J

A similar technique has been used before in the context of
semiclassical dynamics.'® As the normal modes span an ortho-
gonal coordinate space, the squared overlap s;> corresponds to
the percentage of non-adiabatic coupling contained in each

mode (Z 5P = 1) . A complete list of all normal modes, their

respective squared overlap with the NAC vector and their
harmonic vibrational frequency can be found in Table S10 in
the ESLt Fig. 4 illustrates the magnitude of s in each normal
mode. We find that many modes are involved in the coupling
but three modes stand out, together accounting for 38% of non-
adiabatic coupling. The normal mode with the strongest over-
lap, mode 195 (s* = 15.62%), describes an in-plane vibration of
the entire porphyrin scaffold and appears at 1596 cm™'. A 1D
potential along this mode (Fig. 5) reveals that the Q, and Q,
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Fig. 4 Squared overlap of each normal mode with the NAC vector at the
ground state minimum geometry. Normal modes highlighted in red were
used to construct 2D coordinate spaces for the non-adiabatic quantum
dynamics. The grey line illustrates the spectral width of the simulated laser
pulse. Wavenumbers are given relative to the zero-point energy of Q,,
obtained at the TD-DFT/CAM-B3LYP/6-311G(d) level.

state do not cross in an energetically accessible region of space.
Instead, the two potentials run almost parallel to each other,
facilitating non-adiabatic coupling across the coordinate space.
This is further supported by the fact that the energetic order of
the two states, computed at the DFT/MRCI level, is the same
at the FC point as at their respective minimum geometries
(Table S8, ESIt). So far, a true Q,/Q, conical intersection in
chlorophyll-like systems has only been identified for free-base
porphyrin.”" Its structure involves displacement of the pyrrolic
protons - a coordinate which is not accessible in chlorophylls
and other metal-porphyrins.

The normal mode with the second-highest overlap, mode
194 (s> = 13.82%) appears at 1568 cm ™" and describes a similar
collective in-plane vibration as mode 195. Given the strong
coupling along these two modes, we used them to construct a
2D coordinate space for non-adiabatic quantum dynamics. To
justify this choice of coordinates and to check whether our
results also hold up in different coordinate spaces, we also
tested three other 2D coordinate spaces between mode 195 and

-0.1 0
mode 195 [A]

0.1 0.2

Fig. 5 1D electronic potentials along normal mode 195. Q, and Q, do not
cross but run almost parallel to each other.
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less strongly coupled modes from different spectral regions,
namely modes 198 (s> = 8.37%), 92 (s> = 0.36%) and 74
(s* = 0.005%).

For the 2D spaces spanned by modes 195/194 and 195/74
the NACs are visualized in Fig. 6 respectively to illustrate the
extreme cases of strong and weak coupling. The weaker cou-
pling in mode 74 is especially visible when comparing the
projection of the NACs onto the respective second normal mode
in Fig. 6b and d. However, in all tested coordinate spaces the
non-adiabatic coupling is larger than zero across the PES, not
localized at singular geometries as would be typical for a
conical intersection.

3.3 Non-adiabatic quantum dynamics

To model the non-adiabatic dynamics within the Q-bands, we
simulated the evolution of a nuclear wave packet in all four 2D
coordinate spaces. For the following analysis, the excited state
wave packet was prepared by placing the ground state vibra-
tional eigenfunction of the S, potential on the Q, surface. As we
do not simulate coupling to environmental modes or decoher-
ence effects, which take over at long time scales, we will restrict
our analysis to the first 150 fs of the dynamics. The temporal
evolution of the population in the two spaces 195/194 and 195/
74 is illustrated in Fig. 7.

The difference in the coupling strength is clearly reflected in
the time it takes until half the population is transferred from Q,
to Qy. In the strongly coupled 2D space 195/194, the transfer
time is less than 10 fs, while in the weakly coupled space
195/74, it is 60 fs. The other weakly coupled 2D space we tested
(195/92) fits into this trend with a transfer time of 25 fs. Only
mode 198 appears to be more strongly coupled than the other
modes, as indicated by higher NACs across the coordinate
space (Fig. S9, ESIY), and yields a transfer time of <10 fs, only
interrupted by strong back-coupling from Q, to Q,. The overall
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Fig. 7 Population transfer between Q, and Q, in the 2D coordinate
spaces spanned (a) by normal modes 195/194 and (b) by normal modes
195/74.

trends we observe in the population dynamics are consistent in
all tested coordinate spaces and we therefore expect the results
to be reliable. After half the population is transferred, back-
coupling into Q, can be observed, as the wave packet cannot
dissipate into other nuclear degrees of freedom in the quasi-
harmonic 2D space on the Q, surface. For the same reason, the
oscillations caused by this back-coupling do not decay in time.
Given that the two potentials run mostly parallel to each other
(Fig. 5), it is reasonable to assume a 50/50 population of both
states at long time scales, under the assumption that energy is
conserved within the Q-band system. If dissipation due to
environmental coupling was included, the population would
eventually decay to the vibrational ground state of Q,. These
population dynamics are fully in line with the conclusions by
Reimers et al., who argued that the Q-bands of chlorophyll
should be regarded as an inseparably mixed system of two
strongly vibronically coupled states.®

To simulate the wave packet dynamics after laser excitation,
a pump pulse with a central frequency w, of 2.43 eV, a full
width at half maximum (FWHM) of 30 fs and a maximum field
strength of 4.9 x 10~* GV cm™ " was used to excite the vibronic
ground state eigenfunction in the space 195/194. As the zero-
point vibrational energy in the 2D ground state potential is
0.19 eV, the energy of the laser pulse is tuned for excitation into
the vibrational ground state of Q, at 2.62 eV. Its spectrum is
broad enough to populate all the modes spanning the reduced-
dimensional coordinate space (c¢f grey line in Fig. 4). The
temporal evolution of the population and the simulated laser
pulse are depicted in Fig. 8.

Initially, the laser was allowed to interact with both electro-
nic states (Fig. 8a), as would be the case in an experiment. The
laser pulse starts to transfer population at 20 fs. Most of the
population (52%) is initially transferred to Q,, as its transition
dipole moment is significantly larger than that of Q,. In the
first 40 fs of the excitation, fast oscillations at twice
the frequency of the laser pulse can be observed in the Q,
population curve, indicating that the intense laser field moves
population back and forth between the ground and excited
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Fig. 8 Temporal evolution of the population in both electronic states
after laser excitation into (a) both the Q, and Q, state, (b) only the Q,, state
and (c) only the Q, state. (d) Visualization of the simulated laser pulses,
where E denotes the electric field strength. The more intense laser | was
used only for excitation into the nearly dark Q, state. The inset in (a)
illustrates fast oscillations in the Q, population, induced by the interaction
with the laser field.

state. Immediately after the start of the laser pulse, population
is also transferred into Q,. The population curves in Fig. 8b and
¢, where only one of the two states can interact with the laser,
confirm that most of this population transfer into Q, does not
stem from direct photo-excitation but from the vibronic cou-
pling to Q,. Conversely, even if the transition dipole moment of
Q, is explicitly turned off (Fig. 8c), such that the laser can only
directly excite Q,, most of the population is instantly transferred
into Q,. This is especially relevant to the assignment of the two
experimentally observed absorption bands with x-polarization,
because it means that even excitation into vibronic side bands
of Q, immediately transfers population to Q, and vice versa. This
again corroborates the position that Q, and Q, should not
be regarded as independent electronic states but rather as a
single, strongly coupled system of absorption bands, where x-
and y-polarization is spread across the entire band.

The crossing point where half the population is transferred
between the two states occurs at 105 fs, 25 fs after the laser field
has decayed. This is around five times as long as in the delta
pulse propagation in Fig. 7a and there are also fewer oscilla-
tions between the two states. There are two effects that can
explain this behavior. First, the laser keeps transferring popula-
tion into Q, while the vibronic coupling already populates Q,,
thereby effectively smoothing the fast oscillations visible in
Fig. 7a. Second, the laser energy and spectral width are tuned to
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match the vibrational ground state of Q,. In contrast, assuming
a delta-pulse by placing an eigenfunction to the S, potential on
the Q, surface adds higher-energy components to the excited-
state wave packet, which may induce faster oscillations in the
population transfer.

To gain deeper insight into the processes after laser excitation,
the nuclear wave packet in the Q, and Q electronic potentials is
visualized at different points in time in Fig. 9. In the Q, state
(upper panel in Fig. 9), the wave packet exhibits one nodal plane
during the laser excitation at 40 fs, barring interferences in regions
of stronger vibronic coupling for the moment. It then proceeds to
oscillate between two different orientations over time, corres-
ponding to a superposition of the v = 1 and v = 2 eigenfunctions
of the Q, potential. At 40 fs and 92 fs, the orientation of the wave
packet resembles the v = 2 vibrational eigenfunction of the Q, PES,
as the energy of this eigenstate matches the central frequency of
the laser pulse and is nearly degenerate with the vibronic ground
state of Q, (v = 0, Fig. 10). At 72 fs and 105 fs, the wave packet
rotates to resemble the v = 1 eigenstate of Q,. The rotations decay
over time and stop around 130 fs with a linear combination of the
v =1 and v = 2 eigenstates of Q,. On the Q, surface (bottom panel
in Fig. 9), a wave packet corresponding to v = 0 appears immedi-
ately after laser excitation and increases in amplitude over time
due to vibronic coupling to Q,. The region of stronger coupling
around gyo5 = 0.025 A/q04 = 0.025 A (¢f Fig. 6d)) is clearly reflected
in interferences in this part of the PES. Maintaining the coherence
between the two electronic states, the Q, wave packet also rotates
along with its counterpart on Q,. As back-coupling sets in around
50 fs, a second node appears on the Q, wave packet, corresponding
to the current population in Q,.

3.4 Coupling of nuclear and electronic dynamics

Applying the NEMol ansatz we are able to visualize not only the
nuclear but also the coupled nuclear and electron dynamics.
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Fig. 10 (a) Vibrational energy levels of the electronic Q, and Q, states ina

2D space spanned by normal modes 195/194. The highlighted area
illustrates the spectral width (FWHM) of the simulated laser pulse. Energies
are given relative to the energy of the electronic ground state. (b)
Visualization of the relevant vibrational eigenfunctions in the Q, and Q,
potentials. Axis ranges and color scheme are identical to those in Fig. 9.

We performed this analysis for the propagation in the 2D space
spanned by modes 195/194 by placing the ground state vibra-
tional eigenfunction of the S, potential onto the Q, surface. The
corresponding population curve of the nuclear dynamics is
shown in Fig. 7. Using the NEMol ansatz it would also be
possible to study the excitation pulse induced dynamics, but as
we are mainly interested in characterizing the coupling
between Q, and Q, we have considered only the process after
delta pulse excitation. The dipole moment induced by the

0.1 -0.1 0.0 0.1

mode 195 [A]

-0.1 0.0 0.1
mode 195 [A]

Fig. 9 Visualization of the wave packet after laser excitation into the Q, state at four different points in time on the Q, (upper panel) and the Q, (lower

panel) PES spanned by modes 195/194.
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Fig. 11 Temporal evolution of (a) the induced dipole moment obtained by building the difference between a calculation with and without electronic
coherence and (b) the difference in density relative to the first frame of the simulation (isovalue: £0.001). As the propagation starts in the Q, state, all non-
vanishing difference density is indicative for population of the Q, state. Electron-gain is visualized in blue, electron-loss in orange. These results refer to

the propagation after delta pulse excitation depicted in (Fig. 7a).

electronic coherence is depicted in (Fig. 11a). It is calculated by
taking the difference between the dipole moment obtained with
and without electronic coherence and applying a Fourier trans-
form of the obtained values. There is no dipole moment induced
in the z-direction, whereas there are fast oscillations visible for
both x- and y-component. They have a similar oscillation period
with the ones of the y-component being slightly faster. As Q, is the
lower electronic state, the wave packet can couple to more
vibrational overtones, which also leads to faster oscillations in
the coherence-induced dipole moment.

Another way to visualize the oscillating dynamics between
the two states is via the electronic difference densities shown in
(Fig. 11b). They illustrate the difference between the electronic
density at a point in time relative to the first frame of the
simulation (¢ = 0). As the propagation starts in the Q, state, all
non-vanishing difference density is indicative for population of
the Q, state. The difference density at 51 fs shows the largest
difference as the Q, states exhibits a maximum in population at
this point in time. At 18 fs the Q, population in (Fig. 7a) exhibits
a local maximum, which is also reflected in the difference
density. In contrast, the frame at 28 fs shows smaller but still
non-negligible differences to the Q, density, which corresponds
well to the nearly equally population of both states at this point
in time. The strongest feature in the difference density is the
change at the bridging carbon between rings I and II, which is
still present when Q, and Q, are equally populated. The more
population is present in Q, the more changes also occur
throughout the rest of the molecule, as is clearly visible in
the snapshot at 51 fs. Using the difference density obtained
with the NEMol ansatz therefore allows to visualize the electro-
nic wave packet created due to the non-adiabatic coupling
between the first two excited states, taking into account the
quantum nature of both nuclear and electronic motion. Its
long-lived coherence reaffirms the existence of a strongly
coupled Q,/Q, system, rather than two independent electronic
states.

4 Conclusions

We have simulated the internal conversion dynamics in the
Q-bands of chlorophyll, fully taking into account the quantum
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nature of electronic and nuclear motion. This requires a
computational method that reproduces the energy gap between
the two excited states. Here, we are faced with the challenge of
balancing computational cost with accuracy. Many affordable
methods like TD-DFT overestimate the Q,-Q, gap, which may
adversely affect the simulated coupling between the two states.
Our tests once again®* highlight the need for high-level, ideally
multireference methods like DFT/MRCI to capture the effect of
higher-order excitations on the spectral features of chlorophylls.

A conical intersection between Q, and Q, could not be found
as the PESs studied along the selected normal mode coordi-
nates run parallel to each other and the energetic state-ordering
is retained upon relaxation in the excited states. Our results
instead show the presence of strong vibronic coupling between
Qy and Q, across the PES in multiple 2D coordinate spaces,
due to strongly delocalized non-adiabatic coupling. A simple
description of the Q-band system in terms of the Born-
Oppenheimer approximation can therefore not be sufficient.
In agreement with previous conclusions,® but at a higher level
of theory and from a different perspective, we conclude that the
Q-band of chlorophyll is better thought of as a single system of
strongly vibronically coupled states, where x-polarization can
be spread across the vibronic side bands of Q, and vice versa.
Using the NEMol ansatz, we could visualize how the electronic
density, coupled to the nuclear motion, oscillates back and
forth between x- and y-polarization. This strong mixing of the
electronic states in chlorophyll @ may have important implica-
tions for the charge transport in the reaction center of photo-
synthetic light-harvesting complexes. After excitation into the
higher-energy absorption bands, the population will eventually
decay into the Q-bands and from there facilitate electron
transfer to neighboring pigments. This process may become
more efficient if both x- and y-polarizations can contribute to it.
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2 Ultrafast Relaxation Dynamics of Chlorophyll a

2.2 B-Band Dynamics

Energetically above the @-band lies the B- or Soret-band. It is comprised of the two states
B, and B, named after their respective transition dipole moment orientations. Within
the Gouterman model they are described by excitations from mo — 77 and m — 75 (B;)
and by excitations from m — 73 and m — 7} (By) [109, 110|, as shown in Figure 2.2a
(page 27). The B-band exhibits a strong absorption around 400 nm, making chlorophylls
prone to excitations into these high-energy states. Recent theoretical studies [120, 121]
suggested, that especially in PSII blue light exhibits a damaging potential to the reaction
centre. Rate models suggest that chlorophyll a is able to undergo B — B excitation energy
transfer once excited to a B-state, competing with ultrafast internal conversion to the
@-band [120, 121]. Both carotenoids and chlorophyll b may act as a trap for the potentially
harmful B-state population, as they both exhibit a high spectral overlap with chlorophyll a
in this energy region. The B — B excitation energy transfer from chlorophyll a to either
carotenoids or chlorophyll b was reported to be favoured, whereas the back transfer was
discovered to be less likely [120, 121]. If a chlorophyll ¢ monomer is excited to the B-band
it is mainly assumed, that the relaxation pathway goes from B — Q, — @, [15, 16, 119,
122, 123|. As in the case of the @-band dynamics, also the relaxation from the B-band is
highly solvent dependent [15, 118, 122, 124]. So far theoretical and experimental studies
focused on the relaxation from the B-band to the ()-band, leaving aside the dynamics and
coupling situation between the two B-states. Furthermore, most theoretical simulations
are based on semi-classical approaches and are not treating the nuclear motion quantum
dynamically [16, 119]. However, a quantum dynamical description of the nuclear dynamics
becomes necessary, as the excited states are lying close together in energy.

The article “Reassessing the role and lifetime of ), in the energy transfer dynamics
of Chlorophyll a” was published in Chemical Science. From the experimental side the
B — @ transfer and especially the role of ), is investigated. The accompanying quantum
dynamics simulations cover the full ultrafast relaxation dynamics from B, all the way to
@y, shedding light also on the coupling situation between B, and B,. The following points

briefly summarise the article, focusing on the results from quantum dynamics.

e A combined experimental and theoretical investigation of the ultrafast relaxation pro-
cess in chlorophyll @ was conducted using polarization-controlled static and ultrafast
optical spectroscopy, quantum dynamics simulations and effective heat dissipation

models.

e The quantum dynamics simulations were performed on 2D PES at the high XMS-
CASPT?2 level of theory with a CAS(6/6) active space. As coordinates the normal
modes with the highest overlap with the NAC vector at the ¢, minimum were chosen,
in analogy to the calculations for the @-band. In a first step, a CASSCF calcula-
tion with state-averaging over four roots was conducted, followed by one with state-

averaging over eight states. The ensuing XMS-CASPT2 calculation was performed
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2.2 B-Band Dynamics

for the states of interest, namely Sy, Qy, @z, By, and By. Thereby an IPEA and
imaginary shift of 0.1 was used, which lead to a Q,/Q, energy difference of 0.225eV
at the FC, which is in close agreement with the reference value of 0.23eV [82].

To determine the role of (), for the relaxation process, the wavepacket dynamics,
under the assumption of a delta excitation was performed three times. The first time
the couplings between all states were taken into account. The second time only the
Q. state was coupled to the B-band and the third time only the @, state. Compared
to the simulation where all couplings were considered the one including only coupling
to @, was very similar, while for treating only coupling to @, the B — @) population
transfer was slowed down significantly. This indicates, that (), plays a major role
in the relaxation process after B-band excitation. However, experimentally no @,
features in stimulated emission or excited-state absorption spectra could be detected.
This leads to the conclusion, that the relaxation from @, to a vibrationally hot @,

state is faster than the experimental time resolution of ~30 fs.

The wavepacket dynamics was also simulated applying an explicit excitation pulse,
that pumps about as much population into the B-states as the experimental one.
In this dynamics a nearly instantaneous inter-band transfer from B, — B, or later
on from @, — @, was observed. The relaxation from the B-band to the @-band
is slower. Depending on the choice of coordinates it varies between 50fs to 150 fs,
with faster relaxation times for modes with higher overlap with the NAC vector and
slower ones for the coordinates with smaller overlap. The experimentally observed
B — @ relaxation time was determined as 110 fs, which is in good agreement with

the theoretical values.

Additionally, MD simulations of chlorophyll @ in three different solvents (acetone,
benzonitrile, ethanol) were performed. From these the shape of the first solvation shell
was determined for each of the different solvents. To do so chlorophyll a was divided
into different fragments for which the radial distribution function of solvent atoms
surrounding each fragment was determined and averaged over the whole trajectory.
From this analysis also the number of solvent molecules in the first solvation shell
and its volume were estimated. These parameters were then fed into a rate constant

model.

The simplified numerical model predicted a molecule-to-solvation shell transfer time
of ~1ps, a thermal broadening effect of the ), over ~1 ps and a spectral narrowing
over ~10ps, as the first solvation shell re-equilibrates with the rest of the solvent.
These values could be identified experimentally after B-band excitation, although the

line shape changes were very small.

After B-band excitation the experiments exhibit four kinetic components attributed to
the B — @ relaxation (110fs), the intra-molecular vibrational redistribution to a hot

pseudo-thermal @, state (solvent dependent lifetime of 400 fs to 2 ps), the relaxation
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2 Ultrafast Relaxation Dynamics of Chlorophyll a

from this hot thermal state (7 ps to 11 ps) and the excited state lifetime of chlorophyll a
(5ns). The B — @ transfer time matches well with the quantum chemical results,
while the 400fs to 2 ps and the 7ps to 11 ps components can be explained with the

rate constant model.

e With these complementary findings of experiments and high-level quantum dynamics
simulations we could shed light on the relaxation process of chlorophyll a and especially

the previously debated role of @), during the relaxation.

Hereafter, the article "Reassessing the role and lifetime of ), in the energy transfer dynam-
ics of Chlorophyll a" published in Chemical Science under a Creative Commons Attribution
4.0 International License (CC BY 3.0, URL: https://creativecommons.org/licenses/by/3.0)
is reproduced from Chemical Science, 16, 1684 (2025). The supporting information of this
article is available under https://doi.org/10.1039/d4sc06441k.
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Introduction relaxation dynamics using various experimental and theoretical
methods.**®
Photosynthetic systems efficiently harness sunlight by Despite their structural diversity, all Chls share two prom-

inent spectral bands: the lowest energy Q-band (550-720 nm)
and the Soret- or B-band (350-480 nm). Historically, these

absorbing it and transferring the excitation energy to a reaction
center where charge separation occurs.” Globally, the vast

majority of light-harvesting and charge-separation functionality
relies on chlorophylls (Chls) or bacteriochlorophylls (BChls).
They play essential roles in energy transfer and charge separa-
tion and serve as the principal cofactors in the early steps of
photosynthesis. For this reason, much effort has been devoted
to understanding their electronic structure and ultrafast
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bands have been characterized using the Gouterman four-
orbital model of the 7w—m* transitions in porphyrins.>*® In this
model, the Q-band consists of two distinct electronic states,
which we name Q.. and Q,.. Their indices relate to the
direction of the respective transition dipole moment within the
plane of the macrocycle (Fig. 1a). Later, increasingly sophisti-
cated quantum chemical calculations and experiments aimed
to refine the assignment of the observed absorption bands to
the two electronic states. However, the energetic position of the
Q. state remained ambiguous. In 2013, Reimers et al’®
proposed a new band assignment based on vibronic coupling,
mixing the states within the Q-band. We refer to the states after
incorporating such coupling effects as Q, and Q,. This coupling
strongly influences the spectral properties of Chl a. For
example, the angle between the Q, and Q, transition dipole
moments would naively be expected to be close to 90°, but the
experimentally measured value for Chl a is ~70-78°.'%** In

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig.1 Molecular structure of Chla including the relative orientations of the main transition dipole moments along the porphyrin rings (a). There
are two sets of optical transitions (B and Q), each comprising two almost perpendicular TDMs (subscripts x and y). Panel (b) shows the excitation
and emission anisotropy of Chl a in an isopropanol glass. The emission anisotropy (rem, blue line) was measured for Aexc = 660 nm, while the

excitation anisotropy (rexe, Orange line) was measured for Ae, = 690

nm. The excitation anisotropy clearly shows the presence of differently

oriented transitions. We therefore decompose it into x-polarized (S,) and y-polarized (S,) excitation spectra (c) for § = 17°.

several subsequent two-dimensional electronic spectroscopy
(2DES) studies, vibronic coupling was discussed as the basis of
fast signal oscillations,**** the vibronic origin of which was
proven by polarization-controlled studies.” A similar conclusion
was reached from theoretical studies, where it was shown that
the Q. and Q, potential energy surfaces do not cross in an
energetically accessible region, and non-adiabatic coupling
facilitates ultrafast population transfer across the potential
energy surfaces.® Previous to 2DES studies, results from tran-
sient absorption (TA) spectroscopy were interpreted so that
Q. — Q, transfer shows a strong and unusual solvent depen-
dence, with Q,-lifetimes ranging from 100-250 fs in different
solvents.®**

© 2025 The Author(s). Published by the Royal Society of Chemistry

In this work, we reinterpret the internal conversion
dynamics of Chl a, as determined by TA spectroscopy with
~20 fs excitation and ultra-broadband probing. To offer
a comprehensive picture of the relevant deactivation pathways
in Chl a, we perform TA experiments exciting the B and the
Q-band selectively and compare our results with theoretical
models. We can unambiguously determine a B — Q transfer
time of ~100 fs from our experimental data and corroborate our
findings using theoretical models. We also show that coupling
effects within the Q bands lead to almost instantaneous intra-
band relaxation.

To test our hypothesis of near-instantaneous Q, — Q,
transfer, we go beyond global analysis of TA data and search for
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Q.-signals using polarization-selective spectroscopy, followed
by isolation of polarization-associated spectra.'® Given reported
Q, lifetimes of up to several hundreds of femtoseconds,* we
should observe x-polarized stimulated emission (SE) from Q,,
along with Q, ground-state bleach (GSB) and excited-state
absorption (ESA). While we successfully isolate the GSB signa-
ture of Q,, we find no sign of x-polarized SE or ESA features to
indicate a transiently populated Q, state. We attribute this to
vibronic mixing and rule out the conventional interpretation of
Q, as a state with up to 300 fs lifetime.*” Instead, we offer an
interpretation of the kinetic components found in TA based on
intra-molecular vibrational redistribution and subsequent
vibrational cooling, as described by an effective model.

The paper is structured as follows: to identify GSB signatures
of Q,, we first analyze polarization-associated spectra derived
from cryogenic fluorescence excitation spectra (“Assignment of
Q. and Q, transitions”). Direct excitation of Q, is a non-ideal
starting ground for studying dynamics, as the absorption
features of Q, and Q, overlap strongly. Instead, we excite the B-
band and try to isolate transient Q, features. We compare these
results with TA data after direct Q,/Q, excitation (“Ultrafast
relaxation dynamics of Chl a”).

Similarly to the dissection of linear spectra, we attempt to
isolate Q,- and Qy-related excited state absorption features in
transient absorption anisotropy (TAA) (“Isolating Q,-features by
polarization control”) and compare our measured results to
theoretical predictions (“System and system-bath relaxation
dynamics at different timescales”). We show that neither TA
experiments with sub 20 fs pump pulses nor polarization-
controlled experiments can establish a timescale for Q, — Q,
transfer. Instead, our work offers a new perspective on the
energy transfer dynamics in Chl a. We relate the experimentally
observed ultrafast dynamics to solvent relaxation processes and
obtain a robust and consistent picture supporting strong mix-
ing between Q-states.

Results
Assignment of Q, and Q,, transitions

Fig. 1b shows the normalized excitation (black line) and emis-
sion (grey line) spectra of Chl a in an isopropanol glass. The
small Stokes shift of the fluorescence spectrum indicates
a minor displacement of the excited state potential surface, as
also discussed in earlier work.''” Accordingly, the emission
and absorption spectra are similar in shape, although not
exactly symmetric. The differences are mainly in the sidebands,
where the breakdown in mirror-image symmetry has been
connected to vibronic coupling interactions.'”*® The excitation
spectrum in the Q band region has one dominant peak at ca.
670 nm and two shoulders at ca. 620 nm and 570 nm. Based on
previous work, the main peak can be assigned to the Q, tran-
sition." However, assigning the shoulders - particularly deter-
mining the position of the Q, transition - is not
straightforward.®'” The locations of the Q, and Q, transitions in
Chl a vary with the solvent and the coordination of the mole-
cule. In isopropanol, where the system is penta-coordinated,*
the Q, band overlaps with Q, vibrational bands,"” making
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a definite assignment of the shoulder bands challenging.
Several groups have investigated the transition energy of Q, and
its vibronic sidebands, either by calculation®® or experiment.*"”
In this work, we employ polarized excitation and emission
spectroscopy of Chl a in an isopropanol glass.

Alongside the excitation and emission spectra, Fig. 1b also
shows fluorescence anisotropy traces. The emission anisotropy
(Tem, blue line) was measured for A, = 660 nm, while the
fluorescence excitation anisotropy (rexe, Orange line) was
measured for Agy, = 690 nm. In the Q band region, re, of the
main transition centered at 670 nm is almost flat. It reaches
a value of 0.35, indicating near-parallel emission and absorp-
tion dipoles. As emission occurs from Q,, this band must be y-
polarized. The same high value is obtained from r., upon
excitation at 660 nm, proving the measurements to be consis-
tent. While the main transition at 670 nm belongs to Qy, Iexe
shows clearly that the high-energy side of the Q band region
contains contributions from electronic states with different
polarizations, as anisotropy values here are as low as zero.

Several approaches have been developed to decompose
optical spectra by leveraging the information on transition
dipole moment (TDM) directions available from
anisotropies.”* Most commonly, in the absence of a macro-
scopically oriented sample, these methods “project” the
isotropic spectrum into contributions either parallel or
orthogonal to a reference TDM. For excitation anisotropy
measurements, this reference is the TDM of the emissive tran-
sition, while for emission anisotropy, the reference TDM is that
of the pumped transition. In many cases, however, the TDMs of
a given molecule are not exactly orthogonal, and the decom-
position of the spectra in orthogonal components is not ideal.
As earlier work has shown that the Chl a Q, and Q, TDMs are
not orthogonal,™ this type of spectral decomposition will not
result in optimal separation of the contributions. In a recent
study, we developed a slightly modified decomposition
approach, which is suitable for systems where TDMs are not
orthogonal.* In this approach, we can cleanly separate spectral
contributions not only when the underlying TDMs are at an
angle ¢ = 90°, but at any angle § = 90° — 8. The parameter angle
6 introduced here can be thought of as the rotation angle of an
orthogonal molecular coordinate system defined by the refer-
ence TDM. For details, we refer to the corresponding
publications.****

In Fig. 1c we show the decomposition of the Chl a excitation
spectrum into components polarized parallel (here: S, blue in
Fig. 1c) and orthogonal (here: S,, red) to the emissive transition
(Qy fluorescence) according to the procedure outlined above.
We note that besides Q, features, S, also contains signals with
a TDM parallel to B,, while S, contains both Q, and B, contri-
butions. If we assume orthogonal Q, and Q, transitions (cor-
responding to 8 = 0), we clearly achieve sub-optimal separation
of the spectrum with noticeable contamination of the S, spec-
trum by features associated with the y-polarized transitions (see
Fig. S11). Increasing the value of 8 to 17°, however, maximizes
the 670 nm peak in the S, spectrum and simultaneously ach-
ieves optimal separation of the spectrum into “pure” but over-
lapping Q, and Q, contributions, each with their respective

© 2025 The Author(s). Published by the Royal Society of Chemistry
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vibronic progressions. Note that both the S, spectral maximum
at approximately 640 nm and the relative angle between Q, and
Q of § =90 — B = 73° are in good agreement with previously
reported results.* In essence, polarization-associated analysis of
Chl a excitation spectra is a straightforward and effective way of
isolating overlapping Q, and Q, ground state transitions.

Ultrafast relaxation dynamics of Chl a

Although Chl a has been studied extensively, open questions
remain concerning the exact mechanism of energy transfer
dynamics within this molecule. The most common scheme
employed to explain Chl a energy relaxation is a sequential one,
ie, B, = Q = Q. B — Q transfer seems to occur within 100~
150 fs, as inferred by time-resolved fluorescence depletion

Chemical Science

spectroscopy™® or UV pump, NIR probe TA.>* A time-constant in
the 100-250 fs range with notable strong and unusual solvent
dependence has been attributed to the subsequent Q. — Q,
transfer.*

To better elucidate the mechanism of energy transfer
dynamics in Chl a, we perform TA experiments under different
excitation conditions (B- and Q-band excitation) and in various
solvents (acetone, ethanol (EtOH), and benzonitrile (BN)). In
particular, we expect to observe direct evidence of B — Q
transfer and to understand the origin of the reported solvent
dependence of the Q. — Q, energy transfer step. In the
following, we show a representative set of data for Chl a in
acetone. The corresponding plots for the other two solvents are
shown in ESI Fig S2 and S3.f Absorption and pump pulse
spectra are shown in Fig. 2a (Fig. S2t). Chirp-corrected TA data
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Fig. 2 Absorption spectrum of Chl a in acetone plotted against the pump spectra for B-band (blue line) and Q-band (red line) excitation (a).
Chirp-corrected TA data for both excitation conditions are shown in (b) and (c). Visible changes in the dynamics are present after B excitation,

with a clear increase of the Q-band GSB signal over time, but this is n

ot true after Q excitation. The EAS and lifetimes extracted from global

analysis of Chla in acetone are shown in (d) after excitation in the B-band and in (e) after excitation in the Q band. The corresponding plots for Chl

a in EtOH and benzonitrile are shown in Fig. S2.
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in magic angle (MA) configuration after B- and Q-band are
shown in Fig. 2b and c, and the global analysis results are
shown in Fig. 2d and e (Fig. S31). The lifetimes corresponding to
the individual spectral components are reported in each panel.
Only the evolution-associated spectra (EAS) are shown for
simplicity, while the decay-associated spectra for all solvents are
shown in ESI Fig. S4.t

In the case of B-band excitation (Fig. 2b and d), the best fit is
achieved with four kinetic components. The shortest compo-
nent has a lifetime of ~110 fs (black line), with negligible
solvent dependence. It is characterized by a decrease and blue
shift of the signal in the B-band region (430 nm) and
a concomitant increase of the main Q-band signal (660 nm).
This behavior is consistent with B — Q transfer, and the B — Q
transfer time agrees with previously reported values.® The
second component (dark blue line) shows minimal spectral
evolution; the only noticeable feature is a slight broadening of
the Q, band. From the global fits, it appears to be strongly
solvent-dependent, varying from ca. 400 fs (BN, ¢f. Fig. S37) to
2 ps (acetone). Notably, the amplitude of this component is
near-negligible, and it is not associated with any spectral
evolution typical of state-to-state energy transfer. As changes to
small-amplitude components do not substantially affect the
goodness-of-fit, the lifetime associated with this component is
inevitably highly uncertain. As such, although this component
appears to exhibit some solvent dependence, we do not make
strong quantitative claims about this behavior. We emphasize,
however, that this component does not contain significant
changes to stimulated emission or excited state absorption,
implying that it is not related to population transfer. The third
kinetic component (red line), with a lifetime of about 7-11 ps,
correlates with a narrowing of the Q, band and an increase in its
amplitude. Finally, the last kinetic component (light blue line,
fixed to 5 ns) is readily assigned to the excited state lifetime of
Chl g as known from fluorescence lifetime measurements.>®

In the case of Q-band excitation (Fig. 2c and e), only three
components are necessary to obtain a satisfactory data fit. We
again observe an ultrafast component of 100-300 fs (black line)
that was previously assigned to Q, — Q, transfer.*" If this
component was associated with population transfer, we would
expect a signal decrease in the 520-630 nm Q,-region concom-
itant with an increase in the Q, ground-state bleach (GSB)/
stimulated emission (SE) amplitude around 660 nm. As in the
B-band excitation case, however, we do not observe any such
features, leaving this component inconsistent with a population
transfer process. An intermediate 1.5-15 ps component (red
line) with extremely small amplitude similarly does not relate to
significant spectral changes, suggesting a small structural
reorganization process. The longest component is again the
excited state lifetime of Chl g, fixed at 5 ns (light blue line).

Isolating Q, features by polarization control

General problems with the analysis of the Q, features of Chl
a are the weakness of the transition and its strong spectral
overlap with the Qy-related signals (cf. Fig. 1). It could then be
conceivable that the lack of Q, — Q, population transfer
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features in MA-TA stems from their smaller amplitudes being
covered by the larger Q, signals.

To isolate Q,-signatures and to determine their transient
behavior, we have measured transient absorption anisotropy
(TAA) data for Chl a in acetone after B-band excitation. With
these data, we can decompose the TA signals into polarized
components in an analogous procedure to that described for
excitation anisotropy.'*** In this case, a value of § = 32° is
necessary to fully suppress the Q, peak. In the employed
representation, S, contains signals with a TDM parallel to that
of By, including all Q, features, while S, contains the Q, and B,
contributions. Representative spectra are shown for a time
delay At = 120 fs in Fig. 3a. At this delay time, effects due to
pump-and-probe pulse overlap are negligible, and there is
already population in the Q-band resulting from B — Q transfer
(¢f Fig. 2b and d).

In search for Q,-features, we identify two weak negative
peaks at 580 nm (ca. 17 200 cm ™ ') and 625 nm (ca. 16 000 cm '),
matching the Q, features observed in the excitation anisotropy
measurements (Fig. 3a, red line and inset). They show an energy
spacing of about 1100 cm™' as calculated by fitting a bi-
gaussian function to the peaks (Fig. 3a, inset, black lines), in
excellent agreement with magnetic circular dichroism spectra
for pentacoordinated Chl a.?

The lineshape of the S, spectrum remains identical for time
delays between 100 fs and several ps (Fig. S51). This means that
while we observe the Q, GSB, no Q, SE (or excited-state
absorption (ESA)) features are discernible. We support this
statement further by performing a global analysis of the
polarization-decomposed TA maps shown in the ESI (Fig. S67).
Similar time constants are needed to fit S, and S,, and there is
no evidence for a transient population of an excited Q, state.

We further examine the possibility of Q, ESA features by
comparing the experimental excited state spectrum to calcula-
tions for both B-excitation (Fig. 3b) and Q-excitation (Fig. 3c).
The experimental excited state spectrum is determined from the
measured TA spectrum by subtracting the GSB.>”*® The latter is
approximated by a scaled absorption spectrum. The resulting
spectra only contain ESA and SE contributions. We then
compare the lineshapes of these spectra at early and late times
with calculations for the Q,- and Q,-associated ESA, considering
one acetone molecule coordinating to the central Mg of a Chl
a molecule. Notably, the excited-state spectrum at early times
after B-band excitation has a positive feature at 655 nm which is
absent at later times and in the case of Q-band excitation. We
attribute this to ESA from the B-band, which is cancelled by the
Q-band GSB, explaining why we do not observe this feature in
the magic angle TA data in Fig. 2d. While the calculated Q, ESA-
peaks correspond to measured features at both early and late
times, the features related to Q, ESA are missing. In particular,
two intense Q,-features are expected in the 16 000-21 000 cm ™"
region at early times. However, the measured spectra in this
region at early and late times are effectively identical. While ESA
from Q, is clearly visible, the lack of excited-state signatures
associated with Q, means that Q, is either not significantly
involved in the energy relaxation network or its lifetime is
shorter than the experimental time resolution.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Results of the Chl a TA data decomposition into polarized components at At = 120 fs (a) for 8 = 32°. Here, S, is chosen to indicate the
direction parallel to the pumped TDM and contains all contributions with this polarization. Accordingly, the Q, transitions are suppressed and
appear only in S,. The Q, GSB transitions extracted from polarized TA and steady-state anisotropy match well (a, inset). They show an energy
spacing of about 1100 cm™ as calculated by fitting a bi-gaussian function to the peaks. Excited-state associated spectra of Chl a after excitation
in the B-band (b) and the Q-band (c) were calculated for different time delays (grey and black lines) and are compared to theoretical Q, and Q,,
ESA band positions (blue and red histograms and curves, oscillator strength unscaled). The theoretical ESA band positions were calculated
considering one acetone molecule coordinating to the central Mg of a Chl a molecule. Calculated ESA transitions from Q, match the experi-

mental spectrum well, while Q,-ESA features are absent.

System and system-bath relaxation dynamics at different
timescales

We compare our experimental results with quantum dynamics
calculations (details in Fig. S7, S8 and Table T1t). Our XMS-
CASPT2 results predict that the excited-state potentials of
Chl a are nested on top of each other with minimal curve
displacement. This is illustrated in Fig. 4a with a cut through
the potential energy surface (PES) along the mode with the

© 2025 The Author(s). Published by the Royal Society of Chemistry

highest projection onto the non-adiabatic coupling (NAC)
vector, with a vibrational frequency of 1489 cm™ ' (mode 171 in
the frequency analysis). Cuts along modes with weaker coupling
and different frequencies show the same trend (Fig. S8t). We
did not observe any crossings in the central region of the PES
where most of the population resides. The temporal evolution
of the population of the adiabatic states is depicted in Fig. 4b.
We note that while the dynamics simulations include the non-
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Fig. 4 Cuts through the potential energy surfaces of Chl a along the mode with the strongest projection on the non-adiabatic coupling vector
(a). The curve displacement between the excited states is negligible, resulting in nested potentials with no evident curve crossings. B, and B, as
well as Q, and Q,, show a small energy gap and therefore large coupling, which explains the almost instantaneous population transfer between
them. The comparatively large energy gap between B, and Q,, on the other hand, leads to predicted transfer times of ~100 fs (b). At longer
timescales, energy relaxation occurs via intra-molecular vibrational redistribution (IVR), followed by slower equilibration with the surrounding
solvent (vibrational cooling VC). We capture the effects of biphasic energy relaxation in a simplified model for B-band (c) and Q-band (d)
excitation scenarios and for different solvents. Since less energy is deposited into the Q, vibrational manifold, the peak local temperature is less

than for B-band excitation.

adiabatic coupling terms, the depicted populations correspond
to those of the electronic states within the Born-Oppenheimer
approximation and not the vibronic states observed in experi-
ment. After excitation to the B-band with an explicitly simulated
pump pulse, a population transfer from B to Q occurs on
a moderately longer timescale than the intra-band transfer. This
is explained by the significant energy difference between the
B and Q bands (Fig. 4a). The exact timescale of the B — Q
transfer depends on the amount of initially excited vibrational
levels contained in the wavepacket. On PES constructed with
normal modes of lower overlap with the NAC vector and in
different spectral ranges, the dynamics are generally slower
than normal modes of high overlap (Fig. S81). Nonetheless, all
simulations have in common that the intra-band transfer in
both the B and the Q band is almost instantaneous. In contrast,
the B to Q transfer takes about 50-150 fs. This is in excellent
agreement with our experimental data presented in the
discussion of Fig. 2. Further, we find that the B — Q transfer
heavily depends on coupling the B band with Q,.. If this coupling
is turned off, the B — Q transfer slows down significantly. On

1690 | Chem. Sci,, 2025, 16, 1684-1695
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the contrary, if B/Q, coupling is turned off, the population
dynamics do not change much (Fig. S8%).

While we can readily explain ultrafast time constants with
our quantum dynamics simulations, the dynamics at longer
times are not practically accessible with this type of calculation.
At these longer timescales, we expect energy redistribution and
dissipation to the solvent to be the dominating contributions to
the dynamics.”® As such, the bath must be considered when
trying to reproduce the longer kinetic components observed in
TA.

We construct a simplified numerical model to test our
hypothesis of cooling dynamics on multiple timescales. Exci-
tation of Chl a with a visible laser pulse always means that
a large amount of energy is deposited into the vibrational
modes of the molecule. Energy deposited - directly or indirectly
- into a high-lying state of Q, will relax in a non-linear sequence
of intra-molecular vibrational redistribution (IVR) events,
solute-to-solvent energy transfer, and solvent equilibration.
Using an effective molecular temperature T, (details and
modeling parameters in the ESI text, Table T2, Fig. S9 and S107)

© 2025 The Author(s). Published by the Royal Society of Chemistry
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that increases with the energy deposited into the system, we
predict a molecule-to-solvation shell transfer time of ~1 ps. This
is consistent with observations from our previous work on
carotenoids.*** The dynamics of T;, are determined by two
timescales: tryr ~ 1 ps, which accounts for the rise in T, due to
thermalization of the Q, state, and ty¢ ~ 7-9 ps, which is the
relaxation of the solute due to vibrational cooling (VC) into the
solvation shell. The exact values of the time constants vary with
the solvent (Fig. 4c and d). The results indicate that the relax-
ation kinetics are almost independent of whether one excites Q,
directly or indirectly via the B-band. However, the maximum 7T,
reached should be affected by excitation wavelength, as this
defines the amount of energy that thermalizes (Fig. 4c and d). As
Tvr 1S associated with heating and 7y with cooling, we expect to
observe thermal broadening effects of the Q,-band over ~1 ps as
the maximum T, is achieved, followed by spectral narrowing
over ~10 ps as the population of low-frequency vibrational
modes drops while the solute and first solvation shell re-
equilibrate with the bulk solvent. Careful inspection of the
decay-associated and evolution-associated spectra (DAS and
EAS, respectively) in the Q-band region (Fig. S11}) confirms
these predictions for excitation in the B-band, although the
observed lineshape changes are minimal. After Q-band excita-
tion, IVR and cooling are much less pronounced. In particular,
we do not observe a narrowing in ~10 ps as expected. Instead,
we observe a minimal but continuous redshift typical of Stokes
shift dynamics (Fig. S117}).2®

Discussion

The results presented in this work clarify some essential aspects
of the mechanism of energy relaxation in Chl a. When excited in
the B-band, population transfer to the Q band occurs within
120 fs, as demonstrated by TA experiments (Fig. 2d) and
quantum dynamical calculations (Fig. 4b). The Q band contains
Q: and Q,, two distinct but strongly coupled states with over-
lapping but discernible absorption spectra (Fig. 1). However,
polarized TA measurements show no evidence of x-polarized
excited state features (Fig. 3). As such, we can conclude that

[\
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either Q, is not involved in B — Q energy relaxation in Chl a, or
that the Q, — Q, transfer is faster than our time resolution (ca.
30 fs). Our quantum chemical calculations strongly support the
latter interpretation, as the B — Q transfer was shown to slow
significantly if the B/Q, coupling is turned off (Fig. S87).

An implication of these observations is that none of the time
constants found in MA-TA (cf. Fig. 2) can be assigned to Q. — Q,
transfer. The small amplitudes and only subtle influence on the
spectra of the kinetic components other than the one related to
B — Q transfer suggest instead an association with IVR and
subsequent heat dissipation to the solvent.

In Fig. 5, we propose a comprehensive scheme for the
internal conversion dynamics of Chl a. After the initial B — Q
transfer, the state we detect is y-polarized. Therefore, if Q, is
participating in the energy transfer as suggested by the
quantum dynamics calculations, its relaxation towards a vibra-
tionally hot, y-polarized state must be faster than our time
resolution. The relaxation from there to the vibrationally
relaxed Q, occurs through IVR, leading to heat exchange with
the first solvation shell. Further relaxation to bulk solvent (VC)
then occurs on slower timescales. Overall, IVR and VC are
sufficient to explain the timescales in the evolution of the Chl a
TA spectra beyond the first few hundred fs after B-band exci-
tation: ~1 ps for IVR to a hot pseudo-thermal state, ~10 ps for
relaxation of the hot thermal state (Fig. 4c and ¢f. Fig. 2d). The
effect of IVR and VC on the lineshape is much less pronounced
after Q-band excitation. In this case, the changes in the line-
shape can be explained by Stokes shift dynamics.>®

In summary, our findings shed new light on the internal
conversion dynamics in Chl a. Although the heating-cooling
cycle on the Q, surface of Chl a is highly complicated and
requires further investigation from both experimental and
theoretical sides, we reach a good agreement between model
and experiment. We present experimental and theoretical
evidence for B — Q transfer on a ~120 fs timescale. The
relaxation dynamics in the Q band are dominated by the strong
coupling of the Q, and Q, states and occur on a <30 fs timescale.
This leads to the absence of x-polarized excited-state signatures
in TAA experiments. We attribute this ultrafast Q, lifetime to the
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Fig. 5 Vibronic mixing (J) in the Q band leads to strongly coupled states Q, (red) and Q, (blue). Ultrafast transfer via Q, populates a vibrationally
excited Q,, which in turn relaxes via intra-molecular vibrational redistribution (IVR), followed by slower equilibration with the surrounding solvent
(vibrational cooling VC). The right panel shows a sketch of the spectral profiles of Q, and Q,, as discussed in Fig. 1.
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small and internal-coordinate-independent energy gap between
Q. and Q,. Regardless of its short lifetime, Q, seems important
for efficient B — Q relaxation, as the B — Q transfer rate slows
down if B/Q, coupling is deactivated. Based on these results, we
reinterpret the solvent-dependent, longer time constants found
in TA measurements as a combination of IVR, VC, and possibly
Stokes shift dynamics on Q. Overall, our unique combination
of extensive theoretical modeling, numerical methods, and
highly sensitive TA experiments allows us to paint a clear and
consistent picture of the energy transfer in Chl a under the
excitation conditions relevant to photosynthetic systems and to
shed light on the previously controversial role of the Q, state in
the Chl a dynamics.

Materials and methods
Materials

HPLC and spectroscopy grade solvents acetonitrile (ACN), ethyl
acetate (EtOAc), acetone, ethanol (EtOH), BN and methanol
(MeOH) were obtained from VWR (Ismaning, Germany) and
ultra-pure water (18 MQ cm™ ') from a Millipore S.A.S. Milli-Q
Academic system (18.2 MQ cm ™", Molsheim, France).

Chromatography

Analytical HPLC. An Agilent 1260 Infinity II LC system was
used with a 1260 Infinity Degasser, a 1260 Series quaternary
pump and 1260 Series diode array detector; Merck LiChros-
pher® 100 RP-18 (5 pm) LiChroCART® 125-4, with or without
a Phenomenex ODS 4 x 2 mm i.d. pre-column; injection
volume: 100 pL. Isocratic mobile phase: ACN/MeOH/EtOAc 6/2/
2,% flow rate 0.5 mL min~'. Data were processed with OpenLab
CDS Data Analysis 2.3.

Semi-preparative HPLC. Biichi Pure C-830 with prep HPLC
pump 300 bar, fraction collector, and prep sample injection
valve. Gynkotek LC-System with manual sampler, M480 pump,
Phenomenex DG-301 online degasser, Gynkotek UVD 640 diode
array detector and a Rheodyne injection valve with 5 mL
loop. Column: Phenomenex Luna C8(2), 100 A, 250 x 100 mm
with a Phenomenex pre-column C18 15 X 21.2 mm;
mobile phase ACN/MeOH/EtOAc 6/2/2, isocratic conditions,
flow rate 4 mL min . Data were processed with Gynkosoft
5.50 or Biichi Pure software 1.5.

Spectroscopy

HR-MS were measured at the MS facility of the Department of
Chemistry, University of Munich. Data were processed using
Xcalibur.

UV-vis spectra were measured on a PerkinElmer Lambda 365
spectrometer. Emission spectra were measured on a Spectro-
fluorometer FS5 (Edinburgh Instruments). All spectra are
background-corrected.

Extraction procedure for Chl a

Frozen spinach was purchased at a local supermarket (Edeka
junger Spinat). 8 portions of frozen spinach (approximately 15 g
each) were thawed by soaking the spinach in water; water was
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removed from the soaked spinach by squeezing the spinach
with a table cloth. The spinach was then mixed with a blender in
100 mL of cold acetone/MeOH (9/1 v/v). The resulting slurry was
centrifuged at 4 °C for 5 min at 1000 rpm. The supernatant was
filtered; the filtrate was collected on ice and directly applied to
semi-preparative HPLC. The Chl a fraction was collected on ice,
and the solvents were evaporated in vacuo, yielding 9.7 mg of
Chl a.

HR ESI-MS (positive ion mode): m/z (found) = 893.5426; m/z
(calculated) = 893.5426, 4 = 0.56 ppm.

TA spectroscopy

Chl a samples were prepared by dissolving the pigment in
acetone, EtOH or BN to an OD of 0.2-0.3 and then degassing the
solution with nitrogen for about one minute.

TA experiments were performed for Chl a in acetone, ethanol
(EtOH), and benzonitrile (BN). Chl a was excited in the B and Q
bands in separate experiments for all solvents. The pulse duration
of the two pump pulses was comparable, with the B-pump at 20 fs
and the Q-pump at 15 fs as measured by SD-FROG and SHG-
FROG, respectively. The measured and retrieved FROG traces, as
well as the retrieved spectral and temporal phase profiles, are
shown in the ESI (Fig. S12t). The TA setups used for B- and Q-
band excitation have been described in detail before.**** Briefly,
a 5 kHz, 2.5 mJ, 25 fs amplified laser system (Coherent Legend
Elite Duo HE+ Ti: Sapphire MOPA) is used to seed a 1 m long,
commercial hollow-core fiber (HCF) with a core diameter of 250
um filled with 1 bar of Argon gas. The resulting supercontinuum
is either frequency-doubled in an achromatic second-harmonic
scheme to yield the B-band pump pulse® or spectrally filtered to
obtain the Q-band pump pulse.* In the first case, the pump is
compressed by a three-prism configuration, while in the second
case, the compression is achieved by chirped mirrors. In both
experiments, the probe pulse is given by a supercontinuum ob-
tained by seeding a CaF, crystal with the NIR part of the HCF
output. For B-band excitation, a double-chopping scheme was
employed to reduce scatter, and the pump energy was 60 nJ per
pulse with a focal spot diameter of 200 pm; for Q-band excitation,
the pump pulse was not chopped and its energy was 16 nJ per
pulse with a focal spot of 140 pm. The data was recorded at MA
(54.7°) configuration between pump and probe for B- and Q-
pumping. Additionally, datasets with parallel and perpendicular
polarization of pump and probe were recorded for B-band exci-
tation of Chl a in acetone in order to calculate the TAA.

Global analysis was performed with the open-source soft-
ware Glotaran.**?¢

Quantum dynamics simulations

The quantum dynamics simulations were performed on 2D PES
at the XMS-CASPT2 (ref. 37-39) level of theory, using the basis
set ANO-RCC-VDZP***> and a CAS(6/6) active space in the gas
phase. As coordinates, we chose the normal modes
exhibiting the highest overlap with the non-adiabatic
coupling vector at the Q, minimum geometry,” optimized at
the CAM-B3LYP/6-311G* level.*® These modes are 171 and 198,
lying at 1489 cm™ " and 1639 cm ™", respectively. Other normal

© 2025 The Author(s). Published by the Royal Society of Chemistry
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modes (239 and 103) with smaller overlap with the NAC vector
and in a different spectral range were also tested for PES
construction. Geometries are available in the ESI.{ The result-
ing quantum dynamics is similar for all modes, but the time-
scales slow down with decreasing overlap with the NAC vector
(Fig. S91). At each point of the PES, a RASSCF calculation was
performed with state averaging over four states, followed by one
with state averaging over eight states (Fig. S8T). The ensuing
XMS-CASPT2 calculation was performed for the states of
interest, namely the S,, Q), Qx, By, and B,. An IPEA* and an
imaginary shift** of 0.1 were applied, as in our previous study.?
With this approach, an energy difference between Q, and Q, at
the FC point of 0.225 eV is obtained, which corresponds well
with our reference value of 0.23 eV.? The non-adiabatic coupling
elements were computed at the XMS-CASPT2 level of theory. All
PES, NAC, and TDM calculations were performed with the
OpenMolcas 23.06 program package.***® The QDng software
package* was used for the subsequent quantum dynamic
simulations. The propagation was initially performed by
assuming a delta excitation into B,, therefore populating this
state's manifold of vibrational levels. Later, an explicitly simu-
lated pump pulse with a maximum field strength of
0.0026 GV em ™', an FWHM of 20 fs, and a central frequency of
wo = 3.60 eV was also applied to excite the population from the
ground state into the B Band. The laser parameters were chosen
to excite a similar population (about 5%) into the B-band as in
our experimental studies.

Calculated ESA spectra

Geometries of the Q, and Q, states of Chl a with one axially
coordinated acetone molecule were optimized using Gaussian
16C.02 (ref. 50) with the CAM-B3LYP density functional®* and
the 6-311G* basis set.***>** Bulk solvent effects were described
with the polarizable continuum model (PCM).**** Five roots
were included in the optimization. Optimized geometries were
verified as energy minima by the absence of imaginary vibra-
tional frequencies.

Excited state absorption spectra for the optimized geome-
tries were simulated at the double-hybrid TDDFT level using the
ORCA 5.0.3 software package.***® The SCS-wPBEPP86 density
functional®® was used in the Tamm-Dancoff approximation®
along with the def2-TZVPD®“** basis. The calculation was
accelerated by employing the RIJCOSX approximation®** with
the def2/]* and def2-TZVPD/C® auxiliary basis sets. A tighter-
than-usual integration grid (ORCA keyword DefGrid3) and
convergence criteria (ORCA keywords VeryTightSCF TightPNO)
were employed. The bulk solvent was described implicitly via
the linear-response conductor-like polarizable continuum
model (LR-CPCM),**® assuming equilibrium solvation in the
excited state.

Data availability

Data for this article, including absorption spectra, pump pulse
spectra, transient absorption and transient absorption anisot-
ropy maps are available at https://zenodo.org/records/14033283.
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The next step on the way to a better understanding of the photosynthetic processes is the
realisation of quantum dynamics simulations in solvent environment. These studies on one
hand pave the way to the ultimate aim of understanding chlorophyll dynamics in its natural
protein environment. On the other hand they also offer crucial insights for the interpretation
of spectroscopic experiments, which are often conducted on pure chlorophyll in different
solvents, and the construction of semi-artificial photosynthesis devices. As mentioned in
section 2.1, the spectra of chlorophyll exhibit a strong solvent dependence [15-17, 112,
118]. This was, among others, observed in absorption, fluorescence or Raman spectra [113,
125-131]. The time scale of the relaxation process varies noticeably, e.g., between solvents
of different polarity [15, 118]: A study using four solvents of different polarity found, that
an increase in solvent polarity lead to a decrease of the internal conversion rate [15]. The
effect on the B — @, transfer was thereby slightly weaker than that for the Q, — @,
relaxation [15]. However, the solvent polarity seems to have a smaller impact than other
properties like H-bonding [127, 128, 131]| and especially the coordination number at the
central magnesium atom [113, 125, 126, 129|. Upon hydrogen bonding, a noticeable redshift
of @, was reported, which was about a factor of ten larger than the effect of polarity [128].
Due to its small oscillator strength the impact of the solvent on ), cannot be measured
directly. The influence of the coordination number of the solvent to the central magnesium
atom was the topic of several studies. They found that mostly a redshift is observed when
going from penta- to hexacoordination [113, 125, 126, 129]. In non-polar solvents usually
pentacoordination prevails, while stronger nucleophilic solvents, lower temperatures and
higher pressure favour the hexacoordination [125, 129|. In some solvents, like diethyl ether,
the coordination number increases when the temperature is decreased [125|. Additionally,
also a multitude of other factors such as solvent aromaticity and refraction index contribute
to the observed changes in spectra and relaxation times. Theoretical simulations could
confirm the change in relaxation time upon solvation in different media [111, 122, 124].
A study on the @-band relaxation in methanol that applied non-adiabatic excited-state
molecular dynamics found the @, and @, to be lying closer together in energy and being
more strongly coupled than in the gas phase. The observed relaxation time decreased from
the gas phase calculation over one treating the solvent only implicitly to a mixed implicit-
explicit solvation model [111]. There are several different possibilities to include solvent
effects into theoretical simulations. The choice depends on the system, the properties of
interest, as well as the respective time scales of solvent and solute motion. In cases where
their dynamics takes place on similar time scales the two have to be propagated in parallel,
which can, for example, be achieved using the Ehrenfest approach [132]. If one of the two
is much faster than the other, it is possible to separate their time scales. One can neglect
the solvent motion if the solute dynamics is very fast. In cases where the solvent exhibits
the faster motion it is possible to average over the solvent dynamics. Here, the applicable

methods range from the description of the solvent as harmonic degrees of freedom, over

o7



2 Ultrafast Relaxation Dynamics of Chlorophyll a

(polarized) continuum models, to their explicit treatment via mixed quantum and molecular
mechanic (QM/MM) approaches. An overview over several of these methods are given in
the reviews [133-137].

In the appendix A two possibilities for the inclusion of solvent effects are exemplarily
presented with respect to their application to the @-band dynamics of chlorophyll a. In
section A.1, the inclusion of explicit solvent molecules into a quantum dynamics calculation
at a high level of theory (XMS-CASPT?2) is discussed together with the results of such
calculations for chlorophyll in combination with two ethanol molecules. A more evolved
possibility is the inclusion of not only a few explicit solvent molecules, but the additional
consideration of a multitude of solvent molecules that surround the molecule of interest.
This can be achieved via a mixed quantum and molecular dynamics (QD/MD) approach,

which is visualised in Figure 2.3.

molecular region + solvent region molecular region
(full system) (isolated molecule + explicit solvent)
- low-level QM/MM simulation
- simulation of many PES with different
solvent geometries
- geometries from MD simulation

P> mm <
many different v
environment potentials one molecular potential
Vsol Vmol

|_,.I<_I

many PES of molecule in solvent
Vtot

Figure 2.3: Schematic overview of the applied QD/MD workflow.

With the QD/MD approach many PESs of the molecule with different solvent geometries
are obtained. Each of these potentials V;, is constructed by adding the potential of the
solvent box V. to the potential V,,,,; of the molecule with explicit solvent. V,,, can thereby
be calculated at a high level of theory (e.g., XMS-CASPT2), while the solvent potential V;;
is simulated at a lower theory level like TD-DFT. A detailed explanation of the QD/MD
approach, which is a modified version of the one that was already successfully employed for

a study on the nucleobase uracil [100], is given in section A.2.
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Following the Coupled Dynamics using
X-ray Absorption Spectra

In the previous chapters the coupled nuclear and electron dynamics have been discussed for
the nucleobase uracil and the natural pigment chlorophyll a. The first exhibits a local Coln
seam, whereas the latter is an example of globally coupled PESs without an accessible Coln.
To be able to experimentally observe the proposed nuclear, as well as electronic wavepacket
dynamics, extremely short laser pulses are necessary. The first laser pulses reaching the
few femtosecond scale were reported in the 1980s [138, 139]. By 1991 pulses as short as
60 fs [140] were achieved and in 1999 the Nobel Prize in Chemistry was awarded to A. Zewail
for his studies of the transition states of chemical reactions using femtosecond spectroscopy.
Only two years later, in 2001, the group of F. Krausz achieved the first isolated attosecond
pulse [19]. In 2023 the Nobel Prize in Physics was awarded to F. Krausz, P. Agostini,
and A. L’Huillier for developing the experimental methods to generate attosecond pulses
and their application for the study of electron dynamics. With these developments the
rapidly evolving field of X-ray spectroscopy offers the resolution power to observe electron
dynamics on an attosecond time scale [20-22, 35, 141-145] and resolve even the passage
through a Coln [21, 22]. Available X-ray sources range from synchrotron facilities down to
tabletop devices based on high-harmonic generation. Detailed information on the various
experimental methods for attosecond pulse generation can be found in Refs. [36, 146]. X-ray
spectroscopy not only offers the necessary temporal resolution to study both nuclear and
electronic motion, but is also sensitive toward chemical elements, charge and the population
of different electronic states and its changes [19, 21, 22, 35, 142, 145, 147|.

In parallel, but often also preceding to the experimental evolutions, theoretical methods
have been developed to simulate spectra such as XAS [24, 148-150], resonant inelastic X-ray
scattering (RIXS) [151, 152|, or time-resolved photoelectron spectra (TRPES) [98, 153,
154]. The focus of this work lies on the simulation of static as well as time-resolved XAS.

As the interpretation of experimental XAS can get quite complex, the measurement and
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3 Following the Coupled Dynamics using X-ray Absorption Spectra

simulation of the spectra often go hand in hand. In the field of X-ray spectroscopy one can
find numerous examples of successful interpretation of experimental results with the help
of theoretical simulations [20, 21, 23—41|. However, also the prediction of yet unmeasured
spectra is valuable to steer and initiate experiments. By now various methods are available
to simulate XAS, covering among others density based methods [148, 155] and wavefunction
based ones [24], as well as techniques combining the two [150]. A significant step on the way
to the calculation of XAS of larger molecules was the core-valence-separation (CVS) devel-
oped in the early 1980s [156, 157|. As the valence- and core-excited states are well-separated
in energy, the CVS approximates the couplings between them to be negligibly small and
sets them to zero. Therefore, it is possible to separate the calculation of the valence- and
core-excited states from each other, greatly reducing the computational effort. The CVS
has been incorporated into the most prominent methods for the simulation of XAS, which
are, depending on the system of interest, TD-DFT [148], CC [149, 158] and RASSCF or
RASPT?2 [24]. If processes like the transition through a Coln are studied, multireference
methods like RASSCF or RASPT?2 are necessary. However, they are significantly more de-
manding in calculation time and therefore limited in system size. Alternative approaches are
among others DMRG [159, 160], DCD-CAS [161], MC-PDFT [150] or stochastic-GAS [162].
In the subsequent section the workflow to simulate (time-resolved) XAS using RASPT2 in
combination with the coupled nuclear and electron dynamics is outlined. This method has
been applied to study the excited state dynamics of uracil (see section 3.2) and chlorophyll a
(see section 3.3). Despite the computational cost of RASPT2, the presented workflow, espe-
cially with the adaptions outlined in section 3.3, offers a way to simulate time-resolved XAS
on a high level of theory for molecules as large as chlorophyll (82 atoms) and potentially
even larger systems. This is crucial to study situations with high non-adiabatic couplings

and especially the transition through Colns in biologically relevant systems.

3.1 Simulation of X-ray Absorption Spectra

Time-resolved XAS are obtained via a pump-probe experiment. The pump pulse thereby
initiates a valence excitation, whereas the time-delayed probe pulse excites an inner valence
or core electron. The edges are denominated K, L, M, ... corresponding to their principal
quantum number (1, 2, 3, ...) with subscripts for the s, p, d, ... electrons. The K-edge there-
fore probes the 1s orbital, the Li-edge the 2s orbital and the Ly 3-edge the 2p( /2)/2p(3/2)
orbital. In this work the K-edge of oxygen and magnesium were probed. The RASSCF
approach with a subsequent XMS-CASPT2 calculation was used to simulate the XAS. The
active space is thereby divided into three parts (see Figure 3.1).

The main active space, the RAS2, includes the relevant valence orbitals and takes into
account all possible excitations. The optional RAS3 consists of additional unoccupied
orbitals and RAS1 includes the core orbitals that are probed. While all excitations are
allowed in RAS2, the order of excitation into RAS3 and out of RAS1 is limited. The

XAS in this chapter are based on the coupled nuclear and electron dynamics presented
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3.1 Simulation of X-ray Absorption Spectra

valence excitation core excitation
RAS 2 RAS 2 RAS 2
m3* n3* n3*

112*—1— mo*
111*—?— 111*—?— 1-;1*_1_

Figure 3.1: Illustration of the RASSCF method and possible valence and core excitations for a
magnesium K-edge XAS of chlorophyll with a CAS(6/6) active space in RAS2. The magnesium
1s of RAS1 is rotated to lie directly beneath the RAS2 and above the occupied orbitals outside
of the active space.

in chapter 1 and 2. These dynamics have been calculated on 2D PES with the nuclear
coordinate space being split up into grid points, the NEMol-grid. To obtain time-resolved
XAS, as a first step for each of these grid points a static XAS is calculated. A detailed
description of the computational steps necessary to obtain the static XAS can be found in
both publications of this chapter [83, 84| and the dissertation of Florian Rott [163]. The
focus of this work lies on the combination of static XAS with the coupled nuclear and
electron dynamics to obtain time-resolved XAS that include the electronic coherence. The
description of the necessary steps to extract the static XAS are therefore only presented
shortly. Under consideration of the CVS, the calculation of the valence excitations and core
excitations can be treated separately. Therefore, two calculations were conducted on the
XMS-CASPT?2 level [164-166]: one for the valence and one for the core excitations. This
procedure is illustrated in Figure 3.1, where apart from an exemplary valence excitation
into @y also two of the numerous possibilities for core excitations are shown. To include
the interaction between all of the states the RASSI method [167-169] with the valence and
core wavefunctions as basis is used. In this way one obtains electronic dipole moments and
excitation energies of the desired core excited states for all relevant valence states, thus a
static XAS. This procedure is repeated for all of the grid points of the NEMol-grid. The
resulting stick spectra can be convoluted with either a Lorentzian or Gaussian broadening
or a combination of the two. In the literature there is no uniform procedure to determine
the value of the broadening. Often it is chosen empirically so that the theoretical spectra fit

the experimental XAS [26, 40, 170-174|. In some cases the experimental resolution, limited
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3 Following the Coupled Dynamics using X-ray Absorption Spectra

by the chosen laser source and other equipment, such as detectors, is considered [24, 39].
An illustration of the derived workflow is depicted in Figure 3.2, which is a reproduction of

Figure 1 from Ref. [83], reprinted in section 3.2.

QD simulation —>  Grid(q,q,)

A 4 &
RASSI
A1), Aii(i) calculation
including SOC

A0D

energy E |
=

Figure 3.2: Flowchart of the simulation of time-resolved XAS by combination of the RASPT2
results with time-dependent population (A;;) and overlap (A;;) terms. Reprinted with permission
from The Journal of Physical Chemistry A, 127, 9787 (2023). Copyright 2023 American Chemical
Society.

To derive the time-resolved XAS the static spectra are combined with the coupled nuclear
and electron dynamics obtained with NEMol [75]. In the following, the important steps
and equations are described, following closely the description in the two publications of this
chapter [83, 84|. For both of the presented examples, uracil and chlorophyll a, a delta pulse
is used as probe pulse. For this no specific alignment of the molecules is assumed. However,
for the pump pulse it is assumed that the electric component of the pulse is optimally
aligned with the transition dipole moment of the molecule. The probe pulse simultaneously
excites the superposition of the considered valence states into the multitude of core-hole
states. In this way the probe pulse creates a nuclear wavepacket x.(R,t) for each core-hole
state ¢, that includes the information of all considered valence states. Depending on the
system and process of interest, different valence states are of importance and therefore
selected for the calculation of the transient XAS. As a first approximation, we construct
Xc(R,t) as a superposition of the nuclear wavepackets in the considered valence states. We
thereby take into account the interference that can occur, since the core-hole state ¢ can be
populated by the various valence states simultaneously. With this approximation the total
wavefunction W.(r, R,t) of the core-hole state can be defined as a linear combination of the

nuclear wavefunctions of the valence states and the electronic wavefunction of the core-hole

62



3.1 Simulation of X-ray Absorption Spectra

state:

Nval

\ch(r> R, t) = Xc(Ra t)(pc(’l“; R) = Z Xj(Ra t)gpc(r; R) (3'1)

The transition dipole moment p;.(t) between a specific core-hole state ¢ and valence state i

can then be written as:

Nyat

pic(t) = (xi(R, t)pi(r; )| Z X (R, t)pe(rs; R)). (3.2)

The operator ji is assumed to be only depending on the electronic wavefunctions, as the
probe pulse is short under experimental conditions. This enables the separation of the
electronic transition dipole moment integral from the nuclear wavefunctions, leading to the

following approximation for p;.:
N’ual
pic(t) = (pi(r; R)|jilgc(r; R)) > (xi(R. 1) [xj (R, 1))
J (3.3)

= fujo(t) + pic(t)-

The sum over all valence states Z;V”““ can be split into two parts. The first one, ui is
based on the nuclear wavepacket dynamics in a specific valence state ¢. It is defined by ¢
and j being equal and can thus be formulated as the electronic transition dipole moment
multiplied by the time-dependent population A;;(t) = (xi(R,t)|x:(R,t)):

1iio(t) = (i(r; R)|filpe(r; R)) Aui(t). (3.4)

The second part, ug contains the electronic coherence, as it takes into account the time-

dependent overlap of the nuclear wavepacket in different valence states i and j:
Nval
pia(t) = (0i(r; R)|filpe(r R)) ) Aij(t), (3.5)
(57#1)

with the time-dependent overlap A;;(t) = (xi(R,t)|x;(R,1)).

The oscillator strength f;., that describes the probability of a transition between valence
state ¢ and core-hole state ¢, is based on the population-induced component ufz, as well as

the coherence-induced part ,ug of the transition dipole moment:

2
fie = ZABieluiz(t) + e () (36)
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3 Following the Coupled Dynamics using X-ray Absorption Spectra

Following the described steps, a time-resolved XAS for each grid point is obtained, com-
bining the time-dependent population and overlap terms resulting from the NEMol sim-
ulation with the electronic dipole moments and excitation energies calculated with the
XMS-CASPT2 and RASSI methods. To derive the complete transient XAS the spectra of
all grid points are summed up, forming a single time-resolved XAS. As the time-resolved
XAS are based on the coupled nuclear and electron dynamics it is possible to determine the
influence the electronic coherence has on the XAS. One can obtain a spectrum that just
includes the signals of the electronic coherence by subtracting a XAS that is only based on
the contribution ufz of the nuclear wavepacket dynamics from the complete XAS, which
includes both uf, and Mz’(é- Other methods for the simulation of time-resolved XAS usually
neglect the electronic coherence. The presented combination with the NEMol approach
can be used to obtain more accurate spectra and to evaluate the influence of the electronic
coherence, which varies strongly from system to system. The two molecules presented in this
chapter illustrate two very different situations in which the electronic coherence becomes

relevant.

3.2 Uracil: A Case of Strong Localised Coupling

The nucleobase uracil exhibits a Coln seam between the Sy and S7. This seam presents
a quite localized area, where the NACs between the two involved states are large. The
electronic coherence is directly connected to the amount of coupling between the states,
becoming stronger when the wavepacket is located in an area with strong NACs. In
addition, significant coupling between states occurs when an excitation pulse is applied, as
the pulse artificially couples states involved in the excitation process. Thus, uracil offers
the possibility to determine and compare the influence of the electronic coherence induced
by the excitation pulse as well as the one induced by the Coln-mediated dynamics. The
excited state dynamics of uracil described in chapter 1 also revealed, that upon excitation
to Sa, the nuclear wavepacket first oscillates between the FC region and the S5 minimum,
before it splits and parts of the wavepacket travel successively to the Coln seam where they
relax to S7. This characteristic movement of the nuclear wavepacket can be tracked using
time-resolved XAS.

The article "Following the Nonadiabatic Ultrafast Dynamics of Uracil via Simulated
X-ray Absorption Spectra" was published in The Journal of Physical Chemistry A. In the

following, the key points of the article are summarised.

e A workflow that combines XAS at the XMS-CASPT2 level of theory with the coupled
nuclear and electron dynamics obtained with the NEMol approach [75] was derived.
The resulting time-resolved XAS include the nuclear wavepacket dynamics as well as

the electronic coherence.

e The quantum dynamics simulations of the nucleobase uracil, described in chapter 1,

revealed the excited state dynamics. In the present work the observed oscillation of
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3.2 Uracil: A Case of Strong Localised Coupling

the nuclear wavepacket on the Sy PES with a step wise relaxation to the Sy, as well

as the excitation pulse induced dynamics was followed with theoretical time-resolved
XAS.

e A comparison of a static XAS at the FC point for the oxygen K-edge with experimental
data [23] showed a difference in the spacing of the peaks. This is caused by the spacing
of the valence excitations which strongly depends on the calculation method [103],
as well as the neglect of orbital relaxation during the simulation of XAS. To match
experimental data the calculated spectrum have to be shifted by 3.90eV towards

higher energies.

e The oxygen K-edge was determined to be best suited for potential experimental
observation. The excitation process FC(Sy) — FC(S3) can be observed using the
signals at 528 eV, characteristic for the ground state, and at 523 eV, only present
in the excited state. The ensuing oscillation on the Sy PES can be tracked via
the alternating spectral features at 527eV (FC(S2)) and 522eV (Somin(S2)). The
relaxation through the Coln is harder to distinguish as the relevant features at 525eV
and 527eV are only present for the Coln in the S5, but disappear upon relaxation to
S1.

e Going from the static to the time-resolved picture, the relevant signals to track the
geometric changes significantly change as more geometries than the FC point, the S,
minimum, and Coln contribute to the XAS. In the time-resolved XAS the oscillation
of the nuclear wavepacket on the Sy PES could be followed via the alternating signals
at 529eV (FC(S2)) and 533eV (Saomin(S3)). Tracking the intensity of the signals
at 524 eV, which are present for all geometries in the S state, makes it possible to

observe the relaxation through the Coln seam.

e The influence of the electronic coherence, that is created by the overlapping wavepack-
ets of different electronic states, was determined to be much stronger for the excitation
pulse induced dynamics (until a delay time of 35fs), than for the Coln induced dy-
namics. In both cases the effect of the electronic coherence is relevant. As it mainly
depends on the wavepacket overlap, the electronic coherence is more prominent in
cases of very localised nuclear wavepackets as during the excitation pulse induced

dynamics.

e During the excitation process fast oscillations that are of the same frequency as
the pump pulse could be observed when neglecting the ground state bleach. In
contrast, much slower oscillations were observed during the Coln induced dynamics,

in accordance with the small energy gap between the involved states.

In the following the article "Following the Nonadiabatic Ultrafast Dynamics of Uracil via
Simulated X-ray Absorption Spectra" published in The Journal of Physical Chemistry A
is reprinted with permission from The Journal of Physical Chemistry A, 127, 9787 (2023).
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Copyright 2023 American Chemical Society. Supplementary information of this article is
available under https://doi.org/10.1021 /acs.jpca.3c06509.
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ABSTRACT: The nucleobase uracil exhibits high photostability
due to ultrafast relaxation processes mediated by conical
intersections (Colns), where the interplay between nuclear and
electron dynamics becomes crucial. In our previous study, we
observed seemingly long-lived traces of electronic coherence for
the relaxation process through the S,/S; Coln by applying our
ansatz for coupled nuclear and electron dynamics in molecules
(NEMol). In this work, we theoretically investigate how time-
dependent transient X-ray absorption spectroscopy can be used to
observe this ultrafast dynamics. Therefore, we calculated X-ray
absorption spectra (XAS) for the oxygen K-edge, using a

multireference protocol in combination with NEMol dynamics. Thus, we have access to both the transient XAS based on the
nuclear wavepacket dynamics and the modulation of the signals caused by the electronic coherence induced by the excitation process
and the presence of a Coln seam. In both cases, we were able to qualitatively predict its influence on the resulting XAS.

Bl INTRODUCTION

Nucleobases such as uracil are the essential building blocks of
DNA and RNA strands that store genetic information.'
Exposure to electromagnetic radiation, especially in the
ultraviolet region, can excite electrons in nucleobases following
7 — 7 transitions.”® After photoexcitation the nucleobases
can undergo harmful chemical modifications, such as
methylation or base alteration.”® To prevent potential
mutations in advance, the inherent photostability of
nucleobases is a key factor.” It is determined by the excited
state dynamics of the molecule,”"° for which the fast relaxation
mechanisms to the ground state are crucial. In uracil, the
ultrafast relaxation occurs via conical intersections (Colns),
which, depending on the number of degrees of freedom, are
extraordinary points, seams, or even higher-dimensional
crossing spaces between two or more adiabatic electronic
states. In the vicinity of Colns, the quantum nature of the
nuclei becomes important. Their dynamics can be described by
nuclear wave functions that propagate on coupled potential
energy surfaces (PESs). Furthermore, the time scales of
nuclear and electron dynamics approach each other and the
Born—Oppenheimer approximation breaks down.''”™"* The
coupling mediated by Colns induces not only population
transfer but also electronic coherence, whose lifetime is
modified by the motion of the nuclear wavepacket.'* One
possibility of simulating the coupled nuclear and electron
dynamics in molecules is the NEMol ansatz developed in our
group.mflg In this purely quantum-mechanical approach, the
electronic wave functions are propagated in an eigenstate basis
and are coupled to the nuclear wavepacket, which is

© 2023 American Chemical Society
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propagated on coupled PESs, as described in more detail in
our previous work.'*~"? Using the NEMol ansatz to study the
coupled dynamics of uracil'* we could show the presence of
electronic coherence on the attosecond to femtosecond time
scale. This coherence is present for a few hundred femto-
seconds, which could be explained by the delocalized nature of
the nuclear wavepacket, making the nonadiabatic transition a
rather continuous process. This result agrees well with
simulations of TRUECARS signals of the S,/S; Coln of
uracil.*® Extremely short laser pulses are necessary to observe
nuclear wavepackets or even electronic coherence in photo-
physical or photochemical processes mediated by Colns. Over
the last decades, a variety of X-ray sources have been
developed, ranging from synchrotron radiation to tabletop
high-harmonic generation setups.”' ~>* These enable scientists
to experimentally resolve not only nuclear dynamics,”>>® but
also electronic motion®’~*" following photoinitiated processes.
There are several different possibilities to study the dynamics
and electronic coherence induced by Colns using simulated
spectra.””*> 7% In experiments, attosecond transient absorp-
tion spectroscopy (ATAS) has been successfully applied to
resolve coupled nuclear and electron dynamics with great
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spectral and temporal resolution.”” ™’ Theoretical simulations
could show that these spectra can be used among other to
determine the population of different states,** investigate the
nuclear dynamics,*' or follow the wavepacket dynamics at a
ColIn.*” To describe the dynamics at Coln a multiconfigura-
tional treatment is necessary, whereas most key features have
been demonstrated to be also qualitatively reproduced using
computationally cheaper approaches like MOM/TDDFT
(maximum overlap method time-dependent density functional
theory), enabling the treatment of larger molecular systems.*’
Attosecond pulses in the X-ray regime are capable of not only
creating well-localized electronic wavepackets but also
exhibiting sensitivity toward chemical elements, charge, and
the population of electronic states. This is due to the probe of
the inner valence and core states of the excited mole-
cules 2937394450

In this paper, we build on our findings by applying the
NEMol ansatz in the NEMol-grid extension to the nucleobase
uracil.'* There we studied the electronic coherence caused by
the superposition of nuclear wavepackets on different
electronic states created by the excitation pulse and at the
S,/S, Coln, which is the first Coln reached during the
relaxation process. On the basis of our simulations, we
proposed two experimental observables, the induced dipole
moment and changes in electron density at the oxygen atoms.
Now, we are investigating another experimental possibility,
namely X-ray absorption spectra (XAS), to study ultrafast
relaxation dynamics. By simulating the time-resolved XAS of
the oxygen K-edge, we can follow the complex coupled
dynamics of uracil induced by photoexcitation. Our method-
ology allows us not only to observe the spectral features of the
population dynamics but also to shed light on the qualitative
contribution of electronic coherence in transient XAS.

B THEORY

Ab Initio Level of Theory. The XAS are simulated with a
protocol using the restricted active space perturbation theory
(RASPT?2) ansatz. The protocol is based on our previous study
on ultrafast strong field dissociation of vinyl bromide.*” In the
restricted active space self-consistent field (RASSCF) method,
the active space can be divided into a maximum of three
subspaces. In RAS2 all possible configurations are allowed,
resembling the AS in the complete active space self-consistent
field (CASSCF) formalism. For RAS1 the maximal number of
electrons that can be excited out of this space is restricted, and
for RAS3 the maximal number of electrons that are allowed to
occupy the subspace can be defined. With i, j, and k as the
number of orbitals in RAS1, RAS2, and RAS3 and the total
number of electrons n, the maximum number of holes in RAS1
I, and the maximum number of electrons in RAS3 m one can
systematically label the applied RAS(n,l,m;i,j,k). This partition-
ing of the orbital space makes RASSCF a very intuitive
formalism for describing the core-excitation process. For the
simulation of the XAS, a CAS calculation was performed first,
followed by a restricted active space configuration interaction
(RASCI) calculation for the valence-excited states and one for
the core-excited states. Unlike RASSCF, RASCI does not
reoptimize the molecular orbits along with the CI coefficients,
which is a reasonable assumption for core-excited states.”' ™
In addition, the core—valence separation”*~>” was utilized for
them. For both RASSCF wave functions, dynamic electron
correlation was included by an extended multistate complete
active space perturbation theory (XMS-CASPT2)**™% calcu-
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lation. As these calculations, especially for the core-excited
states, are prone to intruder states, we benchmarked adequate
values for the ionization-potential electron-affinity (IPEA)°'
and imaginary shift.> To include spin—orbit coupling,
RASPT2 calculations of the valence and core-excited states
have been performed for both singlet and triplet multiplicity.
Thus, a total of four wave functions per each valence and core
pairing are used as a basis in the restricted active space state
interaction (RASSI) method,®>™® where the interactions
between all states are calculated. As these wave functions are
not necessarily orthogonal, a correction is introduced to the
overall Hamiltonian.”> Identifying the desired valence-excited
spin—orbit state, the oscillator strengths and excitation
energies are extracted from the RASSI calculation and plotted
against each other to obtain the static XAS.

NEMol for X-ray Absorption Spectroscopy. In the
following, we outline the key details of how we combine the
RASPT?2 protocol with the NEMol ansatz to obtain time-
resolved spectra that include electronic coherence. We take
into account the first three valence states (S, S;, and S,)
relevant to describe the dynamics in all our simulations. Each
of them is characterized by its nuclear wave function y,(R, t)
and electronic wave function @,(r; R). Here, R denotes the
nuclear coordinates, r the electronic coordinates, and ¢ is the
time. These three states are pairwise coupled, first Sy and S, by
an excitation pulse, and then S, and S, by a Coln seam. The
coupled quantum dynamics simulation is performed on a two-
dimensional spatial grid constructed from molecular structures
that are known to play an important role in the S,
photorelaxation of uracil.”***® A detailed description of the
simulation protocol can be found in the Supporting
Information section I. In our method the probe step is
assumed to be a delta pulse that simultaneously excites the
superposition of all three valence states, or in other words, the
coupled wavepacket, into the manifold of core-hole states.
From the perspective of a single core-hole state ¢ the probe
pulse creates a wavepacket, described by y.(R, t), containing
components from all three valence states. As a first
approximation, we construct this wavepacket as a superposition
of the nuclear wavepackets in the three valence states. By doing
so, we take into account the interference that can occur, since
the core-hole state ¢ can be populated by all three valence
states simultaneously. In addition, this approximation allows us
to formulate the corresponding total wave function W (r, R, t)
of the core-hole state as a linear combination of the nuclear
wave functions of the valence states and the electronic wave
function of the core-hole state:

(e, R, 1) = 2R, Dg(ri B) = 30 (R, D(r; B)
]

(1)

With this formulation of W.(r, R, t) the transition dipole
moment 4, (t) between an individual core-hole state ¢ and a
specific valence state i becomes

Nyal
w () = (R, )ep(r; R)WZ)(,.(R, o (r; R))
]

()

Following the argumentation of the Franck—Condon
67,08 A

principle,”””" we assume that the operator /I is only dependent
on the electronic wave functions, which can be justified by the
fact that the probe pulse is short even under experimental
conditions. Therefore, the nuclear wave functions can be
separated from the electronic transition dipole moment

https://doi.org/10.1021/acs.jpca.3c06509
J. Phys. Chem. A 2023, 127, 9787-9796
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Figure 1. Flowchart of the simulation of time-resolved XAS by combination of the RASPT2 results with time-dependent population (4;) and

overlap (4;) terms.

integral, which defines the probability of the transition
occurring. This allows us to derive the following approximation
for p;.:

Nyl
1 (D) = (s Rl (r; R)) D (R, Ol (R, £) = [ (1) + (1)

J
(©)
The summation over all valence states can be decomposed into
two parts. The first part u. is defined by i being equal to j and
can be expressed as the electronic transition dipole moment
multiplied by the time-dependent population

Aii(t) = ()(i(R: t)')(i(R; t)>:
ul (t) = (o(r; R)litlp(r; R))A,(t) (4)

Due to A,(t) the temporal evolution of y? is determined by the
nuclear wavepacket dynamics in the individual state i. The
second part yC contains the remaining contributions from all
other valence states:

W) = o s Rlilg(r; RS A1)

j#i (s)

Here, Aj(t) = (xi(R, H)ly;(R, t)) is the time-dependent overlap
of the nuclear wavepackets in the valence states i and j, which
also includes the electronic coherence determined by the
energy difference of the involved states. The subsequently
calculated oscillator strength f,, which describes the transition
probability between the valence state i and the core-hole state
¢, includes both a population-induced component y>(t) and
coherence-induced components uS(t) of the transition dipole
moment:

2 P Crp2

f, = 288070 + ) ©
By including uC(t) the valence state i is not treated
separately, but as part of the coupled dynamics of the valence
states. The needed energy difference AE, and the electronic
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transition dipole moment are extracted from the RASPT2
calculations. The terms Ay(t) and Ay(t) are determined
according to the NEMol ansatz in combination with the
NEMol-grid extension.'”'? In this extension, the nuclear
coordinate space is divided into segments, for each of which,
we obtained the partial population and nuclear wavepacket
overlap by integrating the wavepackets within the boundaries
of the segments. The AE, and the electronic transition dipole
moment are calculated for each segment and weighted with the
corresponding time-dependent population and nuclear overlap,
as described in eq 6. Next, all segments for given transitions i
to ¢ are added and all relevant core-hole excitations are
subsequently combined, to obtain the complete time-resolved
XAS. A flowchart of this whole procedure is shown in Figure 1.
To test our ansatz we compared the static XAS for the FC
point in the ground state and S, state with the ones obtained
using our nonstationary approach. The results can be found in
the SIL

Computational Details. For the simulation of the XAS we
applied a pump—probe scheme with the pump pulse lying in
the strong-field regime and the probe pulse in the weak-field
regime. In our calculations, the pump pulse is explicitly
simulated. We used an excitation pulse'* with a central
frequency of @, of 6.12¢eV, a full width at half-maximum
(fwhm) of 30fs and a maximum field strength of 0.036
GVem™!, that was optimized to excite the maximal amount of
population from the ground state to the second excited state.
The subsequent dynamical response of the molecule has been
simulated using the NEMol ansatz with a NEMol-grid defined
as follows: The nuclear coordinate space is divided into 14 X
10 segments equally distributed between —0.37 A to 1.57 A in
the q, coordinate and from 0.57 to 0.86 A in the g, coordinate,
whereby g, and g, are reaction coordinates adequate for the
fast relaxation process in uracil.”'®'* To obtain the XAS, we
utilized the RASPT2 protocol outlined above, under the
assumption of an instantaneous delta pulse for the probe step.
The applied RAS(18,1,0;2,10,0) active space is shown in

https://doi.org/10.1021/acs.jpca.3c06509
J. Phys. Chem. A 2023, 127, 9787—-9796
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Figure 2. It consists of 10 orbitals in RAS2 (seven occupied
orbitals and three virtual ones), which include both lone pairs

(" 3 , 3 ﬁ a )
m* m,* ms*
T Ip; T Ips
s Ty T3
J

P d \
\RAS1 3 So, 3 So, )

Figure 2. Active space for the RAS2 and the oxygen Is orbitals in the
RAS1. All orbitals are rendered with an isovalue of 0.04.

@ASZ

r

of the oxygen atoms, as well as the RAS1 space comprised of
both oxygen Is orbitals.

For the simulation of the XAS, first a CAS(14,10) (RAS2 in
Figure 2) calculation with state averaging over six states was
performed, followed by a restricted active space configuration
interaction (RASCI) calculation for the valence-excited states
using RASCI with six states and one for the core-excited states
using RASCI with 40 states. To broaden the calculated line
spectrum an overall Gaussian convolution with 6 = 0.3 eV was
applied. For the probe pulse we do not consider a specific
alignment of the molecules, whereas for the pump pulse it is
assumed that the electric component of the pulse is optimally
aligned with the transition dipole moment of the molecule.
This leads to an excitation ratio slightly higher than 90%. For
randomly aligned molecules, the amount of population
pumped into the S, will be lower. In Figures S12 and S13 of
the SI we illustrate the effect a much smaller excitation ratio of
10% would have on the time-resolved XAS.

For all simulations of XAS at the oxygen K-edge we used the
relativistic atomic natural orbital basis (ANO-RCC),”~"
contracted to VIZP quality (ANO-RCC-VTZP), with the
XMS-CASPT2 method™”® as implemented in OpenMol-
cas,”"7° using an imaginary shift of 0.6 and an IPEA shift of
0.25. The basis set, the shift parameters used in the RASPT2,
and the size and composition of the active space have been
derived from extensive benchmark calculations and compar-
isons with experimental data, which are outlined in the SI.

In order to simplify the analysis of the XAS, the excitation
process (—40 to 35 fs) and the dynamics on the S, PES (from
35 fs onward) have been treated separately, meaning that the
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corresponding transient XAS and the depiction of the
wavepacket overlap have been normalized, respectively.

B RESULTS AND DISCUSSION

Let us begin by briefly describing the initial relaxation
dynamics for uracil. The applied two-dimensional PESs,
defined by the optimized geometries of the Franck—Condon
(FC) point, the S, minimum and the S,/S; Coln, have
previously been reported’ and used in several studies.”*’®”’
The adequacy of the two-dimensional PESs to describe the
initial relaxation dynamics of uracil has been demonstrated by
extensive benchmark calculations.”'® Starting from the vibra-
tional ground state of the S, potential, laser excitation into the
S, state generates a wavepacket that begins to oscillate between
the FC region and the S, minimum. After the first oscillation
period of about 80 fs the wavepacket splits and a part of it
travels toward the Coln seam, while other parts continue to
oscillate. Over time, more and more parts of the wavepacket
reach the Coln and relax to the S, state. The propagation of
the wavepacket on the S, PES is sketched in white in the top
part of Figure 3, while the temporal evolution of the
population is depicted in the bottom part.

1.0

E [eV]
10.0

population

I
I
| —-S
I
|

=25 0 50 100

delay time [fs]

150

Figure 3. Top: Potential energy surface of the S, state with indicated
Coln seam (black line), S, minimum (red dot), Franck—Condon
point (white cross) and a schematic representation of the path of the
wavepacket (white lines). The energy scale is given with respect to the
global minimum of the S; potential energy surface. Bottom: Temporal
evolution of the population of the Sy, S}, and S, states shown in green,
red, and blue, respectively. The normalized pump pulse is shown in

gray.

Static X-ray Absorption Spectra. In this section, we
show the static XAS of the oxygen K-edge for three critical
points on the PES, namely the FC, the optimized S, minimum,
and the optimized S,/S; Coln. From an analysis of the three
possible K-edges, probing the local environment of the oxygen
atoms is the most intuitive choice, since during the S,-S;
relaxation an electron moves from the oxygen lone pair Ip; to a
vacancy in the 7z, orbital. In addition, it was found that the
characteristic signals for the three critical points on the PES

https://doi.org/10.1021/acs.jpca.3c06509
J. Phys. Chem. A 2023, 127, 9787-9796
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overlap the least when the oxygen edge is used, making it the - 1.0F ) T T 3
best candidate for experimental observation. A detailed g8 _a —FC(S,) |
comparison of the different K-edges together with their g —FC(s;)
respective static XAS and a list of all peaks with oscillator Loser -
strengths greater than or equal to 0.001 together with their £ 0.al ]
character can be found in Figures S8—S10 and Tables S5—S13 g
in the SI section IV. 5021 .
A comparison of the oxygen K-edge spectrum, obtained with < )
the optimal parameters, with the corresponding experimental 510 T T
data is given in Figure 4. To match the experimental data, one = b) —FC(S,;)
w 0.8 S,min (S,) |
< —32 2
1.0 T T T L 0.6 -
3‘ n — experiment E
@ 0.8} I\[ \ —FC(Sy) 5 E.O.4- -
o6l ) - 5o0.2f -
£ | \ / 2
. 0.4} | \ A L
£ | \ ld 1LOfF 7 T =
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<
energy [eV] = 0.al |
Figure 4. XAS for the oxygen K-edge using XMS-CASPT?2, the basis § 0.2} 4
set ANO-RCC-VTZP, an imaginary shift of 0.6, an IPEA shift of 0.25 c
and a RAS(18,1,0;2,10,0) with the two oxygen Is orbitals in the k l
520 525 530 535

RASI1. Calculated spectrum broadened using an overall Gaussian
convolution with & = 0.3 eV. Experimental oxygen K-edge spectrum
in black.”

would have to shift the simulated spectrum to higher energies
by 3.90eV. The differences between the experimental and
calculated splitting of the signals in Figure 4 are probably due
to the RASCI treatment that neglects orbital relaxation and
directly influenced by the splitting present for the valence
excitations, which strongly depends on the calculation
method.”® The peak at 528eV can be assigned to two
excitations, one from sp, to the z{ orbital and the other one

from so, to the 75 orbital.

For experimental observability, especially the peaks that
appear or disappear in the area of lower energies are of
importance, since peaks at higher energies might be over-
shadowed by the more intense ionization bands and Rydberg
series, as also seen in the experimental spectrum in Figure 4.
The calculated XAS for all critical points along the excitation
process, the dynamics in the S, state and the relaxation through
the S,/S; Coln are shown in Figure 4.7

For the excitation process, we can identify a suitable peak
characteristic for the S, state at the FC geometry at 523 eV
(see Figure Sa). It is well separated from the intense peak of
the ground state at 528 eV. The characteristic peak of the S,
state at 523 eV corresponds to an excitation from the so,

orbital to the vacancy in the m; orbital present in this state.
To follow the dynamics in the S, state, between the FC
geometry, the optimized S, minimum, and the S,/S; Coln, the
signals of these three points should ideally be distinguishable.
From Figure Sb) we conclude that it should be possible to
observe the oscillation between the FC geometry and the S,
minimum through the alternating appearance of the peaks at
527 eV (FC geometry) and the signal of the S, minimum at
522 eV. Consequently, the change in the signals around 523 eV
can be used to study the excitation process, while the features
around 527 eV are relevant for the dynamics in the S, state.
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energy [eV]

Figure 5. Oxygen K-edge XAS for the excitation process (a), the
dynamics on the S, PES (b) and the relaxation through the S,/S,
Coln (c). Calculated spectra broadened using an overall Gaussian
convolution with ¢ = 0.3 eV.

For the XAS of the S, state calculated with the Coln geometry,
the two peaks at 525 and 527 eV are the most characteristic
(see Figure Sc). These signals disappear, however, at the Coln
in the S; state, leaving only spectral features that are very close
in energy to signals found at the FC geometry or the S,
minimum in the S, state. This indicates that the characteristic
features of the ColIn will be harder to distinguish in the
transient XAS. From the static spectra, we expect that the
peaks at 527 eV (FC geometry), 522 eV (S, minimum), and
525 eV (Coln) are good candidates to follow the dynamics on
the S, PES. All dominant spectral signatures are described by
excitations from one of the oxygen Is orbitals to the =,
vacancy, whose energy is shifted by the change in nuclear
configuration. An overview of all excitations for peaks with
oscillator strength greater than or equal to 0.001 is given in
Tables S5—S7 in the SL

Time-Resolved X-ray Absorption Spectra. Time-
resolved XAS are obtained by extracting the static XAS of
the three states involved (S;, S, and S,) at each point of the
nuclear grid weighted with the corresponding time-dependent
population and overlap terms according to egs 4, S, and 6. The
ground state bleach was included by subtracting the XAS of the
Sy state at a delay time of —40 fs from the transient spectrum.
As the underlying PESs have been proven to be adequate,”"’
we assume that the predicted time-resolved XAS will also be
reliable, as they depend only on the NEMol results and the
nuclear geometries used to calculate the surfaces. During the
relatively short simulation time (210 fs in total) it was shown
that additional nuclear coordinates play only an insignificant
role in the S,-S; relaxation dynamics.9 For longer simulation
times, the chosen two-dimensional subspace will most likely

https://doi.org/10.1021/acs.jpca.3c06509
J. Phys. Chem. A 2023, 127, 9787—-9796
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Figure 6. Top: Transient oxygen K-edge XAS of the S, state. Ground state bleach is neglected for simplicity. Bottom: Position of the nuclear
wavepacket (gray), the Franck—Condon point (white cross), and the optimized S, minimum (red dot) on the S, potential energy surface for three

different points in time.

1.0

R

0.0015

0.0010

0.0005

2 S et
-

[}

c

)

&

[

-

T

T 0.0

N

©

£ 10

2 1 1 1

50

100 150

delay time [fs]

Figure 7. (a) Transient oxygen K-edge XAS based on the nuclear wavepacket dynamics in the three relevant states (Sy, S;, and S,) with the
inclusion of electronic coherence. The spectrum of the excitation process (—40 to 35 fs, left side) and the dynamics on the S, surface (from 35 fs
onward, right side) are normalized, respectively. The maximum of the pump pulse lies at 0fs. (b) Difference spectrum between neglecting and
including electronic coherence. The difference spectra (b) are normalized to their respective maximal value for the excitation process (left) and the
dynamics on the S, PES (right). The mean of the real part of the wavepacket overlap (c) between Sy, (red) and S, , (blue) averaged over the grid
is normalized, respectively. The normalized pump pulse is shown in gray.

not be sufficient, so we focus only on the initial steps of the
dynamics. To allow an in-depth analysis of the XAS, the
dynamics induced by the pump pulse (—40 to 35 fs) and by
the Coln seam (from 35 fs) are treated separately according to
our previous work.'* The maximum of the pump pulse (fwhm
of 30fs) is positioned at 0fs, therefore, the pulse is negligible
after 35 fs (Figure 3 bottom).

Before analyzing the full time-resolved XAS, we discuss the
spectral features of the relaxation dynamics that can be
attributed solely to the dynamics in the S, state. Figure 6 shows
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the time-resolved XAS of the S, state and snapshots of the
nuclear wavepacket evolving on the S, PES.

After excitation to the S, state, the wavepacket dynamics
significantly changes the static picture. More geometries in
addition to the critical points contribute to the time-resolved
XAS. Therefore, different signals become relevant for the
interpretation. The signal at 524 eV is present throughout the
dynamics of the excited state. As seen in Figure 5 all critical
points in the S, state contribute to this signal with only small
variations in energy and intensity. The signal is not sensitive to

https://doi.org/10.1021/acs.jpca.3c06509
J. Phys. Chem. A 2023, 127, 9787-9796
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geometric changes, but characteristic of a populated S, state. At
the end of the simulation time, this signal fades, as more and
more parts of the wavepacket relax through the Coln to the S,
state. Tracking the intensity of the signal at 524 eV allows one
to follow the passage of the wavepacket through the Coln. For
the structurally similar thymine molecule the depopulation of
the S, state has been shown to be also experimentally
observable.** In addition to the prominent signal at 524 eV, a
recurrence of time-displaced signals around 529eV and a
double peak structure at 533 eV is clearly visible. These signals
originate from the nuclear wavepacket oscillating between the
FC geometry and the S, minimum in the S, state. Their
oscillatory behavior agrees well with the temporal evolution of
the wavepacket on the S, PES shown in the bottom panels of
Figure 6. The dynamics of the wavepacket also explains the
slight shift of the characteristic signatures, for example, the one
relevant for the observation of the FC geometry in the S, state.
The corresponding signal is shifted from 528 to 529 eV, since
the main part of the nuclear wavepacket no longer reaches
exactly the FC geometry.

For the full time-resolved XAS shown in Figure 7, the
normalization was performed separately for the excitation-
induced dynamics (left of the black dotted line) and the Coln-
induced process (right of the black dotted line). Figure 7a)
shows the time-resolved XAS based on the coupled dynamics
in the three relevant states (S,, S}, and S,), taking into account
the ground-state bleaching that occurs around 528 eV. The
electronic coherence created by overlapping wavepackets of
different electronic states was included by using the data from
our NEMol calculations. In Figure 7b, the influence of
electronic coherence on the XAS is shown. This spectrum is
derived as the difference between a transient XAS based solely
on the dynamics of the nuclear wavepacket and the one shown
in Figure 7a which includes also the electronic coherence. In
the case of the difference spectrum, the two colorbars have
been chosen to correspond to the value of maximal difference
for the excitation process and the Coln induced dynamics,
respectively. The temporal evolution of the normalized real
part of the overlap between Sy, (red) and S, /, (blue) averaged
over the grid is depicted in Figure 7c). The Sy, coupling is
relevant for the excitation process by the femtosecond pulse,
and the S, /, coupling is relevant for the area at the Coln.

During the excitation process, the maximum of the
electronic coherence is reached at —10 fs. Here, the population
is almost equally distributed between S, and S, (see Figure 3)
resulting in a maximal A; term (Figure 7c), respectively,
electronic coherence. Consequently, electronic coherence
emerges most prominently in the difference spectrum around
this time, see Figure 7b). At 30 fs a recurrence of electronic
coherence at 524 and 529 eV is also visible.*** This is caused
by parts of the nuclear wavepacket having traveled back to the
FC area and overlapping again with the nuclear wavepacket in
the ground state, increasing the value of A;. The difference
spectrum shows fast oscillations of the same frequency as the
pump pulse. A 1D cut through the time-resolved XAS at an
energy of 528 eV, neglecting the ground state bleach, with a
comparison between the fast oscillations and the pump pulse,
can be found in Figure S11 in the SI. Both features are not or
barely visible in the full transient XAS (Figure 7a), as they are
mainly overshadowed by the ground state bleach. In the case of
the Coln-induced dynamics, much slower oscillations are
present in accordance with the small energy gap between the
states involved. A periodic recurrence of the signals in the
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difference spectrum can be seen. These are created by different
parts of the wavepacket reaching the Coln and inducing
electronic coherence there. These events occur after one or
more vibrational oscillations between the FC geometry and the
S, minimum or after a bifurcation of the nuclear wavepacket at
the Coln with a part remaining in the S, state and returning to
the Coln area. For the Coln-induced dynamics, the maximum
value of the difference spectrum of 0.18% lies at 52 fs, where
the A; term also shows a maximum (Figure 7c). As the nuclear
wavepacket becomes more and more delocalized in the S, state
and the S, state, the XAS contributions due to electronic
coherence become more and more washed out. Overall, the
effect of electronic coherence on the time-resolved XAS of the
relaxation dynamics of wracil is rather small but still not
negligible. As suggested in the literature,®® the intrinsically
weak signal of electronic coherence in uracil can be enhanced
using optimal control theory. This proposed idea may also
increase the contribution due to electronic coherence on XAS
and perhaps allow experimental observation.

B CONCLUSIONS

We simulated time-resolved XAS for the nucleobase uracil
based on coupled nuclear and electron dynamics realized in the
NEMol approach and combine with a RASPT?2 protocol.>” We
extract important spectral features to follow the photoinduced
dynamics that might be suitable for experimental observability
using the oxygen K-edge. We find that different, well-
distinguishable spectral signatures become important when
changing from the static to the dynamic description. During
the initial dynamics, the nuclear wavepacket oscillates between
the FC region and the S, minimum area. This behavior is
reflected in the time-resolved XAS through the periodic
occurrence of distinct spectral features that characterize these
areas. The constant signal at 524 eV reflects the population of
the S, state and allows one to track the process from excitation
to relaxation through the Coln highly time-resolved. Apart
from following the nuclear wavepacket dynamics with XAS, we
also determined the influence of the electronic coherence
introduced in the excitation process and later at the Coln. In
both cases we saw a small but relevant effect on the XAS. This
effect is especially prominent in the cases of very localized
nuclear wavepackets, leading to a large overlap term A;
between wavepackets on different PESs. This situation is
present during the excitation-pulse dynamics, where fast
oscillations of the same frequency as the pump pulse are
observed. An interesting revival®"** of these fast oscillations
can be seen after the excitation process. This is due to the fact
that parts of the nuclear wavepacket in the S, are revisiting the
FC region, so the overlap term A; increases again. For the
Coln-induced dynamics, the term A; plays an even more
important role. Here, the periodic reappearance of weak
electronic coherence can be attributed again to the nuclear
wavepacket dynamics. Every time parts of the wavepacket
approach the Coln seam, the critical A; term becomes
nonzero. In this sense, XAS are a very sensitive probe for
detecting the dynamics at the Coln. With the current study, we
were able to show that XAS are in principal sensitive even to
weak electronic coherence.
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Based on the quantum dynamics simulations shown in chapter 2 the natural pigment
chlorophyll a does not exhibit an accessible Coln. However, the first two excited states are
energetically close and non-adiabatic coupling is present between them throughout the whole
coordinate space. Compared to uracil this situation is very different, where the influence of
the electronic coherence is equal, if not even more significant. In the case of chlorophyll a
the transient XAS might also offer an experimental possibility to verify that the @, and Q.
form a system of highly coupled states, as indicated by theory [82] and transient absorption
anisotropy experiments [175]. As they are coupled, ultrafast population transfer from one
state to the other and back takes place. With the high temporal resolution of XAS this
population transfer might be observable, thus proving the coupling of @, and @,. Time-
resolved XAS for systems like chlorophyll @ still pose problems for experimental realisation.
However, in recent years advances in experimental set-ups including, among others, the
extension to attosecond resolution of solution-phase water-window XAS [143, 176], as well
as developments for the application of XAS to larger (bio)molecules [38, 177] may pave the
way to a realisation of complementary experiments to the proposed theoretical spectra.

The workflow described in the beginning of this chapter is applicable to molecules of
various sizes, as long as the RASPT?2 calculation converges in a reasonable amount of time.
With increasing computational power this will be fulfilled for larger and larger molecular
systems. With the current computational performance limits a few modifications were
necessary to make the calculations of XAS feasible for chlorophyll. Whereas for uracil the
same basis set was used for all elements it became necessary to treat different elements with
basis sets of different sizes when going to larger molecules. When benchmarking the basis
sets a compromise between accuracy and convergence of the calculation has to be found. If
feasible, one would aim for basis sets with a better description of the core orbitals for the
element that is probed. In OpenMolcas it is also possible to restrict the definition of the
correlation orbital space in XMS-CASPT2 to reduce its size by freezing orbitals that are,
e.g., located at peripheral atoms. For chlorophyll orbitals located at the central magnesium
atom and the rings surrounding it were considered, while neglecting the hydrogen atoms,
methyl groups and chains. This means a significant speed up in calculation time, but has
to be carefully benchmarked as not to exclude relevant orbital contributions. Exemplary
inputs as used for uracil and chlorophyll can be found in appendix B together with an
overview of the changes that were necessary.

The article "Coupled Nuclear and Electron Dynamics in Chlorophyll Unraveled by XMS-
CASPT?2 X-Ray Absorption Spectra" was published in The Journal of Physical Chemistry
B. The key findings presented in the article are:

e The workflow for the combination of the coupled nuclear and electron dynamics with
XAS at the XMS-CASPT?2 level of theory was extended to cover also larger molecules,
like chlorophyll a. Here, time-resolved XAS at the nitrogen and magnesium K-edge

were simulated.
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e Using the static XAS we found characteristic signals for the @, and @, to follow the
ultrafast population transfer between these two states and in this way corroborate the
coupling between them. The peaks of the magnesium K-edge exhibit only a small shift
in energy between signals from @), and @,, but show a great difference in intensity.
The peaks of the nitrogen K-edge are farther separated in energy, also due to their
better experimental resolution. In both cases the ground state features are lying
at higher energies and should not interfere with the observation of the population

transfer.

e The time-resolved XAS of the magnesium and nitrogen K-edge have been computed
for two different excitation situations. In the first case a delta excitation into the @,
was assumed. Therefore, the wavepacket is excited into the manifold of vibrational
levels of this excited state. In the second case the population was excited into both

(-states via an explicitly simulated pump pulse.

e For the transient XAS at the magnesium K-edge the ultrafast population transfer
after delta excitation into (), could be followed via the characteristic spectral features
of Q. at 1324.0eV and the @, signals at 1322.5e¢V, which were alternating in the

spectrum. For the nitrogen K-edge a similar situation was found.

e The spectra obtained with an explicitly simulated pump pulse show initially intense
signals of the ground state above 1328.5eV. The excitation process can be followed via
the subsequently arising peaks of the excited states at 1325.4eV (@) and 1324.2eV
(Qy). The population transfer can be followed by the oscillations between these two
spectral ranges or by tracking the appearance and disappearance of the significantly

more intense @), features.

e A periodic influence of the electronic coherence was found to be present over the whole
simulation time. It was observed, that the main contribution toward the electronic

coherence arises from the overlap of the wavepackets on the different electronic states.

e Tracking the oscillatory behaviour of @, and @, signals was shown to be possible for
both, the nitrogen and magnesium K-edge. As the magnesium edge exhibits fewer
signals it is easier to observe the spectral changes for this edge. The theoretical
results indicate, that time-resolved XAS might offer an opportunity to experimentally
corroborate the ultrafast population transfer in the @Q-band and therefore the coupling

between these states.

Hereafter, the article "Coupled Nuclear and Electron Dynamics in Chlorophyll Unraveled
by XMS-CASPT?2 X-Ray Absorption Spectra" is reproduced from The Journal of Physical
Chemistry B 129, 2159 (2025). Copyright 2025 American Chemical Society. The supporting
information of this article is available under https://pubs.acs.org/doi/10.1021 /acs.jpcb.
4c07787.
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ABSTRACT: Attosecond spectroscopy, especially time-resolved X-ray
absorption spectra (XAS), enables direct observation of ultrafast
molecular dynamics. The complementary and even preceding develop-
ment of theoretical simulations can offer the necessary guidance and
stimulate new experiments. In this work, we simulated high-level XAS
for the magnesium and nitrogen K-edge of chlorophyll a. In our
previous work on the ultrafast relaxation process in the Q-band, our
quantum dynamics simulations found the Q, and Q, states to be
energetically close and therefore strongly coupled. Here, we analyze the

strong coupling between Q, and Q, via XAS, indicating promising

possibilities for experimental observation. The excited-state energies, potential energy surfaces, and XAS are computed at the XMS-
CASPT?2 level of theory to capture the complex multireference character of chlorophyll excitations. In our simulated spectra, we
could follow the ultrafast population transfer between Q, and Q, and thus draw conclusions about the strong vibrational coupling

between them.

B INTRODUCTION

Attosecond transient absorption spectroscopy provides, among
others, the possibility to experimentally determine the
population of different states' and its change over time, as
its spectral and temporal resolution is able to resolve the
coupled nuclear and electron dynamics.”~* Attosecond pulses
in the X-ray regime can create well-localized electronic
wavepackets. As the inner valence and core states of the
excited molecule are probed, these pulses are sensitive toward
chemical elements, charge, and population of the electronic
states.”*~' Attosecond spectroscopy is a rapidly evolving field.
Recent advances in experimental setups include, among others,
the extension to attosecond resolution of solution-phase water-
window X-ray absorption spectra (XAS),*"* as well as
developments for the application of XAS to larger (bio)-
molecules.'*' The ongoing research in this direction offers
the prospect of a broader application of transient XAS with
high temporal resolution in the future. At the same time, the
computational capabilities to simulate excited-state dynamics
and thereby explain experimental data on a molecular level are
steadily advancing.16 In particular, the parallel and even
preceding development of theoretical workflows to simulate
XAS for larger molecules is crucial to evaluating and predicting
experiments. The advantages of a successful combination of
experimental XAS with theoretical simulations for the
assignment of spectral features or the verification of
observations has been shown in different contexts.”'*'” In
this paper, we derive a workflow to simulate transient XAS for
a large, biologically relevant molecule at a high level of theory,
namely, extended multistate complete active space perturba-
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tion theory (XMS-CASPT2). This method has been shown to
be one of the most accurate ones in the context of pump—
probe spectroscopy.'® As an example, we chose the ubiquitous
natural pigment chlorophyll a with its unique nonadiabatic
dynamics. Our simulations include the coupled nuclear and
electron dynamics and have been performed both under the
assumption of a delta pulse excitation and including the explicit
simulation of the pump pulse. Static XAS for the magnesium
and carbon K-edges of chlorophyll a in liquid samples or on
membranes have shown to be experimentally feasible."”°
Especially, the nonradiative relaxation of chlorophylls after
photoexcitation is an important process during photosynthetic
light harvesting. The most prominent bands of the absorption
spectrum in the visible range are the B-band, also called the
Soret band, with a strong absorption around 400 nm and the
less intense Q-band, which absorbs around 700 nm. For the
latter, an extensive pattern of vibrational side bands can be
observed. In theoretical simulations, sometimes, a dark state is
found between the B- and Q-band, whether this state is present
and its exact energetic position depends strongly on the
applied quantum chemistry method.”'~>* The B- and Q-bands
both consist of two excited states, called Bx/By and Q,/ Q},,
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depending on the polarization of their respective transition
dipole moment vector. Despite its importance in photosyn-
thesis, excited-state dynamics of chlorophyll, especially within
the Q-band, is still under debate.’>™>® Until a recent
reconsideration, Q, and Q, were seen as two separate states.
Their assignment to electronic states has been long discussed
and changed over time.””>” In recent years, the two states are
more and more seen as one system of highly coupled states.
This concept evolved from the re-evaluation of existing
experiments,”® as well as high-level quantum mechanical
calculations.”**** Theoretical work, mostly using semi-
classical methods, could show a strong vibrational coupling
between the two Q states.”~>**° Also, our recently published
investigation of the ultrafast relaxation process in the Q-band
using grid-based wavepacket quantum dynamics on represen-
tative XMS-CASPT2 potential energy surfaces (PESs) could
confirm the strong coupling between Q, and Q. In a
collaboration with the group of Prof. Jiirgen Hauer, polarized
transient absorption experiments did not show any signal of
the Q,, which was attributed to a sub 30 fs population transfer
to Qy.37 As the population exchange takes place on a time scale
of a few femtoseconds, it is experimentally demanding to
resolve. Here, attosecond spectroscopy offers a possibility to
shed light on the ultrafast dynamics.

In this paper, we build on our study of the ultrafast
relaxation process in the Q-band.*® Our previous results
showed that the Q, and Q, PESs do not cross in an
energetically accessible region but are strongly coupled along
the 2D coordinates after laser pulse excitation. In this work, we
propose XAS as a potential experimental possibility to study
the ultrafast relaxation dynamics and corroborate the strong
coupling between the two Q states by tracking their
population. We adapted our previously described workflow*®
for the simulation of XAS to enable the calculation of time-
resolved spectra at the XMS-CASPT2 level of theory for larger
molecules, such as chlorophyll. The obtained spectra at the
magnesium and nitrogen K-edges enable us to follow the
ultrafast population transfer within the Q-band and estimate
the influence of the electronic coherence on time-resolved
XAS.

B METHODS

Simulation of Transient X-ray Absorption Spectra. To
simulate the time-resolved XAS, we adapted a previously
described workflow.>® To make the simulation of especially the
core excitation feasible for large molecules, we modified our
calculations as described in the section on Computational
Details. The general agproach closely follows our previous
work on XAS of uracil®® and other work,*? and the reader is
referred there for details on the theory. For convenience, the
principal steps and equations are given in the following.
Building on our study of the Q-band relaxation in chlorophyll
4,>° the nuclear coordinate space is represented on a 2D
numerical grid. At each grid point, a static XAS is calculated at
the XMS-CASPT?2 level of theory. For the valence- and core-
excited states, a complete active space self-consistent field with
a subsequent restricted active space configuration interaction
(RASCI) calculation is performed under application of the
core—valence separation.**™* Using RASCI, the molecular
orbitals are not reoptimized along with the CI coeflicients,
which has been shown to be reasonable for the core-excited
states.*”**** For both valence- and core-excited states, the thus
obtained wave functions are used for an XMS-CASPT2*~**
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calculation to include dynamic electron correlation. The
interactions between all states are then calculated using the
restricted active space state interaction (RASSI) method ™!
with the valence and core wave functions as basis. Finally, the
static XAS is derived by extracting the electronic dipole
moments and excitation energies of the desired valence-excited
states from the RASSI calculation. The applied active space
(see Figure 1) consists of three & and three 7* orbitals in RAS2

r

)

\ ’ .1sMg'
Figure 1. Active space for RAS2 and the magnesium 1s orbital in
RASI. All orbitals in RAS2 are rendered with an isovalue of 0.02, and
the orbital in RASI with an isovalue of 0.001.

and the magnesium 1s orbital in RAS1. For the calculation of
nitrogen K-edge XAS, the four nitrogen 1s orbitals were used
instead.

To obtain the transient XAS, the static spectra resulting from
the RASSI calculation are combined with the coupled nuclear
and electron dynamics derived with the NEMol ansatz.>>~>®
We focus on the three valence states S, Q,, and Q,. For the
probe pulse, no specific alignment of the molecules is assumed.
However, for the pump pulse, it is assumed that the electric
component of the pulse is optimally aligned with the transition
dipole moment of the molecule. In our method, a delta pulse is
applied as the probe pulse that simultaneously excites the
superposition of the three valence states into the multitude of
core-hole states. Due to the extremely short pulse duration of
the X-ray probe pulse, its approximation with an idealized delta
pulse seems reasonable. The probe pulse creates a nuclear
wavepacket y.(R;t) for each core-hole state ¢, that includes the
information on all three valence states. As a first
approximation, we construct this wavepacket as a superposition
of the nuclear wavepackets in the three valence states. We
thereby take into account the interference that can occur since
the core-hole state ¢ can be populated by all three valence
states simultaneously. With this approximation, the total wave
function W (r,Rt) of the core-hole state can be defined as a
linear combination of the nuclear wave functions of the valence

states and the electronic wave function of the core-hole state:
Nyy

W(r, R, t) = (R, t)g(r; R) = ij(R, t)p(r; R)
j 1)

https://doi.org/10.1021/acs.jpcb.4c07787
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Based on this, the transition dipole moment y,.(t) between a
specific core-hole state ¢ and valence state i can be written as:

1 (6) = G (R, O RIATY, 1 (R, D0 R)
j (2)

As the probe pulse is short under experimental conditions,
we assume the operator fI to be only dependent on the
electronic wave functions. Thus, the electronic transition
dipole moment integral can be separated from the nuclear
wave functions, leading to the following approximation for y;:

1 (6) = s Rl R) Y (0 (R, Dl (R, 1)

=pul(t) + pl(t). 3)

The sum over all valence states can be split into two parts.
One, u°, being defined by i and j being equal, which can
therefore be formulated as the electronic transition dipole
moment multiplied by the time-dependent population A;(t) =

O(i(th) l)(i(R;t)>:
pe (£) = (@(r; R)lgp(r; R)A(1) (4)

This term is based on the nuclear wavepacket dynamics in a
specific state i. The other part, u{, takes into account the time-
dependent overlap of the nuclear wavepacket in different
valence states i and j and therefore contains the electronic
coherence.

N,

val

pE() = (o (r; Rlilg(r; R)) Y Ay(t)
(#1) (5)

with the time-dependent overlap A;(t) = (xi(Rt)ly;(Rt)). The
oscillator strength f,, that describes the probability of a
transition between valence state i and core-hole state ¢, takes
into account the population-induced component !, as well as
the coherence-induced part uS of the transition dipole
moment:

The coupled quantum dynamics simulation is performed on
a 2D PES that has shown to be adequate.® The tests that were
conducted to ascertain the adequacy of the reduced coordinate
space are described in the Computational Details section, as
well as in Supporting Information section I. The latter also
includes details on the quantum dynamics simulation. The
energy difference AE, and the electronic dipole moment are
obtained by RASSI calculations. The time-dependent pop-
ulation A;(t) and wave function overlap terms A,-j(t) are
derived from the NEMol ansatz in the NEMol-grid
extension.”® There, the nuclear coordinate space is split into
segments, for each of which AE; and the electronic dipole
moment were calculated and weighted with the partial
population and nuclear wavepacket overlap in accordance
with eq 6. To derive the transient XAS for each transition i to ¢,
the segments are added, and all relevant core-hole excitations
are combined. Coupling to environmental modes or
decoherence effects, which would dominate at long time
scales, are not included in this model. In the literature, different
time scales for the environmental effects on chloroPhyll
dynamics are reported with most lying around 3 ps.”” ™" We

2
EAElcll’lf(t) + Mtcc(t)lz
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therefore limit our simulations to the initial dynamics
(maximal 325 fs), where these effects do not play a significant
role.

B COMPUTATIONAL DETAILS

X-ray absorption spectra are obtained experimentally via
pump—probe spectroscopy. In our simulations, we tested
two cases. In the first, we are assuming a delta pulse excitation
into the Q, state as the pump pulse and start with 100% of the
population in this state. In the second case, we explicitly
simulate the pump pulse with a central frequency of @, of 2.43
eV, a full width at half-maximum (fwhm) of 30 fs, and a
maximum field strength of 4.9 X 107 GV cm™. Due to the
closeness of their respective energy levels, the pulse excites
population into both Q states. The NEMol ansatz”® within the
NEMol-grid extension was applied to simulate the dynamic
response of the molecule to the pump pulse. The nuclear
coordinate space was divided into 5 X S equally distributed
segments between —0.1 and 0.1 A in both dimensions, as this
is the area covered by the wavepacket during our propagation.
To obtain suitable molecular coordinates, we relied on our
previous work,’® where we determined the overlap between
the normal modes and the NAC vector at the Q, geometry.
Upon testing several PESs using normal modes from different
frequency ranges, we found that the overall topography of the
PESs was similar for all choices of coordinates. The resulting
dynamics were in good agreement with those of related
compounds,” corroborating the choice of coordinates. The
relaxation dynamics was expectedly faster in coordinate spaces
that overlapped more strongly with the NAC vector. However,
the wavepacket dynamics was comparable in all tested 2D
spaces.”® Therefore, we decided on normal modes 195 and 194
as coordinates to simulate the XAS, as these exhibit the highest
overlap with the NAC vector at the Q, geometry.

In the first step, a CAS(6/6) calculation with state averaging
over six states is performed. In a next step, the valence- and
core-excited states are calculated using RASCI with six states
and 40 states, respectively. To partially parallelize the process,
the CASPT?2 calculations of the different states were first run
separately and the coupling between them was then derived in
a subsequent calculation. This represents a significant speedup
without adding any approximations. In a last step, the
interactions between all states, core as well as valence states,
are accounted for, using the RASSI method.*™>' The
oscillator strengths and excitation energies of the desired
valence-excited states are then extracted and plotted against
each other. For the magnesium K-edge, an overall Gaussian
convolution of ¢ = 0.565 eV was applied to broaden the
simulated line spectrum. For the nitrogen K-edge, 6 = 0.170 eV
was chosen. These values are based on the assumption of an
experimental resolving power (E/AE) equal to 1000. For all
calculations at the K-edge, we used the AN O-R0°* basis set
for the element that was probed (magnesium or nitrogen) and
the relativistic atomic natural orbital basis (ANO-RCC),*>~¢’
contracted to VDZP quality (ANO-RCC-VDZP) for all other
elements. The calculations were performed in OpenMolcas”*”"
using the XMS-CASPT2 method**™** with an IPEA shift of
0.1 and an imaginary shift of 0.2. The definition of the
correlation orbital space in XMS-CASPT2 was restricted to the
central magnesium atom and the rings surrounding it,
neglecting the hydrogen atoms, methyl groups, and chains.
This reduces the size and, therefore, the resources needed for

https://doi.org/10.1021/acs.jpcb.4c07787
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the CASPT2 calculation by freezing orbitals that are located at 1.0F T T 7
peripheral atoms. 0.8 B m: Z“ .
o6r — Mg oi ]
B RESULTS AND DISCUSSION 04k i
The following simulations of XAS are based on our previous 0.2f 1
work®® and the 2D PESs described therein. For completeness, ‘
the main findings are summarized in the following. We found 1320 1325 1330 1335
the PESs to be quasi-harmonic for all states and the Q, and Q, energy [eV]
to be lying very close together in energy. A conical intersection ToF ' T Ns |
(Coln) could not be found along the selected coordinates, but 0.8 _ NQO T
strong nonadiabatic coupling elements (NACs) were present 0.6 - NQZ .
between these two states throughout the whole area of the 04k i
PES. By analyzing their vibrational energy levels, the v = 2 0zl i

vibrational eigenfunction of the Q, PES was found to be nearly
degenerate with the vibronic ground state of Q, (v = 0),
resulting in an ultrafast population transfer between these two.
The adequacy of the selected coordinates and resulting PESs
has been demonstrated in detail in our previous work®® and the
main reasons are shortly summarized in the Supporting
Information, section I.

Static X-ray Absorption Spectra. In this section, the
static XAS of the magnesium and nitrogen K-edge at the
ground state minimum geometry are discussed. The theoretical
static spectrum allows assigning the peaks to the individual
transitions and the actual geometry or molecular structure and
identifying suitable peaks to follow the dynamics. An overview
of the excitations of the most intense peaks for the static XAS
at the magnesium, as well as the nitrogen K-edge, can be found
in Tables SI and S2. The calculated spectrum reproduces the
main spectral features that are found in experimental data"
(see Figure S2). The theoretical XAS was thereby shifted by
15.6 eV toward lower energies. To be able to experimentally
observe the ultrafast population transfer between Q, and Q,, it
is important to find characteristic signals for these states that
are not overlapping with signals of other states or show at least
a significant difference in intensity. Especially, peaks toward
lower energies are crucial for experimental observability, as
peaks at higher energies might be obscured by the more
intense ionization bands and Rydberg series. From Figure 2, it
is evident that for the magnesium K-edge, the signals of the
three states mainly exhibit a difference in intensity, whereas for
the nitrogen K-edge, they are separated in energy.

In the case of the magnesium K-edge, the population
transfer from the higher lying Q, (green) to Q (blue) can be
detected by a significant decrease in intensity of the signal at
1324.0 eV accompanied by a shift of 1.5 eV toward higher
energies. The ground-state signals (red) are present only at
higher energies, so that the described peaks should not be
affected by the ground-state bleach. For the nitrogen K-edge
characteristic signals for the Q-band are the signals at 385.8 eV
(Q, green) and at 387.9 eV (Qy, blue). All of the mentioned
peaks are well separated in energy. This is partially due to the
better experimental resolution power at this edge, which has
been taken into account in the broadening of the simulated
XAS. As was the case for the magnesium K-edge, the signals of
the ground state lie at higher energies, so that the ground-state
bleach should not interfere with the observation of the
population transfer between Q, and Q,.

Time-Resolved X-ray Absorption Spectra. To obtain
the transient spectra, the static XAS of each grid point is
weighted with the corresponding time-dependent population
and overlap terms as described in egs 4 and S. Unless specified
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385
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energy [eV]

395 400

Figure 2. XAS at the ground-state minimum geometry for the
magnesium (top) and nitrogen K-edge (bottom). The XAS are each
normalized to the overall maximum of all three states. No energy shift
was applied. Calculated spectrum broadened using an overall
Gaussian convolution with ¢ = 0.565 eV for the magnesium edge
and ¢ = 0.170 eV for the nitrogen edge. This corresponds to an
experimental resolving power (E/AE) equal to 1000.

otherwise, all spectra include both nuclear wavepacket
dynamics as well as the electronic coherence.

First, we simulated time-resolved XAS assuming a delta
pulse excitation into the second excited state Q,, ie. the
wavepacket propagation starts with 100% of the population in
this state. The temporal evolution of the population, depicted
in Figure 3b, shows a constant, ultrafast population transfer
between Q, and Q,. Our aim was to identify signals in the
transient XAS (Figure 3a) by which this oscillatory behavior
can be tracked. Therefore, we separated the signals coming
from Q, and Q, shown in Figure 3c,d, while the XAS in Figure
3a includes signals from both Q, and Q,. In this simulation, we
did not include signals of the ground state, which would be at
1329.1 and 1332.3 eV. The ground state signals do not
interfere with the characteristic signals of Q, and Q,, as they
have different energies. The effect of the ground state will be
discussed later in context of an explicitly simulated pump
pulse. All of the XAS are normalized with respect to the overall
maximum of the combined XAS (Figure 3a).

In general, the signals in the Q, spectrum are more intense
than those of Q,. The population transfer between the two
states was followed by tracking the 1324.0 eV signal,
characteristic for Q, and the 1322.5 eV signal for Q,, which
are alternating in the combined XAS. The signals of Q, at
1325.3 €V are less suited as they are partially obscured by the
Q, features. The situation for the nitrogen K-edge is very
similar (Figure S3). A detailed analysis is given in the
Supporting Information, section IIL

In a next step, we analyze the influence of the electronic
coherence on the time-resolved XAS. In Figure 4a, the
difference between the XAS based on the nuclear wavepacket
dynamics and the one additionally including the electronic
coherence is depicted. The temporal evolution of the
normalized mean real part of the wavepacket overlap between
the two Q_states is given in Figure 4b accompanied by a cut
through the difference spectrum at 1324.3 eV.

The difference spectrum shows oscillations in the electronic
coherence with a periodicity of about 12 fs. These are in

https://doi.org/10.1021/acs.jpcb.4c07787
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Figure 3. Transient magnesium K-edge XAS including the nuclear
wavepacket dynamics and electronic coherence. For (a) all populated
states, (c) only the Q, state, and (d) only the Q, state. All XAS are
normalized to the overall maximum of (a). The temporal evolution of
the population is shown in (b).

1335

0.1

B
o

0.05

energy [eV]

S hihh wabd 00

o

normalized re(A,,)
signal 1324.3 eV

50
delay time [fs]

75 100

Figure 4. Illustration of the effects of electronic coherence by (a)
difference spectrum between the transient magnesium K-edge XAS
based on the nuclear wavepacket dynamics and one additionally
including the electronic coherence. (b) Normalized mean real part of
the wavepacket overlap between Q, and Q, (green) averaged over the
grid together with a cut (blue) through the difference spectrum at
1324.3 eV.

accordance with the small energy gap between the coupled
states and with the dynamics in the wavepacket overlap, A},.
The oscillations prevail for the entire simulation time due to
the lack of vibrational cooling in the calculation. The maximal
value of the electronic coherence amounts to 12% and lies at
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107 fs. In Figure 4b, the wavepacket overlap A, (green curve)
matches the cut through the difference spectrum (blue curve)
well, indicating that A;, is the main contributor to the
electronic coherence. The remaining discrepancies can be
explained by the fact that the wavepacket overlap is averaged
over the grid, but for the spectrum, the oscillator strengths and
overlap terms of each grid point are combined. As the
wavepacket overlap is the main contributor to the electronic
coherence, the spectral features are enhanced at points in time
where Aj, is high. For the nitrogen K-edge, the same
tendencies can be remarked (see Figure S5) and are discussed
in Supporting Information section IV.

For better comparison with the experiment, we included an
explicitly simulated excitation pulse in our calculations that
pumps population into both Q states, instead of assuming a
delta excitation into Q,. The delta pulse populates all
vibrational levels of the target state, whereas an explicit
pump pulse only populates an energetically accessible subset.
The simulated Gaussian pulse has a fwhm of 30 fs with a
maximum field strength of 49 X 107> GV cm™ and a central
frequency of 2.43 eV. Due to their closeness in energy, the
laser pumps population into both Q states. For the analysis, we
separated the excitation pulse-induced dynamics (until 35 fs)
and the dynamics after the pulse (from 3S fs onward), by
renormalizing the XAS signals in Figure S. The pump pulse

1335 1
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2
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T
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c 08} |
°
206l E
F W
204}
[=]
o
0.2} E

energy [eV]
B
o

1335

energy [eV]
B
o

250 50 100 150 200 250 300

delay time [fs]

Figure 5. Transient magnesium K-edge XAS for (a) all populated
states, (c) only the Q, state, and (d) only the Q, state. All XAS are
normalized to the overall maximum of (a) for the excitation pulse-
induced dynamics (until 35 fs) and the dynamics after the pulse (from
35 fs onward) separately. The temporal evolution of the population is
shown in (b) with the normalized pump pulse in gray.
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excites about 65% of the population, while the rest remains in
the ground state (Figure Sb). As before, the excited-state
populations oscillate strongly such that Q, and Q, are
populated equally every 100 fs. In general, the dynamics are
the same when applying a delta excitation or explicitly
simulating the pump pulse. However, the time scale is slower
with the explicit pulse, as fewer vibrational levels are occupied.
In the case of chlorophyll, several vibrational levels of Q, and
Q, are nearly degenerate, as we could show in our previous
paper.* If more of these vibrational levels are occupied, as in a
hypothetical delta pulse excitation, then the population transfer
within the Q-band becomes faster.

The transient XAS in Figure 5a is based on both nuclear and
electronic wavepacket dynamics and includes signals from all
three states, Sy, Q,, and Q,. At the beginning of the simulation,
the spectrum is dominated by the signals of the ground state
above 1328.5 eV. These signals become less intense, as
population is pumped to the excited states, but remain present
throughout the whole simulation time. As soon as the
population is excited to the Q-band, new peaks arise at
13254 eV (Qy) and 1324.2 eV (Q,). The suggested spectral
features to follow the Q, population occur at a different energy,
as in the case of a delta excitation to Q,, because the different
nuclear dynamics also change the relative intensity of the
spectral features, as the oscillator strengths are weighted with
the populations at each grid point. The spectrum of Q, in
Figure Sc shows signals at around 1322.5 eV, as before.
However, they are less suited for the observation of population
transfer because they are less pronounced and obscured by Q,
peaks. As initially more population is excited into Q, the
corresponding signals are visible slightly earlier than those of
Q.- The signals attributed to Q, are again much more intense
than those of the Q,. The population transfer can be followed
most easily by tracking the periodic appearance of the Q,
signals at 1324.2 eV. Alternatively, also the shift in energy
between the signals at 1325.4 eV (Q,) and 1324.2 eV (Q,) can
be used. A comparison between the temporal evolution of the
population and the XAS data including all three states (Figure
Sa) shows that the signal at 1324.2 eV appears when the Q,
population is at a local maximum. This gives additional proof
that this signal is characteristic for Q,. The fast oscillations
visible in the XAS up to 35 fs are due to the electronic
coherence created by the pump pulse, discernible by their
frequency coinciding with the pulse frequency. A zoomed-in
view of these features is shown in Figure S7. This also
illustrates, how the simulation of XAS via coupled wavepacket
dynamics is one of the few methods available to visualize the
influence of an excitation pulse on the electron dynamics,
justifying the computational cost for the high-level PESs. In the
XAS that does not include the electronic coherence (see Figure
S6a), the fast oscillations are not present. The same figure also
depicts the difference spectrum between the XAS based on the
coupled nuclear and electronic wavepacket dynamics, as well as
the normalized mean real part of the wavepacket overlap. As
before, the influence of the electronic coherence exhibits
oscillations that coincide well with the wavepacket overlap A,,.

The XAS for the nitrogen K-edge (Figures S4 and S8) are
discussed in Supporting Information sections III and IV. Also,
here, a high coincidence of the electronic coherence with the
wavepacket overlap can be observed.
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B CONCLUSIONS

We applied a protocol that combines the coupled nuclear and
electron dynamics derived with the NEMol approach® and
XAS on the XMS-CASPT?2 level of theory to simulate time-
resolved XAS. The spectra are simulated for two situations, one
assuming a hypothetical delta excitation into Q,, and the other
one simulating a pump pulse that excites population into both
Q_states. With the obtained transient XAS at the magnesium
and nitrogen K-edge, we could show that it is in principle
possible to follow the ultrafast population transfer between Q,
and Q, and therefore confirm the strong vibrational coupling
between these states. This is more easily achieved at the
magnesium K-edge, which exhibits fewer and more distinct
signals. Here, the population transfer can be followed by
tracking the oscillatory appearance of a very intense spectral
feature characteristic of Q, at 1324.0 eV. The Q, population
can, depending on the type of the excitation pulse, be followed
via the much less intense signals at 1322.5 eV (delta excitation)
or 1325.4 eV (explicit excitation pulse). For the nitrogen K-
edge, the situation is more complex, as a higher number of
signals with similar intensity is present. However, also for this
edge, it is possible to follow the population transfer by tracking
either a signal characteristic for Q, or for Q,. In the case of an
explicitly simulated pump pulse, this could, for example, be
achieved using the Q, signal at 385.8 eV. For both edges, the
ground state bleach lies at higher energies and should not
interfere with the observation. An analysis of the influence of
the electronic coherence on the time-resolved XAS showed
that for both edges, it is mainly determined by the wavepacket
overlap A;. A periodic occurrence of the electronic coherence
with a similar, relevant influence on the XAS could be observed
for both K-edges. With this work, we could show the feasibility
of high-level time-resolved XAS including both nuclear
dynamics, as well as electronic coherence, for molecules as
large as chlorophyll a. Our simulations indicate that XAS offers
the possibility to verify the strong coupling between Q, and Q,
via the resulting ultrafast population transfer. For a more
precise prediction of concrete experimental XAS, the inclusion
of more dimensions, as well as the coupling to environmental
modes, would be desirable. The results of this study are
promising with respect to the observability of the ultrafast
population transfer between Q, and Q, indicating future
research in this direction to be worthwhile.
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summary and (Outlook

This thesis describes the way from simulating the coupled nuclear and electron dynamics
with the NEMol approach to the observation of this coupled dynamics and the corresponding
electronic coherence via time-resolved XAS. The relevant methods and workflows have first
been developed for the nucleobase uracil, which is a relatively small molecule with 12 atoms.
They have subsequently been extended to a quite realistic model of the natural pigment

chlorophyll a, of 82 atoms.

In the first chapter an extended version of the NEMol approach for the simulation of
the coupled nuclear and electron dynamics is derived and applied to the nucleobase uracil
in the gas phase. This improved ansatz is called the NEMol-grid version. In the NEMol-
grid ansatz the nuclear coordinate space is split up into segments for each of which the
coupled one-electron-density is determined. Summation of the partial densities of these
segments results in the total electron density coupled to multiple grid points. In the original
NEMol approach only one geometry per time step is used to determine the coupled density.
Therefore, this approach only works well with very localized nuclear wavepackets. With the
NEMol-grid version it is now possible to treat delocalized wavepackets, which are a common
feature. Additionally, a simplification, the le-20 picture, was derived, which describes the
state specific and transition electron density via spin orbitals. The le-20 approximation
is applicable when the process of interest can be described by the transition of one elec-
tron between two orbitals. Through simulations of the coupled dynamics of uracil with
the NEMol-grid ansatz it was found, that upon excitation the wavepacket first oscillates
between the FC region and the Sy minimum, before more and more parts reach the Coln
seam and relax to the S7. The delocalized nature of the wavepacket was found to cause
a seemingly long-lived electronic coherence. This very delocalized wavepacket would not
have been described adequately with the original NEMol approach. However, it was found
that the NEMol-grid method, both in the density, as well as in the 1le-20 picture, works well.
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4 Summary and Outlook

In the second chapter the NEMol-grid approach was used to investigate the ultrafast relax-
ation dynamics of chlorophyll @ in the gas phase. When studying the @Q-band relaxation, the
@y and @, were found to be coupled throughout the entire PES without an accessible Coln.
The two states were close in energy with vibrational energy levels being nearly degenerate
between @, and @,. Upon excitation into one of the states there is an ultrafast population
transfer to the other Q-state and a subsequent oscillation of the population. The excitation
into @, is favoured, due to the small oscillator strength of Q.. The PES of all excited
states as well as of the ground state are nearly harmonic and only shifted in energy without
spatial displacement. Additionally, the relaxation after excitation into the B-band both
from a theoretical and an experimental point of view was studied. The simulations focused
on the population transfer between B, and B,, as well as the ensuing relaxation to the
@-band. Again the PES of the different states were only shifted in energy without spatial
displacement and did not exhibit a Coln in an accessible area. After excitation into the
B-band (mainly into the energetically higher B,) at first an ultrafast population transfer
to B; and a subsequent relaxation to the @-band was observed. The theoretical results
suggested, that the B — @ relaxation mostly happens via (),. The relaxation dynamics
of chlorophyll is reported in literature to exhibit a strong solvent dependence. Different
possibilities to include environmental effects into the conducted simulations are presented
at the end of the second chapter. Two of the methods are also discussed in the appendix A
in more detail. There, results for the inclusion of explicit solvent molecules, exemplarily
using ethanol, are presented. Additionally, a mixed QD/MD approach is described together
with the necessary details for its application to chlorophyll. For a systematic analysis of the
solvent effect the QD /MD approach could be applied to various solvents to compare their
respective influence on the gas phase dynamics. Furthermore, all studies of this thesis were
conducted using 2D PESs, which leads to artificially long oscillations between the states due
to missing dephasing effects. The NEMol approach itself is not limited to two dimensions,
but could also be combined with methods such as AIMS [178, 179] or MCTDH [180-182]

to treat small molecules in full dimensionality.

The last chapter discusses the possibility of observing the coupled nuclear and electron dy-
namics with time-resolved XAS. To this end, a workflow was derived that combines coupled
dynamics obtained with NEMol and XAS calculated at the XMS-CASPT?2 level of theory.
With the resulting transient XAS it is possible to follow the nuclear wavepacket dynamics
and to qualitatively determine the influence of the electronic coherence on the spectra. The
workflow was first derived to study the nuclear wavepacket dynamics of uracil. With the
XAS it was possible to follow the oscillatory behaviour of the wavepacket on the PES. The
second study focused on the coupled dynamics of the chlorophyll a¢ @-band. Therefore, the
workflow was modified to work also for significantly larger molecules. In the transient XAS
oscillating signals of the @, and @, were observed, corroborating the coupling between
these states. The crucial factor for a large electronic coherence was found to be the overlap

of the nuclear wavepackets on the different electronic states, which can be preserved over
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time under certain conditions, like present for chlorophyll. The influence of the electronic
coherence was largest for the excitation pulse induced dynamics of uracil, as the wavepacket
is very localized and the coupling created by the pulse is strong. In the chlorophyll case
the electronic coherence was considerably smaller, but still much larger than for the Coln
induced dynamics of uracil. In the chlorophyll case the nuclear wavepacket is quite localised,
offering good chance for wavepacket overlap, but the couplings are not as high as for, e.g.,
a Coln. The passage through the Coln in the uracil case exhibits the smallest influence
of the electronic coherence, as the wavepacket is quite delocalized, limiting the possible
overlap. However, in all cases a non-negligible influence of the coherence on the XAS could
be detected, which is especially interesting, as most other methods for the simulation of
XAS do not include the electronic coherence whereas it is always present in experiments.
To get even closer to a fully realistic XAS the NEMol approach could be extended to cover
more degrees of freedom or include effects of a complex environment. As the measurement
of XAS in liquid beams is becoming more common, the influence of the solvent motion on
the spectra is of interest. Additionally, it would be valuable to simulate the interaction of
a pump pulse of given intensity with the molecule in such a way as to obtain the resulting
populated states and possible fragmentation or ionization products. A great difficulty in
the interpretation of experimental spectra with the help of theory is often the lack of in-
formation on all involved species, that contribute to the XAS. Nevertheless, the proposed
combination of XAS with NEMol can aid in obtaining a more realistic transient XAS and

help in understanding potential causes of discrepancies of simulated and experimental XAS.

This work combines the generalisation of the NEMol approach, that now also accurately
describes the coupled nuclear and electron dynamics for systems with delocalised nuclear
wavepackets with the simulation of time-resolved XAS at the XMS-CASPT?2 level of theory
to follow the coupled dynamics and qualitatively determine the influence of the electronic
coherence on the spectra. These theoretical advances offer new opportunities for the inter-
pretation of experimental studies, but may also help to initiate new experimental works. The
developed methods and workflows of this thesis represent a step towards a more accurate

description of related experimental data.
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Appendix for the Quantum Dynamics of
Chlorophyll a 1in Ethanol

In chapter 2 the quantum dynamics of chlorophyll ¢ was studied in the gas phase to obtain
a deeper insight into the ultrafast relaxation dynamics of the Q- and B-band. There are
various ways to include solvent effects. One is the inclusion of explicit solvent molecules. The
results of such a simulation, exemplarily performed with chlorophyll and two coordinating
ethanol molecules at the XMS-CASPT2 level of theory is discussed in section A.1. Another,
more evolved possibility is a mixed quantum and molecular dynamics (QD/MD) approach.
In section A.2 an adapted version of the QD/MD ansatz, that was already successfully
employed for a study on the nucleobase uracil [100] is explained. Information on the
coordinate selection, the quantum and molecular dynamics simulations can be found in

sections A.3, A.4, and A.5, respectively.

A.1 Dynamics Including Explicit Solvent Molecules

For the simulations with explicit solvent molecules, the ones in direct vicinity to chlorophyll
have been chosen. From an analysis of the MD simulations presented in section A.5 it
resulted that with ethanol as solvent there are only two solvent molecules found in a radius
of 3A around the central magnesium atom of chlorophyll. The calculation of PESs at the
XMS-CASPT?2 level of theory is still feasible when chlorophyll together with these two
ethanol molecules is considered. The quantum dynamics simulations were performed on
2D PESs. Details on the coordinate selection are given in section A.3. The coordinates
take into account not only the chlorophyll displacement, but also that of the solvent. This
means, that the solvent is not static throughout the PES, but varies for each grid point.
Cuts through the two coordinates, that span the PESs, reveal, that the potentials are
rather harmonic (see Figure A.1). In both coordinates the potentials of the first two excited

states lie close together in energy. In the case of the principal component 0, the @, and
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Q) even cross each other. This crossing point, however, is not energetically accessible.
Additionally, it can be observed, that the minima of the different states are slightly shifted
with respect to each other. In full dimensional simulations of chlorophyll in methanol [111]

it was observed, that the potentials in solvent were lying closer together in energy than in
the gas phase.

a)é T T T b)é T T
) =S, =Q, =Q, ) =S, =Q, =Q,
4 2 4 '
S S v
(=) (=)
S S
g 2 e 2} ]
()] ()]
0 0 \_/
0 0.2 0.4 0.6 0 0.2 0.4 0.6

coordinate 0 [A] coordinate 1 [A]

Figure A.1: 1D cuts through the coordinates that span the 2D PES of the simulation with explicit
solvent.

The NACs reveal, that for one dimension (Figure A.2a) the NACs are spread over large
parts of the coordinate space, whereas for the other dimension (Figure A.2b) the highest
NAC:s are located outside the centre of the PES. The nuclear wavepacket is mainly located
at the centre throughout the whole simulation time.
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Figure A.2: NACs for the simulation with explicit solvent.

To evaluate the solvent effect of the two closest ethanol molecules, a quantum dynamics
simulation was performed on the obtained PESs. Therefore, a delta pulse was applied to
excite the wavepacket into the second excited state, (). The resulting temporal evolution
of the population is depicted in Figure A.3.

There, it can be seen, that during the first few femtoseconds an ultrafast population
transfer between (), and @, takes place. The point of equal population is reached at
6fs. Afterwards, an oscillatory behaviour of the population is observed, as it is constantly

transferred between the two @)-states. As the calculations are performed on 2D PESs
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Figure A.3: Temporal evolution of the population after delta pulse excitation into @, for the
simulation with explicit solvent.

and no loss of energy due to environmental effects or dephasing is taken into account, the
oscillations will continue even at long time scales. In literature different time scales for the
cooling effects are reported, with the majority lying around 3 ps [118, 183, 184|. Therefore,
the analysis is limited to the initial dynamics. In the present case a simulation time of 150 fs
was chosen. From the quantum dynamics simulations with its ultrafast population transfer
and oscillatory behaviour of the population, as well as from the cuts through the PESs
it can be deduced, that there is coupling between @, and @, when two explicit ethanol
molecules are considered as solvent.

A direct comparison with the results of the gas phase calculations of the (-band presented
in chapter 2 is not possible. Both, the coordinate selection and the construction of the
G-matrix differ between the two simulations. For the gas phase the normal modes with
the highest overlap with the NAC vector at the optimised @, geometry, which represents
the centre of the PES, were chosen. The method of choice for the coordinate selection
of the calculations in ethanol, which is described in section A.3, differs significantly from
that approach. For the gas phase calculation the G-matrix elements were constant over the
whole PES, while they differ for each grid point in the solvent simulation. The construction

of the G-matrix with solvent is described in section A.4.

A.2 QD/MD Approach for Environmental Influence

For a more complete inclusion of the environmental effects a QD/MD approach can be
applied. Here, the system is divided into two parts, one including the molecule and explicit
solvent molecules and the other one being composed of the solvent box. The general outline
of the QD/MD approach is visualized in Figure 2.3 in chapter 2. There the meaning of
the terms molecular region and solvent region, which in the chlorophyll case stand for
the isolated molecule plus two explicit solvent molecules and the remaining solvent box,
respectively, and full system which is the combination of both parts become more apparent.
Additionally, the expressions V,,,; (potential of the molecular region), Vi, (potential of the
solvent region), and V4 (potential of the full system) are visualized. The QD/MD approach
is valid for situations where the molecular dynamics occurs on a much faster time scale than

the solvent dynamics, which can therefore be considered as a static environment. As the
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process of interest is the ultrafast relaxation dynamics of the ()-band, which occurs in the

first one to two hundred femtoseconds after laser excitation, this assumption is reasonable.

The molecular region consists of the chlorophyll ¢ model without phytyl chain, which was
already used in the gas phase calculations presented in section 2.1 of chapter 2. Additionally,
the two ethanol molecules coordinated to the central magnesium atom of chlorophyll a
were included. All other solvent molecules are located noticeably farther away from the
chlorophyll monomer and were placed in the solvent region, which was treated at a lower
level of theory. For the construction of the coordinate space the two principal vectors,
that span the plane given by the optimised geometries for the FC point, the @, and Q,
minimum in solvent environment were used. These were determined using the MonicaMD
package developed in house. In this way the coordinates include solvent motion of the
two explicit solvent molecules coordinated to the central magnesium. The consideration of
explicit solvent molecules in the molecular region and the construction of coordinates, that
take their motion into account, present improvements on the QD/MD approach formerly
applied to uracil [100]. The NACs and transition dipole moments (TDMs) between the
considered states are both determined at the high XMS-CASPT2 level of theory. As a first
step a high-level PES (V},,;), in our case at the XMS-CASPT?2 level of theory, is calculated
for the molecular region. Here, the PESs of the previous section can be used. In a second
step many solvent potentials V. are calculated at a lower level of theory, here TD-DFT.
Therefore, either in parallel or beforehand a MD simulation for the full system (chlorophyll
in a box of solvent molecules) is performed. The specifics of this MD simulation are given
in section A.5. From this MD simulation snapshots are extracted. For each of these, a
low-level PES is calculated for the full system. As Vi should only include the potential
of the solvent, the contributions from the molecular region have to be subtracted, so that
they are not included in Vj,;. Therefore, a PES for the molecular region at the lower level
of theory (here TD-DFT) is determined and subtracted from each of the potentials of the
full system. In a last step the final PESs (V;,) on which quantum dynamics simulations
are performed are obtained by adding Vi, to the high-level PES of the molecular region
(Vimot)- All of these steps are visualised in Figure 2.3 in chapter 2. Information on the setup
of these quantum dynamics simulations may be found in section A.4. With the QD/MD
ansatz the interaction between the molecular and the solvent region is taken into account
via electrostatic embedding, as the solvent region is also treated with a quantum mechanical
method, although at a lower level of theory. Therefore, the polarisation of the classical part
of the wavefunction is included. As the MD simulation is conducted in the electronic ground
state also the obtained potentials of the environment are rooted on the Sy. These are then
added to the PESs of the molecular region (Vi) of the excited states. The potentials
of the ground and excited states of chlorophyll are nearly nested above each other. As
becomes evident from the cuts through the 1D PES shown in Figure A.1 the potentials shift
slightly when explicit ethanol molecules are considered. Nevertheless, the relative shifts
of the respective minima are small enough to deem it reasonable using the ground state

environmental potential V. in combination with the excited state potential V,,;. For each
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of the selected MD snapshots a PES Vi, of the full system is constructed in the described
manner. Evaluating the relaxation dynamics on all of these V;,; in comparison with the gas
phase dynamics then gives statistical information of the influence of ethanol on the Q-band

dynamics in chlorophyll a.

A.3 Coordinate Selection

The program package MonicaMD, developed in house, was used for the selection of coor-
dinates. Here, the optimised geometries of the FC point, the @, and @, minimum were
used. The optimisation was performed at the CAM-B3YP/6-311G*/MM [185-188] level of
theory, including a 15 A solvent shell around the chlorophyll molecule. As coordinates, the
vectors that span the plane created by these three geometries, were chosen. The resulting
internal coordinates were normalized, meaning that all angles were divided by 180°, all
dihedral angles by 360° and all bond lengths by the maximal bond length. As the opti-
mized geometries include solvent atoms, the resulting coordinates not only describe the
vibrational motion of chlorophyll, but also that of the solvents around it. This represents
an important improvement with respect to the previous QD/MD approach that was applied
to uracil [100]. There the Cartesian difference vectors between the FC point and the S
minimum and between the FC point and the Coln were chosen as coordinates. However,
the geometries of these three points had not been optimised in solvent environment and the
resulting coordinates therefore did not include the solvent motion. The inclusion of solvent
distortion into the coordinates enables the simulation of quantum dynamics on PES that

were constructed with the molecule of interest and explicit solvent molecules around it.

A.4 Quantum Dynamics Simulation

The propagation of the wavepacket on the PES is achieved by integration of the time-

dependent Schrédinger equation according to
X(8)(t + dt) = eI (1) = Ux(1). (A.1)

The evolution operator Uis thereby expanded in a Chebyshev series [189] with a time step of
0.25au over a simulation time of 150 fs. The propagation starts in the second excited state
)z, assuming a delta excitation from the ground state. All quantum dynamics simulations
have been conducted with the QDng program [81]. The NACs between @, and @, were
obtained at the XMS-CASPT?2 level of theory, using OpenMolcas [190]. The kinetic energy

operator is determined via the G-matrix formalism [191-193|:
2 M M

) h d d
Ty~ -5 >N 30 [Gmaq] (A.2)

r=1 s=1 s
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with the G-Matrix being computed via its inverse elements

_ N 81'1 81‘1
(G 1)7’3 - ; i BqT aq57 (A3)

meaning that the molecular geometry is narrowly displaced along the coordinates. This is
done for all grid points. The final G-matrixes represent the reciprocal masses of the kinetic

energy operator.

A.5 Molecular Dynamics Simulation

For the calculation of the potential of the solvent box, snapshots of a MD simulation are
extracted. The MD simulations were performed with Gromacs 2023.2 [194]. A chlorophyll a
molecule was placed in a cubic box of 10nm edge length with ethanol as solvent. The
force field parameters of the solvent were created with antechamber 22.0 [195] using
GAFF2 [196], whereas those of chlorophyll were taken from the literature [197, 198]. Partial
charges were calculated at the HF /6-31G™* level of theory with Gaussian 16 [199] and fitted
via restrained electrostatic potential fitting (RESP) [200]. As a first step, the steepest-
descent algorithm was used to minimise the energy of the solvated chlorophyll until the

maximum force fell below 500 kJmol ™ 'nm™1.

For all further calculations the leap-frog
integrator with a time step of 2 fs was applied. During the calculations the bonds to hydrogen
atoms were constrained with the LINCS algorithm [201] and the short-range electrostatics
were determined via Verlet lists [202], applying a cut-off distance of 1.2nm. For the long-
range electrostatics the smooth particle-mesh Ewald (SPME) method [203, 204] was applied
with a fourth-order interpolation and a Fourier grid spacing of 0.16 nm. As a second step
the system was equilibrated, first using an NVT ensemble (annealing over 50 ps from 10K
to 100 K with subsequent propagation over 50 ps at 100 K using a V-rescale thermostat [205]
with a time constant of 7p = 0.1 ps), then with an NPT ensemble in combination with the
Berendsen barostat [206] (heated to 300 K in 100 ps with subsequent propagation for 300 ps
at constant temperature and pressure with an isotropic reference pressure of 1bar, a time
constant of 77 = 2.5ps and an isothermal compressibility of 11.19 x 10~° bar~! [207]) and
finally via an NPT ensemble using the Nosé-Hoover thermostat [208, 209] and the Parrinello-
Rahman barostat [210, 211] (equilibration over 4ns with 7' = 2.5ps and 7p = 10ps). In a
third step the production simulations were conducted for 20 ns with the equilibrated NPT

ensembles extracting a total of 2000 snapshots in intervals of 10 ps.
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Appendix for Following the Coupled

Dynamics using X-ray Absorption Spectra

In the following two sections input examples for the calculation of static XAS are given. The
inputs for the nucleobase uracil and the general procedure are described in section B.1. The
specific changes that were necessary for the significantly larger molecule chlorophyll a are
discussed together with the respective inputs in section B.2. All calculations were conducted
with the program package OpenMolcas 23.06 [190]. Details on all keywords can be found

in the OpenMolcas manual.

B.1 Input Examples for Small Molecules

As a first step, a stable active space has to be found. This is often done via a CASSCF
calculation, which is not described here. Once an active space is obtained one RASSCF
calculation for the valence excitations and one RASSCF calculation for the core excitations is
performed. If more than one multiplicity is to be considered additional RASSCEF calculations
have to be performed. The active space for both core and valence excitations should be
identical. Therefore, for both cases the core orbitals that are probed are rotated into the
RAS1, which is positioned directly below RAS2. After rotation the orbitals should not be
optimised any more, as otherwise the rotation will be reversed. This is achieved with the
keyword CIONly. To correlate all orbitals during the calculation the keyword FROZen=0 is
used. Otherwise, per default, the deep core orbitals would be frozen and not correlated. In

case of the core excitations the HEXS keyword is used to force a hole into the RASI.
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Listing B.1: Input for a RASSCF calculation for the valence excitations to obtain an oxygen
K-edge XAS of uracil. The core orbitals that will be probed are rotated into the RAS1 to keep

1

NN
N O

the active space continuous.

&GATEWAY
Title= raspt2_s_vale
Coord= geom.xyz
Basis= ANO-RCC-VTZP
Group= NOSYM
ANGMOM
0.0 0.0 0.0
SDIPole
RICD

&SEWARD

&RASSCF
FILEorb= cas.RasOrb
EXPErt
ALTER= 2
1 2 22
11 21
SPIN= 1
NACTEL= 18 1 O
INACTIVE= 20
RAS2= 10
RAS1= 2
CIRO0OT= 6 6 1
CIONly
MAXOrb
0

&CASPT2
IMAGinary= 0.6
IPEA= 0.25
FROZen= 0
XMULTistate
ALL
MAXIter
500
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Listing B.2: Input for a RASSCF calculation for the core excitations to obtain an oxygen K-edge
XAS of uracil. The core orbitals that are probed are rotated into the RAS1, where a hole is
forced with the HEXS keyword.

1 &GATEWAY

2 Title= raspt2_s_core
Coord= geom.xyz

4 Basis= ANO-RCC-VTZP

Group= NOSYM

ANGMOM

0.0 0.0 O.
SDIPole
RICD

&SEWARD

&RASSCF

FILEorb= cas.RasOrb

EXPErt
ALTER= 2
1 2 22
11 21
SPIN= 1

NACTEL= 18 1 O

0

INACTIVE= 20

RAS2= 10
RAS1= 2
HEXS

1

1

CIRDOT= 40
CION1ly
MAXOrb

0

&CASPT2
IMAGinary=
IPEA= 0.25
FROZen= O
XMULTistate
ALL
MAXIter
500

40
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With the JobMix files and the XMS-CASPT2 energies of the RASSCF calculations a
RASSI calculation is performed. The input is outlined in the following. In the RASSI
module the number of roots that were considered for valence and core excitations for each
multiplicity have to be stated with the keyword Nrof jobiphs. After the HDIAG keyword
all XMS-CASPT2 energies are listed in the same order in which the JobMix files and
Nrof jobiphs are given. In this way the overall Hamiltonian is corrected by shifting the

Hamilton matrix elements.

Listing B.3: Input for a RASSI calculation to combine core and valence excitations and obtain

the oscillator strengths and excitation energies for an oxygen K-edge XAS of uracil.

&GATEWAY

Title= xas
Coord= geom.xyz
Basis= ANO-RCC-VTZP
Group= NOSYM

ANGMOM

0.0 0.0 0.0
SDIPole

RICD

&SEWARD
>>> COPY raspt2_s_vale.JobMix JO0BOO1

>>> COPY raspt2_s_core.JobMix JOBO0O02
>>> COPY raspt2_t_vale.JobMix JOBOO3

) >>> COPY raspt2_t_core.JobMix J0B004

&RASSI
Nrofjobiphs= 4 6 40 6 40
123 456

12 ... 40
1 23456
12 ... 40
SPIN

TRDI

HDIAG

-414.23791206
-414.08130603
<all XMS-CASPT2 energies>
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B.2 Input Examples for Larger Molecules

For the simulation of XAS for the much larger molecule chlorophyll a some adaptions of the
input were necessary. These are outlined in the following and might also help to make the
calculation of XAS of even larger molecules feasible. To limit computational costs different
basis sets were chosen for different atoms. If possible one would try to use a basis set with
more core functions for the atoms that are probed. In a first step, a stable active space has
to be determined using, e.g., a CASSCF calculation. The ensuing RASSCF calculations for
the valence and core excitations were then run in parallel for the different roots using the
keyword ONLY (for syntax specifics see the OpenMolcas manual). From these calculations
the Hamiltonian effective couplings for each root are obtained. In the case of 6 valence roots
one would receive 6 x 6 = 36 Hamiltonian effective couplings. To calculate the interaction
between all roots these couplings are included in a CASPT2 calculation with the EFFE
keyword, as illustrated below for the valence and core excitations. To further speed up the
calculations the definition of the correlation orbital space in XMS-CASPT?2 is restricted
with the AFREeze keyword, which reduces its size by freezing orbitals that are, e.g., located
at peripheral atoms. For chlorophyll orbitals located at the central magnesium atom and the
rings surrounding it were considered, while neglecting the hydrogen atoms, methyl groups
and chains. The specific parameters were carefully benchmarked so as not to neglect relevant
contributions. The JobMix files and XMS-CASPT?2 energies of the RASSCF calculations
are then again read into a RASSI calculation to obtain the excitation energies and oscillator
strengths for the XAS.

Listing B.4: Input for a RASSCF calculation for the valence excitations to obtain a magnesium
K-edge XAS of chlorophyll a. The core orbitals that will be probed are rotated into the RAS1

to keep the active space continuous.

&GATEWAY
TITLE= raspt2_s_vale_effe
EXPERT
RICD
Basis set
C.ANO-RCC-VDZP
<all coordinates of carbon atoms>
End of basis

Basis set
H.ANO-RCC-VDZP
<all coordinates of hydrogen atoms>
End of basis

Basis set
Mg .ANO-RO
<all coordinates of magnesium atoms>

End of basis

Basis set
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N.ANO-RCC-VDZP
<all coordinates of nitrogen atoms>
End of basis

Basis set
0.ANO-RCC-VDZP
<all coordinates of oxygen atoms>
End of basis

&SEWARD

RELAtivistic
R02002

&RASSCF

FILEorb= cas.RasOrb
EXPERT
ALTER=1

1 163 1
SPIN= 1
RASSCF= 1
NACTEL= 8
INACTIVE= 162
RAS1= 1

RAS2= 6
CIR00T= 6 6 1
CION1ly

MAXORB

0

0

&CASPT2

IPEAshift= 0.1
IMAGinary= 0.2
MAXIter= 500
XMULTistate
ALL
AFREeze
27 0.05 0.00

Mgl C2 C3 C4 C5 N6 C7 C8 C9 C10 N17 C18 C19 C20 C21 N25 C26

C29 N33 C34 C35 C36 C37 C39 C41
EFFE

6

-2.18161321610118E+03

-9.50812957570344E-03

<all Hamiltonian Effective Couplings
for 6 states these are 6x6=36>
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Listing B.5: Input for a RASSCF calculation for the core excitations to obtain a magnesium
K-edge XAS of chlorophyll a. The core orbitals that are probed are rotated into the RAS1, where
a hole is forced with the HEXS keyword.

&GATEWAY
TITLE= raspt2_s_core_effe
EXPERT
RICD
Basis set
C.ANO-RCC-VDZP
<all coordinates of

End of basis

Basis set
H.ANO-RCC-VDZP
<all coordinates of

End of basis

Basis set
Mg .ANO-RO
<all coordinates of

End of basis

Basis set
N.ANO-RCC-VDZP
<all coordinates of

End of basis

Basis set
0.ANO-RCC-VDZP
<all coordinates of

End of basis

&SEWARD
RELAtivistic
R02002

&RASSCF
FILEorb= cas.RasOrb
EXPERT
ALTER=1
1 163 1
SPIN= 1
RASSCF= 1 0
NACTEL= 8
INACTIVE= 162
RAS1= 1
RAS2= 6
HEXS
1
1
CIRO0T= 40 40 1

carbon atoms>

hydrogen atoms>

magnesium atoms>

nitrogen atoms>

oxygen atoms>
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CION1ly
MAXORB
0

&CASPT2
IPEAshift= 0.1
IMAGinary= 0.2
MAXIter= 500
XMULTistate
ALL
AFREeze
27 0.05 0.00
Mgl C2 C3 C4 C5 N6 C7 C8 C9 C10 N17 C18 C19 C20 C21
C29 N33 C34 C35 C36 C37 C39 C41
EFFE
40
-2.13283266308447E+03
-3.52628350969986E-03
<all Hamiltonian Effective Couplings
for 40 states these are 40x40=1600>
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List of Abbreviations

le-20

AIMS
CASPT?2
CASSCF
CC

CI

Coln

CVS
DCD-CAS
DFT/MRCI

DMRG
DNA

FC

GAS
MC-PDFT
MCTDH
MD
NACs
NEMol
NEO
PES

PSI

PSII
QD/MD
RASPT?2
RASSCF
RASSI

One-Electron-Two-Orbital

Ab Initio Multiple Spawning

Complete Active Space Perturbation Theory
Complete Active Space Self-Consistent Field

Coupled Cluster

Configuration Interaction

Conical Intersection

Core-Valence Separation

Dynamic Correlation Dressed Complete Active Space
Density Functional Theory/Multireference Configura-
tion Interaction

Density Matrix Renormalization Group
Deoxyribonucleic Acid

Franck-Condon

Generalized Active Space Self-Consistent Field
Multi-Configurational Pair-Density Functional Theory
Multi-Configuration Time-Dependent Hartree
Molecular Dynamics

Non-Adiabatic Coupling Elements

Coupled Nuclear and Electron Dynamics in Molecules
Nuclear-Electron Orbital

Potential Energy Surface

Photosystem 1

Photosystem II

Quantum Dynamics/Molecular Dynamics

Restricted Active Space Perturbation Theory
Restricted Active Space Self-Consistent Field

Restricted Active Space State Interaction
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RESP Restrained Electrostatic Potential Fitting
RIXS Resonant Inelastic X-ray Scattering

RNA Ribonucleic Acid

SPME Smooth Particle-Mesh Ewald

TD-DFT Time-Dependent Density Functional Theory
TDMs Transition Dipole Moments

TDSE Time-Dependent Schrédinger Equation
TRPES Time-Resolved Photoelectron Spectra

uv Ultraviolet

XAS X-ray Absorption Spectra

XMS-CASPT2 Extended Multi-State Complete Active Space Pertur-
bation Theory
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