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Abstract 

Spatial cognition is vital for the survival of many species, enabling mice and other animals to navigate their 

environment, locate food resources, and escape from threats. Meanwhile, spatial learning and memory 

allow an individual to acquire, retain, and recall spatial information. The retrosplenial cortex (RSC) has 

recently gained attention for its role in spatial cognition and memory, integrating sensory and spatial 

signals. Despite extensive research on the neural circuits involved in spatial learning through employment 

of various spatial memory tasks, the specific contributions of the rodent RSC to spatial memory are not 

fully understood. This gap in knowledge emphasises the need for innovative behavioural paradigms to 

address previous spatial memory tasks’ limitations. In this thesis, I present a novel behavioural paradigm 

designed to explore the role of the RSC to spatial learning and memory. 

The task I developed investigates mechanisms of spatial memory formation, retrieval, and reversal 

learning in rodents, wherein mice learn the locations of hidden trigger zones within a circular arena. This 

spatial memory task stands out for its ability to track mice, their behaviour, and task performance in a 

three-dimensional environment without any physical constraints on head or body movement. This allows 

for naturalistic animal behaviour and the simultaneous use of portable neuronal recording devices during 

training. In this study, I identified key task metrics for quantifying behaviour in the spatial memory task, 

including error angles and active task engagement, to assess learning and task performance. Using these 

parameters, I demonstrate that the goal-directed navigational strategies employed by mice vary 

significantly whether they are guided by vision or memory. Specifically, mice resort to memory-guided 

navigation exclusively in the absence of visual landmark cues. Through manipulations of the external 

landmarks within the animals' environment during spatial memory training, I demonstrate that mice 

develop a comprehensive cognitive map of the arena and the surrounding space, using allocentric 

navigation strategies to locate previously learnt goal locations. The results of this study further show that 

mice can form robust allocentric spatial memories quickly and efficiently, even under conditions where 

RSC activity is inhibited. Chemogenetic experiments show that inactivating RSC neuronal activity does not 

impede the formation or retrieval of spatial memories in this task. 

Taken together, these findings highlight the effectiveness of this task for investigating allocentric spatial 

learning and memory in mice. Characterized by rapid acquisition of task proficiency, high trial rates, 

reliable memory formation and recall, brief pre-training periods, and unrestricted, natural mouse 

behaviour, this paradigm opens up new avenues for advanced research into the neural substrates of 

spatial learning and memory with broad applications in RSC research and beyond. 
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1. Introduction 

1.1 Navigation and spatial cognition 

Spatial learning and memory are crucial factors when it comes to an individual’s survival — whether that 

be the ability to explore uncharted places while retaining a sense of direction, to re-locate previously 

encountered food stocks, or to take the fastest route to the nearest shelter when escaping a predator. 

Consider the example of a mouse, which, along with its mischief, resides in the London Underground – a 

‘tube mouse’. Such a tube mouse can see the food crumbs scattered on the platform, maybe even smell 

them from afar. To a certain degree, the mouse can use its taste receptors to investigate whether those 

crumbs are in fact edible and safe to consume. Yet, it is the mouse’s memory of specific locations, such as 

the underground pizza vendor where humans leave food scraps and pizza crusts near the bin, that ensures 

the mouse a semi-reliable food resource. This mouse is also capable of seeing and hearing a human 

approaching, and perceiving it as a threat. It might even feel the vibration of the ground caused by the 

nearing footsteps. However, ultimately, it is the knowledge of where the nearest shelter is located and 

the learnt escape route to safety that will rescue that mouse from being caught or stepped on. 

As children, from an early age onwards, we are taught that there are five senses with which we can 

perceive the world and our surrounding: sight, hearing, taste, smell, and touch. These senses are 

universally recognized as essential tools for survival across species. However, we often tend to overlook 

what else is needed in order to survive in the world we live in. One often overlooked aspect of survival is 

spatial cognition – the ability of an individual to explore and navigate its environment effectively using 

various sensory and spatial cues. For many species, including the tube mouse, the ability to identify and 

relocate food sources, avoid predators, and safely navigate through complex environments is as vital as 

the traditional five senses.  

This intricate interaction of sensory input, navigation, and spatial memory is not unique to mice. It is a 

shared necessity among various species, each displaying remarkable spatial abilities tailored to their 

peculiar environment. Grey squirrels, for example, can remember the location of their food caches (Jacobs 

& Liman, 1991) and can relocate them using both visual landmarks and olfactory cues (McQuade et al., 

1986). Western scrub-jays, a bird species known for its food caching capabilities, have been shown to re-

hide food caches to reduce theft by conspecifics (Clayton et al., 2007), while octopuses avoid re-visiting 

the same foraging areas that they have previously depleted of resources (Forsythe & Hanlon, 1997). The 

Egyptian fruit bat has been shown to take very straight and consistent long-range flights to return to the 

same individual tree night after night, and successfully returns to this location when displaced more than 

80 km away from its familiar fruit tree using echolocation to navigate its three-dimensional environment 

(Tsoar et al., 2011).  

The importance of spatial cognition, as well as spatial learning and memory – the cognitive processes that 

enable an individual to acquire, retain, and recall information about its spatial environment and its spatial 

location and orientation within it – becomes apparent in humans when these abilities begin to deteriorate, 

for example, as seen in Alzheimer’s disease patients. Such patients struggle to locate objects in their own 

home or have difficulties in their everyday life navigating previously familiar routes or using public 

transport, pointing to the fundamental nature of spatial cognition in our daily lives. The effects of spatial 
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disorientation and navigation deficits in Alzheimer’s disease patients are so apparent that they have been 

suggested as a cognitive marker for preclinical Alzheimer’s disease in humans (Coughlan et al., 2018). 

Spatial cognition is generally obtained through exploratory behaviour, an instinctive and widely preserved 

behaviour in all animal species, as well as humans, and spatial memory evolved in many different species. 

Such behaviours are an expression of an innate need to gather spatial information critical for survival 

(Berlyne, 1950; Thinus-Blanc, 1996). Despite this universal behaviour and the extensive research around 

spatial cognition, learning and memory, the underlying neural computations are still a topic of ongoing 

research. For instance, despite having identified many key brain regions involved in spatial cognition, such 

as the hippocampus, we still do not understand how these regions interact with other areas, such as the 

retrosplenial cortex (RSC). The RSC has recently gained attention through its involvement in spatial 

navigation and memory, the exact nature of which is still unknown. Even though there exists a wide array 

of behavioural tasks and mazes to investigate spatial learning and memory in both rodents and humans, 

they all come with their limitations in investigating the neural mechanisms underlying spatial learning and 

memory in a naturalistic setting. 
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1.2 Spatial memory tasks 

1.2.1 Behaviour as a tool to study spatial learning and memory 

The advancement of technology in recent years has significantly transformed the landscape of 

neuroscience, particularly in the realm of behavioural quantification. With the advancement of animal 

tracking technology, deep learning and computer vision, researchers now possess the capability to 

automate the quantification of animal behaviour with unprecedented precision, opening up new avenues 

for understanding how animals interact with their environments (Pereira, Shaevitz, & Murthy, 2020).  

Quantitative descriptions of behaviour, crucially, begin with tracking movements, an endeavour that 

historically has been time consuming and labour intensive due to manual annotations of video material. 

However, the emergence of animal pose estimation frameworks, such as DeepLabCut (Mathis et al., 

2018), SLEAP (Pereira, Tabris, et al., 2020), and DeepPoseKit (Graving et al., 2019), has significantly 

mitigated these challenges. By providing detailed analyses of how animals navigate spatial memory tasks, 

modern tools for behavioural quantification are deepening our understanding of the brain-behaviour 

nexus. These advancements, therefore, position behavioural description and quantification as an 

indispensable component of spatial neuroscience research. 

However, while the tracking and quantification of animal behaviour keeps improving, the need for new 

behavioural paradigms grows as the complexity of the cognitive processes we aim to understand, such as 

spatial cognition and learning, becomes more and more apparent. The following sections will provide an 

overview of the most commonly used tasks and in rodent research: the radial arm maze, the Morris water 

maze, and the Barnes circular maze. 

 

 

Figure 1.1 Different mazes to evaluate spatial memory 

Schematic representations of the 8-arm radial maze (A), the Morris water maze (B), 

and the Barnes circular maze (C). Adapted from (Paul et al., 2009) 

 



4 
 

1.2.2 Radial arm maze 

The radial arm maze was originally developed by Olton and Samuelson (1976) for rats to study spatial 

working memory, which is the ability to retain spatial information over a short period of time. As the name 

implies, the maze consists of eight linear routes (or arms) equidistantly spaced and radiating from a shared 

centre point that connects the arms. At the end of each arm (or, at the end of a few selected arms) a 

reward in form of a food pellet is placed in such a way that it is not visible to the animal from the centre 

of the maze or from the neighbouring arms (e.g. by hiding the pellet in a container or burrowed in the 

sand) (Figure 1.1 A).  Food-deprived animals are thus motivated to locate and visit only arms that contain 

a food reward. For spatial orientation purposes, the maze is typically surrounded by distal visual cues, 

used by the animal to identify the baited arms (Morellini, 2013; Paul et al., 2009). 

In its original form, the radial arm maze was intended to study spatial working memory, whereby a food 

pellet is placed at the end of each of the eight arms. The animal starts a training session from the centre 

of the maze and is allowed to explore freely the arena and all arms until all eight pellets have been 

collected. Optimal performance of this version of the radial arm maze would be achieved when the animal 

is visiting each arm only once, collecting all rewards in the least amount of time, while each re-visit of a 

maze arm is considered an error. Olton and Samuelson theorized that animals generate a ‘mental list’, an 

internal record of previously explored and thus unbaited arms in order to successfully master the maze.  

Subsequent experiments showed that animals rely predominantly on extra-maze visual cues to navigate 

the maze and to recognize arms, as a drop in performance was observed when the position of those 

landmarks was either modified or their visibility reduced (Mazmanian & Roberts, 1983; Suzuki et al., 

1980). However, animals can use a strategy by which they consistently visit the arm left (or, right) of the 

currently visited arm, going in a clockwise (or anticlockwise) direction and thus eliminating the need to 

recognize and remember specific arms, contradicting the idea of a ‘mental list’. This can be prevented by 

retaining the animal within a given arm for a set amount of time with the help of mobile doors (Dubreuil 

et al., 2003; Olton et al., 1977). In another version of the radial arm maze, intended to study spatial long-

term memory, food pellets are only located in a subset, most often in only three or four, of the eight arms, 

and over the course of several training days, animals learn to remember the location of the baited arms 

(Cooper & Mizumori, 1999; He et al., 2002). In other studies, the number of arms were changed to modify 

the difficulty levels (Cole & Chappell-Stephenson, 2003; Lenck‐Santini et al., 2001; Olton et al., 1977). In 

all of these versions of the task, however, experimental feasibility is reduced by the possibility of olfactory 

cues being left behind animals in already visited arms, thereby helping the animal to avoid these arms. In 

addition, this task comes with the limitation that arms are static and thus only allow for straight, pre-

defined trajectories so that animals do not need to remember specific routes (Morellini, 2013; Paul et al., 

2009). 

1.2.3 Morris water maze 

The Morris water maze has become one of the most popular behavioural paradigms for studying spatial 

learning and memory in rodents. It gained popularity due in large part to its dependency on hippocampal 

function (Bannerman et al., 1999; Morris, 1984). Originally invented by Richard Morris as an alternative 
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to the radial arm maze, this task was specifically designed to study the role of visual landmarks for spatial 

orientation and reference (Morris, 1981).  

The maze consists of a large, circular pool filled with opaque water. Within this pool, an escape platform 

is placed in one of the quadrants of the arena, that is slightly submerged a few centimetres below the 

opaque water surface, making it invisible to the animal. During the acquisition period of the task, the 

animal is released into the pool from various starting positions at the wall of the arena, triggering an 

immediate escape response. Motivated by the instinctive desire to escape the water, animals are required 

to find the hidden platform within the pool (Figure 1.1 B). Animals undergo several trials (4-6) per day for 

a training period of about 5-10 days, during which the animal learns to remember the location of the 

platform using the surrounding visual cues for spatial orientation. Memory is subsequently tested in a 

single probe trial, in which the platform is either moved to a different quadrant of the arena or removed 

completely, allowing researchers to investigate the spatial learning strategy used by the animal to locate 

the platform (Morellini, 2013; Paul et al., 2009).  

Performance in the Morris water maze is generally evaluated by measuring escape latency—the time 

required to find the platform within a single trial. Since the platform's diameter (around 10 - 15 cm) is 

significantly smaller than that of the pool (around 2 m), the chance of randomly encountering the platform 

is low, necessitating the use of spatial strategies and landmarks to find the fastest route to the platform. 

Additionally, commonly used measures of performance include the distance travelled to reach the 

platform, swimming velocity, time spent in the quadrant containing the platform, and the mean proximity 

to the former platform location during the probe trial when the platform location has been moved to a 

different arena quadrant. The latter has been identified as the most sensitive measure for assessing water 

maze performance (Maei et al., 2009). 

The Morris water maze was initially designed to stimulate the use of landmarks surrounding the pool and 

their spatial configuration to form a global, viewpoint-invariant (that is, north-south/east-west) 

understanding of the maze, which allows animals to locate the hidden platform independent of their 

starting position in the pool. The behavioural task, however, has since been adapted in various studies to 

explore different learning and navigation strategies. For instance, marking the platform with a flag, instead 

of providing extra-maze cues, prompts animals to follow this proximal visual guide in a simple stimulus-

response, whereby these animals neither need to apply any spatial strategy nor acquire spatial memory 

(see (Eichenbaum et al., 1999) for a more detailed explanation of the stimulus-response). If being 

consistently released into the pool from the same starting point, animals could use their memory of 

distance and direction to the platform upon removal of the platform flag during the probe trial allowing 

researchers to assess spatial memory independently of direct visual guides.  This variation of the task is 

sometimes used at the end of an experimental timeline to evaluate whether any previously observed 

change in behaviour is attributable to spatial memory deficits or is caused by alterations in other functions 

that can impact task performance (Czajkowski et al., 2014). Similarly, by performing the probe trial in 

darkness, or by removing or rotating the extra-maze cues, animals learn to remember a sequence of 

movements needed to reach the platform (Moghaddam & Bures, 1996), that is, they need to remember 

both direction and distance from the starting point to the platform - a strategy called path integration. 
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The precision exhibited by animals in finding the platform suggests that animals are capable to gain a 

global understanding of their environment with the aid of distal visual cues and their relative 

configuration, making this task ideal to study spatial learning and memory (Paul et al., 2009). However, 

the use of water immersion as an aversive stimulus introduces stress as a potential confounding factor, 

with performance differences also attributable to varying susceptibility to stress (Francis et al. 1995) and 

maze diameter (Van Dam et al., 2006) among mouse strains (further factors influencing task performance 

are reviewed in (D’Hooge & De Deyn, 2001)). Additionally, animals must learn to overcome the initial 

instinct to stay close to the walls, circling along the edge of the pool (a behaviour termed thigmotaxis) and 

to associate the platform with escape from the water (Morellini, 2013). Despite these challenges, the 

Morris water maze offers significant advantages, including rapid learning (potentially spurred by fear of 

drowning) and the elimination of the need for water or food deprivation, thereby reducing the overall 

duration of experiments. The variability in experimental design and use of visual cues and landmarks 

allows for flexible adaptation to specific research goals, making the Morris water maze a versatile tool for 

studying spatial learning and memory (Morellini, 2013; Paul et al., 2009). 

1.2.4 Barnes circular maze 

The Barnes maze is a spatial memory task designed by Carol Barnes (1979) to assess spatial learning and 

memory in rodents without the use of water, avoiding the stress associated with swimming, and thereby 

offering an alternative to the Morris water maze. The maze consists of an elevated, circular platform with 

18-20 holes around its perimeter, with some of these holes leading to an escape box located underneath 

the maze via transparent plastic tunnels not visible from the platform (Figure 1.1 C). For spatial 

orientation, visual cues are placed outside the maze. The task exploits rodents' aversive response to open, 

brightly lit, or noisy areas to motivate them to seek shelter in one of the escape holes (Barnes, 1979). 

During the testing phase, animals are placed in the centre of the platform, and an aversive stimulus, such 

as a bright light or a loud noise, is being presented to encourage the animal to seek shelter in the escape 

box. The primary measures of performance to assess the animal’s ability to remember the location of the 

escape holes include the latency to find the correct escape hole (that is, one that is connected to the 

shelter box) and the number of errors, which are defined as visits to incorrect holes (that is, holes that do 

not lead to the shelter box) (Paul et al., 2009).  

One of the most significant advantages of this behavioural paradigm is the reduction of animal stress, as 

the task does not involve swimming or immersion in water, and instead leverages the natural behaviour 

of rodents to explore and seek underground shelter. Furthermore, unlike tasks that require food or water 

deprivation, the Barnes maze relies on the animal's natural aversion to open, exposed spaces to motivate 

the search for the escape holes. However, a notable disadvantage of the Barnes maze is that learning can 

be slower or even absent in some cases. This slower learning curve has been attributed to the lack of 

highly stressful stimuli, which might not sufficiently motivate the animals to escape, leading to more 

exploratory behaviour than targeted escape responses (Sunyer et al., 2007). Nevertheless, the Barnes 

maze offers a valuable behavioural paradigm to assess spatial learning and memory in rodents, 

particularly when naturalistic behaviour and minimising stress is a priority (Paul et al., 2009). 



7 
 

1.2.5 Virtual reality mazes 

The integration of head-fixed rodents and virtual reality (VR) mazes into neuroscience research has 

provided a novel approach to studying spatial learning and memory, allowing for precise control over 

environmental and visual stimuli, and the simultaneous recording of neural activity, for example using 

two-photon microscope setups. This setup often involves the animal running on a treadmill or navigating 

an air-floating Styrofoam ball, which, while effective for experimental purposes, keeping the animal’s 

head still and centred below the microscope, represents a departure from their natural locomotion and 

exploration behaviours (Kislin et al., 2014; Nashaat et al., 2016). 

One of the primary challenges with this approach is the lack of natural proprioceptive and vestibular 

feedback. Proprioception, the sense of body position and movement, and the vestibular system, which 

contributes to balance and spatial orientation, play critical roles in how animals and humans perceive and 

navigate their environment (Aghajan et al., 2015; Keshavarzi et al., 2022; Wallace et al., 2002). The typical 

setup of head-fixed VR systems significantly limits or altogether eliminates these types of sensory 

feedback as the animal's head is fixed in place, and movement is simulated through the VR environment. 

The lack of natural proprioceptive and vestibular feedback in VR setups has prompted researchers to 

develop innovative methods to these challenges. For example, Voigts and Harnett (2020) have developed 

a rotating headpost that allows for simultaneous two-photon imaging in freely moving and rotating mice 

to better mimic natural locomotion patterns. This setup could be theoretically fitted with a screen to 

display a VR environment, thereby augmenting common VR mazes with the additional sense of angular 

head rotation in the horizontal plane (see also (Aronov & Tank, 2014; Chen et al., 2018)). 

Despite these limitations, the use of head-fixed rodents in VR mazes offers unique advantages. The ability 

to record neural activity in real-time while an animal navigates a controlled, virtual environment allows 

researchers to dissect the neural mechanisms underlying spatial navigation and memory with a level of 

detail that is difficult to achieve in more naturalistic, freely-behaving settings. While this has opened new 

avenues for understanding how specific brain regions and neural circuits contribute to spatial cognition, 

as technology and methodologies continue to evolve, the focus has shifted towards portable recording 

techniques, such as miniaturised two- and three-photon microscopes (Klioutchnikov et al., 2023; Zong et 

al., 2021; Zong et al., 2017) and electrophysiological recording probes (Steinmetz et al., 2021), that allow 

for freely-moving behaviour and the resulting proprioceptive and vestibular processing, as well as for 

simultaneous recordings of neural activity. 

1.2.6 Visual cues, landmarks, and geometric information 

Spatial learning in rodents has traditionally focused on their ability to use distal landmarks to navigate and 

find goals within environments, such as mazes. These distal cues, landmarks outside the maze that the 

animal cannot interact with directly, contrast with proximal cues, which are elements within (e.g. the 

platform flag in the Morris water maze) or at the boundary (e.g. arena walls) of the maze. Traditionally, it 

has been thought that reliance on proximal cues supports stimulus-response strategies rather than the 

development of a global understanding of the environment, leading to a design preference in spatial tasks 

that minimizes the presence of proximal cues (Morellini, 2013). 
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However, the perspective that navigation and spatial memory are primarily supported by distal, extra-

maze landmarks has been challenged (Knierim & Hamilton, 2011). Proximal cues, especially those relating 

to the boundaries of an environment, play a crucial role in navigation, a principle that applies to both 

animals and humans (Knierim & Hamilton, 2011; Morellini, 2013). This insight has led to a re-evaluation 

of the importance of environmental geometry in spatial learning. Despite the focus on distal visual cues 

as spatial orientation aids in the radial arm maze (Olton & Samuelson, 1976), the Morris water maze 

(Morris, 1984), and Barnes circular maze (Barnes, 1979), the boundaries of these mazes serve as proximal 

cues, demonstrating that even in tasks designed to emphasize the use of distal cues, proximal cues and 

the geometric information they provide are inevitable and significant (Sun et al., 2024). Even mazes that 

do not comprise a physical boundary, such as the elevated platform in the Barnes circular maze, still 

provide geometric information. Support for this claim comes from studies showing that rodents can 

navigate an environment and perform place learning based solely on the geometric information provided 

by the shape of the environment, in the absence of any distinct visual landmarks (Cheng, 1986; Fellini & 

Morellini, 2011; Fellini et al., 2006; Maurer & Derivaz, 2000; Ramos, 2000). In the case of the Morris water 

maze task, it could be further shown that mice can learn the location of the hidden platform when the 

maze was located in a room with a strengthened asymmetric shape (Law et al., 2003), emphasizing the 

role of environmental geometry and boundary information in the design of spatial memory tasks. 

1.2.7 Summary  

In concluding this exploration of spatial memory tasks used within rodent neuroscience research, it is clear 

that each of the discussed mazes — the radial arm maze, the Morris water maze, and the Barnes circular 

maze — offers unique insights into the mechanisms of navigation and spatial learning, yet also presents 

its own set of limitations (Paul et al., 2009). The radial arm maze, with its emphasis on spatial working 

memory, limits search strategies through static and inflexible routes. The Morris water maze, despite its 

widespread use and valuable contributions to our understanding of spatial learning, relies on a strong 

aversive stimulus that could affect the animal's performance in ways that may not always reflect purely 

cognitive deficits, and prevents the application of simultaneous neural recording techniques sensitive to 

water immersion. The Barnes circular maze, designed to provide a less stressful alternative, may not 

sufficiently motivate animals, leading to delayed learning or even failure to acquire the desired escape 

behaviour. Meanwhile, most VR mazes come with the prerequisite of head-fixation preventing naturalistic 

behaviour, such as rearing and other 3D movements, and limited vestibular processing.  

These observations underscore the complexity of designing experiments to study spatial learning and 

memory, and highlight the ongoing need for innovation in behavioural assessment tools. As we move 

forward, the development of new recording devices and behavioural paradigms that can overcome the 

limitations of current mazes is crucial. The quest for more refined and ecologically valid experimental 

setups is driven by the recognition that learning and memory are influenced by a confluence of factors, 

including motivational states, sensory inputs, and environmental contexts. Future research tools will likely 

aim to create more balanced and integrative approaches that can dissect these complex interactions as 

researchers strive to unravel the intricacies of the brain's navigational and spatial memory systems.  
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1.3 Neural mechanisms underlying spatial cognition 

1.3.1 Cognitive map 

The concept of a cognitive map, foundational to our current understanding of navigation and spatial 

memory, traces its roots back to Edward Tolman's ground-breaking work in 1948. Tolman challenged the 

prevailing view by proposing that animals navigating mazes do not merely rely on associations between 

external stimuli (e.g. visual cues) and behavioural responses (e.g. swimming/running towards the goal 

location). Instead, he suggested that through training, animals develop the ability to infer shortcuts and 

devise new search strategies, indicative of an internal, global representation or "cognitive map" of their 

environment (Tolman, 1948). This notion posited that rodents, and by extension other animals, could form 

global representations of space to efficiently locate goal positions within mazes and their environment, a 

radical departure from the stimulus-response explanation dominant at the time. 

Despite initial scepticism, the discovery of "place cells" in the hippocampus of freely moving rats by John 

O'Keefe and Jonathan Dostrovsky in 1971 provided empirical support for Tolman's theory. Their work 

identified specific neurons in the CA1 and CA3 regions of the hippocampus that activated when an animal 

was in or moved through particular locations in an environment, effectively serving as neural correlates 

of spatial cognition and memory (O'Keefe & Dostrovsky, 1971). This discovery was not only pivotal in 

validating the cognitive map hypothesis but also laid the groundwork for further explorations into the 

neural mechanisms underpinning spatial cognition and navigation. The significance of these findings was 

further underscored by the awarding of the Nobel Prize in Physiology or Medicine in 2014 to John O’Keefe, 

May-Britt and Edvard Moser. This accolade was in recognition of their discoveries related to place cells 

and grid cells, respectively, which has since propelled a wealth of research into the complex neural 

architectures supporting navigation and spatial memory (Burgess, 2014; Sun et al., 2024). The following 

section will cover the four fundamental neuronal response properties underlying spatial cognition and the 

cognitive map theory: place cells, head direction cells, grid cells, and boundary vector cells. 
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Figure 1.2 The four fundamental neuronal response properties of allocentric spatial coding 

An example cell of a place cell (A), head direction cell (B), grid cell (C), and boundary 

vector cell (D). Firing rates are shown as a function of location (left, in A, C, and D) or 

head direction (left, in B), as well as the trajectory of the animal (black line) and the 

locations within the arena at which spikes were recorded (green). 

Adapted with permission from (Hartley et al., 2014) using data provided by Sarah 

Stewart and Colin Lever. 

 

1.3.2 Place cells 

Place cells were first discovered within the CA1 and CA3 regions of the hippocampus by John O'Keefe and 

Jonathan Dostrovsky in 1971 during open-field recording experiments in freely moving rats. Their research 

showed that place cells are specialized neurons characterized by their unique response to spatial 

environments. Place cells become active whenever an animal enters or occupies a specific location in a 

given environment (i.e. a place field), and remain silent when the animal is outside this designated place 

field, coding only for a specific part of the environment (O'Keefe and Dostrovsky, 1971) (Figure 1.2 A). 

The establishment of place cell firing patterns occurs rapidly upon an animal's first exposure to a new 

environment and remains stable over several days (Lever et al., 2002; Thompson & Best, 1990). While  the 

firing pattern of an individual place cell is specific to a given environment, a notable feature of place cells 

is their ability to "remap", whereby a place cell might code for a specific location in a given environment, 

but is inactive (or active with a different firing pattern) in another (Muller & Kubie, 1987; O'Keefe & 

Conway, 1978). This remapping can occur swiftly between different environments (Muller & Kubie, 1987), 

while place cell firing patterns and place fields are robust to minor environmental changes, such as the 

removal or absence of a few visual cues (O'Keefe & Conway, 1978; Quirk et al., 1990). Remapping has also 

been shown to be a result of a change in task requirements (Markus et al., 1995), or in goal location 
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(Dupret et al., 2010; Ormond & O’Keefe, 2022). Place cell firing patterns also show trajectory dependence, 

developing preferred firing along particular paths when those trajectories are consistently followed in a 

constrained setting, such as radial arm or T-shaped mazes (McNaughton, Barnes, and O'Keefe, 1983; 

Wood et al., 2000), underscoring the dynamic nature of place cells in encoding spatial information. For a 

more detailed summary of hippocampal place cell features, please refer to the review paper by Chersi and 

Burgess (2015). Studies using the Morris water maze further clarified the essential connection between 

hippocampal place cells and spatial memory, demonstrating a significant decline in performance after 

hippocampal lesions (Morris et al., 1982). 

Place cells have not only been identified in rodents, but also in a variety of other mammals, including bats 

(Ulanovsky & Moss, 2007) and humans (Ekstrom et al., 2003), indicating their fundamental role in 

navigation and spatial learning across species. Moreover, the firing fields of place cells adapt to 3D spaces, 

as observed in flying bats (Yartsev & Ulanovsky, 2013) and climbing rats (Grieves et al., 2020). 

The discovery of place cells and their representation of spatial location not only highlighted their role in 

navigation and spatial memory, but also emphasised the need for complete navigational systems within 

the brain – incorporating not only location, but also directionality and distance.  

1.3.3 Head direction cells 

Head direction cells are specialized neurons that encode an animal’s directional orientation relative to its 

environment. These cells were initially identified in the pre-subiculum of freely moving rats (Ranck, 1985; 

Taube et al., 1990a), but subsequent research has found head direction cells distributed throughout the 

rodent Papez' circuit, a neural pathway in the brain crucial for emotional processing and memory 

functions. Head direction cells have since been reported in several locations, including thalamic nuclei 

(Mizumori & Williams, 1993; Taube, 1995), mammillary bodies (Stackman & Taube, 1998), and entorhinal 

cortex (Sargolini et al., 2006), indicating a widespread neural network for directional sensing. 

The defining characteristic of head direction cells is their activation in response to the animal's head facing 

a particular direction, regardless of the animal's specific location within a given environment. These cells 

code for the animal's directional heading in the horizontal plane (or, yaw) and are tuned to a narrow range 

of head directions, each cell having a preferred firing direction (Figure 1.2 B). The orientation of these 

preferred firing directions is strongly influenced by distal visual cues and landmarks, demonstrating the 

cells' reliance on external spatial information to guide directional sensing (Chersi & Burgess, 2015). An 

intriguing aspect of head direction cells is their coordinated activity across different environments. If two 

cells share a preferred firing direction in one environment, they will maintain this alignment in another 

environment, despite any changes in the absolute firing direction. This phenomenon indicates that head 

direction cells operate as a network, with their preferred directions remaining at a fixed angle relative to 

one another, thereby preserving their spatial relationship across various settings (Taube, 1995; Taube et 

al., 1990a, 1990b).  

The presence of head direction cells has been confirmed in multiple animal species beyond rodents, 

including non-human primates (Robertson et al., 1999) and bats (Finkelstein et al., 2015). Notably, in bats, 
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the head direction system operates in 3D, similar to 3D place cells observed in bats (Yartsev & Ulanovsky, 

2013). 

Head direction cells constitute a fundamental component of the brain's navigation system, providing a 

neural basis for the internal compass that guides directional orientation (further summarised in Taube, 

2007). 

1.3.4 Grid cells 

The defining characteristic of grid cells is their unique firing pattern: each grid cell comprises multiple 

firing fields arranged in an equilateral triangular lattice that spans the entire environment the animal is 

placed in (Figure 1.2 C) (Fyhn et al., 2004). Notably, while the firing patterns of grid cells nearby each other 

share orientation and scale, they differ in spatial offset. This offset, along with their grid-like arrangement 

allows for a precise and scalable representation of space (Chersi & Burgess, 2015). 

Grid cells were first observed in the medial entorhinal cortex (mEC) by researchers in the Moser lab (Fyhn 

et al., 2004). This region of the brain receives projections from the pre-subiculum, where head direction 

cells are found (Ranck, 1985; Taube et al., 1990a), and projects directly to the dorsal hippocampus, 

thereby positioned as a critical hub in the spatial navigation network. Subsequent research has identified 

grid cells in the pre- and para-subiculum (Boccara et al., 2010), further emphasizing their widespread role 

in spatial cognition. One of the intriguing aspects of grid cells is the variation in the spatial scale of their 

grid firing patterns across the dorsoventral axis of the mEC, with grids becoming progressively larger from 

dorsal to more ventral locations (Hafting et al., 2005). Thus, unlike place cells, which can undergo 

complete remapping of firing patterns in different environments, grid cells maintain their characteristic 

firing patterns across various environments, adjusting only in terms of their spatial relationship to the 

surroundings (Fyhn et al., 2007). The adaptability of grid cells to changes in the environment's size and 

shape has been documented, indicating their role in dynamically encoding spatial information (Barry et 

al., 2007; Stensola et al., 2012). 

Furthermore, the presence of grid cells has been confirmed in multiple species, including rats  (Fyhn et 

al., 2004), mice (Fyhn et al., 2008), bats (Yartsev et al., 2011), and humans (Doeller et al., 2010), 

highlighting their fundamental contribution to spatial navigation across species. 

A crucial distinction between grid cells and place cells lies in the nature of their spatial representations. 

Grid cells provide a metric for space that encompasses non-local information, therefore theoretically 

allowing for the computation of distance between two points in a given environment with the help of a 

translational vector between them (Bush et al., 2015) (see Bicanski & Burgess, 2020 for a more detailed 

review of neuronal vector coding). This feature positions grid cells as integral components of the brain's 

navigation system, offering a geometric framework for understanding large-scale navigation and support 

to the cognitive mapping of space. 

1.3.5 Boundary vector cells 

Boundary Vector Cells (BVCs) are neurons specifically tuned to barriers at certain distances directions, 

exhibiting more precise tuning at closer ranges (Figure 1.2 D), and represent a crucial addition to the 
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spatial navigation network discussed above, particularly in their interaction with place cells (Chersi & 

Burgess, 2015). Place cell coding has been shown to be significantly influenced by the presence of 

extended boundaries within an environment. O'Keefe and Burgess (1996) observed that the firing of place 

cells is not only location-specific but also highly sensitive to the environmental geometry, including the 

proximity and orientation of boundaries like arena and maze walls. Using rectangular environments with 

varying dimensions, they noted that the peak firing location of a place cell typically remains constant 

relative to the nearest boundaries. Furthermore, many firing fields appeared elongated along the 

environmental axes, suggesting a spatial encoding that integrates boundary proximity. From these 

observations, they proposed the concept of BVCs. Their model suggests that BVCs provide critical inputs 

to place cells, enabling the encoding of spatial location in relation to environmental boundaries (Bicanski 

& Burgess, 2020; Burgess, 2008). Since then, the presence of BVCs has been identified in both the 

subiculum (Lever et al., 2009) and the mEC (Solstad et al., 2008), indicating their widespread involvement 

in the spatial navigation network (further reviewed in (Barry et al., 2006). 

1.3.6 Summary 

The identification and characterization of place cells, head direction cells, and grid cells, as well as BVCs, 

have outlined a detailed map of the brain's internal GPS system – the cognitive map (Tolman, 1948). The 

discovery of place cells within the hippocampus laid the foundational stone for this field, revealing how 

specific areas of the brain are tuned to the physical landscape of our environment. By encoding the 

distance and direction to boundaries, BVCs allow for a sophisticated mapping of the environment that 

goes beyond the specific location to include contextual geometric information. The subsequent 

identification of head direction cells and grid cells expanded our comprehension of the brain's spatial 

navigation system, highlighting a complex, yet elegantly coordinated, neural network that encodes 

positional data, boundary cues, and directional orientation. 

Building on this rich base of knowledge, it is important to note that the cognitive map only covers the 

viewpoint-invariant (or, allocentric) perspective on space, and not the perspective of the animal itself, 

which is viewpoint-variant (or, egocentric), constantly changing as the animal explores its environment. 

Therefore, the open questions concerning our understanding of how the brain computes sensory and 

spatial information, how different reference frames are represented in the brain, and how spatial memory 

is stored and retrieved, has led research to look at other brain regions involved in navigation and spatial 

memory, such as the retrosplenial cortex (RSC). 
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1.4 Retrosplenial cortex 

1.4.1 Anatomy and connectivity 

The RSC operates as a central node in the brain's network for processing spatial and sensorimotor 

information. Its extensive and diverse connectivity patterns enable it to function as a hub, facilitating 

communication between various brain regions involved in visual processing, locomotion, navigation, and 

spatial memory.  

 

 

Figure 1.3 RSC anatomy and connectivity 

A. Anatomical position of granular (light blue) and dysgranular (light pink) RSC within 

the rodent brain from the top (left) and the side (right). Schematics were generated 

using (Claudi et al., 2021). B. Diagram depicting gross RSC connectivity with cortical 

(yellow), thalamic (orange), hippocampal and subicular (light green), as well as 

parahippocampal regions (dark green). Adapted from (Mitchell et al., 2018). 
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Anatomically, in both humans and non-human primates, the RSC is situated posteriorly to the corpus 

callosum and aligns with Brodmann's areas 29 and 30, which together with areas 23 and 31 form part of 

the posterior cingulate cortex (Chrastil, 2018; Kobayashi & Amaral, 2000, 2003). This contrasts with other 

species such as rodents, which do not have a direct anatomical counterpart to areas 23 and 31. Instead, 

the entire region of area 29 and 30 is designated as RSC, spanning over half the length of the rodent 

cerebrum. In addition, RSC is located more dorsally and reaches the brain surface (Figure 1.3 A), making 

it one of the largest cortical regions in rodents (Vogt & Peters, 1981) (for a more detailed comparison of 

RSC anatomy across rodents and humans see Mitchell et al., 2018; Vann et al., 2009). 

The RSC exhibits a dense network of unilateral and reciprocal connections to both cortical and subcortical 

regions in the rodent brain, integrating information from various brain regions (Figure 1.3 B). In addition, 

RSC’s subregions are highly interconnected with each other in both primates and rodents (Kobayashi & 

Amaral, 2003), underscoring RSC’s role as an association cortex or a neural hub, (Alexander et al., 2023). 

Cortically, the RSC is connected to primary and secondary visual cortices (Van Groen & Wyss, 1992a), 

parietal cortex (Van Groen & Wyss, 1992a), cingulate cortex (Jones & Witter, 2007), and secondary motor 

cortex (M2) (Yamawaki et al., 2016). It also receives unidirectional inputs from the CA1 region of the 

hippocampus (Chen et al., 1994b; Miyashita & Rockland, 2007) and from the subiculum (Honda & Ishizuka, 

2015; Sugar et al., 2011; Wyass & Van Groen, 1992) providing an indirect link between these two regions. 

In addition, the RSC connects to the postrhinal cortex and mEC (Czajkowski et al., 2013; Jones et al., 2005), 

as well as to the general parahippocampal region. Subcortically, the RSC shares reciprocal connections 

with the anterior (ATN) and laterodorsal (LD) thalamic nuclei (Figure 1.3 B). The LD, in particular, receives 

inputs from the subiculum, visual association cortex, and lateral mamillary bodies, whereas the ATN 

receives predominantly inputs from the hippocampal formation and subicular complex (Van Groen & 

Wyss, 1990; Van Groen & Wyss, 1992a, 1992b, 2003), highlighting the RSC's integration within the broader 

spatial navigation circuitry. The granular region of the RSC is particularly notable for its reciprocal 

connections with sites containing head direction cells, such as the ATN, LD and the post-subiculum. 

Conversely, the dysgranular cortex exhibits stronger interconnectivity with visual areas (Vann & Aggleton, 

2005), illustrating the RSC's multifaceted role in integrating spatial and visual information. 

The RSC aligns with the classical description of an association cortex given its diverse and extensive 

connectivity, representing a critical hub by linking numerous cortical and subcortical regions (Alexander 

et al., 2023). The focus on navigation and spatial cognition with respect to RSC function stems from its 

anatomical position, acting as a bridge between neocortical regions involved in sensorimotor processing 

(e.g. visual and motor cortex, as well as parietal cortex), thalamic areas coding for head orientation (e.g. 

ATN and LD), and the extended hippocampal formation (e.g. hippocampus, entorhinal cortex, and 

subiculum), which is essential for spatial memory and navigation. This strategic location grants the RSC 

access to a variety of spatial and sensorimotor information, which is why the RSC has been suggested to 

potentially mediate between these diverse spatial inputs. Given RSC’s anatomy and connectivity, it is 

widely believed that the RSC’s function is more consistent with multiple sensorimotor and spatial 

processes, rather than any isolated function.  
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1.4.2 Proposed function 

The RSC has attracted research interest due to its extensive connectivity and central positioning within 

the brain’s sensorimotor and navigational circuits. Yet, varying theories surrounding the RSC’s function 

remain. In particular, it is still unclear whether the RSC has a single, generalized role, or whether the RSC 

fulfils multiple, specialised functions through distinct sub-circuits that share a common modulation by RSC 

neuron ensembles (Alexander et al., 2023). 

1.4.2.1 Navigating spaces: egocentric vs. allocentric strategy 

The concept of space is multifaceted and encompasses at least two distinct dimensions: personal (or 

corporal) space and external space. Personal space includes the location of bodily stimuli, awareness of 

limb positions, and other sensorimotor feedback that informs an individual about their immediate 

physical context. External space, on the other hand, extends beyond the individual's body to the 

environment surrounding them. These dimensions of spatial awareness are crucial for navigating and 

interacting with the world effectively. The information gathered from both personal and external spaces 

is synthesized and utilized through two primary processing strategies: egocentric and allocentric (Burgess, 

2006, 2008). 

Egocentric strategies are based on information provided by bodily cues within a specific sensory domain, 

be it the retina in visual perception or whisker fields in rodents, or in relation to the individual's actions, 

such as turning left during a navigation task. This approach anchors the perception of space to the 

individual's current position and orientation, making it a subjective reference frame that moves with the 

observer, independent of external spatial cues. 

Allocentric strategies, in contrast, offer a viewpoint-invariant encoding of environmental positions. This 

method relies on reference frames defined by external features, such as landmarks or boundaries, rather 

than the observer's sensory perception or immediate actions. Allocentric processing allows for a more 

global, objective understanding of space that is independent of the observer's current location or 

orientation. 

The RSC has been suggested to play a role in translating between these processing strategies and spatial 

coordinate systems. This implies that the RSC could have a broader, more generalized function by 

transforming multiple reference frames. By mediating between egocentric and allocentric strategies, the 

RSC may facilitate comprehensive integration of spatial information, allowing for flexible navigation and 

interaction with both the corporal and external aspects of space. This integration is fundamental to the 

animal’s ability to adapt and orient within their environment. 

1.4.2.2 Egocentric coordinate frame 

The egocentric coordinate frame is a system of spatial understanding and navigation that is based on the 

individual's own body as the central point of reference. This frame is fundamentally shaped by bodily 

movements and sensory processing, and is largely independent of external spatial cues, positioning all 

objects and locations in direct relation to the subject's position in space (Burgess, 2006). Examples of 

egocentric processing of space include the traditional clockwise scheme that is used to define spatial 
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positions around an individual and the conventional directions – left/right and forward/backward (Klatzky, 

1998). The RSC has been shown to process a range of egocentric information – self-motion, egocentric 

distance and orientation to boundaries, as well as visual information (Alexander et al., 2023). 

One of the key aspects of egocentric processing in the RSC involves the sensitivity to self-motion. Research 

has shown that a significant number of RSC neurons modulate their firing rate in response to linear and 

angular movement speeds of the animal (Alexander & Nitz, 2015; Chen et al., 1994a; Cho & Sharp, 2001), 

or its head (Keshavarzi et al., 2022). Based on these findings, the RSC has been attributed a role in path 

integration – a process where the animal tracks its own movements and displacement to calculate its 

position in relation to its starting point (sometimes also referred to as dead reckoning). Support for this 

theory comes from RSC lesion and inactivation studies demonstrating spatial deficits in darkness, where 

path integration is crucial for navigation (Cooper et al., 2001; Cooper & Mizumori, 1999, 2001; Elduayen 

& Save, 2014). Additionally, direct projections from RSC to secondary motor cortex (M2) in mice form a 

circuit that connects hippocampal networks, involved in navigation and spatial memory, to neocortical 

networks, concerning sensorimotor integration and motor control, via the RSC (Yamawaki et al., 2016). 

Further support for egocentric processing in the RSC comes from egocentric boundary vector cells (EBCs) 

(Alexander et al., 2020; Van Wijngaarden et al., 2020). These cells become active whenever an animal is 

positioned at a specific distance and direction to an environmental boundary (e.g. the wall of an arena or 

maze). EBCs within the RSC have receptive fields that cover the full spectrum of orientation and distance, 

playing a pivotal role in mapping environmental shapes and navigating spaces. They persist in novel 

environments, however EBC firing ceases when physical boundaries of the environment are removed. The 

ability of EBCs to persist in the absence of visual or tactile (whisker-related) information suggest that EBCs 

can be modulated by different sensory inputs, further supporting the hypothesis that the RSC’s role in 

spatial cognition could be to learn to associate prominent sensory inputs (such as boundaries) with spatial 

locations (Alexander et al., 2023; Byrne et al., 2007). 

The RSC is also instrumental in integrating movement and position signals with visual information present 

in the environment. Experiments have shown that visual stimuli, especially those that simulate or amplify 

optic flow, can influence the processing of linear and angular speeds in both enhancing and suppressing 

manners, highlighting the RSC's role in visual processing (Clancy et al., 2019; Hennestad et al., 2021; 

Keshavarzi et al., 2022; Powell et al., 2020). Moreover, certain areas within the RSC display a retinotopic 

organization, indicating a sensitivity to the egocentric position of visual stimuli (Campbell et al., 2021; 

Chang et al., 2020; Fischer et al., 2020; Mao et al., 2017; Mao et al., 2020; Minderer et al., 2019; Powell 

et al., 2020; Zhuang et al., 2017). Such retinotopic properties are critical when it comes to landmark 

processing and spatial position coding during spatial memory tasks. Additionally, studies on the 

connections from the RSC to the visual cortex have uncovered a specific tuning to previously learnt visual 

stimuli, whereby these re-entrant connections played a significant part in shaping the visual cortex's 

responses (Makino & Komiyama, 2015). This mechanism suggests that the RSC not only processes visual 

and spatial information but also contributes to the learning and memory of visual stimuli. 
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1.4.2.3 Allocentric coordinate frame 

The allocentric coordinate frame is characterised by its reliance on spatial cues and the spatial 

arrangement of these landmarks. When using the allocentric strategy, subjects relate their current and 

goal position by using landmarks in their environment as reference points, just like humans do when using 

a map to navigate a new city. Targets, and space in general, are thus established through coordinates that 

are independent of the observer’s position or orientation (for example, north/south and east/west). This 

coordinate frame contrasts with the egocentric perspective, where spatial information is processed 

relative to the individual's position (Burgess, 2006). The allocentric frame is critical for understanding the 

broader spatial context, enabling navigation over larger distances and facilitating memory of places 

beyond immediate sensory perception (Benhamou & Poucet, 1995) (Klatzky, 1998). As discussed earlier 

(1.3 Neural mechanisms underlying spatial cognition), place cells, head direction cells, and grid cells 

combine to form a cognitive map that is viewpoint-invariant (i.e. allocentric). The RSC itself possesses 

sensitivity to allocentric space by coding for both head direction and position (Alexander et al., 2023). 

Several studies have identified a subset of RSC neurons that are tuned to the heading direction of the 

animal relative to the environment and the layout of landmarks (Angelaki et al., 2020; Chen et al., 1994b, 

1994c; Cho & Sharp, 2001; Lozano et al., 2017). Interestingly, in comparison to classical head direction 

cells observed in the subicular complex, which have sharp and narrowly tuned preferred directions, bi-

directionally tuned head direction cells with opposing tuning directions were identified in the RSC. These 

bi-directional head direction firing fields emerged when animals were exposed to a multi-compartment 

environment with bi-directionally symmetrical landmarks, showing that head direction tuning is anchored 

to prominent visual landmarks. The presence of both classical and bi-directional head direction cells within 

the RSC indicates that RSC might translate between local and global coordinate systems (Jacob et al., 

2017). 

There exist neurons in the rodent RSC that code for allocentric spatial position, which have been recorded 

using head-fixed two-photon calcium imaging and VR mazes (Fischer et al., 2020; Mao et al., 2017; Mao 

et al., 2020; Mao et al., 2018). These neurons exhibit firing patterns similar to those of hippocampal place 

cells, displaying narrowly tuned firing fields that form a sparse, orthogonal coding system correlated with 

spatial location. Remarkably, RSC ‘place cell’ activity demonstrates resilience to changes in the 

environment and partial remapping, reminiscent of neurons in the hippocampal CA1 region (Mao et al., 

2017). These spatial representations develop over time and are significantly impacted by hippocamal 

damage, which led to the hypothesis that the hippocampus might provide the RSC with an index-like, 

context-specific representation of space which might facilitate the coordinated retrieval of memories 

(Mao et al., 2018) (see also 1.4.2.4 Transformation of reference frames). Moreover, it could be shown that 

RSC neurons that track the animal’s position along a VR track are driven by visual stimuli and active 

movement, as decoupling of vision and locomotion impaired spatial position coding in the RSC, indicating 

that RSC ‘place cell’ activity is anchored to specific reference points in the environment (Mao et al., 2020). 

While these head-fixed experiments demonstrate location-related firing patterns in RSC that closely 

resemble hippocampal place fields, this similarity is less clear in freely moving rodents (Miller et al., 2020; 

Van Wijngaarden et al., 2020). This difference may result from the distinct dynamics of calcium imaging 

(in head-fixed animals) versus extracellular electrophysiological recordings (in freely moving animals), and 
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the absence or presence of vestibular information, respectively, during spatial learning. Additionally, a 

commonly found confounder in linear VR tracks is that head-fixed animals can only approach locations 

from a certain angle, consistently receiving the identical visual input (Alexander et al., 2023). As a 

consequence, the animal is confronted with a viewpoint-dependent scene at any given location, which 

does not compare with freely behaving tasks (or real world observations) where animals can take different 

approach angles to the same spatial location. Further head-fixed, VR track experiments will be needed to 

confirm that RSC place coding is genuinely tied to an allocentric frame of reference. This could be tested 

by rotating distal visual cues and landmarks. Thus, despite evidence supporting an allocentric framework 

in the RSC, the question still remains about the conditions under which the RSC encodes spatial location 

within specific viewpoint-dependent or viewpoint-independent frames. 

1.4.2.4 Transformation of reference frames 

To summarise, two spatial perspectives – the egocentric (viewpoint-variant), which varies with the 

observer's viewpoint, and the allocentric (viewpoint-invariant), which remains constant regardless of the 

observer's position – are believed to involve RSC activity. However, the RSC is not the exclusive seat of 

any of these reference frames, and its role goes beyond the mere encoding of location, orientation, and 

direction in the service of navigation. As both egocentric and allocentric information coding takes place in 

the RSC, the RSC has been instead suggested as a transitioning point between these spatial reference 

frames (Alexander et al., 2023). An influential theory called the BBB model, named after the authors of 

this study, Byrne, Becker, and Burgess (2007), proposes that the RSC facilitates the transformation 

between the egocentric and allocentric coordinate systems, taking into account the anatomical and 

connectivity network surrounding the RSC (Bicanski & Burgess, 2018; Clark et al., 2018) (further reviewed 

in Bicanski & Burgess, 2020; Burgess, 2008).  

  



21 
 

 

Figure 1.4 The BBB model 

The BBB model proposing the RSC as the centre of reference frame transformation 

between egocentric and allocentric perspectives. Solid arrows indicate the bottom-

up flow of information (from perception to memory), and dashed arrows the top-

down flow of information (from memory to imagery and recall). BVCs (boundary 

vector cells), mEC (medial entorhinal cortex. 

Adapted from (Byrne et al., 2007) and (Bicanski & Burgess, 2018). 

 

More specifically, the BBB model (Figure 1.4) illustrates how during spatial perception (bottom-up flow of 

information), sensory inputs (such as vision and locomotion) are further processed in parietal areas to 

form an egocentric representation of the environment. The RSC in turn uses heading direction (originating 

from areas such as the subiculum (Taube et al., 1990b) and thalamus (Taube, 1995)), information about 

head rotation and velocity (Keshavarzi et al., 2022), as well as the parietal egocentric reference frame 

(Minderer et al., 2019) to map allocentric BVCs, ultimately performing a transformation from egocentric 

to allocentric space coding. These BVCs (found in the subiculum, (Lever et al., 2009)), subsequently 

support the memory formation of the allocentric reference frame in the medial temporal region, along 

with place cells coding for location (in the CA1 and CA3 region of the hippocampus), and perirhinal 

neurons representing boundary identities (e.g. texture, colour, etc. of boundaries), as suggested by the 

model (Bicanski & Burgess, 2018). In addition, the reciprocal connections between the entorhinal cortex 

and the hippocampus might allow the place cell and grid cell representations to combine both motion-

related inputs (to grid cells) and environmental sensory information (the BVC inputs to place cells), which 

allow for the determination and characterization of the animal’s current location (for more grid cell 

involvement in the BBB model see (Burgess et al., 2007), further reviewed in (Barry et al., 2007; Burgess, 

2008; O'Keefe & Burgess, 2005)). Conversely, the top-down process enables the reconstruction of 

egocentric, orientation-specific representation of space from allocentric memory through the RSC. 

In other words, the egocentric perception of the local sensory environment, corresponding to a specific 

body-centred point of view, is transformed into an allocentric map, that is viewpoint-independent, 

facilitating spatial learning and long-term storage of spatial memories in the medial temporal lobes. On 

the other hand, the RSC transforms allocentric space into corresponding egocentric perspectives, allowing 
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for the visualization and mental navigation of space (also referred to as imagery) and for recall of spatial 

memories. 

Empirical evidence supporting the BBB model comes from the RSC’s unique neuroanatomy and 

connectivity patterns (see 1.4.1 Anatomy and connectivity). The RSC maintains connections with both the 

parietal regions and visual cortex, which are characterized by egocentric mappings of body position and 

visual fields, as well as with the broader hippocampal formation, recognized for its allocentric spatial 

representations of location and orientation. Further support comes from EBCs, which represent an 

intermediate state from purely egocentric sensory input and allocentric heading direction, to allocentric 

BVCs.  These cells have been predicted by the BBB model and have now been reported in the RSC 

(Alexander et al., 2020; Van Wijngaarden et al., 2020), as well as in the postrhinal cortex, parasubiculum, 

mEC (Gofman et al., 2019) and in the posterior parietal cortex (Alexander et al., 2022).  

Moreover, neurons in the RSC exhibit spatial receptive fields that are sensitive to combinations of 

egocentric and allocentric features, indicating the RSC's capacity for interfacing across spatial reference 

frames. For example, the RSC has been shown to encode conjunctions of current route position, position 

in a larger environment, as well as left/right turns of rats navigating a W-shaped track (Alexander & Nitz, 

2015). Some RSC neurons have been shown to exhibit periodic activation patterns that repeat across route 

segments that have the same shape along a plus-shaped maze, while other neurons exhibited single-cycle 

periodicity over the entire route, thereby providing a framework for encoding sub-route positions relative 

to the whole route (Alexander & Nitz, 2017). The RSC has also been shown to differentially encode 

environmental context (Miller et al., 2020). Chinzorig et al. (2019) observed decreased RSC ensemble 

activity when animals were prevented from using visual and locomotion cues, and Mao et al. (2018) 

demonstrated that the spatial activity sequence of RSC neurons is anchored to visual landmarks and driven 

by locomotion-gated optic flow, highlighting the RSC’s role in integrating visual inputs, locomotion, and 

contextual cues to generate internal representations of space. 

Additionally, RSC inactivation leads to angular drift of head direction neurons in relation to visual 

landmarks, underscoring the RSC's involvement in anchoring allocentric viewpoints to sensory inputs 

during navigation. This could be shown both in computational modelling (Bicanski & Burgess, 2016) and 

experimental studies, where the stability of head direction coding in the rat anterodorsal thalamus was 

significantly reduced following neurotoxic RSC lesions (Clark et al., 2010). Similarly, it could be shown that 

landmark representations in the RSC of mice navigating a linear VR track are the result of local integration 

of visual, motor and spatial information as the animal learns the spatial arrangement of environmental 

features (Fischer et al., 2020). Several RSC inactivation and lesion studies using a wide variety of different 

spatial navigation and memory tasks, requiring either allocentric or egocentric navigational strategies, 

produced a range of spatial behavioural deficits (Cooper et al., 2001; Cooper & Mizumori, 1999; Harker & 

Ian, 2002; Harker & Whishaw, 2004a; Hindley et al., 2014b; Keene & Bucci, 2009; Lukoyanov & 

Lukoyanova, 2006; Nelson, Hindley, et al., 2015; Nelson, Powell, et al., 2015; Parron & Save, 2004; 

Pothuizen et al., 2008; St‐Laurent et al., 2009; Sutherland et al., 1988; Van Groen et al., 2004; Vann & 

Aggleton, 2002, 2004, 2005; Vann et al., 2003; Whishaw et al., 2001), although spatial deficits in RSC are 

generally more subtle compared to spatial impairments caused by hippocampal damage (further 

summarised in (Aggleton, 2010; Harker & Whishaw, 2004b)). 
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Although these research outcomes support the BBB model’s suggested function of the RSC in enabling 

spatial reference frame transformations, the conjunctive encoding of both egocentric and allocentric 

representation, seen as a key indicator of the RSC’s unique role in bridging spatial perspectives, has also 

been reported in several other brain regions. For instance, egocentric bearing and distance, in conjunction 

with allocentric head direction coding has been reported in the rat postrhinal cortex (LaChance et al., 

2019) and posterior parietal cortex (Wilber et al., 2014), and in the mouse post-subiculum (Peyrache et 

al., 2017) and hippocampal CA1 (Jercog et al., 2019). In the mouse mEC, neurons code for multiple 

parameters of head and eye movements along with allocentric space information encoding, which could 

support the integration of visual features into an allocentric representation of space (Mallory et al., 2021).  

Thus, the RSC is likely not the single place of reference frame transformation, but could represent an 

addition to a wider network responsible to translate between egocentric and allocentric perspectives. 

1.4.2.5 RSC’s role in spatial memory 

Another theory that goes hand-in-hand with the BBB model is that the RSC plays a part when it comes to 

the consolidation of hippocampus-dependent spatial episodic memories (Mitchell et al., 2018). According 

to this hypothesis, the RSC itself is therefore not implicated in the initial learning of spatial relationships 

but, instead, in accessing previously learnt spatial knowledge to perform tasks or integrating new 

information into existing memory representations. This concept is based on two other foundational 

theories in the field: Marr's proposition that (spatial) memories established in the hippocampus undergo 

gradual consolidation within the neocortex (Marr et al., 1991), and the notion that spatial learning 

constructs not only specific task-related memories but also a broader cognitive schema within which these 

memories are embedded (Ghosh & Gilboa, 2014; Morris, 2006). For instance, in a water maze task, an 

animal’s accelerated learning of a new platform location can be attributed to its prior knowledge of the 

maze's layout, requiring only minimal updates to its spatial schema (further summarized by (Mitchell et 

al., 2018)). 

Support for these ideas comes from studies employing chronic in vivo two-photon imaging and immediate 

early gene (IEG) mapping (a proxy for neuronal activity), showing that specific RSC neuronal ensembles 

are reactivated after mice are trained on the Morris water maze. Notably, RSC ensemble activity was 

heightened when animals relied on distal visual cues to navigate to the previously learnt location of the 

hidden platform, supporting the hypothesis of RSC's involvement in integrating allocentric strategies with 

sensory inputs during spatial learning (Czajkowski et al., 2014). Other studies also found increased IEG 

expression in RSC after radial arm maze acquisition (Amin et al., 2006; Czajkowski et al., 2020; Pothuizen 

et al., 2009; Vann et al., 2000). Experiments employing optogenetic reactivation of RSC ensembles could 

evoke previously learnt fear responses (Cowansage et al., 2014), highlighting RSC’s involvement in 

recalling spatial memories. While RSC neuronal ensembles have also been identified in other studies 

(Czajkowski et al., 2020), it could be shown that these ensembles representing space, and sometimes even 

goal locations, develop with learning (Miller et al., 2019; Vedder et al., 2016), stabilize with learning, 

persist over time and that the retention of memory correlates with ensemble stability (Milczarek et al., 

2018), underscoring a mechanism for memory consolidation within the RSC. Furthermore, studies tracking 

dendritic spine dynamics in the RSC have found that spine turnover prior to learning can predict future 

learning and memory performance (Frank et al. 2018). Lastly, it could be shown that optogenetic 

reactivation of RSC ensemble neurons during sleep can produce a recent memory with features normally 
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observed in consolidated remote memories, including higher engagement of neocortical areas during 

retrieval, contextual generalization, and decreased hippocampal dependence (de Sousa et al., 2019).  

Together, these findings underscore the RSC's critical function in spatial learning and memory, next to its 

capacity to bridge egocentric and allocentric information. However, its precise role in spatial memory 

acquisition and recall has not been elucidated yet. 
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1.5 Aim of this study 

The RSC integrates both sensory and spatial signals and plays a central role in navigation, as well as spatial 

learning and memory. To investigate RSC’s role during spatial learning, memory retrieval and reversal 

learning in freely behaving animals, I aimed to establish a novel behavioural paradigm, during which mice 

acquire spatial memory, recall it later in training and perform reversal learning. I set out to obtain a 

comprehensive dataset of behavioural tracking, which would allow for a detailed analysis of task 

performance. I performed chemogenetic experiments to establish RSC’s role within this task, and a series 

of landmark manipulations to establish the relative egocentric vs. allocentric nature of the acquired spatial 

memory.  
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2. Methods 

2.1 Animals 

All experiments were conducted in accordance with the institutional guidelines of the Max Planck Society 

and the local government ethics committee (Beratende Ethikkommission, Regierung von Oberbayern).  

In total, 22 adult mice (14 female, 8 male; two to four months of age at the start of the experiment) were 

bred in-house at the MPI of Biological Intelligence to genetically express the calcium indicator GCaMP6s 

in excitatory neurons (B6;DBA-Tg(tetO-GCaMP6s) 2Niell/J23, JAX stock #024742; back-crossed for at least 

seven generations to C57Bl/6NRj) and crossed with B6.Cg-Tg(Camk2a-tTA)1Mmay/DboJ54 (JAX stock 

#007004; maintained on a mixed background of C57BL/6NRj and C57BL/6J). Mice were kept in standard 

type II cages (530 cm2) on a reversed 12-hour light/dark cycle. Whenever possible, mice of the same 

gender were co-housed (two to four mice per cage, depending on litter size and mouse availability), or 

single-housed if they showed signs of aggression towards co-housed animals. Cages were filled with 

wooden chips as bedding, and wooden shavings as nesting material. Each cage was equipped with a little 

red plastic house serving as both shelter and nest for mice, a running wheel, and a red handling tube. 

Before the start of the behavioural training and food deprivation, mice were fed ad libitum with 

standardized food pellets. Mice had a constant water supply at any given time point in their cages. 

2.2 Cohorts and experimental timeline 

In this study, a total of two cohorts were trained: 14 mice were used for the chemogenetic experiments 

(9 female and 5 male animals), and 8 mice (5 female and 3 male animals) made up the behavioural cohort. 

Animals of both cohorts were trained for a maximum of 42 consecutive days under food restriction to 

learn the location of three hidden trigger locations: SM1, SM2, and SM3 (spatial memory 1, 2, and 3).  

Animals in the behavioural cohort (Figure 2.1 A) underwent a surgery, in which a head bar was implanted 

(see Methods – 2.3 Surgery). Following the surgery, animals were allowed to recover (two weeks) before 

the habituation to handling by the experimenter and to the behavioural arena started (1 week) (see 

Methods – 2.4.11 Habituation), after which access to food was restricted and the behavioural pre-training 

period started (see Methods – 2.4.12 Pre-training). During the spatial memory training (see Methods – 

2.4.13 Spatial memory training), mice learn consecutively the location of three hidden-fixed trigger 

locations (see Methods – 2.4.8 Session structure). Animals of the behavioural cohort were additionally 

trained and tested on a set of behavioural training protocols, where either the arena cues or trigger 

locations were rotated, or animals were presented with a new, randomly placed, hidden trigger location 

for five consecutive days.  

For the chemogenetic experiments (Figure 2.1 B), a cranial window was implanted and inhibitory 

DREADDs were expressed in the RSC (see Methods – 2.3 Surgery). A Ca2+-imaging session (see Methods – 

2.7 In vivo two-photon Ca2+ imaging) was scheduled before the start of the behavioural pre- and spatial 

memory training. A subset of animals received CNO injections before the imaging session and the start of 

the training session. 
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Figure 2.1 Experimental timeline 

Experimental timelines for the behavioural (A) and chemogenetic cohort (B), depicting 

the time point of surgery, recovery and habituation period, start of the food restriction 

and the behavioural training (pre- and spatial memory training), during which mice 

learn the location of three hidden-fixed trigger locations (SM1, SM2, and SM3, for 

spatial memory 1, 2, and 3). A. Animals of the behavioural cohort were additionally 

trained on a set of experiments where either the arena cues (RAC), trigger locations 

(RTL), or the visible-fixed trigger locations (RVF) were rotated. Animals were also 

presented with a new hidden-fixed trigger location for five consecutive days. B. 

Animals of the chemogenetic cohort underwent a Ca2+-imaging session prior to the 

start of the behavioural training. On selected days, animals received either 

intraperitoneal saline or CNO injections (grey shaded days) before the behavioural 

training started to investigate the effect of chemogenetic inhibition of RSC activity on 

memory acquisition, retrieval, and on reversal learning. 

 

2.3 Surgery 

For surgical procedures, mice were anaesthetised with a mixture of fentanyl (0.05 mg kg-1 body weight), 

midazolam (5.0 mg kg-1 body weight) and medetomidine (0.5 mg kg-1 body weight) in saline, injected 

intraperitoneally. An analgesic (carprofen, 5.0 mg kg-1 body weight) and dexamethasone (2 μg kg-1 body 

weight) were injected subcutaneously after anaesthesia onset, but prior to the start of the surgery. 

Throughout the surgery, mice were kept at a constant body temperature of 38 °C and ophthalmic 

ointment (IsoptoMax/Bepanthen) was applied onto the eyes to protect the cornea from drying out. The 
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depth of anaesthesia was monitored by observation of the breathing rate and confirmed by regular testing 

for the absence of a pedal reflex. 

The animal was put in a stereotaxic apparatus (Neurostar). After the skin above the skull was disinfected 

and a topical analgesic (lidocaine (Aspen Pharma), 0.2 mg ml-1) was applied on and underneath the scalp, 

a rostrocaudal incision was made and the skin was removed above the midline. The skin surrounding the 

exposed area was adhered to the skull using Histoacryl (B. Braun Surgical). The skull was subsequently 

dried and scraped with a scalpel to improve later adherence of the head bar to the bone. 

For animals of the behavioural cohort, a custom-designed, titanium head bar (approx. 3.0 cm x 1.0 cm) 

was centred and fixed onto the skull with cyanoacrylate glue (Ultra Gel Matic, Pattex). Dental cement 

(Paladur) was used to fixate the head bar in place and to cover the remaining exposed skull areas. 

In animals of the DREADD cohort, the exposed bregma and lambda positions were used as landmarks to 

locate the RSC region (see Figure 2.2). A circular craniotomy (4.0 mm in diameter) was performed centred 

over RSC (at ML 0 mm and approximately 1.0 mm caudal to bregma) using a dental drill. 

For chemogenetic inactivation of RSC activity, a viral vector mixture of AAV2/1:CamKII0.4-Cre(2.1·1011 GC 

ml-1) and AAV2/9:hSyn-DIOhM4D(Gi)-mCherry (2.3·1012 GC ml-1) was bilaterally injected at six locations at 

two different depths to target both granular and dysgranular RSC, resulting in a total of twelve injection 

sites (coordinates: AP -1.58 mm, -2.46 mm and -3.16 mm to bregma, ML +/- 0.3 mm, +/- 0.3 mm, +/- 0.5 

mm, respectively, at DV depths of 0.6/1.0 mm, 0.5/1.0 mm, 0.75/1.24 mm, respectively; 120 nl of virus 

solution per injection site at an injection rate of 40 nl min-1; Nanoject, Neurostar) (Figure 2.2). Each viral 

vector injection was flanked by a 3-5 min pre and post-injection period. The craniotomy was subsequently 

covered with a circular cover glass (4.0 mm), which was fixated first with cyanoacrylate glue (Ultra Gel 

Matic, Pattex) and then secured with dental acrylic (Paladur). A head bar was centred rostral to the 

craniotomy and fixed onto the skull with cyanoacrylate glue (Ultra Gel Matic, Pattex). Dental cement 

(Paladur) was used to fixate the head bar in place and to cover the remaining exposed skull areas. 

Animals of both cohorts received a subcutaneous injection of an antagonist mixture of naloxone (1.2 mg 

kg-1 body weight), flumazenil (0.5 mg kg-1 body weight) and atipamezole (2.5 mg kg-1 body weight) in saline 

at the end of the surgery. Mice were placed under a heat lamp during the recovery period. Animals 

received postoperative analgesia (carprofen, 5.0 mg kg-1 body weight, injected subcutaneously) for at 

least two subsequent days following the surgery. In a subset of mice, a second surgery was performed 

prior to the Ca2+-imaging session to remove small patches of re-grown bone under the cranial window.  

All animals of the chemogenetic cohort underwent this surgery protocol prior to the Ca2+-imaging session 

and the behavioural training protocol: cranial window placement for visual access for Ca2+-imaging; 

intracranial virus injection for inhibitory DREADD expression in RSC; head bar implantation for head-

fixation during the Ca2+-imaging session and as a baseplate for head markers for the position tracking 

during the behavioural training. For animals of the behavioural cohort, solely a head bar was implanted 

allowing for the identification of individual mice and serving as a baseplate to which the head markers for 

the position tracking during the behavioural tracking can be attached to.  
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Figure 2.2 Cranial window placement and virus injection sites 

Schematic depicting anatomical location of mouse dysgranular (RSCd) and granular 

(RSCg) retrosplenial cortex. Black circle depicts the position of the cranial window (4.0 

mm in diameter) in relation to bregma, used as an anatomical landmark. Black dots 

show the approximate location of the virus injection sites at -1.58 mm, -2.46 mm and 

-3.16 caudal to bregma along the anterior-poster axis, and +/- 0.3 mm, +/- 0.3 mm and 

+/- 0.5 mm along the medial-lateral axis, respectively. The virus solution was injected 

at different cortical depths (0.6/1.0 mm, 0.5/1.0 mm and 0.75 /1.25 mm, respectively 

starting anterior and moving posteriorly) to target both dysgranular (RSCd) and 

granular (RSCg) RSC. Adapted from (Watson et al., 2011) 

 

2.4 Spatial memory task 

2.4.1  Arena and reward ports 

I developed a spatial memory task, in which mice learn to remember hidden trigger locations. This task 

requires a setup consisting of a round arena (80 cm in diameter) surrounded by 50 cm high walls (Figure 

2.3). There are eight equidistant reward ports (Sanworks) embedded in the arena wall, where each port 
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comprises a light gate, an LED light, and a cannula to deliver a liquid reward, held together by a 3D-printed 

housing. The light gate in each port ensures the accurate detection of nose pokes, while the LED light 

serves as a visual signal for the mice, indicating the availability of a reward at this given port. Outside the 

arena, cannulas are connected to pinch valves via a rubber tubing system and a syringe holding the reward 

liquid to allow for the precise and controlled delivery of liquid rewards to the mice. The light gate, the 

LED, as well as the pinch valves are controlled by a system (Bpod, Sanswork) that is interlocked with the 

position tracking software (OptiTrack, NaturalPoint, Inc.) via a closed-loop. 

 

 

Figure 2.3 Behavioural setup 

A. Schematic of the behavioural training setup for the spatial memory task. Four to six 

infrared motion capture cameras (OptiTrack System, NaturalPoint Inc.) track the 

animal‘s location in 3D with the help of head-mounted IR reflectors. A digital projector 

mounted to the ceiling is used to shine visible trigger zones (8 cm in diameter) into the 

arena (80 cm in diameter). Two cameras – a colour and an IR camera – to record the 

training sessions, as well as a speaker are mounted to the ceiling. Reward ports are 

inserted into the arena wall, and the LED light of each port can be turned on 

individually to indicate the availability of reward at this port to the mouse. B. Top view 

schematic of a mouse in the training arena showing an example trajectory (dark blue), 

a visible (blue) and a hidden (grey, dashed) trigger zone. Eight reward ports are 

distributed equidistantly. C. Screenshot of a training session recorded with an infrared 

camera showing a mouse in training and a visible trigger zone. 

 

2.4.2 Arena cues 

For visual guidance and spatial orientation, mice are provided with six visual cues in the arena during 

behavioural training - two blank (white) cue cards, two cue cards with horizontal stripes, and two cue 

cards with vertical stripes (Figure 2.4). These cues are provided at both proximal (one of each cue card 

type attached to the inside of the arena wall) and distal (one of each cue card type suspended from the 

arena ceiling) distances to the arena centre. 
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During specific training conditions and stages (see Figure 2.1 A – rotated cues), arena cues were rotated 

120° degrees clockwise (Figure 2.4). 

 

 

Figure 2.4 Arena cue rotation 

Schematic depicting the clockwise (CW) rotation (120° degree) of the arena cues. Both 

proximal (attached to the inside of the arena wall) and distal (suspended from the 

arena ceiling) cue cards were rotated in the same direction. For simplicity, only the 

distal arena cues are shown. 

 

2.4.3  Liquid reward 

Throughout the spatial memory task, upon completion of a correct trial, mice were rewarded with either 

sweetened, infant formula soy milk (SMA Wysoy) or a diluted high-caloric, unflavoured, soy-based drink 

(Fresubin). Mice of the same cohort received the same type of liquid reward drink throughout the entire 

training protocol. The choice of sweetened soy milk and the high-caloric soy-based drink as liquid rewards 

was based on a previous study that showed the effectiveness of these reward types in motivating mice 

(Goltstein et al., 2018). By consistently providing the same type of liquid reward to mice in training, I aimed 

to minimise any potential confounding factors and ensure that any observed differences in behaviour 

were solely due to the experimental manipulations. 

2.4.4  Position tracking 

Before the start of each training session, a custom-designed and 3D-printed, three-armed IR reflector (see 

Figure 2.3 A – head marker inset) weighing less than 1.0 g was attached to the animal’s head-mounted 

baseplate with an easily removable, mouldable adhesive gum (patafix, Uhu). These head markers reflect 

infrared light emitted by four to six motion capture cameras (OptiTrack, NaturalPoint, Inc.), allowing for 

the tracking of the mouse’s position and rotation in a three-dimensional space. This tracking system has 

an error rate of less than 1 mm ensuring reliable and accurate collection of mouse coordinates in 3D 

during experimental sessions. 
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2.4.5  Arena ceiling 

Motion capture cameras (six cameras for the chemogenetic cohort, four cameras for the behavioural 

cohort, for mouse position and rotation tracking), a projector (calibrated to fit the arena's size and 

projection zone to display visible trigger zones into the arena), a speaker (to aid the learning process and 

task progression with auditory cues), a colour as well as an IR camera (to record the training session) are 

attached to the arena ceiling (Figure 2.3).  

2.4.6  Single-trial structure 

In the arena, visible trigger zones are displayed with the help of a ceiling-mounted projector (Figure 2.3 

B-C). The motion capture cameras detect when the mouse moves through these visible trigger zones, 

which triggers a sound emitted from the speaker. This short (300 ms long) auditory cue indicates to the 

mouse that it has successfully crossed the visible (or hidden, i.e. not displayed by the projector) trigger 

zone. Position tracking is interlinked with a system controlling the reward ports. When the mouse passes 

a visible or hidden trigger zone, the LED light of one of the eight reward ports turns on to indicate the 

baited reward port. During the pre-training phase, mice have 30 seconds to find the baited reward port, 

while they have 15 seconds in the spatial memory training phase. A nose poke, detected by the IR light 

gate, confirms the choice of the correct reward port, a further short (300 ms long) sound is played, and 

approximately 5 ul of liquid reward are delivered via the cannula. Immediately after reward delivery, a 

new trial with the next trigger location starts.  

2.4.7 Error trials 

There are three types of error trials: ‘wrong port’ (WP) error, ‘trigger, no port’ (TNP) error, ‘no trigger’ 

(NT) error. In a WP trial, the mouse fails to request the reward from the correct, baited reward port with 

the LED light on after having traversed the trigger zone, but instead a nose poke is detected in an un-

baited, LED-off reward port. This mistake is indicated to the mouse by a short (300 ms long) noise sound 

before the next trial starts. The purpose of emitting a noise sound for 300 milliseconds after an error trial 

is to provide a clear indication to the mouse that it has made a mistake and to help reinforce the 

association between the LED light at the correct, baited port and the reward availability. Additionally, 

starting the next trial immediately after an error trial allows for continuous training and learning without 

unnecessary delays. In TNP trials, the mouse is able to locate the visible or hidden trigger zone, however, 

fails to retrieve the reward from the baited port within a response time of 15 seconds (or 30 seconds in 

the pre-training phase). The reward sound is not played and the next trial starts right away. The last error 

trial type - NT trial - can only be made during the pre-training phase where all trigger zones are still visible 

and when the mouse is not able to locate the trigger zone in a time window of 2 minutes. In this case, a 

new trial starts with a new visible trigger zone. 

2.4.8 Session structure 

Mice were trained once per day in a 20-minute training session. For the chemogenetic cohort, a training 

session was structured in a three-trial structure, whereby every third trial had a trigger that was fixed in 

location but invisible to the mouse (i.e. hidden-fixed trigger). These trials were interleaved with randomly 

placed triggers, made visible to the mouse with the help of a light projection (i.e. visible-random trigger) 
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(Figure 2.5 A). For the behavioural cohort, a four-trial structure was adopted. The second trial of a given 

training session had a trigger that was both fixed in location and visible to the mouse (i.e. visible-fixed 

trigger), which was repeated in every fourth trial following this one. Starting with the fourth trial of this 

training session, every fourth trial had a hidden-fixed trigger. In the remaining, interleaving trials the 

trigger zone was visible to the mouse and placed randomly in the arena (i.e. visible-random trigger) (Figure 

2.5 B). 

 

 

Figure 2.5 Session structure for the chemogenetic and behavioural cohort 

Schematic depicting the trial types, trial sequence and order for the two cohorts. A. 

For the chemogenetic cohort, in every third trial, the trigger location was fixed in 

position and invisible (hidden) to the mouse (hidden-fixed). The trigger locations in the 

remaining trials were visible to the mouse and randomly placed (visible-random). B. 

For the behavioural cohort, every fourth trial starting with the second trial had a 

visible-fixed trigger, and every fourth trial starting with the fourth trial had a hidden-

fixed trigger. The remaining, trigger locations were visible and randomly placed. 

 

2.4.9 Reward port selection 

The rewarded port in a given trial is chosen in such a way that mice need to travel at least 40 cm (i.e. the 

arena radius) to reach the baited port. First, the distances between the trigger location (visible or hidden) 

and all eight reward ports are calculated. The two ports whose distance to the trigger location is closest 

to the arena radius (40 cm) are selected, of which one is randomly chosen as the current trial’s baited 

reward port whose LED light is then turned on (Figure 2.6). This means, that for a given fixed trigger 

position, such is the case for hidden-fixed and visible-fixed triggers, only two out of the eight reward ports 

are potential baited reward ports. 
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Figure 2.6 Reward port selection 

Schematic depicting the logic behind the reward port selection. The blue circle depicts 

the arena boundaries with the embedded reward ports labelled 1-8. The black, filled 

dot depicts the trigger position of an example trial. After disregarding all ports with a 

distance shorter than the arena radius (40 cm) to the trigger location (all ports that lie 

within the orange circle), the two reward ports closest to the trigger location are 

selected as potential reward ports (depicted by the circle around port 4 and 7), of 

which one of them is randomly selected as the baited reward port of this given trial 

(depicted by the yellow, filled circle around port 4).  

 

2.4.10 Trigger placement 

For the placement of the visible-fixed and hidden-fixed triggers, the arena was divided into tertiles. Each 

of the three hidden-fixed trigger locations of the three spatial memory training phases SM1, SM2, and 

SM3, (and visible-fixed trigger locations in the behavioural cohort) were placed in a different tertile, 

whereby each trigger location in each tertile had a different distance to the arena wall: 12 cm, 28 cm and 

20 cm for SM1, SM2 and SM3 (Figure 2.7 A). For the behavioural cohort, a visible-fixed and hidden-fixed 

trigger could not be placed in the same arena tertile for a given training phase (Figure 2.7 B).  

To eliminate the possibility that mice would leave olfactory cues for subsequent animals, the arena floor 

was wiped after each training session with a mild, skin-friendly cleanser, and the trigger placement pattern 

was rotated for each animal individually by a certain rotation factor (an example trigger placement with 

a rotation factor of 60° degrees is shown 2.7). 
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Figure 2.7 Placement of fixed trigger locations 

Schematic depicting the placement of the fixed trigger locations in the arena for the 

three spatial memory training phases (SM1, SM2 and SM3) with an example rotation 

factor of 60° degrees, calculated as the angle between a norm vector [0,1] and a vector 

spanning from the arena center to the first hidden-fixed trigger (HF1). A. Placement of 

the hidden-fixed trigger locations HF1, HF2 and HF3 for animals of the chemogenetic 

cohort. Each hidden-fixed trigger location has a different distance to the arena centre 

(120 mm, 200 mm, or 280 mm). B. Placement of the hidden-fixed (HF) and visible-fixed 

(VF) trigger locations for animals of the behavioural cohort. Each hidden-fixed and 

visible-fixed trigger location has a different distance to the arena centre (120 mm, 200 

mm, or 280 mm), while for each spatial memory training phase (SM1, SM2, and SM3), 

the hidden-fixed and visible-fixed trigger cannot be placed in the same arena tertile. 

 



37 
 

2.4.11 Habituation 

Animals of both cohorts underwent a two-week long recovery period after the surgery. Subsequently, 

mice were habituated to handling by the experimenter and to the arena over a time course of 

approximately one week (Figure 2.1). Each habituation session lasted at least ten minutes during which a 

mouse was held in the experimenter’s gloved hands and then placed into the arena. For the chemogenetic 

cohort, animals were additionally habituated to head-fixation underneath the two-photon microscope 

setup. Animals were first placed on the Styrofoam ball, then accustomed to short head fixation by holding 

the head bar manually for a few seconds, before they were then placed into the head-fixation system of 

the imaging setup for five to ten minutes (for 3-5 consecutive days).  

2.4.12 Pre-training 

In the first week of behavioural training and with food restriction onset, mice underwent a pre-training 

phase (Figure 2.1). This pre-training phase is designed to familiarize the mice with the task structure and 

the reward ports. It habituates animals to the following task specifics: passing through visible trigger 

locations, familiarization to auditory cues (upon trigger entry and correct/incorrect port selection), 

familiarization with light cues (LED light of baited port), and familiarization with operating the reward 

ports (nose-poke to release the liquid reward). To allow animals to learn the association between the 

trigger zone and the corresponding LED light indicating the baited reward port, the pre-training phase is 

split into two protocols: eight-port training (4-10 days) and one-port training (1-2 days). 

During the eight-port training, initially, all ports are baited, meaning that the LED lights of all eight reward 

ports turn on after the first trigger has been traversed. Thus, the mouse can choose from which port to 

retrieve a reward. Once the mouse has visited a port, this port will not be active in the next trial. Therefore, 

with each new trial and reward retrieval, one reward port less is baited with reward and the chance to 

randomly, independently of the light find a correct, baited reward port decreases. Once all eight reward 

ports have been correctly visited and a reward has been retrieved, the training starts anew and all eight 

ports are baited in the next trial. Mice spend at least four days training on the eight-port training. 

Once a mouse has successfully completed at least 35 correct trials that resulted in reward delivery and 

consumption in a given training session, the mouse moves on to one-port training. In this training stage, 

only the LED light of a single baited reward port (see reward port selection) turns on after a successful 

trigger zone visit, which at this stage are all visible. Mice were trained for one to two days on this training 

stage. 

2.4.13 Spatial memory training 

After the pre-training phase, mice move on to the spatial memory training phase (Figure 2.1), where every 

third or fourth trial has a hidden-fixed (invisible to the mouse) trigger zone for the chemogenetic and 

behavioural cohort, respectively (Figure 2.5). The location of these hidden-fixed trigger zones must be 

learnt and remembered by the animals. All mice were trained on three different hidden-fixed trigger 

zones: SM1, SM2, and SM3.   
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2.4.14 Dropout criteria 

All mice that dropped below 35 trials per daily training session following the pre-training phase, and thus 

did not show stable behavioural baseline performance, were excluded in the analysis. In the chemogenetic 

cohort, one mouse was excluded from the analysis, while none of the animals from the behavioural cohort 

met the dropout criterium. 

2.5 Food deprivation 

For food restriction, a reference baseline weight was defined as the average weight of an animal during 

the one-week-long habituation period. During this time mice were weighed daily and had constant ad 

libitum access to food. With the start of the pre-training, the food restriction was started, whereby mice 

were maintained at 85-90% of their reference weight. Each day after the behavioural training session, 

mice received an individually measured amount of food (chow) in addition to the soy milk received during 

the behavioural task. Food restriction lasted for the duration of the behavioural training protocol, but no 

longer than 42 consecutive days. 

2.6 Chemogenetic inactivation 

For chemogenetic inactivation experiments, animals of the chemogenetic cohort were randomly assigned 

to either the control or experimental group. All animals of both groups received an intraperitoneal 

injection of clozapine-N-oxide (CNO; 10 mg kg-1 bodyweight) 45 minutes prior to the Ca2+-imaging session 

to measure the effect of CNO-mediated inactivation of RSC cell activity. During behavioural training, 

animals of the control group received saline injections intraperitoneally 45 minutes before the start of the 

behavioural training, while mice of the experimental group received intraperitoneal injections of CNO (10 

mg kg-1 bodyweight) 45 minutes before start of the behavioural training. There were in total 12 days on 

which animals received injections prior to behavioural training (Figure 2.1 B). 

2.7 In vivo two-photon Ca2+ imaging  

During the imaging session of the chemogenetic cohort prior to the start of the behavioural training 

(Figure 2.1 B), animals were securely positioned in a head-fixed arrangement on top of an air-floating 

Styrofoam ball, enabling the mice to move and run beneath the two-photon imaging system (Thorlabs 

Bergamo II). The imaging setup featured a pulsed femtosecond Ti:Sapphire laser (Spectra Physics MaiTai 

DeepSee laser), tuned to 960 nm for calcium imaging or 1040 nm for structural imaging. Setup 

components included resonant and galvo scanning mirrors, a 16x NA 0.8 immersion objective (Nikon), and 

a piezoelectric stepper for multiplane imaging (4 planes 20μm apart were imaged in each recording 

session). The photon collection pathway incorporated a 720/25 nm short-pass filter followed by a dichroic 

beam-splitter, facilitating simultaneous detection of green and red light using two GaAsP photomultiplier 

tubes (PMTs; Hamamatsu) equipped with either a 500-550 nm or a 572-642 nm bandpass filter. Control 

of the system was executed through ScanImage 4.27 (Pologruto et al., 2003). Ultrasound gel, which was 

diluted with water (3:1) and centrifuged to eliminate air bubbles, was applied on top of the cranial 

window, and the objective was submerged in the gel. The imaging window was shielded from external 

light using strips of tape, and all recordings were conducted in the dark.  
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2.8 Histology and immunohistochemistry 

Subsequent to the last training session, animals of the chemogenetic cohort were anaesthetised and 

transcardially perfused, first, with saline containing lidocaine and heparin (5 mg ml-1 and 2.8 mg ml-1, 

respectively) and, second, with 4% paraformaldehyde (PFA) in PBS. Brains were post-fixed in 4% PFA in 

PBS for at least 72 hours, and subsequently in 30% sucrose for at least 72 hours, at 4 °C. Using a 

microtome, brains were sectioned into 50 μm coronal slices. Slices were stained for mCherry (chicken 

anti-mCherry [1:1000], followed by anti-chicken Alexa 568) and mounted with medium containing DAPI.  

Fluorescent signals from expressed hM4D(Gi)-mCherry, immunohistochemically amplified signals (Alexa 

568), as well as DAPI stain signals were acquired with a ZEISS Axio Scan.Z1 slide scanner microscope. Using 

a confocal microscope (Leica Stellaris, 10x NA 0.4 air objective), four optical sections spaced 3 μm were 

acquired with a resolution of 550 x 550 μm. The different colour channels were acquired using excitation 

lasers for DAPI (excitation at 405 nm, emission at 410-419 nm) and Alexa 568 (excitation at 578 nm, 

emission at 603 nm) (Figure S6). 

2.9 Data analysis 

2.9.1 Analysis of the Ca2+ imaging dataset 

Head-fixed locomotion  

As the running speed of the head-fixed animals on the Styrofoam ball during the control and CNO 

recording sessions was measured in arbitrary values, I set the threshold for detection of running behaviour 

above the 30th percentile of tracked locomotion across all sessions and mice. Subsequently, all frames 

were excluded fell below this threshold when calculating the mean running speed in Matlab (R2020b). 

Ca2+ imaging dataset  

Suite2p was used for frame registration and ROI extraction to obtain the raw fluorescence traces for each 

cell for each recording session separately. Custom-written Matlab software was used for subsequent 

semi-manual matching of cells between the control and CNO recording sessions. Cells that could not be 

matched were excluded from subsequent analysis in Python. The fluorescence baseline was defined as 

the 8th percentile of each cell’s raw fluorescence trace, excluding the initial dark frames at the onset of 

each recording. Df/f was defined as  

𝑟𝑎𝑤 𝑓𝑙𝑢𝑜𝑟𝑒𝑠𝑐𝑒𝑛𝑐𝑒 𝑡𝑟𝑎𝑐𝑒 − 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒

𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
 

Subsequently, the mean df/f for each cell and each recording session was calculated. A modulation index 

was calculated per cell and recording session, which was defined as  

𝑚𝑜𝑑𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑖𝑛𝑑𝑒𝑥 =  
𝑑𝑓/𝑓 𝑐𝑛𝑜 −  𝑑𝑓/𝑓 𝑐𝑜𝑛𝑡𝑟𝑜𝑙

𝑑𝑓/𝑓 𝑐𝑛𝑜 + 𝑑𝑓/𝑓 𝑐𝑜𝑛𝑡𝑟𝑜𝑙
 

Thus, a negative modulation index indicates that the cell was inhibited during the CNO recording session, 

whereas a positive modulation index points toward excitation. To assess whether overall cell activity was 

affected by the intraperitoneal CNO injections, an inhibition vs. excitation ratio was obtained by dividing 
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the number of cells with a negative modulation index (inhibition) with the number of cells that had a 

positive modulation index (excitation) 

𝑟𝑎𝑡𝑖𝑜 =  
𝑖𝑛ℎ𝑖𝑏𝑡𝑖𝑜𝑛

𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛
 

This ratio was used to assess inactivation levels during the CNO recording, where a higher ratio points 

towards high levels of cell inactivation, and a ratio close to 1 indicates a small if any change in RSC cell 

activity.  

2.9.2 Analysis of the behavioural dataset 

The following analysis was performed in Matlab (R2020b). 

Occupancy maps 

The occupancy maps were generated by dividing the mouse's trajectory to the hidden-fixed trigger 

location into spatial bins (15-by-15 bins) and counting the number of occurrences in each bin. The 

resulting raw map was then smoothed using a two-dimensional Gaussian filter (filter size=6, standard 

deviation=0.5) to reduce noise and enhance visual clarity, resulting in a final visual representation of the 

mouse's occupancy in different regions of the behavioural arena. In the chemogenetic cohort, the entire 

trajectory to the hidden-fixed trigger location, starting from the previous trial’s end point to trigger entry, 

was used to produce the occupancy map. For the behavioural cohort, the trajectory to the hidden-fixed 

trigger location, starting from the start search point, was used. 

Active task engagement – start search points 

The start search point (see Results – 3.1.4 Task engagement) along trajectories to the trigger location was 

defined as the last time point where the animal reaches the 5th percentile of running velocity (of a given 

trial) before entering the trigger location. The start search point for the reward port was defined as the 

lowest running velocity point within a time window 0.5 seconds after trigger entrseey. 

Error angles 

The global error angle was defined as the angle between the vector spanning from the trial’s start point 

(for trajectories leading to the trigger position: either the previous trial’s reward point or the start search 

point; for trajectories leading to the port: either the trigger position or the start search point) to the 

current position of the mouse within the arena, and the vector spanning from the trial’s start point to the 

goal position (either the trigger location or the reward port) (see Figure 3.8 A - left).  

The instantaneous error angle was defined as the angle between a vector spanning from the animal’s 

current position to the target position (for trajectories leading to the trigger: the trigger position; for 

trajectories leading to the port: the reward port), and a vector spanning from the animal’s previous 

position to the animal’s position in the current frame, where the animal’s position is recorded using a 

framerate of 240Hz (see Figure 3.8 A - right). 

Angular head velocity 
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The angular head velocity was calculated as the change in azimuth angle (horizontal plane, or yaw) over a 

period of 200 milliseconds and normalised to angular velocity per second. 

Ethograms 

For the session ethogram, mouse head position and orientation in 3D (in x, y, and z), angular head velocity 

(ahv), running speed, running acceleration, were plotted over time, along with the task events: visible or 

hidden trigger zone entry, reward port visit, and reward delivery. Position, rotation, and ahv values were 

smoothed over 500 milliseconds, and running velocity and acceleration were smoothed over 213 

milliseconds using a centred simple moving average. 

For the trial ethograms, mouse running velocity, mouse distance to the trigger zone and baited reward 

port, and shortest Euclidean distance to the trigger zone and baited reward port were plotted over time. 

Velocity was smoothed over 100 milliseconds using a centred simple moving average. 

Path surplus 

Path surplus was defined as the fraction of distance travelled by the mouse from the trial’s start point to 

trigger entry of the Euclidean distance from trial start to trigger entry.  

Statistical analysis 

In this study, statistical analyses were performed using the Wilcoxon rank sum test to assess the 

significance of differences between groups. The Wilcoxon rank sum test was chosen due to its suitability 

for non-normally distributed data or small sample sizes. Assumptions associated with this test include the 

independence of observations and the ability to rank the data. In instances where multiple comparisons 

were conducted, a Bonferroni correction was applied to control for Type I errors. Statistical significance 

was defined as p values below 0.05 (*), 0.01 (**) and 0.001 (***), if not stated otherwise. 
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3. Results 

3.1 Spatial memory task performance 

To study spatial learning and memory in mice, I developed a spatial memory task. In this behavioural 

paradigm, freely moving and behaving animals learn, over the course of several weeks and training 

sessions, to remember the location of three consecutive hidden triggers, which are circular zones located 

within a larger behavioural arena (Figure 2.3). The location of these hidden triggers is not indicated to the 

mice, so that the animal must memorise its location to locate and visit it again. This is made possible, as 

the location of the hidden trigger zones within the arena does not change in a given training period; the 

mice have to learn the location of hidden-fixed triggers. When the mouse successfully enters a hidden 

trigger zone, an LED light turns on at one of the eight reward ports embedded in the arena wall, indicating 

to the mouse which port is baited with reward in this trial. After the mouse has consumed the reward, 

the next trial begins. In every third trial, the trigger zone is invisible and fixed in position (hidden-fixed 

trigger trial). These trials alternate with visible-random trigger trials. In visible-random trigger trials, a 

trigger zone is projected in a random location into the arena with the help of a ceiling mounted projector. 

Mice must follow the light projection to find the visible-random trigger. In correct trials, mice receive a 

small amount of sweetened soy milk at the reward port with the LED light turned on. 

3.1.1  Mice form spatial memories 

I first tested if mice could follow the task structure, and whether they could learn to remember the hidden-

fixed trigger locations. To test this, I trained a cohort of 14 animals over the course of 37 days on three 

different hidden-fixed trigger locations: SM1, SM2, and SM3 (i.e., spatial memory 1, 2, and 3) (Figure 2.1 

B). Each of these hidden-fixed triggers was placed in a different tertile of the arena and had a different 

distance to the arena centre and wall (see Methods – 2.4.10 Trigger placement; and Figure 2.7 A). The 

hidden-fixed trigger zones were placed at different distances from the arena wall to avoid thigmotaxis as 

a potential search strategy across the three different hidden-fixed trigger locations. 

All mice, except one, which met the dropout criteria (see Methods – 2.4.14 Dropout criteria) and was 

subsequently excluded from further analysis, were able to learn the task structure and to recall the 

location of the hidden-fixed trigger zones. Mice underwent a habituation phase (see Methods – 2.4.11 

Habituation), after which mice showed continuous task improvement over the course of the pre-training 

phase (see Methods – 2.4.12 Pre-training), increasing their correct trial count (i.e. trials that resulted in 

the mouse receiving a reward at the end of a trial) in a 20-minute training session from 4.5 ± 0.7 correct 

trials on the first day of training to 124.7 ± 35.7 correct trials on the last day of pre-training (Figure 3.1 A). 

After mice became familiar with the trial structure and the reward delivery mechanism and logic, they 

moved on to the spatial memory training phase (see Methods – 2.4.13 Spatial memory training). During 

this training stage, mice need to remember the location of the hidden-fixed trigger zone in every third 

trial, which is no longer projected into the arena. Mice were trained daily on the task, whereby a training 

session lasted 20 minutes. To quantify task performance, I used the trial count of correct trials per training 

session (133.5 ± 36.1 of correct trials per session during spatial memory training) (Figure 3.1 A) and the 

time needed for the mice to locate the trigger zone in hidden-fixed and visible-random trigger trials 
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separately (7.7 ± 6.3 seconds to visible-random triggers, 8.4 ± 11.3 seconds to hidden-fixed triggers during 

spatial memory training) (Figure 3.1 B). While a small drop in performance was observed during the first 

days of a given training phase when mice were introduced to a new hidden-fixed trigger location (Figure 

3.1 A, on the first day of training on SM1, SM2, and SM3), I found that performance levels remained largely 

stable during the spatial memory training (Figure 3.1, Figure S1, Figure S2). Stable behavioural 

performance was observed both during memory recall, when mice learnt the location of a new hidden-

fixed trigger, and during reversal learning, when the hidden-fixed trigger zone switched from SM1 to SM2, 

and from SM2 to SM3. 

 

 

Figure 3.1. Task performance 

A. Median (± std) trial count throughout pre-training and the spatial memory training 

(three hidden-fixed trigger zones: SM1, SM2, and SM3) (black vertical lines). n=13 

mice. B. Median (± std) time to visible-random (blue) and hidden-fixed (red) trigger 

zones. n=13 mice. 

 

In addition, I plotted the trajectories of hidden-fixed trigger trials per mouse and training session and 

colour-coded the resulting occupancy maps (Figure 3.2). I observed that during training on a particular 

hidden-fixed trigger zone (SM1, SM2, or SM3) occupancy hotspots formed in and around this zone (Figure 

3.2, second row – last day of training). Interestingly, during reversal learning, when the hidden-fixed 

trigger zone moved from one location in the arena to another (SM1 to SM2, and SM2 to SM3), I noticed 

an occupancy hotspot at the previous hidden-fixed trigger zone. For example, as shown in Figure 3.2, on 

the first day of training on SM2, a hotspot formed in the upper right quadrant of the arena, which is where 

the former SM1 hidden-fixed trigger used to be located. Similarly, on the first day of training on SM3, an 

occupancy hotspot can be observed in the former SM2 hidden-fixed trigger zone in the lower left quadrant 

of the arena. These results suggest that mice were able to recall previously learnt spatial memory (location 

of the previous hidden-fixed trigger zone).  
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Figure 3.2 Example occupancy maps 

Example occupancy plots and trajectories (black) of a single mouse for the first (upper 

row) and last (lower row) day of training for the three hidden-fixed trigger zones: SM1, 

SM2, and SM3. Trial start and end points shown as green and red dots, respectively. 

 

I show that mice are capable of learning and remembering the location of three hidden-fixed triggers - 

SM1, SM2, and SM3. In the spatial memory task that I developed, mice were able to acquire spatial 

memories, recall them during subsequent training sessions, and perform reversal learning. 

3.1.2 Low and stable error trial rate 

In each trial, the mouse has to locate the trigger zone (which can be visible or hidden) and retrieve the 

reward from the correct reward port (i.e. the port with the LED light turned on). Mice can make any of 

the following three mistakes in this process, in which case, the trial will be classified as an error trial: 

visiting the wrong port (wrong port - WP), finding the trigger but not visiting any port subsequently 

(trigger-no port - TNP), and not finding the trigger (no trigger - NT) (see Methods – 2.4.7 Error trials). 

At the beginning of the pre-training session, I observed a moderate number of NT error trials, as the mice 

had not yet learnt the general task structure. However, as mice learnt to traverse the trigger zones, the 

number of TNP error trials increased, as animals still needed to learn the association between finding the 

triggers and the subsequent reward to be retrieved at baited ports. Finally, in the last few training sessions 

of the pre-training phase, the number of WP errors rose as the mice needed to learn in a final step that 

only the port with the LED light turned on was baited with reward. To speed up this learning process, mice 

were trained for two days on the one-port training protocol (see Methods – 2.4.12 Pre-training) before 

the start of the spatial memory training. At the beginning of the spatial memory training, the error trial 

rate was low and remained stable throughout the rest of the training protocol (Figure 3.3). 
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Figure 3.3 Error trials 

Error trial count (median in bold) for the three types of error trials: wrong reward port 

(wrong port, red); trigger found, but not reward port (trigger, no port, blue); and no 

trigger found (no trigger, green). n=13 mice. 

 

The three types of error trials - wrong port (WP), trigger-no port (TNP), and no trigger (NT) error trials - 

highlight the evolution of task structure learning, which is particularly highlighted during the pre-training 

phase. On the other hand, during spatial memory training, the error trial rate is low and remains stable 

throughout training. To focus on trials where mice have successfully recalled the memory of the hidden-

fixed trigger location, all error trials were excluded from subsequent analysis. 

3.1.3  Quantifying behavioural task metrics in 3D 

The setup built for the spatial memory task allows for the precise measure and analysis of the behaviour 

of the mice in a 3D space. Mice carry head markers during training, which are attached to a baseplate 

cemented to the mouse head. These infrared reflectors are detected by 3D motion capture cameras 

allowing for the determination of the animal's position and behaviour in a 3D space. 

To gain a better overview of the animal's behaviour during training, I plotted several task metrics in a 

training session ethogram: position coordinates in 3D, head rotation, angular head velocity, running 

velocity and acceleration, as well as task events (Figure 3.4). The inset in Figure 3.4 shows the first three 

trials of an example training session. In the first and second trial the mouse successfully traverses the 

visible-random trigger zones and retrieves the reward from the baited ports. In the third trial, the mouse 

locates the hidden-fixed trigger zone, however, requests the reward from a port that is not baited. This 

wrong port (WP) error trial can be read out from the session ethogram by the detection of the hidden 

trigger traversal, the port event and the subsequent absence of a reward event (Figure 3.4 inset, lower 
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plot depicting the task events). It is also noteworthy that the running speed increases as mice approach 

the trigger locations (Figure 3.4 inset, velocity). 

 

Figure 3.4 Example session ethogram 

Ethogram of an example training session (duration of an entire session is 20 minutes, 

zoom-in shows a 38-second snippet) showing mouse head position and orientation in 

3D (in x, y, and z), angular head velocity (ahv), running speed, running acceleration, 

and the task events: visible or hidden trigger zone entry, reward port visit, and reward 

delivery over time. 

 

3.1.4 Task engagement 

The mice trained on the spatial memory task are food-deprived starting with the onset of the pre-training 

period and thus motivated to perform the task by the prospect of receiving liquid food rewards after a 

successful trial. However, the design of the behavioural paradigm requires a certain level of intrinsic 

motivation as it also allows for mice to spend as much time as desired sitting still, not moving around in 

the arena to locate the trigger zones. The task design implements no punishment for this disengagement 

in the task other than mice having less time to find trigger locations and baited reward ports, thereby 

reducing the amount of reward received in a given training session. I noticed that the mice spent 

considerable time grooming or consuming the reward, as observed in periods with near-zero velocity 
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values and unchanging x, y, and z coordinates most often observed immediately after reward delivery 

(Figure 3.4). It is therefore left to the mice to decide when to start the next trial and to actively search for 

the current trial’s trigger location. Task metrics such as time to trigger, trial duration, and time to port 

(Figure 3.1 B, Figure S1) are measured from the last trial's port entry and are therefore likely to include 

times when the animal is not actively engaged in the task but instead is grooming or consuming the 

reward. To address this issue and to account for this confounder in task timings and durations, I aimed to 

answer the question: When do mice start actively looking for the next trigger location? 

To address this question, I plotted ethograms of individual trials (of variable lengths) to see if I could 

determine the time point at which mice start a new trial by actively looking for the trigger location. 

Specifically, I looked at running velocity, mouse distance as well as Euclidean distance to the trigger and 

baited reward port, and trial time (Figure 3.5). 
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Figure 3.5 Example trial ethograms 

Ethogram of two example trials with either a visible-random (A) or hidden-fixed (B) 

trigger location. (Top) Mouse trajectory starting at the last trial’s reward port (start, 

square), through trigger zone traversal (trigger, circle; in A, trajectory to the visible 

trigger in blue; B, trajectory to the hidden trigger in red), and ending at the given trial’s 

baited reward port (reward, triangle). (Bottom) Mouse running velocity, mouse 

distance to the trigger zone and baited reward port, and shortest Euclidean distance 

to the trigger zone and baited reward port plotted against time. Values corresponding 

to the trajectory to the trigger zone are shown in dark blue, and to the reward port in 

green. The pink and red asterisks denote the start search time points for trajectories 

leading to the trigger zone and the reward port, respectively. The examples shown 

here depict correct trials that resulted in reward delivery at the end of the trial.  

 

First, I find that animals spent a large fraction of the trial duration consuming the reward and/or grooming 

and were thus not actively engaged in the next trial. This is evident in the example trial ethograms by the 

low running velocity, with values close to zero for large fractions of the trial. This disengagement in the 

task can be further seen by the distance between mouse position and the trigger, which does not decrease 

for the first seconds of the trial. The start of the active search for the trigger location becomes visible 

when the mouse speeds up (increased velocity) and the distance to the trigger starts decreasing. I thus 

defined the start of active task engagement as the last time point where the mouse reaches the 5th 

percentile of running velocity (of a given trial) before entering the trigger location. In the example trial 

ethogram in Figure 3.5, this active start search point lies at a time point when the mouse is still positioned 
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at the start point, i.e., the previously rewarded port, as the mouse had not yet moved (Figure 3.5 A – top 

panel, pink asterisk in square). By employing this 'start search' point as the beginning of task metrics, such 

as trial-duration or time-to-trigger, more reliable measures of active task engagement can be achieved 

(Figure 3.6). 

 

 

Figure 3.6 Time to trigger 

Median (± std) time to visible-random (blue) and hidden-fixed (red) trigger zones 

measured from the time point of port entry in the previous trial (A) or from the start 

search point of active task engagement (B). n=13 mice. 

 

Second, I find that mice tend to overshoot the trigger location. This overshooting was most often observed 

in hidden-fixed trigger trials (Figure 3.5 B – top panel) and can be explained by the absence of visual 

feedback as to whether the hidden trigger location has been traversed yet. Consequently, the time spent 

overshooting the trigger location is included in time measurements, such as time-to-port. To address this 

second confounder, I defined the time point of the active search for the port as the lowest velocity point 

within a time window of 500 milliseconds after trigger entry (Figure 3.5 B – red asterisk). To test the 

observation that mice predominantly overshoot the trigger location in hidden-fixed trigger trials, I 

measured the distance from the centre of the trigger location to the start search point along the trajectory 

to the port for both visible-random and hidden-fixed trigger trials separately (Figure 3.7 A-C). I find this 

distance to be significantly larger in hidden-fixed trigger trials compared to trajectories from visible-

random trigger zones (first day of training: p < 0.0005 ***; second day of training: p < 0.0005 ***; 

Wilcoxon rank sum test, Bonferroni correction; Figure 3.7 C). 
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Figure 3.7 Trigger precision 

A. Schematic depicting an example trajectory from trial start (square), to trigger 

(circle), and reward port (triangle), and the measurement of the distance from trigger 

centre to start search point (red asterisk). B. Distribution of the individual trials’ 

distances measured from the trigger centre to the start search point for visible-

random (blue) and hidden-fixed (red) trigger trials for the three spatial memory 

training stages: SM1, SM2, and SM3. C. Boxplot comparison of the distance from 

trigger centre to start search point for visible-random (blue) and hidden-fixed (red) 

trigger trials for the 1st training day of all spatial memory training stages. Wilcoxon rank 

sum test, Bonferroni correction. *** p < 0.0005. n=13 mice. 

 

To summarise, I have identified 'start search' points along trajectories of individual trials that serve as time 

points to measure the start of active task engagement to find either the trigger location or the baited 

reward port. These points are necessary to determine the duration and timing of active engagement in 

the task. By identifying these time points, I can eliminate confounding factors, such as time spent 

consuming rewards or grooming, and found a difference between visible-random and hidden-fixed trigger 

trials by measuring trigger precision. 
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3.1.5 Error angles differ between visible and hidden trigger trials 

Next, I set out to quantify and characterise the trajectories leading to the visible-random and hidden-fixed 

trigger zones in more detail. Mice use their vision in order to locate visible-random triggers, while they 

must rely on their memory to find hidden-fixed triggers. I wanted to examine if the difference between 

these two strategies – vision and memory – was reflected in the trajectories by identifying their respective 

error angles. 

I decided to focus on two types of error angles - a global and an instantaneous error angle (Figure 3.8). 

The global error angle is defined as the angle that spans between the vector from the trial start point (i.e. 

the start search point) to the trigger location and the vector from the start point to the current position 

of the mouse. This global error angle thus measures the angle between the position of the mouse and the 

trigger location in relation to where the mouse started the trial, considering mouse location but not 

orientation, or heading direction, of the animal (Figure 3.8 A, left). In contrast, the instantaneous error 

angle is measured as the angle between the current position of the mouse and the trigger location in 

relation to the animal’s position at the previous time point. The instantaneous error angle thus provides 

information about the heading direction of the mouse, but not its general position in relation to start and 

goal point (Figure 3.8 A, right).  

These two error angles thus provide different information about trajectory efficiency, local searches, and 

heading direction. While both these error angles measure the deviance from a straight trajectory from 

the start point to the trigger, the global error angle provides a measure of the overall understanding of 

the mouse as to where the trigger location is, whereas the instantaneous error angle detects smaller 

deviations from a straight trajectory right away. This implies, that if a mouse were to start a trial going in 

the wrong direction that leads away from the trigger (goal) position, the global error angle would be high 

throughout this trial. In contrast, the instantaneous error would start decreasing the moment the mouse 

is correcting its path, facing towards the trigger location. Similarly, during a local search in which the 

mouse is close to the hidden-fixed trigger location, but requires a number of smaller left and right turns 

to eventually enter the invisible trigger zone, the global error angle would not be able to detect these 

small changes in heading direction while the instantaneous error angle would remain high throughout this 

focal search (Figure 3.8 B).  
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Figure 3.8 Error angle definition and example 

A. Schematic of the global (left) and instantaneous (right) error angle calculation. B. 

Example trajectory of a single trial of an example mouse. Colour-coded global (left) 

and instantaneous (right) error angle. The example shown here depicts a correct trial 

that resulted in reward delivery at the end of a hidden-fixed trial. 

 

I calculated the mean values of both the global and instantaneous error angle from the start search point 

to trigger entry for visible-random and hidden-fixed trigger trajectories, separately. I find higher global 

error angles in visible-random trigger trial trajectories (p < 0.0005 *** on the first day of training; p < 

0.0005 *** on the second day of training; Wilcoxon rank sum test, Bonferroni correction, n=13 mice; 

Figure 3.9 A, left) and higher instantaneous error angles in trajectories leading to hidden-fixed triggers (p 

< 0.0005 *** on the first day of training; p < 0.0005 *** on the second day of training; Wilcoxon rank sum 

test, Bonferroni correction, n=13 mice; Figure 3.9 A, right). 

As a control, I calculated the mean error angle of trajectories leading to the reward port, as measured 

from the start search point to port entry. In all trial types, hidden-fixed or visible-random, mice need to 

use their vision to navigate to the indicated reward port, which is why I expected the error angles along 

the trajectory to the reward port to be similar across hidden-fixed and visible-random trigger trials. 
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Indeed, I do not find a significant difference in instantaneous error angle between visible-random and 

hidden-fixed trigger trials (p = 0.32 on the first day of training; p = 0.33 on the second day of training; 

Wilcoxon rank sum test, Bonferroni correction, n=13 mice; Figure 3.9 B, lower right distribution). 

Interestingly, I find significantly higher global error angle trajectories leading to the port in visible-random 

trials (p < 0.0005 *** on the first day of training; p < 0.0005 on the second day of training; Wilcoxon rank 

sum test, Bonferroni correction, n=13 mice; Figure 3.9 B, lower left distribution). I hypothesised that the 

higher global error angle could be explained by mice running a curved, instead of a straight, trajectory to 

visible-random triggers (Figure 3.11). Mice can adjust their path along their way to the visible-random 

trigger as they receive visual feedback, and subsequently continue this curved trajectory en route to the 

reward port. This is in contrast to the high instantaneous error angles leading to the hidden-fixed trigger, 

where mice often perform a local search near the hidden trigger location until they eventually enter the 

trigger zone (Figure 3.11; and see Figure 3.8 B for an example for a local search near the hidden-fixed 

trigger zone). 
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Figure 3.9 Error angles of trajectories leading to triggers and ports 

A. Boxplot comparing error angles (global, left; instantaneous, right) between visible-

random (blue) and hidden-fixed (red) trigger trials for the first and second day of new 

hidden trigger presentations. Wilcoxon rank sum test, Bonferroni correction, *** p < 

0.0005. n=13 mice. B. Distribution of global (left) and instantaneous (right) error angles 

of trajectories leading to the trigger zone (upper) and to the port (lower) for an 

example training day (first day of SM1 training). Blue, visible-random trigger 

trajectories; red, hidden-fixed trigger trajectories. n=13 mice. 

 

This hypothesis is supported by a significantly higher mean angular head velocity measured from the start 

search point to trigger entry in trials with a visible-random trigger zone compared to hidden-fixed trigger 

trials (p < 0.0005 *** on the first day of training; p < 0.0005 *** on the second day of training; Wilcoxon 

rank sum test, Bonferroni correction, n=13 mice. Figure 3.10, left), a difference I found to be significantly 

different along the trajectory to the port on the second, but not on the first day of training (p = 0.087 on 

the first day of training; p = 0.005 ** on the second day of training; Wilcoxon rank sum test, Bonferroni 

correction, n=13 mice. Figure 3.10 A, right). Again, these differences in angular head velocity could be 

explained by continuously curved trajectories leading to the visible-random trigger and ultimately to the 

reward port (but see, Figure 3.10 right panel. There is no significant difference in angular head velocity on 

the first day of training between visible-random and hidden-fixed trigger trials). 
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Figure 3.10 Angular head velocity 

Mean angular head velocity (ahv) measured from the start search point to trigger (left) 

and to port (right) for visible-random (blue) and hidden-fixed (red) trigger trials. 

Wilcoxon rank sum test, Bonferroni correction, *** p < 0.0005, ** p < 0.005. n=13 mice. 

 

In summary, I find high global error angles in trajectories leading to visible-random triggers, and high 

instantaneous error angles to hidden-fixed triggers. This difference in error angles can be explained by 

mice running curved trajectories to visible-random triggers (a curved trajectory that continues to the 

reward port), and by the local search when mice were searching for the hidden-fixed trigger (Figure 3.8 

B). Overall, I show that error angles work well as task metrics for capturing the difference between these 

two trajectory types. Error angles characterise the trajectories to visible-random and hidden-fixed trigger 

zones better than time measurements, such as time-to-trigger and time-to-port (Figure S3). Here, I only 

observe a significant difference between visible-random and hidden-fixed trigger trials on the second day 

of training during the trigger search only (to trigger: p = 0.09 on the first day of training; p = 0.02 * on the 

second day of training; to port: p = 0.88 on the first of training; p = 0.65 on the second day of training; 

Wilcoxon rank sum test, Bonferroni correction, n=13 mice. Figure S3). 
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Figure 3.11 Schematic of error angle hypothesis 

Schematic of the different trajectories to memory-guided hidden-fixed (HF, orange) 

and visible-random (VR, blue) trigger zones. 

 

3.1.6  Summary 

I have designed and built a setup that enables us to track the position and rotations of mice in a 3D space, 

allowing us to measure various parameters related to their performance on a spatial memory task I 

developed. During this task, mice learn the location of hidden-fixed trigger zones and are able to recall 

their position within the arena on subsequent training days, as well as perform reversal learning. Overall, 

mice show consistent performance on the task, with a small number of error trials. I have identified 

specific points in time during the trial when mice start displaying active task engagement, as well as error 

angles that correspond to their search for visible-random and hidden-fixed trigger zones. I found that 

trajectories to visible-random triggers tend to have larger global error angles, while those to hidden-fixed 

triggers have larger instantaneous error angles. These metrics allow us to quantify and distinguish 

between curved trajectories to visible-random triggers and local searches near hidden-fixed triggers. 
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3.2 Chemogenetic inhibition of RSC activity 

In a next step, I wanted to investigate RSC’s role in the spatial memory task. Specifically, I asked if animals 

could still learn and acquire spatial memories when RSC activity is chemogenetically inactivated (Figure 

2.1 B). I expressed inhibitory DREADDs in excitatory neurons in both granular and dysgranular RSC in all 

animals of the chemogenetic cohort (n=13 mice). 

3.2.1  DREADD/CNO-mediated reduction in RSC cell activity  

To test that CNO injections led to DREADD-mediated inactivation of RSC cell activity, I imaged calcium 

activity in 12 out of 13 mice prior to the start of the behavioural training. I recorded RSC neuronal activity 

in two settings: under control conditions (no injection) and after intraperitoneal CNO injections. To 

compare neuronal activity under these two conditions, I controlled that the same region was imaged in 

the two imaging sessions by re-finding the same neurons using the blood vessel pattern as landmarks for 

orientation (Figure 3.12).  

 

 

Figure 3.12 Example imaging planes 

Two-photon imaging field of view of an example mouse. Animals were Ca2+ imaged 

under both control (left column, green) and CNO (middle column, red) conditions. The 

blood vessel pattern was used to re-find the same FOV and cells across the two 

imaging sessions, during each a z-stack consisting of four planes (only plane is shown 

here) was obtained. The overlay of the two recordings is shown on the right. 

 

To control for locomotion-induced, rather than DREADD/CNO-mediated, changes in cell activity I 

compared the running behaviour of the head-fixed mice on the Styrofoam ball during the control and CNO 

recording sessions. Running behaviour was indistinguishable between the control and CNO recording 

sessions and the mean running speed per mouse compared between these two conditions did not 

significantly differ (p = 0.98, Wilcoxon rank sum test. n=12 mice. Figure 3.13). Therefore, locomotion and 

running behaviour were excluded as confounding factors in neural activity changes. 
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Figure 3.13 Locomotion during Ca2+-imaging session 

A. Fraction of frames that lie above the defined running threshold (30th percentile) per 

mouse and recording session (control vs. CNO) and were thus included in the 

calculation of mean running speed. P=0.54, Wilcoxon rank sum test. n=12 mice. B. 

Mean running speed per mouse on the Styrofoam ball during the control and CNO 

Ca2+-imaging session (arbitrary units). P=0.98, Wilcoxon rank sum test. n=12 mice. 

 

For ROI extraction Suite2p was used, whereby the red channel, detecting mCherry co-expressed with 

inhibitory DREADDs, was used as a structural marker for image registration and motion correction, while 

the green channel detecting GcAMP6s signal served as an indicator for neuronal activity.  

Whenever possible, I semi-automatically matched the recorded cells from the control imaging session 

with those of the CNO imaging session using custom-written software to investigate neuronal activity 

change on a single-cell basis (11 out of 12 mice). The mean df/f values were calculated for each cell and 

recording session individually and compared across the two recording sessions (Figure 3.14 A). A 

modulation index (see Methods – 2.8.1 Analysis of the Ca2+ imaging dataset) was used to determine if a 

cell showed higher levels of excitation or inhibition during CNO recording conditions. Using this 

modulation index, I calculated the excitation vs. inhibition ratio, which I found to be higher when 

comparing cell activity during control and CNO conditions (Figure 3.14 A, B). As a control, I compared the 

first with the second half of either only the control recording session, or only the CNO recording session, 

where I observed lower inhibition vs. excitation ratios (Figure 3.14 C), pointing towards an overall 

reduction of cell activity following i.p. CNO injections and thus successful DREADD/CNO-mediated, 

chemogenetic inactivation of RSC activity. 
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Figure 3.14 Chemogenetic inactivation of RSC activity  

A. Mean df/f values of all cells recorded and cell-matched across the control and CNO 

Ca2+ imaging session of an example mouse. p < 0.001 ***, Wilcoxon rank sum test. 

n=104 cells. B. Distribution of the modulation indices of all detected and cell-matched 

cells from the control and CNO Ca2+ imaging session of the example mouse from A. 

Negative and positive modulation index values indicate inhibition and excitation of cell 

activity in the CNO recording session compared to the control recording, respectively. 

n=104 cells. C. Inhibition/excitation ratio for the control vs. CNO recording session 

(left), 1st half vs. 2nd half of the control session (centre), and 1st half vs. 2nd half of the 

CNO recording session (right). n=11 mice. 

 

3.2.2 Mice form spatial memories under CNO conditions 

After the Ca2+ imaging session, mice started the pre-training and subsequent spatial memory training. A 

cohort of 13 animals was split into two groups: a control (7 mice) and experimental (6 mice) group, which 

received intraperitoneal saline or CNO injections prior to selected training sessions, respectively. The 

training days on which animals received injections were chosen in such a way that the effect of RSC 

inactivation could be observed during memory acquisition, memory retrieval and during reversal learning 

(Figure 2.1 B). 

To compare overall task performance between the control and CNO groups, I counted correct and 

incorrect trials per training session, as well as the time it took mice to locate the hidden-fixed trigger 

zones. I find comparable behaviour between the two group without significant differences in these 

behavioural metrics (Figure 3.15 A-E).  
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Figure 3.15 Task performance under control and CNO conditions 

Correct trial count per session for animals of the control (A) and CNO (B) group. Error 

trial count per session (median in bold), separated for error trial type (wrong port, red; 
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trigger, no port, blue; no trigger, green), for animals of the control (C) and CNO (D) 

group. Error trial count for animals of the control and experimental group separated 

by days on which they received saline/CNO injections prior to the training session (E). 

 

I further plotted occupancy maps to investigate memory acquisition, recall and reversal learning more 

qualitatively. Occupancy maps look comparable between animals of the control and CNO group (Figure 

3.16 A-B). As observed and described previously (Figure 3.2), hotspots form where the hidden-fixed trigger 

location is placed (memory acquisition; last days of training in Figure 3.16). These hotspots initially remain 

in the same place when the hidden-fixed trigger location changes (memory recall; first days of training on 

SM2 and SM3 in Figure 3.16), however form anew in the place where the new hidden-fixed trigger location 

is located (reversal learning; last days of training on SM2 and SM3 in Figure 3.16). 
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Figure 3.16 Occupancy map examples of a control and experimental mouse 
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Example occupancy plots and trajectories (black) of a mouse from the control (A) and 

a mouse from the CNO (B) group. First and last days of training for the different 

training stages and the three hidden-fixed trigger zones (SM1, SM2, and SM3). First 

and last days of training on which animals received saline (control group, A) or CNO 

(experimental group, B) i.p. injections are shown in a black box. Trial start and end 

points shown as green and red dots, respectively. 

 

To investigate whether animals change their behaviour and/or running trajectories when re-locating the 

hidden-fixed trigger locations when RSC is inactivated, I calculated the mean global and mean 

instantaneous error angle along the trajectory to hidden-fixed and visible-random triggers (measured 

from the start search point). No significant differences in either instantaneous (for trajectories leading to 

hidden-fixed triggers: p = 0.70 on the first day of training; p = 0.70 on the second day of training; Wilcoxon 

rank sum test, Bonferroni correction; Figure 3.17 A; for trajectories leading to visible-random triggers: p 

= 0.40 on the first day of training; p = 0.24 on the second day of training; Wilcoxon rank sum test, 

Bonferroni correction) or global error angle (for trajectories leading to hidden-fixed triggers: p = 0.90 on 

the first day of training; p = 0.30 on the second day of training; Wilcoxon rank sum test, Bonferroni 

correction; Figure 3.17 B; for trajectories leading to visible-random triggers: p = 0.18 on the first day of 

training; p = 0.09 on the second day of training; Wilcoxon rank sum test, Bonferroni correction. n=7 mice 

for the control group, n=6 mice for the CNO group) between animals of the control and CNO group was 

detected.  

 

 

Figure 3.17 Error angles under control and CNO conditions 

Boxplots comparing the instantaneous (A) and global (B) error angle of trajectories 

leading hidden-fixed triggers between animals of the control (green) and CNO (pink) 

group for the first and second day of training on SM1, SM2, and SM3. Wilcoxon rank 

sum test, Bonferroni correction. n=13 mice. 
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3.2.3  Summary 

In summary, I conclude that chemogenetic inhibition was successful as I observe a reduction in RSC cell 

activity under CNO conditions, compared to control conditions. However, there were no behavioural 

differences in task performance (correct/incorrect trial count per training session and 

instantaneous/global error angle to hidden-fixed or visible-random triggers) comparing animals that 

received CNO or saline injections prior to behavioural training, indicating that mice can still perform the 

spatial memory task when RSC activity is inactivated. 
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3.3 Comparing memory-guided and visually-guided navigation 

Next, I aimed to compare task performance between vision-guided (visible trigger) and memory-guided 

(hidden trigger) trials. In the previous cohort, animals were only able to use vision to find the randomly 

placed visible trigger zones, whereas they had to rely on memory to find the hidden-fixed trigger zones, 

since no visual indication of the hidden trigger location was provided. Therefore, I wondered whether 

these two conditions – vision-guided and memory-guided – could lead to different navigation strategies, 

potentially also explaining the higher global error angles in visible-random trigger trials and higher 

instantaneous error angles in hidden-fixed trigger trials observed in the previous cohort. However, in 

order to compare these two navigation strategies, there needs to be a condition under which animals can 

choose between vision-guided and memory-guided navigation.  

3.3.1 Introduction of visible-fixed trigger zones 

To test this, I trained a new cohort of eight mice (five female and three male mice) on the spatial memory 

task. As this cohort was intended for a purely behavioural assessment, only a head-mounted baseplate 

was implanted during surgery, which is necessary to attach the head-mounted IR reflectors for position 

tracking. I trained the animals for five days each on three different hidden trigger locations that were fixed 

in position - SM1, SM2, and SM3 (Figure 2.1 A). To test whether memory-guided navigation can improve 

task performance also in visually-guided trials, I introduced a new trial type in addition to hidden-fixed 

and visible-random trigger trials. This new trial type involved a visible, fixed trigger zone allowing mice to 

rely on either vision or memory to locate it. That was made possible as this trigger zone was projected 

into the arena, and its location did not change for a given training period. I modified the training session 

from a three-trial structure to a four-trial structure, alternating between a visible-fixed and hidden-fixed 

trigger zone for every other trial. These fixed-trigger trials were interleaved with visible-random trigger 

trials (Figure 2.5 B).  

3.3.2 Comparable behavioural metrics in both cohorts 

I first determined whether the mice had learnt to perform the task and could remember the location of 

hidden-fixed trigger zones. To assess this, I quantified the number of correct and error trials during the 

pre-training and spatial memory training periods (Figure 3.18). I then performed a qualitative analysis and 

compared these values with the trial counts from the previous, chemogenetic cohort, where similar task 

performance was observed. In both cohorts, animals displayed increased error trials during the pre-

training phase, which decreased during the one-port training of the pre-training and remained low 

through the spatial memory training on SM1, SM2, and SM3 (Figure 3.18 C, D). 

Furthermore, animals from both cohorts showed stable behavioural performance throughout the spatial 

memory training, with a mean trial count of 130 ± 32 trials in the behaviour cohort, and 153 ± 43 trials for 

animals of the chemogenetic cohort (Figure 3.18 A-B). The mean error trial count throughout spatial 

memory training was below 5 per session with a similar standard deviation observed in both cohorts (5.0 

± 3.9 error trials in the behavioural cohort, and 3.9 ± 3.6 error trials in the chemogenetic cohort) (Figure 

3.18 C-D). 
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Figure 3.18 Trial count comparison of the behavioural and chemogenetic cohort 

Number of correct trials per mouse and training session throughout pre-training (PT) 

and spatial memory training (SM1, SM2, and SM3) for the behavioural (A) and 

chemogenetic (B) cohort. Error trial count, separated by type of error (wrong-port in 

red, trigger-no-port in blue, and no-trigger in green), shown for the pre-training (PT) 

and spatial memory training (SM1, SM2, and SM3) phases for the behavioural (C) and 

chemogenetic (D) cohort. Median values are shown in darker colours, whereas 

individual mouse values are shown in fainter colours. N=8 mice for the behaviour 

cohort, n=13 mice for the chemogenetic cohort. 

 

Mice were able to acquire spatial memories, recall them during later training sessions, and also learn to 

reverse previously learnt behaviour, as demonstrated by the occupancy maps of individual training 

sessions (Figure 3.19). Occupancy hotspots that formed near and around the hidden-fixed trigger zone 

during training on a particular hidden-fixed trigger zone provide evidence of this phenomenon, i.e. 

memory. On the first day of training on a new hidden-fixed trigger location, I observed an occupancy 

hotspot in the area where the previous hidden-fixed trigger zone used to be (i.e., memory recall). That is, 

an occupancy hotspot is observed on day 1 of SM2 and SM3 training at the location where the hidden-
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fixed trigger used to be during SM1 and SM2 training, respectively. Additionally, new hotspots were 

observed when animals were trained longer on new hidden-fixed trigger locations (i.e., reversal learning). 

These new hotspots became apparent on day 3, 4 and 5 of a given training stage. This reversal learning 

process was repeated twice: first by changing the hidden trigger zone from SM1 to SM2, and then from 

SM2 to SM3. 

 

 

Figure 3.19 Example occupancy maps of the spatial memory training 

Occupancy maps calculated from hidden-fixed trigger trials only for each training 

session (day 1-5) for the three spatial memory training stages (SM1, SM2, and SM3) of 

an example mouse (AN_230319_3). Yellow areas show higher occupancy. 

 

Over the course of the five-day training sessions per SM1, SM2 and SM3, mice showed continuous 

improvement in task performance. I assessed this task improvement by individually analysing the trial 

duration for the three trial types – visible-random, visible-fixed, and hidden-fixed (Figure 3.20). I find a 

more prominent difference in trial duration between visible and hidden trigger trials on the first day of 

training, compared to the last day (examples are shown for SM1 and SM3 in Figure 3.20). Furthermore, 

the difference in trial duration between visible and hidden trigger trials is more prominent in SM1 training 

than for SM3 on both the first and last day of training (SM1: vr vs. hf: p = 0.003 * on the first day of training, 
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p = 0.003 * on the last day of training; vf vs. hf: p = 0.003 * on the first day of training, p = 0.003 on the 

last day of training; SM3: vr vs. hf: p = 0.0002 ** on the first day of training, p = 0.02 on the last day of 

training; vf vs. hf: p = 0.0002 ** on the first day of training, p = 0.13 on the last day of training; Wilcoxon 

rank sum test, Bonferroni correction, n=8 mice), showing that mice exhibit task improvement with each 

new hidden-fixed trigger location they are trained on. Additionally, I looked at more direct, time-

independent task metrics such as path surplus, which measures the fraction of the distance travelled by 

the mouse in relation to the Euclidean distance from the trial start point to the point of trigger entry. This 

new task metric, path surplus, supports previous results (SM1: vr vs. hf: p = 0.0002 ** on the first day of 

training, p = 0.004 * on the last day of training; vf vs. hf: p = 0.0002 ** on the first day of training, p = 0.002 

* on the last day of training; SM3: vr vs. hf: p = 0.0003 ** on the first day of training, p = 0.08 on the last 

day of training; vf vs. hf: p = 0.002 * on the first day of training, p = 0.13 on the last day of training; 

Wilcoxon rank sum test, Bonferroni correction, n=8 mice), where mice improve task performance both 

over the course of the five training days, as well with each training on a new hidden-fixed trigger position 

(Figure S4). However, no significant differences were observed between visible-random and visible-fixed 

trigger trials.  

 

 

Figure 3.20 Trial duration as a metric for task performance 

Trial duration, as measured from trial start to port entry, for the first and last (5th) day 

of training shown for SM1 (upper row) and SM3 (lower row) as empirical cumulative 

distribution function (ecdf) (left) and boxplot (right), Wilcoxon rank sum test, 

Bonferroni correction, ** p<0.0016, * p<0.008. n = 8 mice. 
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3.3.3 Mice only use memory-guided navigation in the absence of visual information 

To characterise the trajectories leading to the visible-random, visible-fixed, and hidden-fixed trigger 

locations, I determined if the error angle results from the chemogenetic cohort could be reproduced in 

the behavioural cohort. And, if so, if trajectories to the visible-fixed trigger zone display a greater 

resemblance to vision-guided trajectories (visible-random trigger trials) or memory-guided trajectories 

(hidden-fixed trigger trials). 

These findings are consistent with previous results, showing a higher mean instantaneous error angle, as 

measured from the start search point to trigger entry, during hidden-fixed trigger trials compared to 

visible-random and visible-fixed trigger trajectories types (vr vs. hf: p = 0.00007 *** (day 1), p = 0.0003 ** 

(day 2), p = 0.0009 ** (day 5); vf vs. hf: p = 0.002 * (day 1), p = 0.03 (day 2), p = 0.002 * (day 5); Wilcoxon 

rank sum test, Bonferroni correction, n=8 mice) (Figure 3.21 A-B). These results suggest that mice rely 

mainly on vision to locate the visible-fixed trigger locations, as there is no significant difference between 

visible-random and visible-fixed trigger trajectories. Similar to the chemogenetic cohort, I did not find any 

significant differences in the mean instantaneous error angle along the trajectory from the start search 

point to the reward port entry across all the different trial types (Figure 3.21 B). 

I further find a higher mean global error angle in visible trigger trajectories when comparing trajectories 

from the start search point to trigger entry (Figure 3.21 C-D). This difference between hidden-fixed and 

visible trigger trials is significant (vr vs. hf: p = 0.00006 *** (day 1), p = 0.0003 ** (day 2); vf vs. hf: p = 

0.00201 * (day 1), p = 0.002 * (day 2); Wilcoxon rank sum test, Bonferroni correction, n=8 mice), but not 

on the last day of training (vr vs. hf: p = 0.017 (day 5); vf vs. hf: p = 0.2 (day 5); Wilcoxon rank sum test, 

Bonferroni correction, n=8 mice); Figure 3.21 D). In addition, there is no significant difference between 

visible-random and visible-fixed trigger trajectories on any training day. This further supports the 

hypothesis that mice use their vision to locate the visible-fixed trigger zone. As a control, I obtained the 

mean global error angle from the start search point to the port entry (Figure 3.21 D). I found that there 

were significantly higher mean global error angles along the trajectory leading to the port in visible than 

in hidden trigger trials on the first days of training (vr vs. hf: p = 0.002 * (day 1), p = 0.02 (day 2), p = 0.19  

(day 5); vf vs. hf: p = 0.002 * (day 1), p = 0.14 (day 2), p = 0.04 (day 5); Wilcoxon rank sum test, Bonferroni 

correction, n=8 mice; Figure 3.21 D), which is consistent with the results obtained from the chemogenetic 

cohort. As suggested earlier, this phenomenon could be explained by continued curved trajectories that 

pass through the visible trigger and extend to the reward port.  
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Figure 3.21 Error angles of different trial types 

A. Distribution of the mean instantaneous error angle, as measured from the start 

search point to trigger entry, for visible-random (vr, blue), visible-fixed (vf, green), and 

hidden-fixed (hf, red) trigger trials. B. Boxplot comparison of the mean instantaneous 
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error angle for visible-random, visible-fixed, and hidden-fixed trigger trials, as 

measured along the trajectory to the trigger (start search point to trigger entry) (left) 

and to the port (start search point to port entry) (right). C. Distribution of the mean 

global error angle measure from start search point to trigger entry for the three trial 

types. D. Boxplot comparison of the mean global error angle for the different trial 

types, for both the trajectory to the trigger (left) and to the port (right), measured 

from the start search point. Wilcoxon rank sum test, Bonferroni correction, *** 

p<0.00011, ** p<0.0011, * p<0.0055. n = 8 mice. 

 

3.3.4 Summary 

I conducted a set of experiments to compare the task performance of mice when relying on either vision 

(visible trigger trials) or memory (hidden trigger trials). To do so, I trained a new cohort of mice on the 

spatial memory task, allowing them to rely on either vision or memory by introducing a new trial type 

with a visible, fixed trigger location. I found that mice were able to remember the location of the hidden-

fixed trigger zones and performed similarly to the previous cohort. I used error angles to characterise and 

quantify trajectories and were able to reproduce previously observed error angle patterns. I discovered 

that mice exhibited higher instantaneous error angles during hidden-fixed trigger trials and higher global 

error angles during visible-random and visible-fixed trigger trajectories. Since there was no significant 

difference between the visible-random and visible-fixed trigger trajectories, I hypothesised that mice 

relied primarily on vision to locate the visible-fixed trigger locations and that there was no memory 

component involved in these trials, indicating that mice only use memory-guided navigation strategies 

when they cannot use visual information.  
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3.4 Manipulation of arena cues and trigger placement 

My next objective was to investigate the visual information animals rely on when using vision-guided 

navigation strategies. Specifically, I set out to test whether the animal’s memory of the learnt trigger 

locations is anchored to the arena cues. This would imply that the spatial memories the mice had formed 

during task acquisition are allocentric, and not egocentric. 

Therefore, to test this hypothesis, I performed a set of manipulations. Initially, I established a stable 

behavioural performance on hidden-fixed trigger location learning during SM3 and SM1. The subsequent 

experiments involved physically rotating the arena cues or reprogramming the trigger projection zones to 

create a "rotated" perception: 

1. Physical rotation of arena cues 

My aim was to determine if spatial memories and, consequently, the occupancy hotspot surrounding the 

hidden trigger location, would rotate in response to the rotation of the arena cues (Figure 3.22 C). I 

achieved this by interchanging each arena cue card with the adjacent one, resulting in a 120-degree 

clockwise rotation of arena cues (Figure 2.4). The rest of the behavioural arena, as well as the relationship 

between distal and proximal arena cues, remained unaltered. 

2. Programmed rotation of all fixed trigger locations (visible-fixed and hidden-fixed) 

To determine whether mice utilised other global landmarks, beyond the arena cues purposely provided 

to them, to form a cognitive map of the arena, arena cues were kept in place (just as they were during the 

spatial memory training, Figure 3.22 B) while hidden-fixed and visible-fixed trigger projection zones were 

reprogrammed so that they underwent a 120-degree counter-clockwise rotation (Figure 3.22 D).  

3. Rotation of the visible-fixed trigger location only 

I recognised the potential for animals to use the visible-fixed trigger location as a point of reference to 

locate the hidden-fixed trigger location. Notably, these two fixed trigger locations maintain a consistent 

distance and orientation (120 degrees counter-clockwise rotation from the visible-fixed to the hidden-

fixed trigger location), even in the case of rotated arena cues. Given the four-trial sequence - vr-vf-vr-hf - 

with the visible-fixed trigger being initially presented, mice could potentially utilise this single trial to 

orient themselves, constructing a new cognitive map of their surroundings independent of the arena 

cues.  To account for this possibility, I rotated the arena cues 120 degrees clockwise (as I did in step 1, 

rotation of arena cues, Figure 3.22 C). In addition, I reprogrammed the visible-fixed trigger location such 

that it rotates 240 degrees counter-clockwise, while retaining the hidden-fixed trigger's original position 

(Figure 3.22 E).  

By manipulating the arena cues and trigger locations, I aimed to determine if spatial memories are 

influenced by the visual environment or if they are independent of it. This allowed me to investigate 

whether the mice relied on their internal perspective or on external cues for navigation and memory 

recall.  
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Figure 3.22 Timeline and logic of arena cue and trigger placement manipulations 

A. Experimental timeline of the arena cue and trigger placement manipulations. Stable 

behavioural task performance was established before the three manipulations – 

rotated arena cues (1), rotated trigger locations (2), and rotated visible-fixed trigger 

(3) - were tested. This set of experiments was performed twice: once for SM3 (left 

column), and subsequently for SM1 (right column) trigger placements. B. Original 

placement of hidden-fixed and visible-fixed trigger locations for SM3 (left) and SM1 

(right). C. Arena cues and trigger positions following the rotation of the arena cues (1). 

The pink dot indicates the position of the hidden-fixed trigger location if mice 

anchored their memory to the arena cues. D. Same as in C, but after re-programming 

and rotation of the fixed trigger locations. The pink dot indicates the location of the 

hidden-fixed trigger if mice anchored their memory to other allocentric cues, besides 

the arena cues. E. Same as in C and D, but after rotation of the visible-fixed trigger 

location. The pink dot indicates the position where mice would look for the hidden-

fixed trigger if they remembered the position of the hidden-fixed trigger in relation to 

the visible-fixed trigger location. CW – clockwise, CCW – counter-clockwise. 

 

3.4.1 Controlling for baseline performance 

After completing the spatial memory training, I controlled for consistent and stable behavioural task 

performance. To achieve this, I calculated both the mean and the standard deviation of the trial count of 

the final three days of training on SM3 prior to the rotation experiments (155.21 ± 27.76 trials per training 

session). Once stable performance was established (Figure 3.22 B), I proceeded to the subsequent phase, 

in which I assessed the animal's response to arena cue and trigger location manipulations (Figure 3.22 A). 

This entailed rotating the arena cues (step 1, Figure 3.22 C), rotating all trigger locations (step 2, Figure 
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3.22 D), and rotating the arena cues and the visible, (but not the hidden) fixed trigger location (step 3, 

Figure 3.22 E). This set of experiments was then repeated with a different arena cue - trigger location 

mapping (SM1). I first confirmed stable baseline performance by training mice on the initial hidden-fixed 

trigger location, SM1, for four to five days, depending on the animal’s individual learning speed and task 

performance. Again, a consistent performance baseline was confirmed for the last three days of this 

training stage (185.58 ± 45.61 trials per training session) before repeating the three arena cue and trigger 

location rotations (steps 1, 2, 3). Each of these steps consisted of a single training session (Figure 3.22 A).  

3.4.2 Mice form allocentric spatial memories 

When comparing baseline and rotated-arena-cue (RAC, step 1) conditions, I observed no discernible 

behavioural differences (Figure 3.23 A-B). I plotted the occupancy of individual mice during hidden-fixed 

trigger trials to determine whether mice searched for the hidden-fixed trigger in the rotated position that 

maintained its relation to the arena cues (Figure 3.23 C). However, I found that the occupancy hotspot did 

not shift with the arena cues (120-degree clockwise rotation) and instead remained at the original trigger 

location. This pattern held true for both repetitions, where mice consistently displayed a higher occupancy 

at the original SM3 and SM1 hidden-fixed trigger locations, but not at the rotated position. These findings 

indicate that spatial memories are not anchored spatially to arena cues. 

Nevertheless, I did observe altered behaviour during rotated-trigger-location (RTL, step 2) conditions. I 

compared trajectories to the visible trigger locations (both random and fixed) with trajectories to the 

hidden-fixed trigger location. In particular, I used the mean instantaneous error angle from the start 

search point to trigger entry as a proxy for behavioural performance. The instantaneous error angle 

quantifies smaller left and right turns often observed during local searches, thereby providing a 

quantifiable proxy for hidden-fixed trigger searches in the incorrect trigger location. I found a significantly 

higher mean instantaneous error angle in trajectories towards hidden-fixed trigger locations in 

comparison to both visible-random and visible-fixed trigger locations (SM3: vr vs. hf: p = 0.0011 *; vf vs. 

hf: p = 0.0003 **; Wilcoxon rank sum test, Bonferroni correction, n=8 mice; Figure 3.23 B, RTL).  Although 

not statistically significant, I similarly observed increased instantaneous error angles during hidden-fixed 

trigger trajectories in the second repetition (SM1: vr vs. hf: p = 0.003 *; vf vs. hf: p = 0.007; Wilcoxon rank 

sum test, Bonferroni correction, n=8 mice). These findings align with the occupancy hotspots of individual 

mice at the 'old', un-rotated trigger location for both the SM3 and SM1 trigger locations (Figure 3.23 C, 

RTL) and are consistent with an allocentric understanding of the arena and the anchoring of spatial 

memories to allocentric landmarks within the environment. 

I identified a higher mean instantaneous error angle in hidden-fixed trigger trials that did not reach 

statistical significance in either repetition (SM3: vr vs. hf: p = 0.0047; vf vs. hf: p = 0.0047; SM1: vr vs. hf: 

p = 0.065; vf vs. hf: p = 0.1605; Wilcoxon rank sum test, Bonferroni correction, n=8 mice) under conditions 

where the visible-fixed trigger location rotated (RVF) in accordance with the arena cues, while the hidden-

fixed trigger location did not (Figure 3.23 A-C). While this could suggest that the visible-fixed trigger serves 

as a more important anchor than the arena cues, this difference in instantaneous error angle might be 

attributed to the confusion of the animals resulting from the previous day's altered placement of the 

hidden-fixed trigger zone during rotated trigger location (RTL) conditions. This interpretation is further 



78 
 

supported by the absence of an occupancy hotspot at the rotated trigger location (Figure 3.23 C, RVF), 

excluding the visible-fixed trigger as a primary anchor point for allocentric navigation. 
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Figure 3.23 Instantaneous error angle during arena cue and trigger location manipulations  

A. Distribution and empirical cumulative distribution function (ecdf) of the mean 

instantaneous error angle for the three trial types (visible-random in blue, visible-fixed 

in green, and hidden-fixed in red) during baseline condition (here shown for SM3 

training), rotated arena cues (RAC), rotated trigger locations (RTL), and rotated visible-

fixed trigger location (RVF) conditions. B. Boxplot comparing the mean instantaneous 

error angle for all three trial types under baseline (SM3) and three manipulation (RAC, 

RTL, and RVF) conditions. C. Occupancy maps calculated from the trajectories during 

hidden-fixed trigger trials of an example mouse during baseline (SM3), RAC, RTL, and 

RVF conditions. Wilcoxon rank sum test, Bonferroni correction, ** p<0.0008, * 

p<0.004. n = 8 mice. 

 

3.4.3 Summary 

By rotating either trigger locations and/or arena cues, I could show that previously formed spatial 

orientations of the arena are not anchored to arena cues, but instead rotate with trigger locations. This 

supports the idea that spatial learning and memory are allocentric, ruling out egocentric spatial learning 

and path integration as possible navigation strategies. Instead, I hypothesized that mice rely on other 

external landmarks in this task to construct a cognitive map of their surrounding environment.  
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3.5 Mice form spatial memories within a single day 

In a final step, I wanted to determine how fast mice can learn the location of a new hidden trigger to 

determine the speed of memory acquisition and reversal learning. In particular, I wanted to find out if 

mice can learn the location of a new hidden-fixed trigger location in a single 20-minute training session to 

investigate their within-day learning abilities. 

To do so, each day, the visible-fixed and hidden-fixed trigger locations were randomly placed in the arena 

in a manner that avoided any overlap between these two fixed trigger locations. The arrangement and 

relation between these two fixed triggers remained consistent for the duration of each training session. 

Consequently, over the course of five consecutive days, mice were trained on five different fixed trigger 

zones – R-SM1, R-SM2, R-SM3, R-SM4 and R-SM5 (Figure 3.24 A). 

Mice were able to learn the location of a new hidden-fixed trigger location within the span of a single 

training session. This is evidenced by occupancy hotspots that formed in each training session in the 

location where the hidden-fixed trigger location has been positioned on that particular day (Figure 3.24 

B). Strikingly, during the five days of training involving random trigger placements, mice displayed an 

ability to recollect the previous day's hidden trigger location. This recollection was so pronounced that 

instances of two occupancy hotspots occasionally became evident (Figure 3.24 B, R-SM2 and R-SM5). 

 

Figure 3.24 Timeline and occupancy maps during random trigger placement 

A. Experimental timeline where mice had learnt the location of a new visible-fixed and 

hidden-fixed trigger location each day for five consecutive training days. B. Occupancy 

maps calculated from the trajectories of hidden-fixed trigger trials of an example 

mouse for the five random hidden-fixed trigger locations – R-SM1-5. Note, that in 

some instances an occupancy hotspot can be seen at the location of the previous day’s 

hidden-trigger position (R-SM2 and R-SM5). 
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Additionally, the observed patterns of error angles observed previously during the spatial memory training 

were successfully replicated during this random-trigger-placement training phase. I find higher 

instantaneous error angle trajectories during hidden-fixed trigger trials compared to visible ones, a trend 

that was consistently significant from the third day of random trigger training until the fifth day  (vr vs. hf: 

p = 0.007 (R-SM1), p = 0.004 (R-SM2), p = 0.001 * (R-SM3), p = 0.003 * (R-SM4), p = 0.003 * (R-SM5); vf vs. 

hf: p = 0.021 (R-SM1), p = 0.004 (R-SM2), p = 0.001 * (R-SM3), p = 0.0006 ** (R-SM4), p = 0.0006  ** (R-

SM5); Wilcoxon rank sum test, Bonferroni correction, n=8 mice; Figure S5 A). In contrast, global error 

angles exhibited a consistent, although not statistically significant, pattern of being overall lower during 

trajectories aimed at hidden-fixed triggers, in comparison to trajectories directed towards the visible 

triggers (vr vs. hf: p = 0.19 (R-SM1), p = 0.32 (R-SM2), p = 0.51 (R-SM3), p = 0.06 (R-SM4), p = 0.03 (R-SM5); 

vf vs. hf: p = 0.19 (R-SM1), p = 0.05 (R-SM2), p = 0.13 (R-SM3), p = 0.16 (R-SM4), p = 0.23 (R-SM5); Wilcoxon 

rank sum test, Bonferroni correction, n=8 mice; Figure S5 B). 

However, while mice were capable to remember a new trigger location each day, overall performance 

levels did not compare with those achieved during longer training periods, e.g. during spatial memory 

training when mice were trained on a single hidden trigger location for five consecutive training days. 

Furthermore, performance appeared to decline over the course of five random-trigger training days. This 

decline in performance manifested through the gradual increase in time required by the mice to locate 

the hidden-fixed, but not the visible triggers, as measured from the start search point to trigger entry (vr 

vs. hf: p = 0.003 * (R-SM1), p = 0.004 (R-SM2), p = 0.0003 ** (R-SM3), p = 0.004 (R-SM4), p = 0.0006 ** (R-

SM5); vf vs. hf: p = 0.007 (R-SM1), p = 0.002 * (R-SM2), p = 0.0002 ** (R-SM3), p = 0.002 * (R-SM4), p = 

0.0002 ** (R-SM5); Wilcoxon rank sum test, Bonferroni correction, n=8 mice; Figure 3.25). 
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Figure 3.25 Task performance during random trigger training 

A. Boxplot comparison of the time to trigger, measured from the start search point to 

trigger entry, for the three trial types (visible-random in blue, visible-fixed in green, 

and hidden-fixed in red) for the five days of random trigger placement training (R-SM1-

5). Wilcoxon rank sum test, Bonferroni correction, ** p<0.0006, * p<0.003. n = 8 mice. 

 

This suggests, that while mice can quickly learn the location of a newly hidden-fixed trigger zone in a single 

training session, their spatial memory may not be as strong or reliable compared to when animals undergo 

longer training periods. Nevertheless, this indicates the possibility of improving the timeline of spatial 

memory training by reducing the number of training days required for each hidden-fixed trigger location 

while increasing the number of reversal learning incidents that can be studied.  
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3.6 Summary 

I designed a spatial memory task and built a behavioural setup that allows for the tracking of mouse 

position and rotation in an arena, and the quantification of behavioural task metrics in 3D with the help 

of a multi-camera 3D tracking system. In this spatial memory task, mice learn to memorize the fixed 

location of hidden trigger zones. Trials with hidden triggers are interleaved with trials with randomly 

placed, visible trigger zones, where mice need to use vision, instead of memory, to navigate to the trigger 

location. I find that mice use different strategies to navigate towards visible-random and hidden-fixed 

trigger zones. They approach hidden-fixed trigger locations with straight-forward (trigger-directed) 

trajectories and often perform a local search near the hidden trigger zone. This is in contrast to visible-

random trigger trials, in which mice typically run curved trajectories towards the trigger zone, as 

quantified by global and instantaneous error angles. I find no significant differences in behaviour and task 

performance between control and experimental animals during chemogenetic inactivation of RSC 

neuronal activity. Upon introduction of a new trial type with a visible trigger zone that is fixed in location, 

to directly test how performance differs between memory-guided (hidden-fixed trigger zone) and vision-

guided (visible-random trigger zone) trials, I find no significant differences to visible-random trigger trials, 

suggesting that mice prefer to rely on vision to locate the trigger zone when given the option between 

memory and vision. I show that mice use allocentric navigation strategies, anchoring their global internal 

map to surrounding, stable landmarks, but not to the arena cues, as demonstrated by a series of arena 

cue rotation and trigger location manipulations. Finally, I show that mice are capable of learning a new 

hidden-fixed trigger location within a single training session, even though task performance levels do not 

reach those of longer training protocols. 

  



86 
 

  



87 
 

4. Discussion 

Spatial cognition is a fundamental cognitive function crucial for survival, enabling mice and other species 

to navigate environments, locate resources, and avoid dangers. Despite extensive research into the neural 

circuits underpinning spatial cognition and learning through various spatial memory tasks, the precise role 

of the RSC in spatial memory remains elusive. This knowledge gap underscores the need for innovative 

behavioural paradigms to address previous spatial memory tasks’ limitations. In this thesis, I introduce a 

novel behavioural paradigm aimed at investigating the contribution of the RSC to spatial learning and 

memory. 

The developed task probes mechanisms of spatial memory formation, retrieval and reversal learning in 

rodents, wherein mice learn the locations of hidden trigger zones within a circular task arena. The setup 

allows dense tracking of animal behaviour in a 3D space and the detailed quantification of task 

performance, whereby key task parameters, such as error angles and active task engagement, were 

identified for assessing learning and task proficiency. Investigations revealed that mice form spatial 

memories even under conditions of RSC neuronal inactivation. Chemogenetic experiments were 

conducted to test RSC’s role in acquiring spatial memory in this behavioural paradigm. Surprisingly, the 

results obtained indicate that RSC inactivation does not hinder task performance across memory 

acquisition, recall, and reversal learning phases. Furthermore, this work elucidates the circumstances 

wherein mice favour memory-guided navigation, highlighting a predominant reliance on visual cues over 

spatial memory when both are available. This underscores the complex interplay between navigational 

strategies and sensory information, emphasising the need for suitable task metrics for behaviour 

quantification. Through manipulations of visual cues and trigger placements, I demonstrated that spatial 

memories formed by mice are allocentric, anchored to stable environmental landmarks other than the 

arena cues. Moreover, mice exhibit the capability to form spatial memories within a single day. 

Collectively, these findings underscore the task's suitability for investigating allocentric spatial learning 

and memory in mice. With rapid task proficiency acquisition, high trial rates, reliable memory formation 

and recall, short pre-training periods, and natural, unrestricted mouse behaviour, this paradigm opens 

new research avenues into the neural substrates of navigation, spatial learning, and memory. 
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4.1 Do mice form spatial memories? 

The spatial memory task outlined in this thesis is well-suited for investigating spatial memory formation, 

recall, and reversal learning. Nevertheless, before employing this task, it is crucial to ascertain whether 

mice have indeed acquired spatial knowledge. I demonstrate the formation of spatial memories by 

identifying several key behavioural metrics, compensating for the absence of a conventional learning 

curve typically used to assess task proficiency. Additionally, as mice are unrestricted in their movement 

and behaviour within the arena during training sessions, I have identified the need to exclude trial times 

of task disengagement and present a possible means to quantify the active task engagement of freely 

behaving animals in this task. Moreover, I propose error angles as a method for quantifying different 

navigation strategies, such as those guided by memory or vision. 

4.1.1 In search of a learning curve 

Generally, in order to ascertain whether an animal has learnt to perform a given behavioural task, it is 

customary to analyse a learning curve. This learning curve typically takes the form of a sigmoidal function, 

depicting the gradual improvement of a specific task metric over time, usually measured in trials or 

training sessions. Depending on the behavioural paradigm, the learning curve is flat at the beginning of 

the training when animals have not yet acquired any memory, followed by a more or less steep 

improvement in task performance as learning progresses. The rate of improvement correlates with the 

speed of learning; hence, faster learning results in a steeper learning curve. In extreme cases of rapid 

learning, such as one-shot learning, where the animal learns within a single trial, the learning curve 

manifests as a step function. Once animals have acquired the task, the learning curve flattens out, 

whereby the resulting plateau indicates consistent and stable task performance. 

In the context of the spatial memory task outlined in this thesis, the presence of a learning curve is less 

apparent. Conventional plotting of task metrics over training sessions (as exemplified in Figure 3.1) does 

not reveal a discernible learning curve. This absence of a well-defined learning curve poses challenges in 

defining the time point at which animals have learnt and acquired spatial memory. Consequently, 

questions arise regarding whether mice have indeed learnt and, if so, how this learning should be 

determined. In this study, I looked at different trial times, trial counts, path surplus, and occupancy to 

confirm that mice have formed spatial memories. 

Trial times 

Commonly used indicators of learning in other spatial memory tasks include trial times (Cain et al., 2006; 

Gawel et al., 2019; Paul et al., 2009). In the context of the spatial memory task discussed here, key time 

parameters include the time taken by an animal to locate the trigger location (time-to-trigger), the time 

taken to collect the reward from the port (time-to-port), and the cumulative trial duration, which 

represents the sum of these two metrics. 

I anticipated to observe a learning curve and task improvement reflected in a gradual decrease in time-

to-trigger, as mice are expected to become faster at locating the hidden trigger zone as they memorise its 
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location within the arena. Conversely, no significant improvement is expected in time-to-port, as this 

metric mainly reflects the response of the mice to a stimulus – that is, running to the port when the light 

signals reward availability. Similarly, the anticipated decrease in time to trigger should also manifest in 

trial duration, given that it encompasses both the time taken to find the trigger and the time needed to 

move to the reward port. 

The development of a learning curve could occur at two stages within the training protocol. First, 

improvements might be observed over the five consecutive days of training on a specific hidden trigger 

location (e.g. within SM1 training). Secondly, one might expect a gradual enhancement throughout the 

spatial memory training, transitioning from SM1 to SM2, and finally to SM3, as animals become more 

proficient, and thus faster, at learning new hidden trigger zones. 

Upon examining the time to trigger, no discernible learning curve is evident throughout the spatial 

memory training phase, nor within an individual training stage (as shown in Figure 3.1 B, and in Figure S2 

B-C). This lack of a learning curve persists despite the expectation of visible task improvement reflected 

in time-to-trigger, particularly in hidden trigger trials, where mice must recall previously learnt spatial 

information. Conversely, no apparent learning curve is observed in time-to-port across the training stages. 

Notably, a subtle improvement is detected in trial duration over individual training days (day 1 to day 5 of 

a given training stage, such as SM1, or SM3), specifically in hidden trigger trials (Figure 3.20). This 

improvement provides evidence that mice have indeed learnt the location of the hidden trigger zone, 

despite the lacking learning curve. Additionally, task improvement and a trial duration reduction are 

observed throughout the training stages (from SM1 to SM3), albeit not consistently clear (Figure S1 A). 

In contrast, most of these task metrics exhibit a learning curve during the pre-training phase, where mice 

are familiarised with the task structure. In this initial stage, spatial learning is not involved as all trigger 

zones are visible and indicated to the mouse, prompting for simple stimulus-response behaviour. This task 

structure learning curve is evidenced by the decrease in trial duration (Figure S1 A), time-to-trigger (Figure 

3.1 B), and time-to-port (Figure S1 B) throughout the pre-training phase. Finally, pre-training performance 

plateaus, reflecting consistent, stable baseline performance prior to the start of the actual spatial memory 

training (SM1, SM2, and SM3 training). Note, that during task structure learning, improvement in time-to-

port is anticipated, as learning in this stage pertains to mice learning to retrieve the reward from the port 

when the light is illuminated, rather than spatial learning itself. 

Together, these findings suggest that spatial learning and memory formation manifest subtler than task 

structure learning, and require the use of further task parameters to determine spatial learning.  

Trial counts 

The progression of task structure learning becomes most apparent when examining the count of correct 

and error trials within a specific timeframe, such as a training session of a pre-determined duration. Using 

trial counts as a proxy for task performance is valid in this spatial memory task as a daily training session 

is defined by a set duration (i.e. 20 minutes), rather than terminating a training session once a certain 

number of correct trials or a specified amount of reward has been collected. 
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A subtle learning curve is observable within the training stages when analysing the average trial count 

across mice, as indicated by a small increase in trial count over the training stages (over SM1, SM2, and 

SM3 training), albeit failing to reach statistical significance (Figure 3.1 A). Although this learning curve is 

even less discernible when examining the correct trial counts of individual mice (Figure S2a, Figure 3.18 

A-B), it offers preliminary evidence that animals have learnt and formed spatial memories. 

Similar to previously discussed observations, task structure learning (i.e. improvement over the pre-

training phase) is clearly visible. This phenomenon is best illustrated by plotting the different error trial 

types and their occurrence within each daily training session (Figure 3.3, Figure 3.18 C-D). Initially, a 

moderate number of trials resulting in timeouts is evident at the onset of the pre-training, indicating that 

mice had yet to grasp the general task structure and failed to visit the trigger zones. As mice familiarised 

themselves with traversing the trigger zones, the number of error trials where reward collection timed 

out increased, reflecting the animals' ongoing learning of the association between finding the triggers and 

the subsequent reward retrieval at baited ports. Towards the latter part of the pre-training phase, error 

trials in which animals request a reward from an unbaited port increase, signifying the mice's need to 

learn that only the port with the LED light turned on holds a reward. Finally, at the end of the pre-training, 

error trial counts remain low and stable. 

However, following pre-training, during spatial memory training, stable counts of both correct and error 

trials emerge, substantiating that mice have indeed acquired spatial memories but lacking a learning 

curve. 

Path surplus 

In search for a task metric that unequivocally quantifies spatial learning in this task, I looked beyond 

conventional timing metrics and trial counts typically employed in similar studies. In this study, path 

surplus is defined as the ratio of the distance covered by the mouse to the shortest possible path required 

to reach the trigger zone.  Unlike time-to-trigger, path surplus provides a more direct, time-independent 

measure, excluding inactive periods where the animal may be stationary. 

The analysis of path surplus revealed further evidence for spatial memory acquisition. Across the five-day 

learning period within a particular training stage, noticeable task improvements were observed. This 

progression is exemplified by the comparison between the initial and final day of training on stages SM1 

and SM3 (depicted in Figure S4). As anticipated, an improvement was also evident across different training 

stages, where mice exhibited reduced path surplus on the first day of training on SM3 compared to the 

first training day on SM1 (Figure S4), bolstering the argument for spatial memory acquisition in this task. 

Occupancy 

In many spatial memory tasks, it is customary to examine the duration animals spend in proximity to or 

directly at the goal location that needs to be remembered and located (Gawel et al., 2019; Lukoyanov et 

al., 2005; Paul et al., 2009; Vann et al., 2003). 
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Given that traditional trial time measurements and trial counts failed to produce a discernible learning 

curve in my analysis, I turned to occupancy as a qualitative indicator of task proficiency (see Figure 3.2 

and Figure 3.19). By plotting occupancy maps, a visual “learning curve” emerged across the training days 

of the spatial memory training phase. Spatial learning becomes apparent as occupancy hotspots emerge 

over the training days (days 1-5), shift to new goal locations during reversal learning (SM1 to SM2, and 

SM2 to SM3), and gradually refine into smaller, more precise occupancy clusters with continued training 

(later days of a training stage). These observations provide a clear, albeit visually interpreted and 

challenging-to-quantify, demonstration of spatial memory acquisition within the behavioural paradigm 

presented in this thesis. 

While identifying the precise moment at which mice achieve task proficiency is challenging, the 

combination of the quantitative assessment of the task parameters discussed, alongside the qualitative 

assessment of occupancy maps, provides compelling evidence for the establishment of spatial memories 

by mice in this task. 

4.1.2 Identifying task engagement in freely behaving animals 

In experimental contexts where animals are head-fixed during spatial memory tasks, and particularly in 

behavioural paradigms where animals are unrestricted in their movement and behaviour, accounting for 

periods of task disengagement becomes crucial for accurate behaviour and task metric quantification. 

When mice are head-fixed and running on an air-floating Styrofoam ball, task disengagement is typically 

detected through animal immobility, where the animal remains stationary on the ball. This immobility can 

be quantified by tracking the movement of the Styrofoam ball, serving as a proxy for running behaviour 

(Fischer et al., 2020). However, in freely behaving tasks, using general immobility as a proxy for task 

disengagement is less effective, as animals may explore their surroundings while still not actively 

participating in the task. This complicates the establishment of clear task metric thresholds that delineate 

active task engagement from disengagement within a trial. 

In the described task, mice occasionally move away from the port after reward consumption, possibly to 

consume their reward or to engage in grooming activities. This behaviour is characterised by minimal 

movement in the x, y, and z coordinates following reward delivery (see Figure 3.4) and general, low 

running velocity (see Figure 3.4 and Figure 3.5). These periods of task disengagement can last several (Kolb 

et al., 1983) seconds, a significant duration considering that some trials themselves last only a few seconds 

(see Figure S1 A and Figure 3.20), and can sometimes encompass the majority of the trial duration (as 

illustrated in Figure 3.5 B, where task disengagement accounts for more than half of the trial duration). 

To address these prolonged periods of task disengagement, during which mice may be grooming or freely 

exploring the arena, I utilised start search points to define active task engagement. These time points aim 

to capture the moment when mice transition from grooming or other non-task-related behaviours to 

actively searching for the trigger location (see Figure 3.5 A). 

Start search points are defined as the last point in time where the animal reaches the 5th percentile of 

running velocity along the trajectory towards the trigger location. However, the static definition of the 
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start search threshold can occasionally fail to accurately capture the exact moment of active task 

engagement. For instance, in Figure 3.5 B, the start search point along the path to the hidden trigger is 

placed too late in time, thereby capturing the mouse mid-search rather than at the onset of active 

engagement, which results in the exclusion of a significant portion of a local search phase from the 

analysis.  

Despite the limitations associated with the static definition of the start search point, the necessity for 

defining active task engagement becomes evident when examining trial time measurements. While the 

comparison of time-to-trigger measured from the end of the previous trial and from the start search point 

(Figure 3.6 A-B) does not reveal a discernible learning curve over spatial memory training (SM1, SM2, and 

SM3), the use of start search points allows for more realistic time measurements of task performance. 

Particularly in the case of the time-to-trigger (Figure 3.6 B), it becomes evident how quickly (within a few 

seconds) animals can locate both visible and hidden trigger zones, validating this method of quantifying 

task engagement. 

4.1.3 Quantifying navigation strategies 

When analysing and quantifying trajectories, the task metrics previously discussed, such as time 

measurements or occupancy maps, are inadequate for capturing nuanced differences in trajectories or 

identifying distinct navigation strategies. For example, time-to-trigger fails to distinguish between trials 

involving hidden triggers, where mice rely on memory to recall the trigger zone’s location, and trials 

involving visible triggers, where mice follow a light beacon projected into the arena. This inability to 

distinguish between trial types persists regardless of whether active task engagement is considered (see 

Figure 3.6). Similarly, occupancy maps are insufficient for quantifying running trajectories. 

However, navigation guided by vision (e.g. visible trigger trials) versus memory (e.g. hidden trigger trials) 

exhibits notable differences. These differences become apparent when assessing the precision with which 

animals approach visible and hidden trigger zones. The phenomenon of overshooting trigger zones can 

be quantified by measuring the distance from the trigger zone centre to the start search point of active 

port search (see Figure 3.7 A), which is higher in hidden trigger trials compared to visible trigger trials (see 

Figure 3.7 C), thereby highlighting differences in navigation guided by memory or vision. I hypothesised 

that the absence of visual feedback in hidden trigger trials leads mice to overshoot the trigger zones. 

Conversely, the visual feedback of the light projection enables mice to target the centre of visible trigger 

zones more precisely. It is important to note that overshooting occurs in both visible and hidden trigger 

trials, as exemplified in Figure 3.5 where the distance between the trigger centre (denoted by the circle) 

and the start search point of the trajectory leading to the port (denoted by the red asterisk) is higher in 

the visible trigger example (A) compared to the hidden trigger example (B). Albeit, the significant 

difference in trigger precision suggests distinct navigation strategies in hidden and visible trigger trials, 

highlighting the importance of quantifying these strategies with appropriate task metrics. 

I further hypothesised that mice tend to follow curved trajectories to visible triggers, as the visual 

feedback permits for path adjustments at any point. In contrast, during hidden trigger trials where animals 

need to recall memory, mice are more likely to run along straighter paths followed by a local search (see 
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Figure 3.11 for a schematic depicting the different running trajectories, and Figure 3.5 for example 

trajectories). To discern these navigation differences more effectively, I employed error angles, as done 

in previous studies (Cain et al., 2006; Save, 1997; Valerio & Taube, 2012). To quantify trajectories leading 

to hidden and visible triggers, I defined two types of error angles - global and instantaneous - to capture 

both larger and smaller deviations from a straight trajectory, respectively (see Figure 3.8 A). If a mouse 

begins a trial by moving away from the trigger zone, the global error angle remains high until the animal 

reaches the trigger zone, while the instantaneous error angle detects path corrections faster and 

decreases as the animal starts facing the trigger zone. The colour-coded trajectory examples of a hidden 

trigger trial in Figure 3.8 B illustrate how the instantaneous error captures the local search near the hidden 

trigger zone better than the global error angle, remaining relatively low throughout the local search, 

highlighting the trajectory differences these two types of error angle unveil. 

The hypothesis of mice adopting curved trajectories towards visible triggers and straight trajectories 

towards hidden triggers is supported by significantly higher global error angles in visible trigger zones and 

significantly higher instantaneous error angles in hidden trigger trials (see Figure 3.9 and Figure 3.21). 

Mice can afford to take curved paths when visual feedback is available, allowing for course corrections at 

any time. Conversely, they are likely to run straighter paths in hidden trigger trials, where reliance on 

memory recall is necessary. Support for this hypothesis comes from the reproducibility of these error 

angle patterns across the two cohorts, suggesting that error angles are a suitable measure for 

characterising trajectories and distinguishing between goal-directed navigation guided by memory or 

vision. 

For control purposes, error angles were also calculated along trajectories leading to the reward port. Here, 

I hypothesised that error angles should be similar regardless of whether a visible or hidden trigger had to 

be found previously, as mice must rely on their vision to locate the reward port with the LED light turned 

on. However, it is worth noting that in hidden-fixed trigger trials, a small memory component remains, as 

only two reward ports are possible following a hidden-fixed trigger location (see Methods - 2.4.9 Reward 

port selection). Nonetheless, these ports are on opposing sides of the arena and randomly chosen on a 

trial-by-trial basis, making it impossible for mice to predict which port will deliver the next reward. While 

differences in error angle patterns between visible-random and hidden-fixed trigger trials cannot be 

replicated along the trajectories leading to the reward port, in some instances, significantly higher global 

errors were also detected in trajectories leading to the port following a visible trigger (see Figure 3.9 B, 

Figure 3.21). 

I speculated that these differences detected in a few instances when measuring the global, but not the 

instantaneous error angle, could result from a continued curved trajectory from the visible trigger zone 

to the reward port. To test this hypothesis, I examined whether similar results could be obtained using a 

comparable, yet different metric, such as angular head velocity. Angular head velocity should be higher in 

curved trajectories than straight ones, thereby providing a similar metric to the global error angle. Using 

this metric, I find support for my hypothesis of continued curved trajectories following visible triggers, as 

once again, significantly higher angular head velocity is measured along the running trajectory to the port 

following visible triggers only (see Figure 3.10). 
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In summary, commonly used time measurements are inadequate for quantifying trajectories and 

navigation strategies used in this task. Error angles prove to be a more nuanced measure of task 

performance when comparing visible-random and hidden-fixed trigger trajectories than time 

measurements. For instance, the time taken by mice to locate either the visible-random or hidden-fixed 

trigger zone from the start search point does not capture this difference in trajectory and behaviour as 

effectively as error angles (see Figure 3.1 B, Figure S2 B-C). Although I expected to observe a clear 

difference between visible and hidden trigger trials in terms of time-to-trigger, with the former involving 

a simple stimulus-response and the latter requiring memory recall, this difference was not evident. It is 

unlikely that task disengagement influenced these time measurements to the extent that the time taken 

to find the trigger was prolonged to the point where small differences between visible and hidden trigger 

trials were no longer statistically detectable. In fact, this is not the case, as there is no difference between 

trial types when considering the time-to-trigger measured from the start search point (see Figure S3). This 

leads to the conclusion that error angles provide a superior measure for quantifying navigation strategies 

compared to conventional time measurements. 

4.1.4 Vision vs. memory 

Using error angles to quantify navigation strategies, I could show that mice only use memory-guided 

navigation in the absence of visual information. Support for this claim comes from the comparable 

performance between visible-random and visible-fixed trigger trials across various metrics, including trial 

duration (Figure 3.20), error angles (Figure 3.21), and path surplus (Figure S4). Additionally, during arena 

cue and trigger rotations (Figure 3.23), as well as during random trigger training (Figure 3.25), mice exhibit 

similar behavioural responses and running trajectories irrespective of whether the visible trigger is 

random or fixed in position. From these observations, it can be inferred that mice predominantly utilise 

vision rather than memory to locate the visible-fixed trigger trials. 

The introduction of a visible trigger fixed in position within the arena provides mice with the opportunity 

to memorise its location instead of relying solely on visual cues. However, it is important to acknowledge 

that it was not experimentally tested whether mice were aware of the spatial stability of the visible-fixed 

trigger zones. This aspect could be addressed experimentally by making the visible-fixed trigger zone 

invisible at the end of the training protocol. Should mice retain the location of the visible-fixed trigger 

zone in their memory, the animals would display increased searching in the visible-fixed trigger zone which 

would manifest as a hotspot in the occupancy map. 
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4.2 How fast do mice form spatial memories? 

While most behavioural paradigms utilise learning curves to determine the speed of task proficiency, the 

spatial memory task described here raises questions about the rate at which animals learn and form 

spatial memories. In this section, I will discuss the experimental evidence for within-day learning in the 

spatial memory task, explore potential enhancements to the task, and outline the comparative 

advantages it offers over other commonly used spatial memory tasks. 

4.2.1 Evidence for within-day learning 

Evidence supporting within-day learning, defined as task proficiency and memory consolidation occurring 

within a single training session, comes from experiments where mice had to learn a new location each 

training session, as the location of the hidden-fixed trigger zone changed each day for five consecutive 

training days (see Figure 3.24 A).  

Analysis of the animal’s occupancy during hidden trigger trials across these five random trigger locations 

(Figure 3.24 B) reveals the rapid formation of occupancy hotspots at the new hidden trigger location 

within a single 20-minute training session. This qualitative evidence suggests memory acquisition within 

a day. Furthermore, in some instances, an additional occupancy hotspot was observed at the trigger 

location from the previous training day. The presence of two occupancy hotspots in a single training 

session visually demonstrates that mice not only recall the previous day’s hidden trigger location, 

indicating recent spatial memory recall, but also acquire a new spatial memory for the current day’s 

hidden trigger location, indicative of reversal learning and spatial memory formation – all within a 20-

minute training period.  

It is worth noting, however, that performance was worse compared to instances where animals were 

trained for longer durations on a given trigger location, as evidenced by progressively increasing times to 

locate the hidden trigger across the five random locations, implying a gradual exhaustion of task 

performance (see Figure 3.25). This decline in performance can also be quantified by examining the error 

angles (see Figure S5). While consistently higher instantaneous error angles were observed in hidden 

trigger trials and consistently higher global error angles in visible trigger trials, significant differences were 

only evident on a few select days of random trigger training. In summary, comparable error angle patterns 

were observed as with earlier training periods during the spatial memory training (see Figure 3.21), 

providing further evidence for spatial memory formation within a single training session and within-day 

learning. However, these significance patterns were not as consistent as with longer training periods. 

When reviewing the experimental evidence pointing towards within-day learning, it is important to 

consider that this series of experiments was conducted after animals have been trained to learn the 

location of three prior hidden trigger locations over an extended period during the spatial memory 

training (that is the hidden trigger placement in SM1, SM2, and SM3). Additionally, animals underwent a 

series of arena cues and trigger manipulations before starting the random trigger training (see Figure 2.1 

A). Consequently, it is plausible that animals may have been disoriented by these preceding experiments, 

which could potentially account for the overall lower task performance. It would thus be intriguing to 
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observe how animals perform when presented with a new hidden trigger location each day, starting this 

random trigger training immediately after the pre-training phase. 

However, despite this potential spatial confusion induced by previous experiments, the presence of 

occupancy hotspots at both the current and previous training day's hidden trigger locations (see Figure 

3.24 B) indicates that spatial memory recall, formation, and reversal learning are happening within a single 

training session during random trigger training. This suggests the possibility of refining the experimental 

timeline of the spatial memory training by reducing the number of training days allocated to each hidden 

trigger location (e.g., only two to three days of training on the hidden trigger location in SM1, SM2, and 

SM3). Such a timeline refinement would not only decrease the overall experimental duration but also 

increase the number of hidden trigger locations a mouse can learn throughout the training protocol, as 

well as the number of reversal learning incidents that can be investigated using this task with a single 

cohort of mice. 

4.2.2 Task benefits 

Learning the hidden trigger location in this task is not only rapid but also efficient across the entire 

experimental timeline. Animals require only about one week of pre-training to familiarize themselves with 

the task structure. Following this short pre-training period, animals quickly achieve stable and reliable task 

proficiency, managing up to 250 trials within a daily 20-minute training session. This efficiency in forming 

and reliably recalling spatial memories contrasts with other spatial memory tasks, in which animals 

typically require considerably longer to learn the goal location (Sunyer et al., 2007), along with additional 

drawbacks. 

An additional, significant advantage of the task outlined here is the separation of the reward location from 

the target learning site. Unlike other tasks, such as the radial arm maze or those designed as dry versions 

of the Morris water maze (Morales et al., 2020), where the reward location overlaps with the learnt 

location within the arena, the task described here is only indirectly reward-guided. Instead, it primarily 

relies on mice recalling their memory or visually orient themselves on environmental landmarks to find 

the hidden trigger zone, while rewards are delivered at a separate reward port. This setup allows for a 

clearer differentiation between neuronal coding for spatial correlates and reward. 

Although the radial arm maze also permits natural, unrestricted animal movement and behaviour, its 

design limits animals to static trajectories due to the unchanging layout of the arms. Furthermore, 

originally developed to assess spatial working memory, the radial arm maze is less effective for studies of 

long-term spatial memory retention. 

The feasibility of within-day learning of the hidden trigger location in this task is likely due to the brief 

duration of the trials, which enables a high volume of trials per session. Unlike the Morris water maze, 

where mice must swim — an activity that can induce significant stress — the task described in this thesis 

involves running, which is less stressful and more natural for the mice. This, and the possible application 

of neuronal recording devices during training, makes the spatial memory task a preferable alternative to 

water-based mazes. 
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Perhaps the most significant advantage of this task is that it allows for natural, unrestricted mouse 

behaviour, making it ideal for studying navigation, spatial exploration and spatial learning in a naturalistic 

setting. In contrast to head-fixed VR tasks that restrict proprioception and head movement, this spatial 

memory task supports natural head movements and proprioceptive feedback, while allowing for the 

simultaneous application of portable recording devices. 

Taken together, this task is ideally suited for investigating allocentric, long-term spatial learning and 

memory in rodents. It offers a robust platform for exploring the neuronal mechanisms underlying 

navigation and spatial learning within the RSC and likely other brain regions within the broader spatial 

network. 
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4.3 Are spatial memories allocentric? 

Mice trained on the spatial memory task develop a cognitive map of the task arena and the space around 

them and therefore have a global, spatial understanding of their environment. This implies that the spatial 

memories they form regarding the hidden trigger zones are allocentric rather than egocentric. 

Consequently, egocentric navigation strategies, such as path integration, can be ruled out as potential 

strategies employed by the mice trained in this task. 

If spatial memories were egocentric, the location of the hidden trigger would be encoded based on the 

animal's self-centred perspective. Mice would rely on path integration to locate the hidden-fixed trigger 

position, recalling sequences of left and right turns as well as forward steps leading to the hidden-fixed 

trigger. This navigation process would largely disregard visual landmarks since mice do not require a 

comprehensive global, 'north-south, east-west' understanding of the arena for locating the hidden-fixed 

trigger. Conversely, allocentric coding involves the use of global landmarks and viewpoints. Mice construct 

a global map of their surroundings by correlating a set of visual landmarks, enabling them to determine 

the hidden-fixed trigger's position in space. 

In this section, I discuss how the task structure design itself prevents path integration as a possible 

navigation strategy to locate hidden trigger zones. Additionally, I examine the experimental evidence that 

points toward allocentric spatial memories. Finally, I explore potential explanations regarding which 

environmental features could be used by the animals as spatial reference points to anchor their allocentric 

spatial memories. 

4.3.1 Task design prevents path integration 

The selection of baited reward ports following a randomly placed visible trigger zone effectively prevents 

path integration as a workable navigation strategy. 

In both cohorts trained on the task in this study, each memory-guided trial with a hidden-fixed trigger 

zone is followed by a trial with a randomly placed visible trigger zone.  The choice of which port is baited 

after a mouse encounters a trigger zone – regardless of whether this trigger is visible-random, visible-

fixed, or hidden-fixed – is determined in a manner that allows only two possible ports to be baited for any 

given trigger location. These two ports are the ones whose distance to the trigger zone is closest to the 

arena radius, while maintaining a minimum distance of 40 cm from the trigger location (see Figure 2.6 for 

a schematic of the reward port selection). This design ensures that for any given trigger location, such as 

hidden-fixed or visible-fixed triggers, only two reward ports can possibly be baited. However, since each 

trial with a fixed trigger zone is succeeded by a trial with a visible-random trigger zone (see Figure 2.5), 

which subsequently triggers the baiting of an equally semi-random reward port, mice commence a hidden 

trigger trial from a random starting point, i.e. from the reward port from the preceding visible-random 

trigger trial. This variation in starting points renders the counting of steps in a certain direction ineffective 

to find the hidden trigger zone, thus making path integration void. 
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Consequently, the task design itself encourages the formation of a global map of the arena and 

necessitates the use of allocentric navigation strategies to locate the hidden trigger zone from memory. 

4.3.2 Experimental evidence for allocentric memory 

Experimental evidence that the spatial memories mice formed during task training are allocentric, stems 

from a series of arena cue and trigger location manipulations. 

Throughout the entire training protocol, mice were provided with both proximal arena cues affixed to the 

arena wall and distal arena cues suspended from the arena ceiling (Figure 2.4). These arena cues are 

meant to serve the animals as visual landmarks in an otherwise radially symmetrical environment. 

Although the ceiling of the arena is not symmetrical due to the placement of cameras and other setup 

equipment (Figure 2.3 A), the design of the behavioural setting aimed to create radial symmetry 

throughout the rest of the arena. To assess whether mice use these arena cues as landmarks, the spatial 

relation of these cues to the learnt hidden trigger location was disrupted, which, it is assumed, would in 

turn also disrupt their sense of orientation, if mice were indeed to use the arena cues as spatial anchorage 

points. 

To assess and quantify the animal’s behaviour in response to the arena cue and trigger manipulations, I 

used the instantaneous error angle. This measure detects smaller left/right turns and produces increased 

values in response to local searches in the wrong location, making it the appropriate task metric in this 

set of experiments. Additionally, occupancy maps were employed to qualitatively identify hotspots where 

mice predominantly searched for the trigger zone. 

During “step 1: 120-degree clockwise rotation of the arena cues“ (Figure 3.22 C), the physical location of 

the hidden-fixed trigger remained unchanged. However, its relation to the arena cues changed. If mice 

anchored their global memory of the hidden trigger location to the arena cues, animals would search for 

the trigger zone in a location corresponding to a 120-degree clockwise rotation. However, no occupancy 

hotspot formed at the rotated location (pink dot in Figure 3.22 C), indicating that spatial memories were 

not spatially anchored to the arena cues. Unlike scenarios where mice encounter a newly placed hidden 

trigger location each day, resulting in the formation of two occupancy hotspots indicative of fast reversal 

learning happening within a single session, no such occurrence was observed here. This suggests that mice 

did not initially search in the ‘rotated’ location and, instead, searched for the hidden trigger in the correct 

location. Furthermore, there was no significant increase in instantaneous error angles on that training 

day, which could be interpreted as a sign of increased searching in the vicinity of the ‘rotated’ trigger zone, 

providing further support that mice do not use the arena cues as spatial reference points. 

In “step 2: 120-degree counter-clockwise rotation of the trigger locations” (Figure 3.22 D), the fixed trigger 

locations were re-programmed, resulting in higher instantaneous error angles in hidden-fixed trigger 

trials, as well as two occupancy hotspots forming at both the previous and current day’s trigger locations. 

This implies that animals predominantly searched for the hidden trigger in the same physical location as 

during baseline performance, suggesting that mice anchor their spatial memories to allocentric landmarks 

other than the arena cues.  
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In both scenarios – clockwise rotation of the arena cues in step 1 (Figure 3.22 C) and counter-clockwise 

rotation of the trigger locations in step 2 (Figure 3.22 D) – the spatial relation between the arena cues and 

the fixed trigger positions is the same. That holds true for both the newly positioned, correct trigger 

location and the 'old', incorrect trigger location. However, while the physical environment (i.e. the arena 

cues) rotated in one scenario, the programmed environment (i.e. the projected fixed trigger zones) 

rotated in the other. These manipulations allow for exploration whether mice form any global, allocentric 

understanding of their environment, whether these spatial memories are spatially referenced to the 

environment, and, if so, whether the arena cues are utilised by the animals to spatially reference the 

learnt hidden trigger location 

Finally, to conclusively rule out the possibility of mice using the visible-fixed trigger location as a spatial 

reference point for locating the hidden-fixed trigger by rapidly adjusting their sense of orientation in 

accordance with the visible-fixed trigger location, a final experiment was conducted: "step 3: rotation of 

the arena cues and the visible-fixed trigger location" (Figure 3.22 D). Similar to step 1 (rotation of the 

arena cues), if mice construct their global map primarily from the arena cues, they would be expected to 

search for the hidden trigger location at a site also rotated 120 degrees clockwise, maintaining the spatial 

relation of the arena cues and the hidden-fixed trigger location. Conversely, if mice utilise the visible-fixed 

trigger as a spatial anchor point, their memory of the hidden-fixed trigger location would undergo a 

counter-clockwise rotation of 120 degrees, rotating along with the visible-fixed trigger location. Finally, if 

mice were to use environmental landmarks other than the arena cues as spatial reference points, animals 

would continue searching at the same location as during baseline performance. Through this experimental 

approach it is possible to determine whether mice rely on the visible-fixed trigger as their primary 

reference point for locating the hidden trigger.  The absence of an occupancy hotspot in a rotated location 

– clockwise, or anti-clockwise – demonstrates that neither the arena cues, nor the visible-fixed trigger 

zone are used by mice as reference points. Despite the higher instantaneous error observed in hidden-

fixed trigger trials compared to the visible trigger trials in this rotation experiment, this difference does 

not reach statistical significance and is likely attributed to the animals' confusion stemming from the 

preceding rotation step on the previous training day. Here, in step 2, mice indeed re-learnt the location 

of the hidden trigger zone, as its physical position changed. As a result, animals, utilising allocentric 

landmark anchoring, had to re-learn the location of the hidden trigger the day before. In addition, as 

discussed earlier, there exists no experimental evidence that mice are even aware that the visible-fixed 

trigger location remains stable in position, making it unlikely that mice use the visible-fixed trigger as 

reference point. 

Together, these rotation experiments provide experimental evidence that mice have formed allocentric 

spatial memories, using stable landmarks in their environment as spatial reference points, excluding the 

arena cues.  

4.3.3 Why are allocentric memories not anchored to arena cues? 

Given that mice do not utilise the intentionally provided arena cues as global landmarks, yet form spatial 

memories through allocentric navigation strategies, there must be other spatial features in the animals’ 
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environment that serve as stable anchor points for the animals’ spatial orientation. For these 

environmental landmarks to serve as effective reference points, they must be spatially stable but can 

manifest in various sensory forms. Several potential confounders might deter mice from using arena cues 

for global orientation: potential auditory, visual, and olfactory reference points.  

The arena where mice undergo spatial memory task training is not enclosed in a soundproof box. Despite 

efforts to maintain quiet experimental conditions, various sounds and auditory inputs may reach the mice 

during training, including sound coming from the PCs and the air-conditioning system in the setup room, 

noise from other mice or the experimenter, and the click sound of individual reward port valves, to name 

a few. These auditory stimuli could serve as spatial reference points if distinguishable by the mice. 

The arena features both proximal arena cues affixed to the arena wall and distal arena cues suspended 

from the arena ceiling (Figure 2.4). While the design of the behavioural task arena aimed for radial 

symmetry, certain visual features, such as cameras and equipment placement on the ceiling, are 

asymmetrical. Mice may utilise these visual cues on the ceiling for orientation, instead of the arena cues 

(Qiu et al., 2021). Additionally, the consistent entry point from which mice are released into the arena 

may serve as a visual orientation guide. 

In addition, it is plausible that mice use olfactory cues for spatial orientation during spatial memory task 

training (Hindley et al., 2014a; Muysers et al., 2024). Although the arena is cleaned between different 

animals’ training sessions to minimise odours, residual olfactory cues and the experimenter's scent could 

serve as spatial anchor points. To further ensure olfactory variability across training sessions, the physical 

location within the arena changes for each mouse. This is achieved by rotating the trigger location pattern 

by a rotation factor that is unique for each animal while maintaining a consistent spatial relationship of 

fixed trigger locations and their distance to the arena wall (Figure 2.7). 

Since it remains uncertain whether mice utilise these sensory cues for spatial orientation – auditory, 

visual, or olfactory – conducting experiments in a sound-proof and odourless arena with a covered ceiling 

would provide valuable insights into the spatial reference points used by the animals trained on the spatial 

memory task. Moreover, releasing animals from different entry points or utilising a covering to prevent 

prior visually-guided spatial orientation could further elucidate the role of these sensory cues in spatial 

orientation. However, considering the task’s aim of mice acquiring spatial memories through allocentric 

navigation strategies, the necessity of identifying the exact landmarks used for orientation may be 

questioned depending on the question being asked in a given experiment. 
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4.4 Is RSC involved in spatial memory formation? 

While the expression of inhibitory DREADDs in the RSC leads to neuronal inactivation under CNO 

conditions, mice trained on the task exhibited no spatial deficits, neither during the acquisition and 

retrieval of spatial memories nor during reversal learning. This raises several questions: Is RSC activity 

essential for spatial learning and/or memory within this specific spatial memory task? Was neuronal 

activity chemogenetically inactivated? This section discusses the experimental evidence confirming RSC 

neuronal inactivation, explores potential reasons for the lack of observable behavioural deficits, and 

considers unanswered questions about RSC function that this behavioural paradigm could address. 

4.4.1 Experimental evidence for chemogenetic RSC inactivation 

In the chemogenetic experiments, the virus expressing inhibitory DREADDs was administered at twelve 

injection sites: three injection sites per hemisphere, at two different depths per injection site (see Figure 

2.2). These coordinates were chosen to ensure the viral targeting of neurons in both the dorsally located 

dysgranular and the superficial granular subregions of RSC, as well as most RSC neurons along the rostro-

caudal axis (Figure S6). Functional inactivation was confirmed through Ca2+ imaging before the onset of 

the behavioural training (Figure 2.1 B, Figure 3.12), showing a reduction in cellular activity when CNO was 

administered (Figure 3.14). 

However, it is possible that not all neurons in RSC were fully silenced, and residual activity might have 

been sufficient for memory formation and retrieval. Moreover, functional proof of cellular inactivation 

under CNO conditions via two-photon imaging was limited to the habituation period before actual spatial 

memory training began, leaving open the possibility that RSC was not (or, not sufficiently) inactivated 

during the spatial learning phase.  

4.4.2 Potential involvement of RSC in spatial memory formation 

Despite the functional evidence supporting chemogenetic inhibition of RSC activity in the habituation 

phase, no behavioural differences were observed in experimental animals under CNO conditions during 

spatial memory training. Animals that received CNO injections prior to training sessions displayed similar 

task performance to control animals in terms of trial count (Figure 3.15 A-B), error trials (Figure 3.15 C-D), 

arena occupancy (Figure 3.16), and error angles (Figure 3.17). This absence of behavioural differences 

could be attributed to a potentially incomplete inactivation of all RSC neurons, inactivation occurring 

during the habituation phase but not during the spatial memory training, or it may suggest that RSC 

activity is not critical for mastering this spatial memory task. Alternatively, compensatory mechanisms in 

other brain regions may enable spatial memory formation and retrieval in the context of this behavioural 

paradigm. Investigating these possibilities requires re-visiting RSC’s potential role in navigation and spatial 

learning.  

The RSC is implicated in egocentric spatial information processing, which comprises neurons sensitive to 

a range of movement-related variables, such as self-motion and linear and angular movement speed 

(Alexander & Nitz, 2015; Chen et al., 1994c; Cho & Sharp, 2001; Keshavarzi et al., 2022). Consequently, it 
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is proposed that the RSC contributes to path integration – a navigation process where animals 

continuously track and integrate changes in linear and angular displacement to self-locate. RSC 

inactivation or lesioning leads to navigational deficits in conditions requiring path integration, such as 

darkness (Cooper et al., 2001; Elduayen & Save, 2014), as well as in tasks relying on self-motion cues 

(Elduayen & Save, 2014; Whishaw et al., 2001). Given that the task described here requires allocentric 

navigation, relying not on path integration but instead on the spatial configuration of stable landmarks in 

the environment, this could explain the preserved ability of mice to perform on this task despite RSC 

inactivation.  

Following RSC impairment, consistent behavioural deficits are reported in tasks involving allocentric 

spatial processing, particularly those requiring visual cues for orientation (Hindley 2014). These tasks 

include learning the location of the hidden platform in the Morris water maze (Sutherland et al., 1988; 

Vann & Aggleton, 2002, 2004; Whishaw et al., 2001), the radial arm maze (Keene & Bucci, 2009; Pothuizen 

et al., 2008; Vann & Aggleton, 2004), and object-in-place discriminations (Parron & Save, 2004). 

Experimental evidence suggests that the dysgranular RSC is particularly critical for allocentric navigation 

strategies, as rats with selective dysgranular RSC lesions struggle to use distal visual cues to guide spatial 

working memory, and instead rely on path integration (Vann & Aggleton, 2005). Together, these findings 

imply that in the spatial memory task discussed in this thesis, mice should not be able to successfully 

locate the hidden trigger zone using only the configuration of stable landmark cues without RSC 

involvement. 

Allocentric spatial processing in the RSC also involves head direction and place coding. Several studies 

have identified RSC neurons that are tuned to the heading direction of the animal relative to the 

environment and the landmark layout (Angelaki et al., 2020; Chen et al., 1994b, 1994c; Cho & Sharp, 2001; 

Lozano et al., 2017), and head-direction cell sensitivity to landmarks is reduced following RSC lesions (Clark 

2010). However, similar head-direction cells are found in various brain regions, including the pre-

subiculum (Ranck, 1985; Taube et al., 1990b), thalamic nuclei (Mizumori & Williams, 1993), mammillary 

bodies (Stackman & Taube, 1998), and entorhinal cortex (Sargolini et al., 2006), which could substitute for 

the RSC in encoding allocentric directional information necessary for this spatial memory task. 

Additionally, place cell-like coding in the rodent RSC has been reported (Fischer et al., 2020; Mao et al., 

2017; Mao et al., 2020; Mao et al., 2018; Miller et al., 2019), though it remains unclear if this place coding 

is inherited from hippocampal regions, such as the CA1 region of the hippocampus, where classical place 

cells are predominantly found. Since only RSC activity was inhibited in this study, the ongoing hippocampal 

place cell activity within the broader spatial coding network could explain why animals maintain task 

performance and process allocentric positional information without RSC contribution.  

The concept of distributed processing also applies to spatial memory itself. Rather than being localized to 

a single brain area, memory typically involves multiple regions, creating a network that allows for 

redundancy and resilience. This distributed nature ensures that several areas can simultaneously store 

similar information and compensate for deficits that may arise in one region. Specifically, the RSC is 

integrated into an extensive network that includes connections to the hippocampus, medial entorhinal 



107 
 

cortex, and various other subcortical and cortical areas, all of which collectively contribute to guiding 

navigation and spatial memory processing. 

The RSC plays a pivotal role in processing both egocentric and allocentric space. However, its role may be 

more crucial in integrating these two types of navigation rather than merely processing them individually. 

The BBB model provides an anatomical framework in which the RSC is integral in the transformation of 

egocentric and allocentric reference frames (Byrne et al., 2007). This specialised function could explain 

why the spatial deficits usually observed following RSC lesions, inactivation or inhibition are generally less 

pronounced than those resulting from damage to the hippocampus or anterior thalamic nuclei. Research 

by  Nelson, Hindley, et al. (2015) highlights the selective nature of RSC lesion-induced spatial deficits: in a 

Morris water maze task where the location of a submerged platform was either determined by the 

geometric properties of the arena or by prominent visual landmark, RSC-lesioned rats displayed 

impairments in locating the platform specifically after having been placed passively on the platform 

several times in preceding trials, but not in conditions after which animals were trained to actively swim 

to the platform themselves. This suggests that RSC damage primarily disrupts the ability to switch 

between different spatial frames of reference and viewpoints when animals are navigating to the platform 

starting from unfamiliar points in the arena.  In its current form, the task employed in this study does not 

require mice to switch from allocentric to egocentric reference frames, or vice versa, as allocentric 

navigation is sufficient to perform this task and to learn the location of the hidden trigger zone. 

Nevertheless, the involvement of RSC in translating between allocentric and egocentric reference frames 

could be experimentally verified by adapting the current task version. Rotation experiments have 

demonstrated that mice form allocentric memories anchored to stable environmental landmarks. By 

modifying the task conditions — such as operating in complete darkness or removing all landmarks that 

facilitate allocentric navigation (e.g., using an odourless and sound-proof box with a covered ceiling) and 

ensuring that all trials start from the same location — it is possible to assess how quickly and accurately 

mice locate a hidden trigger zone under normal conditions and when RSC activity is inhibited through 

chemogenetic or optogenetic means. Analysing error angles could further help quantify task performance 

and distinguish between egocentric and allocentric navigation strategies. 

Finally, despite thorough analysis, it remains possible that some behavioural differences are not 

detectable with the current metrics and parameters used in this study. Further research might elucidate 

subtle variations in behaviour and/or task performance that could provide deeper insights into RSC's role 

in spatial memory and navigation. 

4.4.3 Remaining open questions and next steps 

Several open questions about RSC’s function remain, many of which could be addressed with the help of 

the spatial memory task described here. 

For many of the experiments described below, it is crucial to monitor RSC activity while mice engage in 

the task to better understand RSC’s role in navigation and learning. This can be achieved by employing 

portable recording devices, such as miniaturised one- and two-photon microscopes or high-density 
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electrophysiological recording probes (Aharoni & Hoogland, 2019; Steinmetz et al., 2021; Zong et al., 

2021; Zong et al., 2017), which, together with the task described here, allow for the study of spatial 

learning in freely behaving animals, experiencing unaffected proprioception and vestibular inputs, such 

as angular head velocity, and natural visual flow. In this context, it would be interesting to see if the 

dysgranular and granular RSC differ in their neuronal activity and representation of space, as has been 

suggested before (Pothuizen et al., 2009; Vann & Aggleton, 2005).  Additionally, examining the variations 

in spatial representation across the superficial and deep layers of the RSC could provide further insights 

into its function. 

It is also worthwhile to investigate the relationship between RSC and the hippocampus. Spatial deficits 

resulting from RSC lesions or inactivation are generally more subtle compared to those arising from 

hippocampal impairments (Aggleton, 2010; Harker & Whishaw, 2004b; Hayashi & Sato, 2023). As 

inhibition of hippocampal activity affects spatial learning in the Morris water maze task (Bannerman et 

al., 1999; Morris, 1984), it can be assumed that inactivating hippocampus would also hinder spatial 

learning in the case of the task described here. In this context, it is interesting to note the anatomical 

relationship, where RSC receives more inputs from the CA1 region of the hippocampus than it sends back, 

whereby the nature of the information being relayed remains unknown (Mitchell et al., 2018). It will thus 

be important to determine the interaction between these two structures during memory formation, 

retrieval and reversal learning. This task offers an excellent opportunity to test for spatial representations 

in the RSC and hippocampus and observe how these change as mice form new memories. Further analysis 

could focus on the spatial memory neuronal ensembles that form and are reactivated in the RSC during 

spatial learning (Czajkowski et al., 2014). Investigating their stability over time could clarify the distinct 

role of the RSC in spatial memory formation, retrieval, and reversal learning. 

The RSC has also been suggested to play a role in predictive coding (Alexander et al., 2023). This theory 

suggests that the brain continuously generates and updates predictions about incoming sensory 

information, and uses differences between these predictions and actual sensory inputs (called prediction 

errors) to refine its understanding of the world. This process helps in efficiently processing sensory 

information by focusing on unexpected or new data that deviates from predictions (Han & Helmchen, 

2024). It has been hypothesised that the RSC generates predictions based on allocentric and conceptual 

knowledge and compares these predictions with incoming perceptual information, such as the 

rearrangement or manipulation of landmark cues. By employing this task, it could be tested whether this 

process occurs, and, if so, identify the specific predictions formed in the RSC.  
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4.5 Conclusion 

In this thesis, I have introduced a novel behavioural paradigm designed to investigate the role of the RSC 

in spatial learning and memory in freely behaving mice.  

This spatial memory task is particularly noteworthy for its capability to track mice and their behaviour in 

a three-dimensional environment without any physical constraints on head or body movements. This 

setup facilitates dense tracking and detailed analysis of naturalistic animal behaviour, alongside the 

qualitative assessment of task performance and proficiency. 

This task offers several key advantages over traditional behavioural paradigms employed to study spatial 

learning and memory. First, the task allows for the efficient and reliable acquisition of long-term spatial 

memories. I show that mice are able to recall spatial memories at later training times, to adapt to new 

spatial information, and to update their memories of the learnt goal location within a short period of time. 

Second, the task requires minimal pre-training, making it highly time efficient. Mice can learn multiple 

spatial locations within the experimental timeline. Animals display within-day learning capabilities, which 

increases the number of reversal learning events that can be studied with this task. Third, the task 

produces stable and reproducible results, affirming its reliability for future studies. Finally, unlike many 

other behavioural paradigms designed to investigate spatial learning and memory, the task described here 

has the advantage that the learnt goal location does not spatially coincide with the reward location, 

allowing for a clear differentiation between neuronal coding for spatial correlates and reward in future 

studies employing portable recording devices. 

In this work I highlight the importance of selecting appropriate metrics and task parameters for 

behavioural quantification in spatial memory tasks. The use of error angles and active task engagement 

points has enabled me to investigate the navigational strategies employed by mice trained on the spatial 

memory task. This nuanced analysis has shown that goal-directed navigation guided by vision and memory 

differs and that mice only use memory-guided navigation in the absence visual information. 

Through manipulations of the external landmarks within the animal’s environment during spatial memory 

training, I have shown that mice form a global, cognitive map of the arena and the space around them 

using allocentric navigation strategies to locate learnt goal locations. The results of this study further 

demonstrate that mice can form robust allocentric spatial memories quickly and efficiently, even under 

conditions where RSC activity is inhibited. The chemogenetic experiments I performed reveal that the 

inactivation of RSC neuronal activity does not hinder the formation or recall of spatial memories in this 

task. 

In conclusion, this thesis introduces a robust new behavioural tool for further exploration of spatial 

navigation and cognition. The behavioural paradigm developed holds significant promise for future 

research into the neural mechanisms underlying spatial learning and memory, with many potential 

applications in RSC research and beyond. Through continued refinement and future application of this 

task, we can look forward to a richer understanding of the brain’s navigation system and its role in memory 

and learning.  
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6. Supplementary Figures 

 

 

Figure S1 Task performance: trial duration and time-to-port 

A. Median (± std) trial duration for visible-random (blue) and hidden-fixed (red) trigger 

trials. n=13 mice. B. Median (± std) time to port following the visit of a visible-random 

(blue) or hidden-fixed (red) trigger zone. n=13 mice. 
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Figure S2 Individual mouse task performance 

A. Median trial count throughout pre-training and the spatial memory training (three 

hidden-fixed trigger zones: SM1, SM2, and SM3) (black vertical lines) for each 

individual mouse. n=13 mice. B. Median (± std) time to visible-random, and C. Median 

time to hidden-fixed trigger zones for each individual mouse. n=13 mice. 
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Figure S3 Time from start search point to trigger entry 

Time to trigger (left) and to port (right) measured from the start search point for 

visible-random (blue) and hidden-fixed (red) trigger trials. Wilcoxon rank sum test, 

Bonferroni correction, * p < 0.025. n=13 mice. 
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Figure S4 Path surplus as a metric for task performance 

Path surplus, calculated as the fraction of actual distance travelled by the mouse to 

the shortest path possible between trial start point and trigger entry, on the first and 

last day of training shown for SM1 (upper row) and SM3 (lower row) as empirical 

cumulative distribution function (ecdf) (left) and boxplot (right). Wilcoxon rank sum 

test, Bonferroni correction, ** p<0.0016, * p<0.008. n = 8 mice. 
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Figure S5 Task performance during random trigger training 

A. Boxplot comparison of the mean instantaneous error angle for the three trial types 

(visible-random in blue, visible-fixed in green, and hidden-fixed in red) for the five days 

of random trigger placement training (R-SM1-5). B. Same as in A, but for mean global 

error angles. Wilcoxon rank sum test, Bonferroni correction, ** p<0.0006, * p<0.003. n 

= 8 mice. 
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Figure S6  Expression of inhibitory DREADDs in RSC neurons 

Coronal slices from six example mice are shown along the rostro-caudal axis, at 

positions -1.58 mm (A), -2.46 mm (B), and -3.16 mm (C) caudal to bregma, where viral 

injections were targeted. Left column, schematic depicting anatomical location of 

dysgranular and granular RSC. Middle column, epifluorescent images showing 

expression of hM4D(Gi)-mCherry in RSC neurons in red and DAPI staining in blue. 

Zoom-ins on the right are indicated by white squares. Right column, zoom-in images 

obtained with a confocal microscope showing expression of hM4D(Gi)-mCherry in RSC 

neurons in red and DAPI staining in cyan. 

Schematics (left) of the coronal sections were adapted from (Paxinos & Franklin, 2001) 
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Abbreviations 

 

3D Three-dimensional 

AHV Angular head velocity 

ATN Anterior thalamic nuclei 

CNO clozapine N-oxide 

DREADD Designer receptors exclusively activated by designer drug 

FOV Field of view 

hf Hidden, fixed trigger 

IEG Immediate early genes 

IR Infrared 

LD Laterodorsal thalamic nucleus 

mEC Medial entorhinal cortex 

MWM Morris water maze 

NT ‘No trigger’ error trial 

R-SM 1/2/3/4/5 Randomised spatial memory location 1/2/3/4/5 

RAC Rotated arena cues 

ROI Region of interest 

RTL Rotated trigger locations 

RVF Rotated visible, fixed trigger location 

RSC Retrosplenial cortex 

SM 1/2/3 Spatial memory location 1/2/3 

TNP ‘Trigger, no port’ error trial 

vf Visible, fixed trigger 

VR Virtual reality 

vr Visible, random trigger  

WP ‘Wrong port’ error trial 
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