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Abstract

Big satellite datasets are used to monitor the Earth’s surface or for Earth observation chal-
lenges like land cover changes. They enable leveraging artificial intelligence, including ma-
chine and deep learning, for detecting changes on the ground. Compared to conventional
computational algorithms, artificial intelligence helps find better optimal solutions to Earth
observation challenges involving big datasets. Decision-makers and policymakers already
extensively use these solutions to make fast, safety-critical, and human-centered decisions.

Quantum machine learning inspired by quantum algorithms promises to process some
data-driven tasks faster than its conventional counterparts. We aim to use various bench-
mark satellite datasets to develop and benchmark quantum machine learning approaches
with traditional artificial intelligence models. There are three main issues for processing
quantum machine learning on benchmark satellite datasets: 1. which machine learning task
for big satellite datasets and which satellite data-driven task can be efficiently and effectively
processed on a quantum computer? 2. how to embed large-dimensional satellite data points
in input quantum states, and 3. how to profit from both supercomputers and quantum
computers.

To find a scientific answer to these three questions, we examine and identify both machine
learning and satellite data-driven tasks that can be deployed on a quantum computer, oth-
erwise inherently intractable. We then propose the encoding strategy of classical problems
involving big satellite datasets in a quantum computer, named two-level encoding. Further,
we design and investigate quantum machine learning approaches for a quantum annealer and
a noisy intermediate-scale quantum computer for supervised learning tasks.

For supervised learning tasks, the performance of our quantum machine learning ap-
proaches is already competitive (and even better in some instances) compared to the ones
of their classical counterparts. Additionally, we estimate the quantum resource required to
gain an advantage over a supercomputer and profit from a supercomputer and a quantum
computer. Doing so gives us insights into a future fault-tolerant quantum computer for
tackling practical computational problems.
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Kurzfassung

Man benutzt große Datensätze, um die Oberfläche der Erde zu überwachen oder für Erd-
beobachtungsaufgaben wie Veränderungen der Bodenbedeckung. Diese Datensätze erlauben
es, künstliche Intelligenz einschließlich maschinellem Lernen und Deep Learning einzusetzen,
um Veränderungen auf der Erdoberfläche zu entdecken. Im Vergleich zu konventionellen Re-
chenverfahren hilft künstliche Intelligenz, bessere optimale Lösungen für Erdbeobachtungs-
aufgaben mit großen Datensätzen zu finden. Entscheidungsträger und politische Entscheider
nutzen diese Lösungen bereits ausführlich, um schnelle sicherheitskritische sowie menschen-
zentrierte Entscheidungen zu treffen.

Dabei verspricht maschinelles Lernen mit Quantencomputern, basierend auf Quantenal-
gorithmen, einige Aufgaben schneller zu lösen als es datengesteuerte konventionelle Alter-
nativen erlauben. Wir versuchen hier, verschiedene Referenzdatensätze von Satellitendaten
zu nutzen, um Vorgehensweisen für maschinelles Lernen auf Quantencomputern mithilfe von
traditionellen Modellen der künstlichen Intelligenz zu entwickeln und zu bewerten. Hier gibt
es drei Hauptaufgaben bei der Verarbeitung von maschinellem Lernen auf Quantencompu-
tern mit Referenzdatensätzen von Satelliten: 1. Welche Aufgaben des maschinellen Lernens
für große Datensätze von Satelliten und welche datengesteuerten Aufgaben von Satelliten
kann man effizient und tatsächlich auf einem Quantencomputer berechnen? 2. Wie kann
man hochdimensionale Datenpunkte von Satelliten in Eingabe-Quantenzustände einbetten?
sowie 3. Wie kann man sowohl Supercomputer als auch Quantencomputer gemeinsam pro-
fitabel ausnutzen?

Um eine wissenschaftlich fundierte Antwort auf diese drei Fragen zu erhalten, untersuchen
und identifizieren wir sowohl Aufgaben des maschinellen Lernens als auch datengesteuerte
Aufgaben von Satelliten, die auf einen Quantencomputer verteilt werden können und sonst
von sich aus unlösbar wären. Danach schlagen wir unsere Encoding-Strategie für klassische
Aufgabenstellungen mit großen Datensätzen von Satelliten für einen Quantencomputer vor,
nämlich ein zweistufiges Encoding. Darüber hinaus entwerfen und untersuchen wir Quanten-
Lernansätze für einen Quantenannealer und einen störanfälligen mittelgroßen Quantencom-
puter für Aufgaben mit überwachtem Lernen.

Für Aufgaben mit überwachtem Lernen ist die Leistung unserer Quantenansätze für ma-
schinelles Lernen bereits konkurrenzfähig (und für einige Fälle sogar besser) als klassische
Vergleichsansätze. Zusätzlich schätzen wir die benötigten Quantenressourcen, die nötig sind,
um besser zu sein als ein Supercomputer und um von einem kombinierten Supercomputer
mit Quantencomputer zu profitieren. Dies gibt uns Einblicke in zukünftige fehlertolerante
Quantencomputer, um praktische Berechnungsaufgaben anzugehen.
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1 Introduction

Satellite datasets provide valuable information about changes in the Earth’s surface to end
users, a field known as Earth Observation (EO). They help answer scientific questions such
as land cover changes, climate change impact, and hazard assessment [W1]. Artificial Intel-
ligence (AI) is extensively employed to extract informative information from unseen satellite
images thanks to ubiquitous benchmark datasets and supercomputing resources [23]. The
heterogeneity of satellite datasets makes it challenging to analyze and recognize specific pat-
terns even using conventional AI models, some of them are intractable, e.g., Support Vector
Machines (SVM) [51].

Quantum computers are new computing devices with significantly greater computational
power than traditional supercomputers [6, 62]. They use qubits and quantum gates as their
fundamental components, while supercomputers use bits and logic gates at a physical level.
To perform a function using a quantum computer, quantum gates are arranged in a specific
order according to a set of instructions, and then they operate on input qubits.

Currently, available quantum computers are designed to address specific types of computa-
tional problems like a quadratic optimization problem [28, 107]. The search for potential ap-
plications for quantum computers is an active area of research. Quantum Machine Learning
(QML) has emerged as a particularly promising area, indicating computational advantages
over some traditional AI models [11]. It represents the fusion of Quantum Computing (QC)
and AI, aiming to efficiently and effectively process, e.g., satellite datasets than conventional
AI models deployed on supercomputers [66].

This chapter aims to provide a high-level overview of why quantum computing is suitable
for some EO problems, presents our main findings, and outlines the structure of this thesis.
Toward quantum advantage in practical EO challenges, the main goal of this dissertation
can be summarized in the quote: “we have to learn to walk before we can run” by E.L. James.

1.1 Earth Observation Datasets
Satellite and airborne platforms use sensors to measure back-scattered signals of different
wavelengths on the Earth’s surface. These signals carry information about the physical
properties of target objects, such as their phase, intensity, spectral band, and polarization
[84]. Scientists have been using real-world satellite datasets in order to mitigate complex
environmental and climate challenges [77]. To tackle these challenges, research studies com-
bine practical EO methodologies with satellite datasets such as AI models for processing
Synthetic Aperture Radar (SAR) datasets [108], integer programming for SAR tomography
[91], and Bayesian analysis for quantifying uncertainties in satellite datasets [19, 98].

Nowadays, many EO challenges involve big datasets from various sources, such as dedicated
experiments, and distinct sensor devices. Thanks to advances in modern supercomputing
resources and benchmark satellite datasets, it is possible to detect ground targets and analyze
changes on the Earth’s surface using large AI models like Machine Learning (ML) and Deep
Learning (DL) [13, 61, 100, 108].
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1 Introduction

Some of the benchmark satellite datasets include images from the Interferometric Syn-
thetic Aperture Radar (InSAR) technique [26], Eurosat [43], UC Merced Land Use dataset
[23], Hyperspectral Image (HSI) datasets of Indian Pine and Pavia University [W2], and Po-
larimetric Synthetic Aperture Radar (PolSAR) images of California and Oberpfaffenhofen
[52]. Chapter 2.5 presents these benchmark satellite datasets in a more detail.

We note that processing satellite datasets using AI models is much more complex and
harder than typical red-green-blue image processing due to their heterogeneity and modality
[51]. Decision-makers and policymakers use solutions of these methods to make safety-critical
and human-centered choices [23].

1.2 The Power of Quantum Computers

The world’s most powerful supercomputers are capable of solving a wide range of hard
computational problems in academia and industry. However, there is a specific class of
computational problems for which no efficient classical algorithms are known [6, 62]. Some
computational problems are notoriously difficult, even for supercomputers. This has moti-
vated a number of scientists to study and employ quantum algorithms [9, 32, 57, 79].

To run practical quantum algorithms, hundreds of qubits are required. For instance,
executing a specific quantum algorithm may require n = 100 qubits, resulting in an n-qubit
state composed of 2100 complex amplitudes that need to be tracked. To store 2100 complex
amplitudes, we need at least 1016 petabytes of memory if each complex number is represented
by 2×128 bits. The supercomputer located at the Leibniz Supercomputing Centre (LRZ) in
Munich, Germany, has around 0.719 petabytes of main memory, and even the best current
supercomputer in the world, located at the Oak Ridge National Laboratory in Tennessee,
USA, has only around 10 petabytes of main memory [97]. Hence, it is impossible to deploy
quantum algorithms on the currently available supercomputers since quantum algorithms
for real-world problems of practical relevance would require hundreds of qubits [80].

To resolve this bottleneck, some organizations start to offer a quantum computer, e.g, a
D-Wave systems and International Business Machines (IBM) Corporation. These quantum
computers are divided generally into two categories: digital quantum computers and analog
quantum simulators as envisioned by some physicists such as Richard Feynman, Yuri Manin,
and Paul Benioff [9, 32, 57].

Quantum computers also promise to accelerate some computational algorithms according
to computational complexity theorems/conjectures [2, 11, 27, 89]. Computational complexity
theorems draw boundaries between computational problems according to their hardness or
the computational time required. They are governed by currently well-known rules: Polyno-
mial (P) ̸= Non-Deterministic Polynomial (NP), P ⊂ NP, and P⊂ Bounded-Error Quantum
Polynomial (BQP). The hardness of computational problems is illustrated in Figure 1.1.
Here, P class comprises efficiently solvable computational problems on a classical computer
in a reasonable polynomial time. NP class includes hard computational problems whose
solutions cannot be found efficiently on a classical computer in a reasonable polynomial time
but can be verified by solutions given by some oracle on a classical computer in a reason-
able polynomial time. Non-Deterministic Polynomial Complete (NP-complete) class is the
hardest computational problem in the NP class, and the BQP class includes hard computa-
tional problems on a classical computer but can be solved efficiently by polynomial quantum
circuits with a 2/3 probability of success on a quantum computer [6].

Quantum circuit models in the BQP class can efficiently solve some notoriously hard
computational problems contained in the NP class on a quantum computer [1, 101], such as
Shor’s algorithm for factoring a large number [93]. Moreover, some quantum learning models
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NP
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BQP

NP-complete

easy

hard

easy for classical 

computers
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machines

hard for classical 

computers

Figure 1.1: A computational complexity conjecture draws boundaries between computational
problems according to their hardness based on the required classical and quantum
computational resources. In particular, the computational problem denoted by
the green star is easy for both a quantum computer and a classical computer,
the computational problem denoted by the orange star is easy for a quantum
computer but hard for a classical computer. The computational problem denoted
by the black star is hard for a classical computer, but we are not aware of any
existing quantum algorithmic approaches.

like QML deployed on a quantum computer are (exponentially) faster and more efficient than
their conventional counterpart models [6, 29, 56, 62, 93]. For example, a Quantum Support
Vector Machine (QSVM) shows a polynomial speed-up over its classical counterpart [81], and
a Quantum Neural Network (QNN) outperforms its conventional counterpart Convolutional
Neural Network (CNN). Refer to the website [W3] on conventional methods boosted by
quantum algorithms.

1.3 Research Questions: Quantum Computing for Earth
Observation

Current quantum computers available on the market, such as Quantum Annealing (QA)
devices and Noisy Intermediate-Scale Quantum (NISQ) computers, have limited error-prone
input qubits and quantum gates. They are designed to solve specific kinds of computa-
tional problems, for example, a QA device, for tackling Quadratic Unconstrained Binary
Optimization (QUBO) problems. On contrary, EO challenges involving large-scale satellite
datasets require high spatial dimensionality and floating-point numbers, thereby limiting the
embedding of EO methodologies like an SVM for land cover changes in the input qubits [66].

It is essential to address how much computational advantage can we gain from QML models
with the help of traditional classical resources over conventional AI models when considering
current and future quantum computers? To answer this question we tackle three research
conundrums realizing the desired potential quantum advantage of a quantum computer for
processing big satellite datasets:

1. which machine learning task for satellite datasets and which satellite data-driven task
must we employ to understand currently existing quantum computers and to gain

3



1 Introduction

insights into possible future quantum computers?

2. how can satellite data points be embedded in quantum computers?

3. how can we profit from both supercomputers and (future) quantum computers?

This thesis identifies satellite datasets and corresponding machine learning models posed
as QML approaches. We investigate the potential advantages and imperfections of QML
models for object recognition tasks in EO. Additionally, we look into innovative methods to
encode satellite datasets into a small number of error-prone qubits. We design and benchmark
task-driven QML approaches with traditional classical methods. We then present how to
process benchmark satellite datasets on a QA device and a NISQ computer. We also aim
to gain insight into a future Fault-Tolerant Quantum Computer (FTQC) for data-driven
computational problems. The key findings of this thesis are centered around the use of
QML models deployed on small-scale faulty quantum computers for processing large-scale
satellite datasets for detecting changes on the Earth’s surface. Hence, this dissertation is
titled “Quantum Machine Learning for Large-Scale Classical Datasets with Applications in
Earth Observation” and is based on a series of publications by this author.

1.4 Contributions
In our approach, we utilized both a D-Wave quantum annealer and a small-scale, faulty
digital quantum computer. The D-Wave quantum annealer functions as an analog quantum
simulator, while the small-scale faulty digital quantum computer, known as a NISQ com-
puter, features a limited number of imperfect qubits and quantum gates, making them faulty
quantum computers. Our research explored various machine learning models implemented
on these faulty quantum computers to process satellite datasets.

• For the QA devise offered by D-Wave systems, we design QML approaches for satellite
datasets such as a QSVM and a feature selection algorithm. They belong to an NP
class. We benchmark the performances of our proposed methods compared to those
generated by classical ML techniques. For these tasks, we discovered that the D-Wave
quantum annealer performs similarly to conventional methods and classical annealers,
and even outperforms them in some cases [64, 65].

• For the NISQ computer, we design a hybrid classical-quantum model using a Parame-
terized Quantum Circuit (PQC) model with the aid of conventional AI techniques and
a classical computer. We also propose a so-called two-level encoding for embedding
data points in qubits. Our two-level encoding technique and training of PQCs on high-
dimensional satellite datasets are called a hybrid classical-quantum model that even
promises computational advantage over some conventional AI models. Our hybrid ap-
proach is more specifically compatible with NISQ computers for satellite datasets. It
tackles two main challenges encountered with NISQ-era computers [67, 75]: 1. encod-
ing satellite datasets in NISQ computers, and 2. benchmarking QML methods against
each other and conventional AI methods. We have found that the performance of our
hybrid approach on big satellite datasets is competitive with their classical counterparts
[66].

The scientific answers presented in this thesis provide significant advances for applying
small quantum computers to EO data-driven tasks. The findings presented here will aid
in designing QML models with potential quantum advantages for solving EO data-driven
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Figure 1.2: The general causal structure of this thesis comprises: Chapter 1.3: Research
Questions (RQs), Chapter 2: Background including Artificial Intelligence (AI),
Quantum Computing (QC), Quantum Artificial Intelligence (QAI), Quantum
Annealing (QA), and Earth Observation (EO) datasets, Chapter 3: Method-
ology comprising a Hybrid Classical-Quantum Approach (HCQ Approach) and
a Quantum Annealing Approach (QA Approach), Chapter 4: Main Results I,
Chapter 5: Main Results II, and Chapter 6: Conclusions and Future Work.

problems of practical importance, and broaden our perspectives on integrating a future
quantum computer with a conventional classical computer. More importantly, this thesis
extends existing computational methodologies for challenging EO problems and beyond while
also providing new insights into the potential of a future quantum computer.

1.5 Outline
The following text outlines the structure of this thesis. In Chapter 2, we cover the basic build-
ing blocks of AI, QA and QA, introduce real-world EO datasets, and applications of hybrid
approaches. Chapter 3 discusses the methodology for answering our research questions, and
the prospects and bottlenecks of small-scale faulty quantum computers. In Chapter 4, titled
“Main Results I: gaining insights into small-scale faulty quantum computers,” and Chapter
5, titled “Main Results II: toward quantum advantage,” we provide research answers and
main results based on several peer-reviewed publications. Finally, Chapter 6 concludes this
dissertation. We present the general causal structure of this dissertation in Figure 1.2.

1.6 List of publications included in this dissertation
• Publication A: S. Otgonbaatar and M. Datcu, “Classification of Remote Sensing

Images with Parameterized Quantum Gates,” in IEEE Geoscience and Remote Sensing
Letters, vol. 19, pp. 1-5, 2022, art no. 8020105, URL: https://doi.org/10.1109/
LGRS.2021.3108014 [66].

– CRediT.1 S. Otgonbaatar: conceptualization, methodology, software, validation,
formal analysis, investigation, writing - original draft, writing - reviewing and
editing, visualization, M. Datcu: supervision.

1The authors contribution is based on a Contributor Roles Taxonomy (CRediT) system: https://credit.
niso.org/
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– Other contributors. M. Datcu supervised.
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2 Background

AI involves the study of learning algorithms for pattern recognition tasks deployed on a
classical computer, whereas Quantum Artificial Intelligence (QAI) is the synergy between AI
and QC for extracting informative patterns from benchmark datasets (in our case, benchmark
EO datasets) deployed on a quantum computer [11]; here, QAI is exchangeable with QML.

Variational Quantum Algorithms (VQAs) and QA approaches are a kind of QAI specifi-
cally designed for NISQ computers and QA devices, respectively, with the help of classical
computing methods and a conventional classical computer [21]. Hence, they are sometimes
called hybrid classical-quantum approaches, the synergy between quantum computing and
classical computing.

This chapter provides background on AI, QC, QAI, QA, and EO datasets. In Chapter 2.6,
we provide brief summaries of processing hybrid classical-quantum approaches on satellite
datasets when deploying a quantum part on faulty quantum computers, NISQ and QA de-
vices. Chapter 3 presents the methodologies of hybrid classical-quantum and QA approaches,
and how to deploy them on both a NISQ computer and a D-Wave QA device for processing
big satellite datasets.

Several books [13, 34, 61] provide a more detailed discussion of the various methodologies
of AI models, and the book [84] provides a discussion of satellite datasets for EO. We refer to
[8, 62] for an interested reader for the detailed concepts of quantum computing and quantum
information science.

2.1 Artificial Intelligence

AI generally refers to learning methods to extract informative features and patterns from
benchmark datasets [13, 61]. In particular, the set of learning methods includes Bayesian
Inference (BI) [24, 88], SVM [60, 87], Boltzmann Machines (BM) [86], Deep Neural Networks
(DNN), or Artificial Neural Networks (ANN) [3, 34]. One can classify, cluster, and predict
unseen similar datasets by leveraging benchmark datasets. For simplicity, a set of learning
methods can be represented by a parameterized model fw, where w is its adjustable weights.
We can divide it into two distinct learning paradigms: supervised and unsupervised learning
[13, 61].

Supervised learning is a method for recognizing hidden patterns from benchmark datasets,
which are denoted by S = {xj , yj}N

j=1. In this context, xj represents a training data point,
and yj represents its corresponding label. It is assumed that a benchmark dataset is governed
by some model yj = fw∗(xj), where w∗ is the hidden-known generating dataset’s label yj .
Moreover, supervised learning methods intend to learn the model ỹj = fw(xj), where w is
the adjustable-unknown, such that the loss function between a given label yj and a predicted
label ỹj is minimum at some value w̃:
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Figure 2.1: [Top] An ANN comprises an input layer, several hidden layers, and an output
layer. It is worth noting that the number of neurons in each hidden layer k does
not have to be the same. In most cases, the number of input points m is also
greater than the number of output points t. [Bottom Left] We present an example
ANN with a single hidden layer. [Bottom Right] Each digital value of both the
hidden and output layer is obtained by summing the incoming information ∑
and applying a nonlinear activation function f on the summed result: the neuron
in the hidden layer (gray), and the output neuron (green and blue).

w̃ = arg min
w

L(fw(xj), fw∗(xj))

= arg min
w

Lw(ỹj , yj),
(2.1)

where Lw(fw(xj), fw∗(xj)) is the so-called loss function. We choose the loss function de-
pending on the task at hand. For instance, the loss function can be a squared loss if the task
is a dataset regression, and an entropy loss if the task is a dataset classification.

Unsupervised learning is another learning paradigm for recognizing hidden patterns from
a benchmark dataset denoted by S = {xj}N

j=1 when the label information yj is not provided.
In particular, it is a machinery of discovering the underlying distribution function p(w|S) of
data points:

w̃ = arg max
w

p(w|S) (2.2)

Two examples of unsupervised learning are dimensionality reduction and clustering of data
points S = {xj}N

j=1.

2.1.1 Deep Learning
DL refers to deep neural networks for extracting underlying informative patterns from bench-
mark datasets (in our case, EO images), similar to traditional artificial neural networks [53].
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Figure 2.2: Non-linear activation functions include the logistic sigmoid, σ(x), the hyperbolic
tangent, tanh(x), and the ReLU function, max(0, x).

In particular, it extracts macroscopic patterns from images using filters with a few trainable
weights in contrast to artificial neural networks [50]. Deep neural networks are mostly called
a Convolutional Network (ConvNet or CNN). Several different CNN architectures, including
ResNet [42] and VGG16 [94], exist for analyzing benchmark datasets. More importantly, we
can use CNNs for both supervised and unsupervised learning tasks.

In the following subsections, we present a high-level overview of ANNs and CNNs for su-
pervised learning. For a deeper insight into supervised and unsupervised learning paradigms,
the reader is referred to [13, W5, 61].

An Artificial Neural Network

An ANN is a digital information processing technique inspired by the goal of modeling
a biological neural system [17, 44]. It comprises layers of artificial neurons that process
information similarly to biological neurons in the human brain. ANNs consist of three
groups of layers: an input layer, an output layer, and several hidden layers. Each neuron in
a layer is connected to all the neurons in its nearest neighbor layer via edges with trainable
weights, as shown in Figure 2.1.

Mathematically, the input layer receives benchmark dataset’s features x = (x1, x2, . . . , xm)T .
And the digital values of the hidden layer h(l) = (h(l)

1 , h
(l)
2 , . . . , h

(l)
z )T , 1 ≤ l ≤ L, and the

output layer ỹ = (ỹ1, ỹ2, . . . , ỹt)T are set using the weighted sum of digital information of
their previous layer and using the nonlinear activation function f sequentially. Nonlinear
activation functions mimicking excitatory and inhibitory transitions act as a threshold value
for activating an artificial neuron given its summation value.

Figure 2.2 illustrates commonly used nonlinear activation functions: the sigmoid function,
σ(x) = 1/(1+ex), the hyperbolic tangent, tanh(x) = (ex +e−x)/(ex −e−x), and the Rectified
Linear Unit (ReLU) function, ReLU(x) = max(0, x).

An example ANN shown in Figure 2.1 [Bottom] consists of the input layer with three
digital values xj = (x1, x2, x3)T , the single hidden layer with five digital values h(1) =

11
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(h(1)
1 , h

(1)
2 , h

(1)
3 , h

(1)
4 , h

(1)
5 )T , and the output layer with two digital values ỹ = (ỹ1, ỹ2)T . The

digital values of the hidden and output layer are defined, respectively:

h
(1)
k = f

b1,k +
m∑

j=1
w1,j,kxj︸ ︷︷ ︸∑

 = max
(
0,
∑)

, k = 1, . . . , 5 (2.3)

ỹt = f

b2,t +
k∑

j=1
w2,j,th

(1)
j︸ ︷︷ ︸∑

 = max
(
0,
∑)

, t = 1, 2 (2.4)

where b1,k and b2,t are biases, xj is a data point included in S = {xj , yj}N
j=1, w1,j,k and w2,j,t

are trainable weights, and f is the ReLU function. In most cases, the summation operation
and nonlinear activation functions are not explicitly shown, but the digital values (h(l)

k , ỹt).

A Convolutional Neural Network

A CNN is a type of neural network that consists of different layers of convolution oper-
ations along with nonlinear activation functions [42, 94]. CNN architectures like ResNet
[42], VGG16 [94], AlexNet [48], Inception-4 [99], and variational autoencoders [47] mainly
comprise some Convolutional (Conv), Pooling (Pool), and a Fully-Connected Neuron Layer
(FCNL) that represents the output layer. Figure 2.3 [Top] depicts the architecture of a
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typical CNN. The CNN’s convolution and pooling layers are essentially weighted filters that
capture different informative features like vertical edges, circles, and other relevant informa-
tion from images [48, 105]. The weighted filters convolve sequentially over the raw image,
and their weights capture specific characteristics of the input image, while the nonlinear
activation functions threshold the filter results in particular ranges.

For instance, suppose we have a 4 × 4 input image with a single channel and a 2 × 2
weighted filter. The filter results are obtained by a dot product of the input image’s 2 × 2
elements and the weighted filter, as shown in Figure 2.3 [Bottom].

z0,4 = b0 + a1,1w0,1 + a1,2w0,2 + a1,5w0,3 + a1,6w0,4

= xT w = wT x,
(2.5)

where b0 is the bias term, x = (1, a1,1, a1,2, a1,5, a1,6)T , w = (b0, w0,1, w0,2, w0,3, w0,4)T , and
z0,1, z0,2, and z0,3 are computed in a similar way to z0,4. The ReLU activation function is
calculated as f(z0,4) = max(0, z0,4). Here, red denotes the sample calculation of the hidden
layer, the bottom right corner of an input image illustrated in Figure 2.3 [Bottom].

As explained, we assume an image dataset denoted by S = {xj , yj}N
j=1, where each image

xj ∈ Rm×m is associated with a label yj ∈ R. To train a CNN on this dataset and obtain its
optimal weight w̃ by minimizing the loss function Lw(ỹj , yj) of the predicted value ỹj and
the true label yj , one applies a widely used method for minimizing this loss function via the
(stochastic) gradient descent:

wnew = wold − λ
∂Lw(ỹj , yj)

∂w , (2.6)

where λ is a learning rate, and the gradient ∂Lw(ỹj ,yj)
∂w is obtained by using backpropagation.

CNN models have been more successful for data-driven tasks than traditional compu-
tational algorithms. However, there is still room for improvement in their computational
speed and output accuracy, even in their electric power usage. Hence, some scientists have
attempted to increase the computational speed of conventional machine learning tasks by
leveraging QC [11]. For example, they have developed quantum least squares fitting, known
as a Harrow-Hassidim-Lloyd (HHL) algorithm [39], and the QNN [2, 11] much faster than
their conventional counterparts.

In the following chapters, we introduce QC and AI boosted by QC (for short, QAI). We
also present satellite datasets used for deploying QAI models on faulty quantum computers.

2.2 Quantum Computing
A quantum computer is a novel computing system that operates on the principles of quantum
computing. Its basic building blocks are qubits and quantum gates. Quantum computing
involves four fundamental concepts [62]: qubits that encode input data, qubit entanglement
and superposition that generate entangled quantum states presenting a non-classical physical
property, parameterized and non-parameterized quantum gates that manipulate the initialized
qubits, and measurement finally generates the results. We formally define these concepts:

1. qubits are represented by ket vectors, denoted as |0⟩ and |1⟩, where |0⟩ is equal to
(

1
0

)

and |1⟩ is equal to
(

0
1

)
. Both |0⟩ and |1⟩ belong to the complex vector space C2.
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Figure 2.4: The Bloch sphere representation of a qubit.

The Hermitian of |0⟩ and |1⟩ are known as bra vectors, represented by |0⟩† = ⟨0| and
|1⟩† = ⟨1|, respectively. The Hermitian operation is represented by a dagger notation
denoted by †, which signifies complex conjugation and transposition [8].
Quantum computing uses the concepts of superposition and entanglement, which are
not present in classical computing. In classical computing, a bit can only exist in two
states, either 0 or 1, with a probability of 1. However, a single-qubit state can be in
superposition, i.e., a linear combination of |0⟩ and |1⟩, with complex coefficients a0 and
b0:

|ψ⟩0 = a0 |0⟩ + b0 |1⟩ s.t. |a0|2 + |b0|2 = 1, a0, b0 ∈ C. (2.7)

The coefficients a0 and b0 represent the probability amplitudes of the qubits |0⟩ and |1⟩,
respectively. The sum of the probability amplitudes is equal to one, i.e., |a0|2+|b0|2 = 1.
For an n-qubit state, there are 2n amplitudes. The n-qubit state can be represented as

|ψ⟩n =
n−1∏
i=0

(ai |0⟩ + bi |1⟩) =
2n−1∑
i=0

ci |i⟩ (2.8)

where ci represents the probability amplitude of the state |i⟩, and ∑i |ci|2 = 1.
As mentioned in Chapter 1, simulating this superposition state on a classical computer
becomes extremely challenging, especially when n = 100, as we need to store 2100

complex numbers in classical memory.
A qubit can also be visualized as a point on/in the Bloch sphere [8], a spherical polar
coordinate system, by using:

|ψ⟩ = cos
(
α

2

)
|0⟩ + eiβ sin

(
α

2

)
|1⟩ , (2.9)

where α and γ are angles in radians. For example, a qubit is located at the surface of
the Bloch sphere as illustrated in Figure 2.4:

• the qubit |ψ⟩ = |x⟩+ = 1√
2

(|0⟩ + |1⟩) presides at the x-axis if α = π/2 and β = 0.

• the qubit |ψ⟩ = |y⟩+ = 1√
2

(|0⟩ + i |1⟩) is at the y-axis if α = β = π/2.

• the qubit |0⟩ is at the north pole if α = 0 and β = 0.
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Table 2.1: Some single-qubit quantum gates

Name Symbol Matrix Operation Gate Diagram

Pauli-I I

(
1 0
0 1

)
I |0⟩ = |0⟩ , I |1⟩ = |1⟩ I

Pauli-X X

(
0 1
1 0

)
X |0⟩ = |1⟩ , X |1⟩ = |0⟩ X

Pauli-Y Y

(
0 −i
i 0

)
Y |0⟩ = i |1⟩ , Y |1⟩ = −i |0⟩ Y

Pauli-Z Z

(
1 0
0 −1

)
Z |0⟩ = |0⟩ , Z |1⟩ = − |1⟩ Z

Hadamard H
1√
2

(
1 1
1 −1

)
H |0⟩ = |x⟩+ , H |1⟩ = |x⟩− H

T gate T

(
1 0
0 exp(iπ/4)

)
T |0⟩ = |0⟩ , T |1⟩ = exp(iπ/4) |1⟩ T

Phase gate P or S
(

1 0
0 i

)
S |0⟩ = |0⟩ , S |1⟩ = i |1⟩ S

• the qubit |1⟩ is at the south pole if α = π and β = 0.

2. qubit entanglement describes the state of qubits that are entangled with each other.
If the quantum state of two qubits cannot be expressed as a product state, such as
|ψ⟩AB = |ψ⟩A |ψ⟩B, then the state is called an entangled state. Additionally, suppose
we know the quantum state of the first qubit with some probability less than one. In
that case, we can determine the quantum state of the second qubit with certainty, even
if the entangled qubits are located in different places.

To illustrate, consider a quantum state from the book [8]:

|ψ⟩AB = cos θ |0⟩A |0⟩B + sin θ |1⟩A |1⟩B , (2.10)

where |0⟩A |0⟩B = |0⟩A ⊗ |0⟩B , |1⟩A |1⟩B = |1⟩A ⊗ |1⟩B, and ⊗ is a tensor product.
If θ = π then a two-qubit state |ψ⟩AB can be written as a product state |ψ⟩AB =
|ψ⟩A |ψ⟩B where |ψ⟩A = |1⟩A , |ψ⟩B = |1⟩B, and A and B states are not an entangled
state. If θ = π/4, then the two-qubit state cannot be written as a product state
|ψ⟩AB ̸= |ψ⟩A |ψ⟩B, and A and B states become an entangled state called the Bell
state |ψ⟩AB = 1/

√
2(|0⟩A |0⟩B + |1⟩A |1⟩B).

3. parameterized and non-parameterized quantum gates are used to encode data points in
input qubits and to create interactions and entanglement among qubits, which makes
them more powerful than instructions on a conventional computer.

A set of unitary quantum gates can operate as parameterized quantum gates [62]:

U = U(γ, θ, ϕ) = UγUθUϕ, (2.11)

where γ, θ, and ϕ are parameters (angles in radians), and U in matrix form:
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Table 2.2: Some multi-qubit quantum gates. Here, ⊕ denotes the XOR operation, and
i, j, k ∈ {0, 1}.

Name Matrix Operation Gate Diagram

CNOT


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 CNOT |i⟩ |j⟩ = |i⟩ |i⊕ j⟩ , •

SWAP


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 SWAP |i⟩ |j⟩ = |j⟩ |i⟩ ×
×

CCNOT



1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0


CCNOT |ijk⟩ = |i⟩ |j⟩ |k ⊕ (ij)⟩ •

•

Uγ =
(
eiγ 0
0 e−iγ

)
, Uθ =

(
cos(θ) − sin(θ)
sin(θ) cos(θ)

)
, Uϕ =

(
eiϕ 0
0 e−iϕ

)
. (2.12)

A family of quantum gate sets that do not require parameters exist, including single-
qubit and multi-qubit gates. Some examples of single-qubit gates as illustrated in Table
2.1 include Pauli gates,

I =
(

1 0
0 1

)
, X =

(
0 1
1 0

)
, Y =

(
0 −i
i 0

)
, Z =

(
1 0
0 −1

)
, (2.13)

the Hadamard gate H, the T gate, and the phase gate P ,

H = 1√
2

(
1 1
1 −1

)
, T =

(
1 0
0 exp(iπ/4)

)
, P =

(
1 0
0 i

)
. (2.14)

Quantum gates map a qubit to another qubit while preserving the norm of amplitudes.
For example, applying the X gate to a qubit in the state |0⟩ results in the state
|1⟩, and applying it to a qubit in the state |1⟩ results in the state |0⟩. Similarly,
applying the X gate to a superposition state |ψ⟩0 = a0 |0⟩ + b0 |1⟩ results in a new
state |ψ⟩1 = a0 |1⟩+ b0 |0⟩, where |a0|2 + |b0|2 = 1. For more information on single- and
multi-qubit gates, please visit [W6].
Multi-qubit gates include two-qubit controlled-NOT (CNOT) gates, two-qubit SWAP
gates, and three-qubit controlled-controlled-NOT (CCNOT) gates, sometimes inter-
changeable with the Toffoli gate [62]. The CNOT gate acts on the second qubit only
if the first qubit is in the state |1⟩, while the SWAP gate swaps the states of the two
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• • • • • T

• = • • T † T † S

H T † T T † T H

Figure 2.5: Decomposed a Toffoli gate into a universal quantum gate set.

qubits. The CCNOT gate acts on the third qubit only if the first two qubits are in the
state |1⟩ |1⟩ shown in Table 2.2). For further information on single- and multi-qubit
gates, please refer to [W6].

4. measurement is performed on the qubits based on the set of observables: O ∈ {X,Y, Z, I}
after manipulating the input qubits using parameterized and non-parameterized quan-
tum gates. The probability of obtaining a quantum state M = |i⟩⟨i| , i ∈ {0, 1} and
the expectation value of an observable O can be calculated using U gates for encoding
data points in the qubits and V gates representing single- and multi-qubit gates. The
equations for the probability and expectation value are as follows:

P (i) = ⟨ψ|U †V †MV U |ψ⟩ , (2.15)

⟨O⟩ = ⟨ψ|U †V †OV U |ψ⟩ . (2.16)

2.2.1 Universal Quantum Computation
In conventional classical computing, a function on bits can be calculated using classical
logic gates such as OR, AND, and XOR. Any classical logic gate can be constructed using
a universal classical logic gate sequence. In classical computing, a NAND logic gate is a
universal logic gate. In quantum computing, the CCNOT quantum gates, which are known as
Toffoli gates, can mimic classical NAND logic gates for computing a function [62]. Therefore,
any function on bits computed on a classical computer can also be executed on a quantum
computer.

In universal quantum computation, the Toffoli gates can be approximately expressed using
a universal quantum gate set, which is {CNOT, H, S, T}, known as Clifford+T. The CNOT,
H, and S gates are known as Clifford quantum gates, while the T gate is called a non-Clifford
quantum gate. The Gottesman-Knill theorem states that a classical computer can efficiently
simulate Clifford gates [35]. However, it cannot simulate non-Clifford quantum gates in a
reasonable polynomial time on a classical computer. A quantum computer having around
O(1015) non-Clifford quantum gates cannot be simulated efficiently on a classical computer
and surpasses the performance of a conventional classical computer [83]. Note that sets
of universal quantum gate sets exist depending on a particular quantum error correction
technique, such as a qubit flip error.

The universal quantum gate set {CNOT, H, S, T} is extensively used among universal
quantum gate sets because it can be implemented efficiently on a promising quantum error
correction technique called a surface code for building a fault-tolerant digital quantum com-
puter [33]. The universal quantum gate set {CNOT, H, S, T}, e.g., illustrated for the Toffoli
gate in Figure 2.5, can express and mimic any quantum gate. Moreover, a quantum gate
error rate is around 10−3, while a conventional transistor error rate is around 10−17 (Chap-
ter 10 of [62]). Thus, correcting quantum errors at a sufficiently high rate is inevitable.
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The quantum errors are the bottleneck for operating practical large-scale digital quantum
computers surpassing the performance of supercomputers [4].

2.3 Quantum Artificial Intelligence

QAI (or QML) studies quantum learning models for processing datasets faster and better
than some conventional AI models. It can be seen as the synergy between AI and QC or AI
models boosted by QC. Several quantum learning models theoretically surpass their classical
counterparts, such as Quantum Principal Component Analysis (QPCA) [54], a Quantum
Support Vector Machine (QSVM) [81, 102], an HHL algorithm for least squares fitting [39]
and a QNN, the quantum version of a conventional CNN [2, 11]. The quantum advantages
of some QML approaches have been also experimentally demonstrated in laboratories [85,
103, 106]. However, there are no demonstrated quantum advantages of QML approaches for
real-world problems on NISQ computers over conventional AI models. Furthermore, QML
approaches must know the noise in qubits and quantum gates.

VQAs are QML approaches promising computational advantage in the presence of noise
in a quantum computer over conventional classical ML algorithms [21, 31, 40]. Here, we
present the general architectures of VQAs for NISQ computers [10, 59] as we do not know
when a perfect quantum computer having more than n ≥ 100 error-free qubits and quantum
gates will be available [22, 78, 92].

2.3.1 Variational Quantum Algorithms

VQAs are a QAI approach designed specifically for a faulty digital quantum computer with
the help of conventional classical computer. They process input data points similar to a
traditional ANN and CNN presented in Chapter 2.1. However, the quality of VQAs relies
heavily on embedding classical data in input qubits [89, 90, 109], and on the depth of their
parameterized layer for supervised learning tasks [21, 104]. The VQAs comprise three main
layers illustrated in Figure 2.6: 1. a feature-embedding quantum layer, 2. a PQC layer, and
3. a data read-out layer.

1. a feature-embedding quantum layer

When dealing with classical datasets S = {xj , yj}N
j=1, it is necessary to embed each classical

data point xj ∈ Rm×m in input qubits. We use a feature-embedding quantum layer denoted
by X , which maps the classical data point onto qubits. Commonly used feature-embedding
methods include [109]:

1. basis encoding is a method that involves mapping a classical data point, denoted as
xj , to a quantum basis state |i⟩, where i ranges from 0 to 2n − 1, and is defined in
Equation (2.8). This is achieved through the use of a quantum embedding layer X ,
such that the mapping can be expressed as follows:

X : xj → |i2⟩ , (2.17)

where |i2⟩ is the bitstring representation of |i⟩. For instance, let us consider the classical
data point x1 = (0, 1, 0)T . The corresponding quantum basis state is |i2⟩ = |010⟩, which
is obtained using the feature-embedding quantum layer X = I ⊗X ⊗ I, acting on the
input qubits |000⟩.
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1. 2. 3.
|0⟩

feature-embedding PQC data read-out|0⟩
|0⟩

Figure 2.6: The visual representation for VQAs: 1. a feature-embedding quantum layer em-
beds classical data points in qubits, 2. a PQC layer manipulates the initialized
qubits for supervised learning tasks such as regression and classification, and 3.
a data read-out layer that generates a solution to the computational task.

2. amplitude encoding is a method to map a classical data point xj into the amplitude ci

of a quantum state. This quantum state is expressed in Equation (2.8). The mapping
is made using the function X , which takes the classical data point xj as input and
returns the quantum state |ψ⟩. The quantum state is defined as follows:

|ψ⟩ =
m−1∑
i=0

xi |i⟩ such that
∑

i

|xi|2 = 1, (2.18)

where m = 2n, and xi is an element of the data point xj . To illustrate this, consider
an example data point x1 = (0.86, 0.50)T . The corresponding quantum state is |ψ⟩ =
0.86 |0⟩ + 0.50 |1⟩. This state is obtained by applying the feature-embedding quantum
layer X = Uθ=π/6, as defined in Equation (2.12), to the input qubit |0⟩.

3. angle encoding is a method to map a classical data point xj to a quantum state |ψ⟩.
This is done using a feature-embedding quantum layer X , which consists of a list of U
gates that act on the input qubit. Specifically, the input qubit is transformed via the
following equation:

U(x0, x1, x2) |0⟩ . (2.19)
For example, if we have the data point x1 = (0.00, 0.00, 1.57)T , then we can apply the
gate U(0.00, 0.00, 1.57) to the input qubit |0⟩ to obtain the quantum state |ψ⟩.

2. a parameterized quantum circuit layer

After a feature-embedding quantum layer embedding data points in input qubits, a Parame-
terized Quantum Circuit (PQC) can be designed using parameterized and non-parameterized
quantum gates [95]. Here, the trainable weights are represented by the parameterized quan-
tum gates, which are combined with non-parameterized gates, to provide the PQC with
its quantum advantage over AI models. Additionally, an L-layer PQC can be created by
repeating the PQC L times, similar to ANNs and CNNs having L hidden layers illustrated
in Figure 2.1. An L-layer PQC is interchangeable with an L-depth PQC, which can be
mathematically expressed as:

VL(w) =
L∏

l=1
Wl · Vl(wl), (2.20)

where Wl is a non-parameterized gate for creating entanglement between the initialized
qubits using a feature-embedding quantum layer, and

Vl(wl) =
∏
k

Vl(wk
l ) (2.21)
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VL(w) V1(w1) W1

. . .

VL(wL) WL= . . .

. . .

Figure 2.7: A gate diagram representation for the L-depth PQC denoted by VL(w) having,
e.g., three wires/initialized qubits, k = 0, 1, 2.

|0⟩
X VL(w) O|0⟩

|0⟩

Figure 2.8: A gate diagram representing the feature-embedding, parameterized quantum cir-
cuit (PQC), and data read-out layers for a quantum system with three input
qubits.

is a parameterized gate, where k represents a number of wires or an input qubit illustrated
in Figure 2.7.

3. a data read-out layer

Selecting a feature-embedding method for encoding a problem in the input qubits and de-
signing a PQC depend on the computational task. The objective is to generate a much better
result than for its classical counterpart. After the PQC layer generates a result state, we read
it for an observable, such as O ∈ {X,Y, Z, I}. This reading process is called a measurement.
Further, we use the equation below to calculate the observable based on Figure 2.8:

⟨O⟩ = ⟨000 . . . 0| X †V †
L(w)OVL(w)X |000 . . . 0⟩ . (2.22)

For a classification task, in order to learn the weight w, we minimize the loss function:

Lw(ỹj , yj) = 1 − yj ⟨0| X †V †
L(w)OVL(w)X |0⟩ if yj ∈ {−1,+1}, (2.23)

where ỹj = ⟨O⟩ = ⟨0| X †V †
L(w)OVL(w)X |0⟩ ∈ [−1,+1], and O ∈ {X,Y, Z, I}. The opti-

mization process is carried out using the following equation which is identical to the one
used in training DNNs as presented in Equation (2.6), Chapter 2.1.1:

wnew = wold − λ
∂Lw(ỹj , yj)

∂w
, (2.24)

here, λ represents the learning rate. It is important to note that we minimize the loss
function on a classical computer using a classical optimizer since the expectation value ⟨O⟩
is a function. For a detailed discussion on calculating a gradient of parameterized quantum
gates without the help of a classical computer, refer to [58, 109]. Additionally, the reader is
referred to [45, 49] for training VQAs for unsupervised learning tasks.

2.4 Quantum Annealing
A quantum annealing algorithm uses quantum tunneling and entanglement to find solutions
to some hard computational problems. It is a meta-heuristic algorithm based on adiabatic
quantum computation [5, 30, 36]. This differs from classical simulated annealing, which uses
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thermal fluctuation to tackle a specific kind of computational problems [14]. A quantum
annealing device, such as the one manufactured by D-Wave Systems, can only determine
solutions to combinatorial optimization problems, known as QUBO problems [41, 56]. Its
performance depends on setting some hyperparameters, such as an annealing schedule and
the qubit connectivity. The device is used in various applications, from aeronautics [96]
to quantum chemistry [7] and machine learning [25, 64]. However, due to the difficulty of
setting its hyperparameters, a programmable quantum annealing device has yet to demon-
strate a quantum advantage over a classical computer for solving real-world combinatorial
optimization problems.

In Chapter 3, we present and explain how to map real-world optimization problems to
QUBO problems and deploy them on a D-Wave quantum annealer. We also discuss how it
can be used in ML techniques such as QSVM and optimization problems [65, 102].

2.4.1 Quantum Annealing Device
The solution generated by quantum annealing devices is similar to finding the most probable
configuration of its qubit states s:

s̃ = arg max
s
p(s), p(s) ≈ e−βH(s), H(σz) |0⟩ = H(s) |0⟩ , (2.25)

Here, β is a scaling parameter, H(σz) is the Ising model, H(s) is its eigenvalue, Jij is the
interaction strength of the nearest neighbor spins ⟨σi

z, σ
j
z⟩, σi

z is a Pauli-z operator having
an eigenvalue si, and hi is its bias. The Ising model, denoted by H(σz), is given by:

H(σz) = −
∑
i<j

Jijσ
i
zσ

j
z −

∑
i

hiσ
i
z,

H(s) = −
∑
i<j

Jijsisj −
∑

i

hisi, si ∈ {−1,+1};
(2.26)

On the other hand, Equation (2.25) is equivalent to the optimization problem:

s̃ = arg min
s

H(s), s ∈ {−1,+1}∗. (2.27)

By inserting si = 1 − 2bi in H(s), we obtain its so-called QUBO form [10]:

H(b) =
∑
i<j

qijbibj +
∑

i

qibi + const = bTQb, bi ∈ {0,+1}, (2.28)

where qij is the interaction strength between the spins ⟨bi, bj⟩, and qi is its bias.

b̃ = arg min
b

H(b), b ∈ {0,+1}∗ (2.29)

In particular, the Ising model has variables +1 and −1, while the QUBO model has variables
0 and +1.

2.5 Earth Observation
Satellite images for Earth observation tasks are acquired using airborne or satellite platforms
to combat environmental and climate challenges and inform people about potential environ-
mental hazards [63, 77]. The acquired images are available in digital format and contain
three pieces of information [W7]:
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Figure 2.9: Example images of the Eurosat dataset with two labels and RGB (red-green-
blue) spectral bands: “annual crop” and “residential area.”

Figure 2.10: Example images of the UC Merced Land Use dataset with two labels and RGB
(red-green-blue) spectral bands.

• spectral bands refer to sensed signals with different wavelengths,

• radiometric resolution is the number of radiometry levels of remotely sensed signals,

• pixel spacing is the on-ground pixel spacing of the remotely sensed images.

Satellite image datasets provided by organizations like the European Space Agency (ESA)
are massive compared with conventional digital red-green-blue (RGB) images [82]. For ex-
ample, a single Sentinel-2 image frame of 200 × 200 km2 having 12 spectral bands, eight bits
of radiometric resolution per spatial resolution, and a pixel spacing of 60 m has around 11
million heterogeneous pixels and carries information of 1.067 · 109 bits, requiring 1.067 Gbit
memory in the storage device [84]. The information quantity even increases dramatically
with data collected day and night by satellites, such as 1.6 TB of compressed images per day
collected by a single Sentinel-2 satellite. This has made benchmark datasets widely available
for AI practitioners [23].

2.5.1 Benchmark Satellite Datasets

Benchmark satellite datasets assist in analyzing the performance of emerging learning models,
such as QML, compared to the best existing models. They differ in their characteristic,
heterogeneity, quality, and volume. This section introduces diverse benchmark datasets this
thesis used.

An Eurosat dataset: the dataset in question is a collection of Sentinel-2 SAR images
featuring 27, 000 images that have been labeled (i.e., coarsely classified) and geo-referenced.
This dataset is called Eurosat and comprises a large number of patch-based images, each
measuring 64 × 64 pixels and belonging to one of ten distinct classes. Each image has 13
spectral bands ranging from 443 nm to 2, 190 nm, with a spatial pixel spacing of 10 m/pixel
to 60 m/pixel. You can look at Figure 2.9 for a visual representation of this dataset [43].

A UC Merced dataset: it comprises 2, 100 image scenes with three RGB spectral bands.
Each image has a spatial resolution of 256 × 256 pixels and covers 21 classes. The dataset
includes a variety of classes, ranging from the smallest class, such as “tennis court,” which
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Figure 2.11: [Left] The hyperspectral image of Indian Pine, USA and [Right] the hyperspec-
tral image of Pavia University, Italy.

Figure 2.12: Interferometric Synthetic Aperture Radar (InSAR) images of the Cape Verde
volcano for monitoring its deformation: [Left] the phase change of two SAR
images of Cape Verde volcano. The two SAR images are obtained at different
times and positions. [Right] its deformation is shown in red [26].

has 42 data points, to the largest classes, like “agricultural,” which has 100 data points. You
can see an example of the dataset in Figure 2.10.

The HSI dataset of Indian Pine and Pavia University: an Indian Pine HSI is obtained
using the Imaging Spectroscopy and the Airborne Visible/Infrared Imaging Spectrometer
(AVIRIS) sensor mounted on an airborne platform. It contains 220 contiguous spectral
bands ranging from 400 nm to 2, 500 nm at 10 nm intervals and generates 16 classes [W2].
Its spatial dimension is 240 × 240 pixels. On the other hand, the Pavia University HSI is a
3rd order tensor S ∈ RI1×I2×I3 with a spatial dimension of 610 × 340 pixels and 9 classes.
103 contiguous spectral bands characterize each pixel shown in Figure 2.11. It is important
to note that the number of classes may vary depending on the interpretation task.

An InSAR dataset: an imaging device called SAR obtains complex-valued images by
utilizing coherent signals. In contrast, InSAR is an inversion technique that monitors de-
formations on the Earth’s surface by analyzing and comparing the phase values of two or
more complex-valued images captured by SAR devices [76]. You can see an illustration of
the InSAR image in Figure 2.12.

PolSAR datasets: PolSAR datasets are unique compared with other remotely-sensed
datasets because they provide physical scattering information of ground targets. PolSAR
images are represented by a pixel scattering scheme based on the physical scattering infor-
mation of ground targets illustrated in Figure 2.13, and their pixels are represented by 2 × 2
scattering matrices [38]:

S =
(
shh shv

svh svv

)
, (2.30)

where each element of S is a complex-valued number, with the first index representing
the polarization state of the incident polarized beam and the second index representing the
polarization state of the reflected polarized beam on targets. By assuming incident polarized
states (i.e., incident Jones vectors Ji), we can represent PolSAR images by their reflected
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Figure 2.13: Here, we present a C-band PolSAR image (with the wavelength range from
1, 530 nm to 1, 565 nm) of California, USA obtained from Radarsat-2, and an
L-band PolSAR image (with the wavelength range from 1, 565 nm to 1, 625
nm) of Oberpfaffenhofen, Germany taken by the airborne ESAR-L instrument.
[Top] PolSAR images of California and Oberpfaffenhofen, [Bottom] an incident
Jones vector Ji, the polarization-changing targets in the PolSAR image S, and
a reflected Jones vector Jr.

polarized states (i.e., reflected Jones vectors Jr):

Ji
s−→ Jr : SJi = Jr. (2.31)

2.6 Brief Summary for Applications of Faulty Quantum Computers
This chapter provides brief overviews of our key findings related to implementing QML on
faulty quantum computers using benchmark satellite datasets. The next chapter will delve
into more detailed steps for implementing hybrid classical-quantum and quantum annealing
approaches on faulty quantum computers. Chapters 4 and 5 present our main results based
on several articles.

We investigate and study the design and applications of hybrid classical-quantum ap-
proaches using benchmark multispectral and polarimetric satellite datasets. More detailed
discussions can be found in the publications referenced in Chapter 4.1 of this dissertation.

For multispectral images, we propose a two-level encoding approach. The first level uses
a deep neural network to reduce the spatial dimensionality of the multispectral images so
that the outputs d of the deep neural networks are compatible with the input qubits n ≥ d
[94]. The second level employs the basis encoding to embed the deep neural network outputs
in the input qubits. With this encoding technique, we design and analyze a PQC layer
based on an energy-based model. We minimize its loss function using a gradient descent
expressed in Equation (2.24) on a classical computer. We also provide a quantum transfer
learning model for benchmarking QML approaches on classical image scene datasets, the
quantum version of classical transfer learning. We conduct our first experiments on a digital
quantum simulator with 17 input qubits [16], and show that our hybrid classical-quantum
model produced better classification outcomes than a classical deep neural network.

For polarimetric images, we characterize them using their Stokes parameters, which are
the doppelgänger of qubits. We encode them in qubits using the angle encoding without
the classical dimensionality-reduction layer due to the doppelgänger feature, which results
in a one-to-one mapping between the Stokes parameters and input qubits. We conduct our
experiments on the IBM quantum computer with five input qubits [W8]. We name the one-
to-one mapping of the Stokes parameters to the input qubits a natural embedding. We also
demonstrate that the one-to-one mapping based on the underlying physics of polarimetric

24



2.6 Brief Summary for Applications of Faulty Quantum Computers

images conveys physical information. More importantly, the one-to-one mapping technique
overcomes the out-of-distribution problem, typical of AI. Our methodology for polarimetric
datasets can be used to benchmark future hybrid classical-quantum models.

We implement also quadratic programming problems on a QA device. This is achieved by
designing and analyzing a novel mechanism that transforms quadratic programming prob-
lems into QUBO problems. The quadratic programming problems in this thesis include
a SVM, a network flow minimization problem, and a quantum boosting algorithm. More
importantly, we devise strategies to map any hard quadratic programming problem to its
QUBO form and execute it on a quantum annealer by following our workflow defined in
Chapter 3.2.1. In some pattern recognition tasks, the outputs of the quantum annealer gen-
erated distinct classes better than conventional learning methods and a classical annealer.
For more detailed discussions, the reader is referred to the publications in Chapter 4.2.

To the best of our knowledge, these studies are the first attempt to design a methodology
for embedding satellite datasets in faulty quantum computers and to explore and study po-
tential EO applications for hybrid classical-quantum approaches. This assessment will help
design experiments for current and future quantum computers, by considering their poten-
tial benefits and imperfections, such as a coherent Ising machine [20] or a digital annealer
provided by e.g., Qilimanjaro Tech [W9].
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Chapter 2 of this dissertation provided background information on VQAs and QA, highlight-
ing the synergy between AI and QC. We also presented the brief summary on our findings
when processing hybrid classical-quantum approaches on benchmark satellite datasets.

A quantum computer, which utilizes superposition and entanglement of qubits, has a
computational advantage for finding solutions to some challenging computational problems,
including AI models [11] and integer optimization problems [29]. The computational power
of a quantum computer is based on the fact that a sufficiently high number of entangled
qubits is classically non-simulatable, making it an inspiring area of research for tackling
some practical EO problems [35].

There are challenges in encoding satellite datasets into qubits and in understanding the
potential advantages and limitations of QML models compared to traditional AI ones [55,
66, 67, 109]. Additionally, quantum computers on the current market are limited by the
number of error-prone qubits and quantum gates, which restricts the size of QML models
[W10, W8].

This chapter will explain the techniques to embed data points in small faulty quantum
computers when considering satellite datasets and EO methodologies. We also demonstrate
how to deploy hybrid classical-quantum and quantum annealing approaches on NISQ com-
puters and QA devices, respectively. Finally, we discuss the prospects and bottlenecks of
hybrid classical-quantum and quantum annealing approaches.

3.1 Hybrid Classical-Quantum Approach

Real-world datasets from sensors mounted on satellites and airplanes have unique features
and dimensions. For example, multispectral satellite images mostly have three or more
spectral bands and spatial information xj ∈ Rm×m. In comparison, hyperspectral satellite
images have up to about 200 spectral bands and a spatial dimensionality xj ∈ Rm×m [W2, 23,
43]. However, executing VQAs on high-dimensional satellite datasets on NISQ computers for
supervised learning tasks can be challenging due to the limited number of available qubits.
Typically, n < m × m, where n is the number of qubits, and NISQ computers today have
around n ≤ 100 qubits. This means we must embed the data point in the n number of
qubits, being much smaller than the total number of elements. To address this bottleneck,
this thesis proposes a two-level encoding technique for embedding classical datasets in small
imperfect qubits [66]:

• the first-level encoding performs either a classical dimensionality reduction or feature
selection technique on large-scale high-dimensional satellite datasets, and

• the second-level encoding (or a feature-embedding quantum layer) then embeds the
output of the first-level encoding in the input qubits by leveraging a feature-embedding
quantum method presented in Chapter 2.3.1.
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a classical optimizer

update parameters: 𝐰new

the first-level encoding

the second-level encoding

Figure 3.1: An example hybrid classical-quantum approach having three input qubits for a
high-dimensional satellite image xj = (a0,0, a0,1, . . . , a3,4)T ∈ R4×4. Here, the
first classical layer is optional, depending on given features of classical datasets.

Once the data points are embedded in the qubits via a two-level encoding technique, we
optimize the adjustable weights of the PQC denoted by VL(w) using a classical optimizer.
This approach to training VQAs on satellite datasets with the help of the two-level encoding
and classical optimizer is a hybrid classical-quantum approach illustrated in Figure 3.1 [10,
16].

3.1.1 Workflow Details for Hybrid Classical-Quantum Approaches

As seen in the prior sections, hybrid classical-quantum approaches combine the strengths
of quantum computing and classical computing. We can enhance conventional classical
computational science by integrating quantum computing resources into traditional hardware
and algorithms. In this context, we present the workflow details for hybrid classical-quantum
approaches:

1. Firstly, we represent the images xj ∈ Rm×m by d elements using traditional dimen-
sionality reduction or feature selection techniques via a classical layer. This ensures
that n ≥ d, where the d elements are the most informative and relevant features of a
given high-dimensional satellite image.

2. Secondly, using a feature-embedding quantum method in a quantum layer, we encode
the most informative d elements in the input qubits.

3. Lastly, we define a loss function depending on the supervised learning task, such as
regression or classification and optimize it using a conventional classical optimizer.

In particular, hybrid classical-quantum approaches for supervised learning tasks comprise:
a classical layer that reduces the dimensionality or implements feature selection on input
images, a quantum layer that performs second-level encoding via the feature-embedding
quantum method on the input qubits, followed by the PQC and data read-out layers (see
VQAs presented in Chapter 2.3.1), and a classical optimizer that optimizes the PQC with
the help of traditional classical computing resources.
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Figure 3.2: The Pegasus topology of the D-Wave quantum annealer: green dots are spins,
and the black lines represent their interaction J .

3.1.2 Prospects and Bottlenecks

There are several extensions to the research in this thesis. The experiments can take sev-
eral hours to several days when training hybrid classical-quantum models on real-world big
datasets using real NISQ computers [67]. In contrast, classical computers can produce re-
sults in just a few seconds. Despite this, NISQ computers may output better results than
classical methods [46]. We also must develop efficient strategies and novel methods for train-
ing quantum machine learning approaches with a complete error-mitigation and -correction
code to achieve quantum advantage using future quantum computers. To obtain the so-called
quantum advantage, an efficient method for encoding classical datasets in qubits is also re-
quired [109]. Here, the input dataset plays a vital role in quantum algorithms. Moreover, we
should find more practically relevant problems to utilize and benchmark distinct quantum
computers, such as superconducting, photonic-based, or neutral atom-based concepts.

3.2 Quantum Annealing Approach

A quantum annealing approach refers to processing quadratic programming problems on
a programmable quantum annealing device. An example is a D-Wave quantum annealer
similar to an analog quantum simulator [37]. It comprises spins arranged according to the
so-called Pegasus topology G = (v, e). The spins are located on the vertices v, and the edges
e define the interacting spins. However, the Pegasus topology does not allow for all-to-all
connectivity between spins, as illustrated in Figure 3.2. The currently available D-Wave
quantum annealer has also around 5, 640 spins. As mentioned earlier in Chapter 2 of this
dissertation, it can only tackle a combinatorial optimization problem called an Ising model,
equivalent to a QUBO problem [W10, 68, 102].

In particular, a quantum annealer promises to reach better local minima to a QUBO
problem than a classical annealer by using adiabatic quantum computing defined by:

H(λ(t)) = (1 − λ(t))H0 + λ(t)H(σz), H0 = −
∑

i

σi
x, (3.1)

where λ(t) ∈ [0, 1], 0 ≤ t ≤ τ , and H0 is the initial Hamiltonian. Moreover, adiabatic
quantum computing implies that a quantum annealer starts with the Hamiltonian H0 and
ends with the problem Hamiltonian H(s) having s̃ = s when varying λ(t = 0) = 0 to
λ(t = τ) = 1 slowly enough during the annealing time 0 ≤ t ≤ τ (often given in micro-
seconds) [30, 41]. A way of varying λ(t) is called an annealing schedule expressed by [λ(t), t].
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It is still unknown how slowly one should vary λ(t) to gain some quantum advantage
for computing real-world problems over the best classical algorithms [12]. In addition, the
(logical) variables of any real-world problem need to be embedded in the physical variables,
i.e., the spins at vertices v, due to the limited connectivity of the physical variables in the
Pegasus topology G = (v, e). This dissertation, based on the journal papers [64, 65, 68] (see
Chapter 4.2), utilizes four sequences of the annealing schedule, and the embedding strategy
called the “minor-embedding” offered by D-Wave Systems [W10].

3.2.1 Workflow Details for a Quantum Annealing Approach
For demonstration, we consider an SVM posed as a Quadratic Programming (QP) problem.
This is a challenging problem under the NP-hard category [6]. Therefore, it justifies the study
and utilization of a quantum annealer for solving QP problems of practical importance [65,
68]. The following equation defines our SVM:

minimize H(a) = 1
2
∑
i,j

aiajyiyjk(xi,xj) −
∑

i

ai,

ã = arg min
a

H(a),

subject to 0 ≤ ai ≤ C,

and
∑

i

aiyi = 0, ai ∈ R,

(3.2)

where C is a regularization parameter, and k(·, ·) is the kernel function of the SVM [60]. It
is sometimes called a kernel-based SVM, and the point xi with ai ̸= 0 is called a support
vector. Furthermore, the SVM is a quadratic optimization problem and can be employed as
a classifier for supervised learning tasks.

Workflow steps for deploying computational problems on a D-Wave quantum annealer:

1. QP-to-QUBO: the problem of QP optimization involves both continuous and discrete
variables. On the other hand, the QUBO problem is an optimization problem that uses
binary variables bi ∈ {0,+1}, and the D-Wave quantum annealer is especially designed
for tackling QUBO problems. Therefore, we need to convert a QP problem to a QUBO
problem by using, e.g., an one-hot encoding technique, to represent its variable ai. We
can represent it as follows:

ai =
K−1∑
k=0

BkbKi+k, bKi+k ∈ {0,+1}, (3.3)

where K is the number of binary variables (bits), and B = 2 is the base.
The example SVM expressed in Equation (3.2) can be transformed to the QUBO form
using Equation (3.3) because it is a QP problem:

b̃ = arg min
b

H(b),

H(b) = 1
2
∑
ijkl

bKi+kbKj+lB
k+lyiyjk(xi,xj) −

∑
ik

BkbKi+k + ε

(∑
ik

BkbKi+kyi

)2

=
∑
ij

∑
kl

bKi+kQKi+k,Kj+lbKj+l,
(3.4)
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where

QKi+k,Kj+l = 1
2B

k+lyiyj(k(xi,xj) + ε) − δijδklB
k. (3.5)

Here, ε is a multiplier for encoding the second constraint in Equation (3.2). We see
that our SVM is now the QUBO problem optimized over binary variables b ∈ {0, 1}∗

[65, 102].
If we are given a linear integer programming problem expressed by:

minimize H(a) =
∑

i

(aixi − yi), (3.6)

then we first change it to a corresponding QP problem by taking its norm ∥·∥2 and then
transform this QP problem to the QUBO problem by representing ai by its one-hot
encoding form. If the original problem is already in the QUBO form, we directly move
to the next step in the workflow, namely “minor-embedding”.

2. minor-embedding: as mentioned earlier, D-Wave Systems has developed a quantum
adiabatic device that solves QUBO problems by configuring spins (up or down) on
the vertices v of its Pegasus topology G = (v, e). The edges e represent pairwise
interactions. To map the logical variables bKi+k to the physical qubits located at the
vertices shown in Figure 3.2, we use a heuristic algorithm called “minor-embedding”
[18]. This algorithm embeds the logical variables bKi+k in the vertices v and ensures
that the edges e reflect the interactions qij between the binary variables bKi+k and
bKj+k.

3. programming D-Wave: this refers to setting the hyperparameters of a D-Wave quantum
annealer, specifically the hyperparameters of the advantage system4.1 device [W10].
These hyperparameters include the annealing schedule [λ(t), t], the annealing time
range t ∈ [0.5, 2000] microseconds, and the reading range [1, 10000]. It is important to
note that the setting of these hyperparameters is dependent on the specific problem
to be solved and will affect the solutions of QUBO problems produced by the D-Wave
quantum annealer.

3.2.2 Prospects and Bottlenecks
There are still many unresolved questions and several areas where further research is needed.
For example, how to effectively set the annealing parameters and how to embed computa-
tional problems efficiently in the limited connectivity of qubits being present in a quantum
annealing device need to be clarified further. Additionally, it is essential to benchmark a
D-Wave quantum annealer for supervised learning tasks in comparison with future digi-
tal quantum annealers [15, W9] and analog quantum simulators, including coherent Ising
machines [20].
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4 Main Results I: Gaining Insights into
Small-Scale Faulty Quantum
Computers

In Chapter 1 of this dissertation, we formulated and identified our research questions hinder-
ing the training of QML approaches on satellite datasets. Compared with conventional deep
learning and machine learning models, designing and training QML approaches is a complex
and intricate process. Additionally, with a limited number of qubits of a quantum computer
and a wide range of satellite datasets being available, selecting the appropriate dataset, en-
coding it in small faulty quantum computers, that is, NISQ and QA devices, and comparing
the performance of QML approaches with conventional DL models can be challenging. Thus,
we already proposed a two-level encoding technique and hybrid classical-quantum models in
Chapter 3 of this dissertation to address these issues, whereas Chapter 2 of this dissertation
introduced background concepts and different satellite datasets we used.

4.1 A NISQ Computer for Earth Observation
We study and benchmark QML models deployed on NISQ computers with the help of classical
computing resources when using EO datasets. We present a technique to embed classical data
points in qubits and demonstrate the potential benefits of using classical-quantum models
over conventional DL approaches. It may prove relevant even if no quantum advantage is
intended. This chapter is based on three articles:

• A: S. Otgonbaatar and M. Datcu, “Classification of Remote Sensing Images with Pa-
rameterized Quantum Gates,” in IEEE Geoscience and Remote Sensing Letters, vol.
19, pp. 1-5, 2022, art no. 8020105, doi: 10.1109/LGRS.2021.3108014 [66].

• B: S. Otgonbaatar, G. Schwarz, M. Datcu, and D. Kranzlmüller, “Quantum Transfer
Learning for Real-World, Small, and High-Dimensional Remotely Sensed Datasets,” in
IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing,
vol. 16, pp. 9223-9230, 2023, doi: 10.1109/JSTARS.2023.3316306 [72].

• C: S. Otgonbaatar and M. Datcu, “Natural Embedding of the Stokes Parameters of
Polarimetric Synthetic Aperture Radar Images in a Gate-based Quantum Computer,”
in IEEE Transactions on Geoscience and Remote Sensing, vol. 60, pp. 1-8, 2022, art
no. 4704008, doi: 10.1109/TGRS.2021.3110056. [67].
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4 Main Results I: Gaining Insights into Small-Scale Faulty Quantum Computers

4.1.1 Publication A: Classification of Remote Sensing Images with
Parameterized Quantum Gates

S. Otgonbaatar and M. Datcu

Abstract. We explore and investigate the potential application of QML models. To
keep the quantum simulator cost and resources − such as training time and the number of
input qubits − as low and small as possible, we use a digital quantum simulator with 17
input qubits , e.g. a Google Tensorflow framework. To encode our classical images in the
input qubits, we propose and utilize a two-level encoding strategy introduced in Chapter 3
of this dissertation. Our hybrid classical-quantum approach demonstrates that it generates
two-label images with better accuracy than a traditional deep neural network when tested
on the real-world image of Berlin, Germany. We use two-label images of the Eurosat dataset
comprising annual crop and residential area classes for a satellite dataset. The Eurosat
dataset is a unique and high-quality dataset with almost zero mislabeled classes compared
with other satellite datasets. It is a large-scale, low-dimensional dataset compared with
conventional benchmark RGB image datasets. This work is the first attempt to design a
training strategy for QML models for satellite datasets. Several extensions of this work exist
for training hybrid classical-quantum approaches on multi-label Eurosat images and other
satellite datasets (e.g., a UC Merced Land Use dataset) with much smaller scale and higher
dimensionality than a large-scale and low-dimensional dataset.
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Classification of Remote Sensing Images With
Parameterized Quantum Gates

Soronzonbold Otgonbaatar and Mihai Datcu , Fellow, IEEE

Abstract— This letter studies how to program and assess
a parameterized quantum circuit (PQC) for classifying Earth
observation (EO) satellite images. In this exploratory study,
we assess a PQC for classifying a two-label EO image dataset
and compare it with a classic deep learning classifier. We use
the PQC with an input space of only 17 quantum bits (qubits)
due to the current limitations of quantum technology. As a real-
world image for EO, we selected the Eurosat dataset obtained
from multispectral Sentinel-2 images as a training dataset and a
Sentinel-2 image of Berlin, Germany, as a test image. However,
the high dimensionality of our images is incompatible with the
PQC input domain of 17 qubits. Hence, we had to reduce the
dimensionality of the input images for this two-label case to
a vector with 16 elements; the 17th qubit remains reserved
for storing label information. We employed a very deep con-
volutional network with an autoencoder as a technique for the
dimensionality reduction of the input image, and we mapped
the dimensionally reduced image onto 16 qubits by means of
parameter thresholding. Then, we used a PQC to classify the
two-label content of the dimensionally reduced Eurosat image
dataset. A PQC classifies the Eurosat images with high accuracy
as a classic deep learning method (and with even better accuracy
in some instances). From our experiment, we derived and
enhanced deeper insight into programming future gate-based
quantum computers for many practical problems in EO.

Index Terms— Earth observation (EO), parameterized quan-
tum circuit (PQC), quantum machine learning (QML).

I. INTRODUCTION

MACHINE learning (ML) is a framework of methods
to extract underlying features and patterns from het-

erogeneous big data. By learning features or a probability
distribution of patterns in the dataset, one can perform tasks,
such as prediction, clustering, or data classifications in hitherto
unknown domains. Such ML tasks are elements of supervised
and unsupervised learning methods. A supervised learning
method has to learn about conditional probability information
of the dataset given its correct labels, e.g., classification
and prediction [1]. The training of a labeled dataset is a
classic example of supervised learning and can be done with
high validation accuracy [2]. In contrast, an unsupervised
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learning method deals with the datasets that do not yet have
the label information, e.g., results generated by clustering.
Deep learning is a heuristic method, which can be composed
of several layers with artificial neurons [3] in which the
connections of each layer are parameterized, while the para-
meters are tuned by using loss functions. Typical examples
include Hopfield networks (HNs) and Boltzmann machines
(BMs) [4], which are related to an Ising-type model. BMs
have artificial neurons with set of values {−1,+1}, while HNs
have a continuous set of values. In practical applications, BMs
are often intractable due to their high-dimensional dataset.
This difficulty can be overcome by a restricted Boltzmann
machine (RBM).

An RBM is composed of two layers named hidden h and
visible v. The hidden and visible layers form a bipartite graph,
which provides connections between the layers but not within

the layers v
p(h|v)←→h. The RBM can be extended with additional

hidden layers h1, and the RBM, now called a deep RBM,

then forms the layers as v
p(h|v)←→h

p(h1|v)←→h1. The deep RBM
performs better for training the dataset than other deep learning
methods [4] and is employed for data encoding, dimensionality
reduction, as well as a feature extraction [5].

In addition, noisy intermediate-scale quantum (NISQ)
devices are a novel quantum computing technology provid-
ing solutions for sampling from hard-to-simulate probability
distributions, e.g., (restricted) BMs, solving high-complexity
problems, or supporting ML algorithms for the first time
[6]–[8]. An NISQ device is termed a PQC when it has
parameterized quantum gates. Sometimes, the PQC is inter-
changeable with quantum machine learning (QML). As for
multispectral images in the Earth observation (EO), deep
learning networks can handle big data and are very successful
methods for scene classification [9]–[13]. More importantly,
they are independent of the input size of the multispectral
images, and their outputs are continuous values. However,
in our case study, the PQC has 16 qubits as input (due to
the current limitations of the quantum technology) and a single
qubit as output yielding a binary value depending on the binary
state of the qubits. Therefore, we had to focus on how to
feed the two-label images of EO into 16 qubits and how to
program the parameterized quantum gates of the PQC. As a
real-world image dataset of EO, we consider a multispectral
Eurosat Sentinel-2 image dataset [14] as a training dataset and
a real-world Sentinel-2 image of Berlin, Germany, as a test
image; each image in this training dataset is a vector with a
size of 64 × 64 × 3 elements, and the test image is a vector
with a size of 692 × 633 × 3 elements. Therefore, as already
mentioned above, there are several challenges when we feed

1558-0571 © 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
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Fig. 1. Hybrid network, a classic and a PQC layer where θl j and γi j are
training parameters.

these high-dimensional images to the input space of 16 qubits
as well as programming the PQC.

To overcome the challenges above mentioned, we introduce
a hybrid (classic-quantum) network that is a combination of
a conventional computer and the PQC (see Fig. 1). For this
hybrid network, we leverage the classic deep learning archi-
tecture, a very deep convolutional network (VGG16) [15], and
an autoencoder such as RBM to reduce the dimension of the
Eurosat image to a vector with a size of 4 × 4 × 1 elements;
in particular, the VGG16 network extracts the most mean-
ingful features of the Eurosat images, and the autoencoder
encodes these meaningful features to a vector with a size of
4 × 4 × 1 elements. We then feed these encoded features to
the inputs of the PQC. Besides, for programming the PQC,
we apply a conventional computer to differentiate the loss
function and to update the trainable parameters of the quantum
gates in the PQC [2]. Thus, this study aims for the leveraging
of some classic techniques and a conventional computer to
support the PQC and for outlining potential challenges when
programming the PQC for a real-world EO dataset.

This letter is structured as follows. In Section II-A, we intro-
duce the dimensionality reduction of the Eurosat image
dataset. Then, we devise our parameterized quantum circuit
(PQC) for the classification of the dimensionally-reduced
images (see Section II-B), and in Section III, we benchmark
our PQC for the Eurosat dataset. Finally, we evaluate the
developed classification method using the PQC for a remotely
sensed image of Berlin, Germany, acquired by Sentinel-2 (see
Section IV) and draw some conclusions (see Section V).

II. HYBRID NETWORK

A. Classic Layer for the Dimensionality Reduction
of the Eurosat Dataset

We have a hybrid classic-quantum layer, where the clas-
sic layer is composed of the VGG16 and the convolutional
autoencoder. We use this classic layer for extracting physically
meaningful features from the Eurosat image dataset as an
RBM. The RBM is capable of encoding the features of the
dataset with very few bits. Moreover, the BMs with binary
variables are a special type of HNs and represent an energy-
based model in terms of an Ising model. Such a model is
used to establish a most probable configuration of particles
with binary states, and furthermore, the Ising model can be
formulated as

E(v, h) = −
∑

i

bi hi −
∑

i

c jv j −
∑

i< j

wi j hiv j

P(v, h) = e−E(v,h)

∑
v,h E(v, h)

, v, h ∈ Rn (1)

Fig. 2. RBM. An image v with a size of 64 × 64 × 3 elements is encoded
as an another image h with a size of 4 × 4 × 1.

where bi , c j are bias coefficients and wi j represents the
strength of interaction between the neighbor variables v j and
hi , with v j called a visible variable in a visible layer and
hi called a hidden variable in a hidden layer (see Fig. 2).
The probability distribution P(v, h) defines a most probable
configuration of the given variables. This formulation is named
after an RBM.

To find the most probable configuration of the visible
variable, one needs to integrate out (marginalize) hidden
variables and then maximize its log-likelihood distribution.
Moreover, we represent an input image as the visible layer, and
its selected features are represented in the hidden layer (see
Fig. 2). In other words, we can encode an input image by a
very small number of the hidden variables in the hidden layer.
This encoding procedure is sometimes called dimensionality
reduction or autoencoding of the input image.

B. Quantum Layer as a Training Layer

A quantum circuit is an ensemble of quantum gates and
quantum bits, and quantum gates (e.i., unitary operation)
operate on quantum bits to perform computations (rotations).
A collection of quantum gates with trainable parameters is
called a PQC. Quantum gates are devised as a unitary opera-
tion Û(β), which is expressed as follows:

Û(β) = e−iβ Ĥ (2)

where β is a trainable parameter, Ĥ represents a collection of
2 × 2 matrices that are named after Pauli matrices, and the
Pauli matrices rotate a quantum bit (qubit) to another quantum
bit. Qubits are state vectors, and two state vectors or simply
two state qubits are |0� and |1�, which are bits in a quantum
computer.

We are considering a PQC with 17 input qubits. Hence,
we first need to make a dimensionality reduction for the
Eurosat images since each image is a vector with the
high spatial dimensionality of v ∈ R64×64×3, and second,
we encode the dimensionally reduced images into qubits |q� =
|q1�|q2�, . . . , |q16�, |q j � ∈ {|0�, |1�} named “data qubits,” and
their labels l(v) ∈ {−1,+1} are in 17th qubit |ql� =
|q17� named “readout qubit” (see Fig. 3); this step is called
quantum encoding [16], [17]. The readout qubit yields either
“+1” or “−1” as output. Hence, it is natural to have the
two-label Eurosat image data as input image.

Quantum encoding, after the dimensionality reduction of the
images, is then the representation of the classic data points v
as quantum states |q�. Moreover, we are leveraging the classic
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Fig. 3. Top: general scheme for classifying the Eurosat image dataset, Middle:
detailed scheme for classifying the Eurosat image dataset, Bottom: architecture
of the PQC with inputs of 17 qubits; |ql� represents a “readout qubit,” and the
other ones are “data qubits.” H is a Hadamard matrix, “X X” and “X X x j ”

represent e−iθ x
l j X̂l X̂ j , and x j = θ x

l j ; the same representation is used for “Z Z”
and “Z Z z j ” [see (5)].

layer to extract the physically meaningful 16 features of the
Eurosat images, and then, we are encoding them in 16 qubits
of the PQC [see Fig. 3 (top and middle)].

The PQC architecture for the Eurosat image classification
task is designed as an energy-based model [2], [18] such that

Ĥ =
∑

j

(J x
l j X̂l X̂ j + J z

l j Ẑl Ẑ j) (3)

where Pauli matrices X̂l and Ẑl are representing readout qubit
operators, X̂ j and Ẑ j are data qubit operators, and the strength
parameters (J x

l j , J z
l j ) are among the readout qubit and the data

qubit operators.
We then write the unitary operation according to (2) as

Û(β) = e−iβ Ĥ = e−iβ
∑

j (J x
l j X̂l X̂ j+J z

l j Ẑl Ẑ j ). (4)

By noting θ x
l j = β J x

l j , θ z
l j = β J z

l j , we have

Û(θl j ) = e−i
∑

j (θ
x
l j X̂l X̂ j+θ z

l j Ẑl Ẑ j ) (5)

where (θ x
l j , θ

z
l j ) are our training parameters [see

Fig. 3 (bottom)]. After the unitary operation expressed
by (5) is acted on |q j�, we measure a readout qubit |ql�; the
measurement of the readout qubit gives an output, which
results from

�ql , q j |Û †(θl j )Ŷl Û(θl j )|q j , ql� = �Ŷl�, �Ŷl� ∈ [−1,+1]. (6)

Accordingly, the loss function is then defined by

L(θl j ) = 1− l(v)�ql, q j |Û †(θl j )ŶlÛ(θl j )|q j, ql� (7)

the parameters of which are updated and optimized by using
a conventional computer.

In the next section, we introduce a way to reduce the
spatial dimension of each image in the Eurosat dataset into
4 × 4 × 1 elements by preserving their feature information
and encoding them into 16 qubits.

III. BENCHMARKING THE PQC FOR EARTH OBSERVATION

The Eurosat dataset is a novel dataset composed of ten
labels and 27 000 georeferenced images with the RGB spectral

Fig. 4. Eurosat training image with two labels; Annual Crop and Residential.

Algorithm 1 Hybrid Classifier: Classic-Quantum Layer
1: INPUT: Eurosat data as training data, and Sentinel-2 image

of Berlin, Germany as test data.
2: OUTPUT: Generate two-classes.
3: The dimensionality reduction: Classic Layer (see Fig. 3):
4: Prepare a VGG16 network with the autonencoder.
5: Encode the Eurosat data and the image of Berlin to 4×4×1

elements.
6: Training: Quantum Layer (see Fig. 3 Bottom):
7: Prepare a PQC layer designed as an energy-based model.
8: Feed dimensionally-reduced Eurosat data to the PQC layer.
9: Testing:

10: Feed the dimensionally-reduced image of Berlin to the
PQC layer.

11: STOP ALGORITHM.

bands of the Sentinel-2 satellite (see Fig. 4) [14]. Each image
within this Eurosat dataset has a size of 64 × 64 × 3 elements
and corresponds to a single class. For the classification of this
dataset in the PQC, we exploit the hybrid network, namely
the classic and the PQC layer (see Fig. 3 and Algorithm 1).
The input image to this hybrid network must be the two-label
representation of the Eurosat image dataset following the
output of the readout qubit in (6).

The classic layer encodes the two-label images with a
size of 64 × 64 × 3 elements to ones with a size of
4 × 4 × 1 elements, and then, it maps these encoded images
into 16 input qubits by thresholding them with the value
of τ = 0.5; this classic layer is hugely motivated by the
RBM autoencoder. The PQC layer is a training layer for
the two-label image by means of tuning the parameters of
the parameterized quantum gates.

A. Our Experiment for Benchmarking the PQC

We designed and implemented our PQC on a classic sim-
ulator by using the Tensorflow Quantum python kit. One
of the important steps to program this PQC is to choose
machinery to feed and embed the classic data into qubits.
We had the Eurosat images as our classic data and the classic
layer as an autoencoder to feed them to the PQC. Hence,
we had to evaluate the performance of the autoencoder for the
dimensionality reduction of the Eurosat images. To evaluate
its performance, we considered the downsampling technique
as well.

For both dimensionality reduction techniques, we classi-
fied the dimensionally reduced images on both the PQC
and the fully connected classic layer (FCCL) (see Fig. 5).
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TABLE I

CLASSIFICATION ACCURACY OF THE PQC AND FCCL FOR THE
TWO-LABEL REPRESENTATION OF THE EUROSAT IMAGE DATASET.
THE DIMENSION OF THE IMAGES IS REDUCED BY AUTOENCODING

OR DOWNSAMPLING; {i, j} REPRESENT THE TWO CLASSES;
{1, 2}→ ANNUAL CROP AND RESIDENTIAL, {3, 4}→FOREST

AND HIGHWAY, {5, 6} → FOREST AND INDUSTRIAL, AND

{7,8}→HERBACEOUS VEGETATION AND RESIDENTIAL

Fig. 5. Graphical representation of the PQC and the classic fully connected
classical layer (FCCL) classification for the Eurosat dataset. The dimension
of the images is reduced in two ways, by autoencoding and by downsampling.

We performed this experiment for combinations of binary
datasets of the Eurosat images, Annual Crop and Residential,
Forest and Highway, Forest and Industrial, and Herbaceous
Vegetation and Residential.

For the downsampling technique, our experimental results
show that the PQC performs better than the FCCL, and it also
confirms that the autoencoder is well suited for reducing the
dimensionality of the Eurosat image dataset when compared
to the downsampling technique (see Table I). Hence, we chose
the VVG16 network with the autoencoder for the dimension-
ality reduction, and we trained the selected hybrid classic-
quantum layer for the two-label representation of Eurosat
images. Moreover, though the number of qubits is rather
limited for the PQC, a classification accuracy of the PQC is
even higher than the FCCL in some instances.

These results lead to the conclusion that the PQC could
perform even better than conventional classification methods
when the number of qubits is increased. In addition, the PQC
performance depends on the choice of its optimizer and the
depth of the circuit layer, and some care should be taken
since the PQC stops a training process due to a vanishing
gradient [19]. We experimented on two different optimizers
with the Eurosat dataset, namely an Adam optimizer and
a root-mean-squared optimizer. With the root-mean-squared
optimizer, the PQC stops training the dataset, while the Adam
optimizer does not terminate.

IV. VALIDATING THE PQC WITH A SENTINEL-2
IMAGE OF BERLIN, GERMANY

We validated the FCCL and the PQC including its autoen-
coding with a real-world Sentinel-2 image (see Fig. 5);
in particular, we considered a Sentinel-2 image of Berlin,

Fig. 6. (Left): Sentinel-2 image of Berlin, Germany, with its RGB spectral
band as test image; this test image is not a part of the Eurosat dataset.
(Right): we visualized a part of Berlin by the red contour. The inside of
this red contour represents the general class Vegetation and Annual Crop,
whereas the outside represents all other classes. We classified the inside of
this red contour by using the FCCL and the PQC.

Fig. 7. FCCL and PQC results for the classification of the test image of
Berlin. The visual images show that the PQC is better for detecting vegetation
even within built-up areas than a classic FCCL approach. Top: Annual Crop
and Residential. White denotes the Residential class, while black denotes the
Annual Crop class. Bottom: Herbaceous Vegetation and Residential. White
denotes the Residential class, while black denotes the Herbaceous Vegetation
class.

Germany, which is not part of the Eurosat images. This
Sentinel-2 image consists of multiple classes instead of two
classes [see Fig. 6 (left)]. Thus, we classified several scenes of
Berlin for different pairs of class combinations (i.e., two-label
examples). When we attempted to classify the two-label exam-
ples “Forest and Highway” and “Forest and Industrial,” the
two classes were identified as a single class, namely “Forest,”
both by the FCCL and the PQC; clearly, the selected Sentinel-2
image of Berlin does not contain the classes “Highway” and
“Industrial.” Instead, for the two classes “Annual Crop and
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Residential” and “Herbaceous Vegetation and Residential” [see
Fig. 6 (right)], the two-label example is classified as two
classes as expected. We visualize these results in Fig. 7. More-
over, these visual results demonstrate that the PQC performs
and classifies better for a complex remotely sensed image than
the FCCL.

V. CONCLUSION

We explored the possible use and challenges encountered
with a PQC when handling EO data. More importantly,
we assessed the classification performance of a PQC for
our EO dataset. First and foremost, we propose a hybrid
classic-quantum layer and an autoencoder for dimensionality
reduction of Eurosat images. The dimensionality reduction
process is even a vital part of classic deep learning methods to
reduce the amount of computational effort and to speed up the
training process. Second, we encoded the dataset into qubits
by thresholding. However, the optimizer has to be chosen
wisely to avoid vanishing gradients; we employed an Adam
optimizer for training the parameters of the PQC. In addition,
we attempted to perform a classification of the two-label
NWPU-RESISC45 dataset [20]. Unfortunately, the spatial
size of these images is too big for the input of the PQC;
in particular, a reduced size with 16 elements by exploiting the
autoencoder does not result in meaningful features, in contrast
to the Eurosat images. As a first step toward assessing and
programming the PQC in EO, such big or high-dimensional
images are out of scope currently.

We must note, however, that the proposed method should
not be viewed as replacement for classical deep learning
methods, but our message is that the classical deep learning
methods coexist in unity with PQCs (as advocated in our
hybrid quantum-classic network). More importantly, a PQC
offers invaluable intuition for constructing a physics-aware
(based) deep learning method.

Finally, in terms of future work, we will study the dimen-
sionality reduction techniques for high-dimensional images
such as NWPU-RESISC45 for a restricted number of inputs
of the PQC, and we will then tackle multilabel classification
on the PQC.

ACKNOWLEDGMENT

The authors would like to thank Gottfried Schwartz (DLR
Oberpfaffenhofen) for his valuable comments and contribu-
tions to enhance their letter.

REFERENCES

[1] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” Nature, vol. 521,
pp. 436–444, May 2015, doi: 10.1038/nature14539.

[2] M. Broughton et al., “Tensorflow quantum: A software framework
for quantum machine learning,” 2020, arXiv:2003.02989. [Online].
Available: https://arxiv.org/abs/2003.02989

[3] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet classification
with deep convolutional neural networks,” Commun. ACM, vol. 60, no. 6,
pp. 84–90, May 2017, doi: 10.1145/3065386.

[4] R. Salakhutdinov and G. Hinton, “Deep Boltzmann machines,” in
Proc. Int. Conf. Artif. Intell. Statist., Clearwater Beach, FL, USA,
vol. 5, Apr. 2009, pp. 448–455. [Online]. Available: http://proceedings.
mlr.press/v5/salakhutdinov09a.html

[5] M. Kuchhold, M. Simon, and T. Sikora, “Restricted Boltzmann machine
image compression,” in Proc. Picture Coding Symp. (PCS), Jun. 2018,
pp. 243–247.

[6] J. Preskill, “Quantum computing in the NISQ era and beyond,” Quan-
tum, vol. 2, p. 79, Aug. 2018, doi: 10.22331/q-2018-08-06-79.

[7] V. Dunjko and H. J. Briegel, “Machine learning & artificial intelligence
in the quantum domain: A review of recent progress,” Rep. Prog.
Phys., vol. 81, no. 7, Jun. 2018, Art. no. 074001, doi: 10.1088/1361-
6633/aab406.

[8] S. Mangini, F. Tacchino, D. Gerace, D. Bajoni, and C. Macchiavello,
“Quantum computing models for artificial neural networks,” EPL Euro-
phys. Lett., vol. 134, no. 1, p. 10002, Apr. 2021, doi: 10.1209/0295-
5075/134/10002.

[9] G. Cheng, X. Xie, J. Han, L. Guo, and G.-S. Xia, “Remote sensing
image scene classification meets deep learning: Challenges, methods,
benchmarks, and opportunities,” IEEE J. Sel. Topics Appl. Earth Observ.
Remote Sens., vol. 13, no. 99, pp. 3735–3756, Jun. 2020.

[10] J. Kang, R. Fernandez-Beltran, Z. Ye, X. Tong, P. Ghamisi, and A. Plaza,
“Deep metric learning based on scalable neighborhood components for
remote sensing scene characterization,” IEEE Trans. Geosci. Remote
Sens., vol. 58, no. 12, pp. 8905–8918, Dec. 2020.

[11] Y. Dong, C. Yang, and Y. Zhang, “Deep metric learning with online hard
mining for hyperspectral classification,” Remote Sens., vol. 13, no. 7,
p. 1368, Apr. 2021. [Online]. Available: https://www.mdpi.com/2072-
4292/13/7/1368

[12] Y. Dong, T. Liang, Y. Zhang, and B. Du, “Spectral–spatial weighted ker-
nel manifold embedded distribution alignment for remote sensing image
classification,” IEEE Trans. Cybern., vol. 51, no. 6, pp. 3185–3197,
Jun. 2021.

[13] N. Kussul, M. Lavreniuk, S. Skakun, and A. Shelestov, “Deep learn-
ing classification of land cover and crop types using remote sensing
data,” IEEE Geosci. Remote Sens. Lett., vol. 14, no. 5, pp. 778–782,
May 2017.

[14] P. Helber, B. Bischke, A. Dengel, and D. Borth, “EuroSAT: A novel
dataset and deep learning benchmark for land use and land cover
classification,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens.,
vol. 12, no. 7, pp. 2217–2226, Jul. 2019.

[15] K. Simonyan and A. Zisserman, “Very deep convolutional networks for
large-scale image recognition,” in Proc. 3rd Int. Conf. Learn. Represent.,
Y. Bengio and Y. LeCun, Eds., San Diego, CA, USA, May 2015,
pp. 1–14. [Online]. Available: http://arxiv.org/abs/1409.1556

[16] S. Lloyd, M. Schuld, A. Ijaz, J. Izaac, and N. Killoran, “Quantum
embeddings for machine learning,” 2020, arXiv:2001.03622. [Online].
Available: http://arxiv.org/abs/2001.03622

[17] M. Schuld and N. Killoran, “Quantum machine learning in fea-
ture Hilbert spaces,” Phys. Rev. Lett., vol. 122, no. 4, Feb. 2019,
Art. no. 040504, doi: 10.1103/PhysRevLett.122.040504.

[18] E. Farhi and H. Neven, “Classification with quantum neural networks
on near term processors,” 2018, arXiv:1802.06002. [Online]. Available:
https://arxiv.org/abs/1802.06002

[19] A. Skolik, J. R. McClean, M. Mohseni, P. van der Smagt, and M. Leib,
“Layerwise learning for quantum neural networks,” Quantum Mach.
Intell., vol. 3, no. 1, Jan. 2021, doi: 10.1007/s42484-020-00036-4.

[20] G. Cheng, J. Han, and X. Lu, “Remote sensing image scene classifi-
cation: Benchmark and state of the art,” Proc. IEEE, vol. 105, no. 10,
pp. 1865–1883, Oct. 2017.

Authorized licensed use limited to: Deutsches Zentrum fuer Luft- und Raumfahrt. Downloaded on June 29,2023 at 07:38:13 UTC from IEEE Xplore.  Restrictions apply. 



4 Main Results I: Gaining Insights into Small-Scale Faulty Quantum Computers

4.1.2 Publication B: Quantum Transfer Learning for Real-World, Small, and
High-Dimensional Remotely Sensed Datasets

S. Otgonbaatar, G. Schwarz, M. Datcu, and D. Kranzlmüller

Abstract. QML models manipulate the initialized qubits of a quantum computer by
using parameterized quantum circuits such that the initialized qubits, encoding any input
quantum dataset, yield meaningful physical information after measuring them. In particu-
lar, QML models only recognize quantum data, while real-world problems involve inherently
classical datasets. Hence, Publication A proposed and used a hybrid classical-quantum
approach and a two-level encoding strategy for embedding ubiquitous classical datasets in
the limited number of input qubits. We demonstrated its potential quantum advantage using
the large-scale and low-dimensionality Eurosat dataset. However, hybrid classical-quantum
approaches still face two challenges regardless of their promised quantum advantage. The
two challenges are related to small-scale, high-dimensional real-world datasets and a few
input qubits: 1. an embedding challenge due to the high-dimensional datasets and very few
input qubits, and 2. a small-scale benchmark dataset challenge compared with a large-scale
benchmark dataset. Hence, to tackle these two challenges for benchmarking and validating
QML models on small-scale high-dimensional datasets in one go, this work employ quantum
transfer learning comprising a classical deep neural network and a multi-qubit parameterized
quantum circuit layer, the quantum version of classical transfer learning. Furthermore, we
use real-amplitude and strongly-entangling L-layer parameterized quantum circuits with and
without data re-uploading layers as a multi-qubit parameterized quantum circuit layer and
evaluate their expressive power, quantified by using their local effective dimension; the lower
the local effective dimension of a parameterized quantum circuit, the better its performance
on unseen data. Our numerical results show that the strongly-entangling L-layer parame-
terized quantum circuit layer has a lower local effective dimension than the real-amplitude
parameterized quantum circuit layer and outperforms it on the hard-to-classify datasets. In
addition, quantum transfer learning helps tackle the above-mentioned challenges for bench-
marking and validating QML models on small-scale, high-dimensional datasets.
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Quantum Transfer Learning for Real-World, Small,
and High-Dimensional Remotely Sensed Datasets

Soronzonbold Otgonbaatar, Gottfried Schwarz, Mihai Datcu, Fellow, IEEE, and Dieter Kranzlmüller

Abstract—Quantum Machine Learning (QML) models promise
to have some computational (or quantum) advantage for classi-
fying supervised datasets (e.g., satellite images) over some con-
ventional Deep Learning (DL) techniques due to their expressive
power via their local effective dimension. There are, however, two
main challenges regardless of the promised quantum advantage:
1) Currently available quantum bits (qubits) are very small in
number, while real-world datasets are characterized by hundreds
of high-dimensional elements (i.e. features). Additionally, there
is not a single unified approach for embedding real-world high-
dimensional datasets in a limited number of qubits. 2) Some
real-world datasets are too small for training intricate QML
networks. Hence, to tackle these two challenges for benchmarking
and validating QML networks on real-world, small, and high-
dimensional datasets in one-go, we employ quantum transfer
learning comprising a classical VGG16 layer and a multi-qubit
QML layer. We use real-amplitude and strongly-entangling N-
layer QML networks with and without data re-uploading layers
as a multi-qubit QML layer, and evaluate their expressive power
quantified by using their local effective dimension; the lower
the local effective dimension of a QML network, the better its
performance on unseen data. As datasets, we utilize Eurosat
and synthetic datasets (i.e. easy-to-classify datasets), and an UC
Merced Land Use dataset (i.e. a hard-to-classify dataset). Our
numerical results show that the strongly-entangling N-layer QML
network has a lower local effective dimension than the real-
amplitude QML network and outperforms it on the hard-to-
classify datasets. In addition, quantum transfer learning helps
tackle the two challenges mentioned above for benchmarking
and validating QML networks on real-world, small, and high-
dimensional datasets.

Index Terms—quantum transfer learning, quantum machine
learning, data re-uploading, Earth observation, remote sensing,
image classification.

I. INTRODUCTION

UNIVERSAL quantum computers are composed of a
collection of quantum bits (qubits) and parameterized

quantum gates being arranged according to some given topolo-
gies, while quantum learning algorithms are algorithms manip-
ulating qubits by using parameterized quantum gates. Based
on the learnable parameters of parameterized quantum gates,
Quantum Machine Learning (QML) as described by [1] and
[2], in general, contains three different sub-directions [3]:

• Quantum-Inspired ML: develop novel artificial intelli-
gence (AI/DL) techniques by using concepts from quan-
tum information processing [4] and [5].

Soronzonbold Otgonbaatar is with Remote Sensing Technology Institute,
German Aerospace Center DLR, Weßling, 82234, Germany and Ludwig-
Maximilians-Universität München, Gottfried Schwarz and Mihai Datcu are
with the Remote Sensing Technology Institute, German Aerospace Center
DLR, Weßling, 82234, Germany, and Dieter Kranzlmüller is with the Ludwig-
Maximilians-Universität München.

Corresponding author: S. Otgonbaatar (Soronzonbold.Otgonbaatar@dlr.de)

Fig. 1. [Top] classical transfer learning: Input data, a DL VGG16 architec-
ture, a Fully-Connected Classical Layer (FCCL), [Bottom] quantum transfer
learning: Input data, a DL VGG16 architecture, a QML network.

• Quantum ML (sometimes): apply classical DL tech-
niques to quantum data (quantum chemistry) [6].

• Quantum-Applied ML: develop quantum learning cir-
cuits for supervised real-world data on quantum comput-
ers [7], [8], and [9].

In this work, we focus on Quantum-Applied ML, and we use
QML interchangeably with Quantum-Applied ML. A QML
network encodes input data in qubits, and learns the parame-
ters of parameterized quantum gates. Moreover, it promises
quantum advantage for some computational problems over
conventional learning methods due to either its expressive
power measured by the local effective dimension [10] and [11],
or its computational time [12].

However, the qubits of currently available universal quan-
tum computers are noisy and small in number. Hence,
these types of universal quantum computers are called Noisy
Intermediate-Scale Quantum (NISQ) computers [13]. Due to
the limited number of qubits, there are two main challenges:

1) Embedding challenge: there is not a single unified ap-
proach for embedding real-world, high-dimensional data
points in a small number of qubits.

2) Small dataset challenge: QML networks do not capture
informative patterns in small datasets in contrast to big
datasets, and this challenge even exists with conventional
DL methods.

Here, we name a dataset as a low-dimensional dataset if and
only if we can represent its data points by at most five elements
using a classical dimensionality-reduction technique, and as a
high-dimensional dataset otherwise.

To overcome the embedding challenge, some studies already
proposed an embedding strategy for a toy dataset [14], as well
as for real-world, big, and low-dimensional datasets [9]. In
the work of [9], its authors investigated a binary-label classic-
quantum classifier for embedding and classifying a two-label,
low-dimensional Eurosat dataset [15], in which they classified
this specific binary dataset by measuring directly the output of
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the quantum layer. On the other hand, the article [16] focused
on a multi-label classic-quantum-classic classifier in which the
authors classified the same Eurosat dataset by measuring the
last classical layer but not a quantum layer for a multi-class
case. Furthermore, the authors of [17] already also introduced
a single- and multi-qubit quantum classifier for embedding a
selected practical dataset in a parameterized quantum circuit.

To overcome the small dataset challenge, the authors of [18]
proposed a novel method named quantum transfer learning,
the quantum version of classical transfer learning. Classical
transfer learning is a procedure for training fully-connected
classical layers residing on the top level of conventional DL
architectures (for small datasets, when the parameters of frozen
conventional DL architectures are initialized a priori on big
similar datasets). In contrast, quantum transfer learning trains
a QML network placed on the top level of frozen conventional
DL architectures instead of fully-connected classical layers
(see Fig. 1). In particular, for quantum transfer learning, one
replaces the fully-connected top layers of frozen conventional
DL architectures by a multi-qubit QML network. One also
profits from the advantage of quantum transfer learning since
it simultaneously helps tackle the two challenges mentioned
above.

For practically important datasets, the authors of [9] and
[16] implicitly used a quantum transfer learning method, but
they employed a real-world, big, and low-dimensional dataset
(i.e. an Eurosat dataset). In this work, we explicitly propose
and employ a quantum transfer learning method for real-world,
small, and high-dimensional datasets. Our proposed quantum
transfer learning method consists of a multi-qubit QML net-
work (with or without data re-uploading), and a very deep
convolutional network (in our case, a VGG16 architecture),
playing the role of a feature extractor from datasets as shown
in Fig. 1 [Bottom] [19], [20], and [21]. In particular, we
employ real-amplitude and strongly-entangling N-layer QML
networks with and without data re-uploading layers [22] as a
multi-qubit QML network, and quantify their expressive power
by using their local effective dimension (the lower, the better)
which gives us a portion of the active parameters in the trained
QML network [10], [11], [23], [24] and [25] and currently
available quantum resources. The expressive power is referred
to as the capacity of any learning model, and its capability to
capture intricate patterns in any dataset. Moreover, the lower
the local effective dimension of a given QML network, the
better its performance on still unseen data points.

Our practical datasets are synthetic, Eurosat, and UC
Merced Land Use images [26]. First, we compute the lo-
cal effective dimension of our QML networks, that is,
real-amplitude and strongly-entangling N-layer QML net-
works without data re-uploading layers, on two-class low-
dimensional synthetic and Eurosat datasets since we can
compress and represent these low-dimensional datasets by 3
and 4 elements using a classical DL network as proposed
by [9], respectively; here, we generated and used two-class
synthetic data including 100 data points, where each data point
is a two-dimensional vector drawn from circular data with the
error according to a normal distribution N (µ = 0, σ = 1).
For low-dimensional Eurosat data, we utilized its annual crop

and residential area classes, and this two-class set consists
of 4, 000 data points, each of which is characterized by
64 × 64 × 3 low-dimensional elements. To validate the re-
lationship between local effective dimension and performance
(i.e. the classification accuracy) of a given QML network, we
trained, subsequently, our QML networks via quantum transfer
learning on the small, high-dimensional, and hard-to-classify
three-class images, i.e. dense residential, medium residential,
and sparse residential area classes of the high-dimensional UC
Merced Land Use dataset. Additionally, a dense residential,
medium residential, and sparse residential area classification
problem meets our two challenges mentioned, because this
three-class images consist of only 288 data points, and each
image is characterized by 256 × 256 × 3 high-dimensional
elements [26] and [27]. As a quantum simulator, we used
a PennyLane Python library for training our QML networks
[28].

Our experimental results demonstrate that the strongly-
entangling N-layer QML network without data re-uploading
layers has a lower local effective dimension than the real-
amplitude N-layer QML network without data re-uploading
layers. It also has a higher test accuracy on real-world datasets
than the real-amplitude QML network. Furthermore, quan-
tum transfer learning helps tackle the two above-mentioned
challenges for benchmarking and validating different QML
networks on real-world, small, high-dimensional, and hard-
to-classify datasets.

This work is structured as follows: in Sections II and III, we
provide some background for quantum transfer learning and
multi-qubit QML networks, respectively. In Section IV, we
present the expressive power of QML networks via their local
effective dimension. Subsequently, in Section V, we introduce
practical datasets being used in this paper. In Section VI, we
present our experiments and some of our findings. Finally, we
draw a few conclusions in Section VII.

II. QUANTUM TRANSFER LEARNING

Quantum transfer learning is referred to as training a QML
network with and without data re-uploading on real-world
small datasets when the weights of the VGG16 architecture
are initialized on the ImageNet dataset. Moreover, we froze
the weights of the VGG16 such that none of its weights
were updated during the training of a QML network. The
QML network we propose in this study is a multi-qubit N-
layer quantum classifier (with and without data re-uploading);
these classifiers are extremely simple as well as very powerful
learning networks for non-linear datasets [19] and [20].

A. Single-Qubit QML Network with and without Data Re-
Uploading

We characterize a single-qubit QML network by a tensorial
feature map and universal parameterized quantum gates:

U(ϕ1, ϕ2, ϕ3)Vi(θi,1, γi,2, ϕi,3). (1)

where ϕ1, ϕ2, and ϕ3 embed input data points in qubits,
and θi,1, γi,2, and ϕi,3 are learning weights at the ith layer.
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Fig. 2. [Top] A single-qubit N-layer QML network with data re-uploading,
[Bottom] A QML network operation on a single-qubit represented on a Bloch
sphere, in which |ψ⟩ is an input single-qubit, and |ψ′⟩ is the single-qubit after
L1, L2, . . . , LN−1, LN quantum layers.

Namely, we encode an input data point having three features
in qubits using a tensorial feature map, U(ϕ1, ϕ2, ϕ3) =
U(ϕ1) ⊗ U(ϕ2) ⊗ U(ϕ3), and subsequently, we train a pa-
rameterized quantum gate Vi(θi,1, γi,2, ϕi,3) on the embedded
data points. For simplicity, we express U = U(ϕ1, ϕ2, ϕ3) and
Vi = Vi(θi,1, γi,2, ϕi,3) = Vi(θi,1)Vi(γi,2)Vi(ϕi,3) since they
are unitary quantum gates such that Vi = V †

i , i = 1, . . . , N
where N is the number of layers or the depth of a given QML
network [17]. In matrix form, we express U and the Vi’s by:

U(ϕj) = eiϕj

(
cos(ϕj) − sin(ϕj)
sin(ϕj) cos(ϕj)

)
, j = 1, 2, 3, (2)

and

Vi(θi,1) =

(
eiθi,1 0

0 e−iθi,1

)
, Vi(γi,2) =

(
eiγi,2 0

0 e−iγi,2

)
,

(3)

and

Vi(ϕi,3) =

(
cos(ϕi,3) − sin(ϕi,3)
sin(ϕi,3) cos(ϕi,3)

)
, i = 1, . . . , N. (4)

For a QML network with data re-uploading, the quantum
circuit UVi expressed by Eq. (1) is repeated N times:

N∏

i=1

UVi = UV1︸︷︷︸
L1

UV2︸︷︷︸
L2

. . . UVN−1︸ ︷︷ ︸
LN−1

UVN︸ ︷︷ ︸
LN

, (5)

where an input data point is re-uploaded N times in the
quantum gate U , and the parameterized quantum gate VN is
also repeated N times as shown in Fig. 2. The Nth layer is
denoted as LN .

Alternatively, for a QML network without data re-
uploading, the quantum circuit UVi expressed in Eq. (1) is
repeated N times:

Fig. 3. A single-qubit N-layer QML network without data re-uploading

U
N∏

i=1

Vi = UV1︸︷︷︸
L1

V2︸︷︷︸
L2

. . . VN−1︸ ︷︷ ︸
LN−1

VN︸︷︷︸
LN

, (6)

where an input data point is uploaded in U only once at layer
L1 as shown in Fig. 3.

For single-qubit QML networks, a qubit is represented by:

|0⟩ =

(
1
0

)
, |1⟩ =

(
0
1

)
, (7)

and as a bra vector ⟨0| = |0⟩† , ⟨1| = |1⟩†, where † represents
both transpose and conjugate. In general, qubits can exist in a
superposition:

|ψ⟩ = c1 |0⟩+ c2 |1⟩ such that |c1|2 + |c2|2 = 1, (8)

where c1 and c2 are complex numbers as shown in Fig. 2
[Bottom].

Let us consider a simple example for a single-qubit data
re-uploading QML network: we assume |ψ⟩ = |1⟩ and a
QML network with one layer L1, (0, 0, ϕ3) = (0, 0, π/2) and
(θ1,1, γ1,2, ϕ1,3) = (0, 0, 0). A qubit after layer L1 becomes:

|ψ′⟩ = V1(0, 0, 0)U(π/2) |1⟩ . (9)

If we measure a single-qubit by using a projective measure-
ment ẑ = |0⟩⟨0|− |1⟩⟨1|, (i.e. the outer product of |0⟩ and |1⟩),
we obtain an expected value of measuring the state |ψ′⟩ in the
basis ẑ:

⟨ẑ⟩θ⃗ = ⟨ψ′|ẑ|ψ′⟩ = e−iπeiπ ⟨0| ẑ |0⟩ = 1. (10)

where θ⃗ = (θi,1, γi,2, ϕi,3)T ∈ Θ and T denotes the transpose
operation of a vector. In the end, this expected value is
connected to two classical neurons shown in Fig. 2, and these
neurons denoted as l = 1, 2 are defined by:

ỹl = A(al + wl ⟨ẑ⟩θ⃗), (11)

where A(·) is a non-linear activation function, that is, a
sigmoid function, ỹl is their predicted output, al is their bias,
and wl is their edge parameter [17].

In general, we express the expected value of a single-qubit
N-layer QML network with and without data re-uploading
into the basis ẑ = |0⟩⟨0| − |1⟩⟨1| by:

⟨ẑ⟩θ⃗ = ⟨ψ|L†
1L

†
2 . . . L

†
N−1L

†
N ẑLNLN−1 . . . L2L1|ψ⟩ (12)

This article has been accepted for publication in IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JSTARS.2023.3316306

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/



IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING 4

Fig. 4. A multi-qubit N-layer QML network with data re-uploading:
L1, . . . , LN quantum layers.

yielding a continuous value from −1 to +1. We then connect
two classical neurons to the expected value ⟨ẑ⟩θ⃗ as shown in
Eq. (11).

III. OUR MULTI-QUBIT QML NETWORKS WITH AND
WITHOUT DATA RE-UPLOADING

A multi-qubit QML network is a parameterized quantum cir-
cuit (PQC) with some input qubits and parameterized quantum
gates exploiting Eq. (2) and Eq. (3). We encoded our data in
its input qubits by utilizing a tensorial feature map expressed
by Eq. (2) as proposed by [14], [19], and [20], and we trained
its parameterized quantum gates following Eq. (3). Moreover,
we name a multi-qubit QML network with N layers as a multi-
qubit N-layer QML network similar to the single-qubit N-layer
QML network mentioned in the previous section.

In this work, we use three-qubit real-amplitude and strongly-
entangling N-layer QML networks with and without data re-
uploading layers. We express the parameterized quantum gates
of these QML networks with data re-uploading layers by:

N∏

i=1

U(ϕ1, ϕ2, ϕ3)Vi(θ
q
i,1, γ

q
i,2, ϕ

q
i,3)Wi︸ ︷︷ ︸

Li

, q = 1, 2, 3, (13)

where q represents the qubit number |ψ⟩q , and each Wi

denotes controlled-X quantum gates (see Fig. 4). A controlled-
X quantum gate is a two-qubit quantum gate acting on a
target qubit if and only if a control qubit is in the state |1⟩.
In contrast, these QML networks without data re-uploading
layers are characterized by:

U(ϕ1, ϕ2, ϕ3)
N∏

i=1

Vi(θ
q
i,1, γ

q
i,2, ϕ

q
i,3)Wi︸ ︷︷ ︸

Li

, (14)

where the classical data is uploaded once at the layer L1 as
illustrated in Fig. 5.

A. Real-Amplitude N-Layer QML Networks with and without
Data Re-Uploading Layers

Our real-amplitude N-layer QML networks with and with-
out data re-uploading layers are composed of a quantum gate
U encoding a data point in qubits, parameterized quantum
gates Vi, and non-parameterized quantum gates Wi, respec-
tively:

N∏

i=1

U(ϕ1, ϕ2, ϕ3)Vi(0, 0, ϕ
q
i,3)Wi︸ ︷︷ ︸

Li

(15)

Fig. 5. A multi-qubit N-layer QML network without data re-uploading:
L1, . . . , LN quantum layers.

and

U(ϕ1, ϕ2, ϕ3)

N∏

i=1

Vi(0, 0, ϕ
q
i,3)Wi︸ ︷︷ ︸

Li

, (16)

where Wi represents all-to-all entanglement [16].

B. Strongly-Entangling N-Layer QML Networks with and
without Data Re-Uploading Layers

Our strongly-entangling N-layer QML networks with and
without data re-uploading layers are defined by:

N∏

i=1

U(ϕ1, ϕ2, ϕ3)Vi(θ
q
i,1, γ

q
i,2, ϕ

q
i,3)Wi︸ ︷︷ ︸

Li

(17)

and

U(ϕ1, ϕ2, ϕ3)
N∏

i=1

Vi(θ
q
i,1, γ

q
i,2, ϕ

q
i,3)Wi︸ ︷︷ ︸

Li

, (18)

where Wi represents strong entanglement [22].

IV. THE POWER OF QUANTUM MACHINE LEARNING
NETWORKS

Deep neural networks are powerful learning models for
identifying intricate patterns in big datasets. Their power is
quantified by using the so-called local effective dimension
which yields a portion of active parameters in the trained
network [11] and [24]. Quantum neural networks, i.e. QML
networks, are novel learning models based on PQCs exploiting
quantum superposition, entanglement, and the interference of
qubits. The authors of [10] and [11] demonstrated that some
QML networks have a lower local effective dimension −
a lower local effective dimension and being more powerful
− for analyzing some data-driven tasks than their classical
counterparts. In particular, the local effective dimension gives
us the active parameters θ⃗∗ in the trained model, and the lower
effective dimension of a learning model (classical or quantum),
the better it generalizes on unseen data points.

According to [10], [11], and [29], the local effective dimen-
sion of a QML network ⟨ẑ⟩θ⃗ around the active parameters
θ⃗∗ ∈ Θ ⊂ Rd with n training data points, where Θ weight
space, is defined by:

dn,λ(⟨ẑ⟩θ⃗) =

2 log

(
1

Vϵ

∫
Bϵ(θ⃗∗)

√
det(Id + kn,λF̄ (θ⃗)dθ⃗

)

log kn,λ
,

(19)
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Fig. 6. Some examples of the high-dimensional UC Merced Land Use dataset
taken from [26]. Here, we contoured its hard-to-classify three-class examples
in red.

Fig. 7. Annual crop and residential area classes of the low-dimensional
Eurosat dataset.

where Bϵ(θ⃗∗) := {θ⃗ ∈ Θ :
∥∥∥θ⃗ − θ⃗∗

∥∥∥ ≤ ϵ} is an ϵ-ball with a

volume Vϵ, ϵ > 1/
√
n, kn,λ =

λn

2π log n
, λ ∈

(
2π log n

n
, 1

]
,

Id is a unit diagonal matrix, and F̄ (θ⃗) ∈ Rd×d is the
normalized Fisher information matrix of F (θ⃗) [30] with an
element:

F̄ij(θ⃗) =
d · Vϵ∫

Bϵ(θ⃗∗) Tr
(
F (θ⃗)

)
dθ⃗
Fij(θ⃗). (20)

V. OUR DATASETS

We generated and used a synthetic dataset using

xm = rm

(
cosϕm
sinϕm

)
+

(
ϵxm
ϵym

)
(21)

where rm = 1 if ym = 1, and rm = 0.15 if ym = 0, ϵm’s are
a normal distribution N (µ = 0, σ = 1), and ϕn ∈ (0, 2π]
linearly spaced [31]. This synthetic dataset is a two-class
dataset composed of m = 100 data points.

A Eurosat dataset is a Sentinel-2 image dataset with 27, 000
labelled and georeferenced images. Additionally, this dataset
is a patch-based dataset with 64 × 64 pixels comprising 10
classes, where each image is characterized by 13 spectral
bands ranging from 443 nm to 2190 nm, and having a spatial
resolution of 60 m/pixel (see Fig. 7). We used selected two-
class image scenes, namely the annual crop and residential
area classes, consisting of 4, 000 images each of which is
characterized by 64× 64× 3 low-dimensional elements.

UC Merced Land Use data contain image scenes of 21
classes with three RGB spectral bands. Its smallest class,

Fig. 8. Normalized local effective dimension of real-amplitude and strongly-
entangling N-layer QML networks without data re-uploading with respect to
the number of data samples.

tennis court, includes 42 data points, while its largest classes
(e.g., agricultural), include 100 data points. In total, this
dataset comprises 2100 image scenes [26], [27]. By visual
inspection and experiment, we learned that the hard-to-classify
three-class examples of this dataset are the dense residential,
medium residential, and sparse residential area classes shown
in Fig. 6. For our tests, we employed this hard-to-classify
three-class examples comprising 288 image scenes, where
each image is a 256× 256× 3 high-dimensional elements.

VI. OUR EXPERIMENTS

In this section, we define the local effective dimension
and the classification performance of our QML networks,
that is, real-amplitude and strongly-entangling N-layer QML
networks, while utilizing synthetic and Eurosat datasets. In
particular, we derive the relationship between the local effec-
tive dimension and the classification accuracy of our QML
networks on synthetic and real-world datasets. In order to
validate the relationship between the local effective dimension
and the classification power of our QML networks, we train
them via quantum transfer learning on the real-world, small,
and high-dimensional three-class dataset (the hard-to-classify
dataset), i.e. dense residential, medium residential, and sparse
residential area classes, of the UC Merced Land Use dataset,
because this three-class dataset meets the two challenges
mentioned before:

1) Embedding challenge: the three-class images are char-
acterized by 256× 256× 3 high-dimensional elements,
while currently available quantum computers already
have around 50 qubits.

2) Small dataset challenge: the three-class dataset consists
of only 288 image scenes, and we split it into a training
dataset comprising 201 image scenes, and a test dataset
consisting of 87 image scenes.

In particular, we benchmarked and validated our QML net-
works placed on the top level of the frozen VGG16 network on
the hard-to-classify three-class dataset, because these datasets
play a very important role in QML [32].
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TABLE I
CLASSIFICATION ACCURACY OF REAL-AMPLITUDE AND

STRONGLY-ENTANGLING N-LAYER QML NETWORKS WITHOUT DATA
RE-UPLOADING ON THE TWO-CLASS SYNTHETIC DATASET

real-amplitude strongly-entangling
{Class}/N-layer 3 6 9 3 6 9

{1, 2} 0.35 0.45 0.40 0.90 0.95 1.00

TABLE II
CLASSIFICATION ACCURACY OF N -DEPTH REAL-AMPLITUDE AND

STRONGLY-ENTANGLING NETWORKS WITHOUT A DATA RE-UPLOADING
LAYER ON THE ANNUAL CROP AND RESIDENTIAL AREA CLASSES OF THE
EUROSAT DATASET; HERE, {1, 2} REPRESENTS THE ANNUAL CROP AND

RESIDENTIAL AREA CLASSES.

real-amplitude strongly-entangling
{Class}/N -depth 3 6 9 3 6 9

{1, 2} 0.70 0.73 0.75 0.74 0.72 0.70

TABLE III
CLASSIFICATION ACCURACY OF N -DEPTH REAL-AMPLITUDE AND

STRONGLY-ENTANGLING NETWORKS WITHOUT A DATA RE-UPLOADING
LAYER ON THE DENSE RESIDENTIAL, MEDIUM RESIDENTIAL, AND SPARSE
RESIDENTIAL AREA CLASSES OF THE UC MERCED LAND USE DATASET;

HERE, {1, 2, 3} REPRESENTS THE DENSE RESIDENTIAL, MEDIUM
RESIDENTIAL, AND SPARSE RESIDENTIAL AREA CLASSES.

real-amplitude strongly-entangling
{Class}/N -depth 3 6 9 3 6 9

{1, 2, 3} 0.64 0.67 0.72 0.81 0.83 0.83

TABLE IV
CLASSIFICATION ACCURACY OF N -DEPTH REAL-AMPLITUDE AND

STRONGLY-ENTANGLING NETWORKS WITH A DATA RE-UPLOADING LAYER
ON THE DENSE RESIDENTIAL, MEDIUM RESIDENTIAL, AND SPARSE

RESIDENTIAL AREA CLASSES OF THE UC MERCED LAND USE DATASET;
HERE, {1, 2, 3} REPRESENTS THE DENSE RESIDENTIAL, MEDIUM

RESIDENTIAL, AND SPARSE RESIDENTIAL AREA CLASSES.

real-amplitude strongly-entangling
{Class}/N -depth 3 6 9 3 6 9

{1, 2, 3} 0.41 0.52 0.48 0.74 0.66 0.74

A. Local Effective Dimension and Performance of our QML
Networks without Data Re-Uploading

In our numerical study, we employed N-layer QML net-
works with only three and four qubits in order to keep the
quantum resources as low as possible when N = 3, 6, or
9. For the synthetic dataset, we computed the local effective
dimension of real-amplitude and strongly-entangling N-layer
QML networks without data re-uploading while increasing the
size of the dataset. We plotted the local effective dimension of
our QML networks with respect to the dataset size shown in
Fig. 8 and present their classification accuracy in Table I. This
result leads to the conclusion that the local effective dimension
of QML networks seems to correlate with their classification
accuracy. Furthermore, we discovered that strongly-entangling
N-layer QML networks have a lower effective dimension and,
at the same time, a higher accuracy for generating two-class
labels than their counterpart real-amplitude QML networks.

To validate this conclusion for a real-world, big, and low-
dimensional dataset comprising the annual crop and residen-
tial area classes of the Eurosat dataset, we first applied a
so-called two-level encoding which maps each image scene

Algorithm 1 Quantum transfer learning for the hard-to-
classify three-class images on the PennyLane simulator

1: INPUT: The hard-to-classify three-class examples
2: OUTPUT: The hard-to-classify three-class labels
3: QUANTUM TRANSFER LEARNING: a sequential model

having the frozen VGG16 layer for extracting informative
features from remotely-sensed datasets, and a three-qubit
QML layer for training on the output of the frozen VGG16
layer (see Fig. 1 [Bottom])

4: TRAINING PARAMETERS: epochs=20, batch=64, and the
Adam optimizer having the learning rate of 10−4.

5: STOP ALGORITHM

characterized by 64 × 64 × 3 low-dimensional elements to
2 × 2 informative features using the VGG16 architecture,
and encoded these informative features in four qubits by
employing a tensorial feature map [9]. Then we calculated
numerically the local effective dimension of the real-amplitude
and strongly-entangling N-layer QML networks with a 3200-
element training set and an 800-element testing set randomly
sampled from the annual crop and residential area classes.
We found that the strongly-entangling N-layer QML network
generates two-class labels similar (and even better in some
instances) to the ones generated by the real-amplitude N-layer
QML network (see Table II), because the annual crop and
residential area classes have less overlap which is proven
by generating two-class labels and by visual inspection. In
our case, this two-class classification problem is an easy-
to-classify two-class labelling problem, though the strongly-
entangling N-layer QML network has a lower local effective
dimension and is more powerful than the real-amplitude N-
layer QML network.

B. Quantum Transfer Learning for Real-World, Small, High-
Dimensional, and Hard-to-Classify Three-Class Images

We validated the relationship between the local effective
dimension and the classification accuracy of our QML net-
works with and without data re-uploading on the real-world,
small, and high-dimensional three-class images (i.e. hard-to-
classify images) of the UC Merced Land Use dataset, that is,
dense residential, medium residential, and sparse residential
area classes. To validate this relationship illustrated in Fig. 8,
we placed our QML networks with three input qubits on the
top layer of the VGG16 network, since we applied our hard-
to-classify three-class images split into a 201-element training
set and an 87-element testing set, where each data point is
characterized by 256 × 256 × 3 high-dimensional elements
compared with the big, low-dimensional Eurosat dataset. We
summarized our results in Tables III and IV. Here, we could
prove that strongly-entangling N-layer networks without data
re-uploading layers outperform real-amplitude N-layer net-
works without data re-uploading layers in most instances,
except for the N = 9 case due to their lower local effective
dimension (see Table III and Fig. 8). The poor performance
of the strongly-entangling 9-layer QML network without data
re-uploading layers is caused by their vanishing gradient
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[33], that is beyond the main scope of this article but an
important future research direction. Moreover, real-amplitude
and strongly-entangling N-layer networks without data re-
uploading layers outperform (on practical high-dimensional
datasets) ones with data re-uploading layers on the same
dataset (see Tables III and IV).

VII. CONCLUSION

We employed and benchmarked real-amplitude and
strongly-entangling N-layer QML networks with and without
data re-uploading layers. As practical datasets, we used a two-
class synthetic dataset, easy-to-classify two-class images of
the Eurosat dataset, and hard-to-classify three-class images of
the UC Merced Land Use dataset. The hard-to-classify three-
class dataset consists of 288 image scenes, where each image
scene has 256 × 256 × 3 high-dimensional elements, while
the easy-to-classify two-class images are composed of 4, 000
image scenes each of which is characterized by 64 × 64 × 3
low-dimensional elements. In particular, our hard-to-classify
three-class images meet the above-mentioned two challenges
for training multi-qubit QML networks: the embedding and
the small dataset challenge.

We analyzed the expressive power of real-amplitude and
strongly-entangling N-layer QML networks without data re-
uploading layers via their so-called local effective dimension,
while utilizing the synthetic and Eurosat datasets. Our nu-
merical experiments proved the statement that the lower the
local effective dimension of a multi-qubit QML network, the
better its classification accuracy on unseen data points. More
importantly, we discovered that our strongly-entangling N-
layer QML networks have a lower local effective dimension
and a higher test accuracy than real-amplitude QML networks
(see Fig. 8 and Table I). Here, the local effective dimension
of QML networks seems to correlate with their classifica-
tion performance. We note, however, that for easy-to-classify
datasets (in our case, two-class labels of the low-dimensional
Eurosat dataset), multi-qubit QML networks perform equally
well on unseen data points even though one of them is more
powerful than other ones (see Table II). Thus, the hard-to-
classify datasets are very important datasets for benchmarking
and validating QML networks [32].

To validate the relationship between the local effec-
tive dimension and the classification performance of real-
amplitude and strongly-entangling N-layer QML networks,
we trained them via quantum transfer learning on the real-
world, small, and hard-to-classify three-class images of the
high-dimensional UC Merced Land Use dataset. Our exper-
imental results demonstrate that strongly-entangling N-layer
QML networks perform better than real-amplitude N-layer
QML networks in most instances (see Table III). Furthermore,
real-amplitude and strongly-entangling N-layer QML networks
without data re-uploading outperform ones with data re-
uploading. More importantly, quantum transfer learning even
helps tackle the two main challenges in one-go encountered for
benchmarking and validating multi-qubit QML networks on
real-world, small, and high-dimensional datasets of practical
importance.

We must note, however, that our message is that we did
not attempt to demonstrate computational advantage of QML
models over their conventional counterparts, which is already
demonstrated by the authors of [9], [10], [11], and [23] but
design and select a powerful model among existing QML
models for real-world problems of practical importance. Our
contribution is also two-fold: I) we designed QML models
and analyzed their expressive power via their local effective
dimension, since their local effective dimension correlates with
their classification capability, and II) we proposed and utilized
quantum transfer learning for benchmarking and analyzing
QML models on real-world, hard-to-classify datasets, because
weaker models generate similar performance metrics (e.g.,
classification accuracy or loss) on real-world, easy-to-classify
datasets as more powerful models.

For ongoing and future work, we will integrate faster and
simpler QML models with artificial intelligence methodologies
based on their quantum resource required [34]. Plus, we will
invent and design quantum-inspired networks for practical
and significant problems to obtain quantum advantage as
early and efficiently as possible. More importantly, quantum
and quantum-inspired models help boost conventional prob-
abilistic models for remotely-sensed datasets. In addition to
the computational advantage of a quantum computer, another
advantage of quantum computing to remote sensing is that
quantum machine learning algorithms are operate inherently
on complex vector space [35], and some remote sensing
datasets are complex-numbered images. Therefore, we design
inherently complex quantum machine learning algorithms for
complex-numbered remote sensed images like synthetic aper-
ture radar (SAR) images without the need of modification in
conventional machine and deep learning techniques operating
on real number space.
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[19] A. Pérez-Salinas, A. Cervera-Lierta, E. Gil-Fuster, and J. I.
Latorre, “Data re-uploading for a universal quantum classifier,”
Quantum, vol. 4, p. 226, Feb. 2020. [Online]. Available: https:
//doi.org/10.22331/q-2020-02-06-226

[20] S. Lloyd, M. Schuld, A. Ijaz, J. Izaac, and N. Killoran, “Quantum
embeddings for machine learning,” May 2020. [Online]. Available:
https://arxiv.org/abs/2001.03622

[21] K. Simonyan and A. Zisserman, “Very deep convolutional networks
for large-scale image recognition,” in 3rd International Conference on
Learning Representations, ICLR 2015, San Diego, CA, USA, May 7-9,
2015, Conference Track Proceedings, Y. Bengio and Y. LeCun, Eds.,
2015. [Online]. Available: http://arxiv.org/abs/1409.1556

[22] M. Schuld, A. Bocharov, K. M. Svore, and N. Wiebe, “Circuit-
centric quantum classifiers,” Phys. Rev. A, vol. 101, p. 032308, Mar
2020. [Online]. Available: https://link.aps.org/doi/10.1103/PhysRevA.
101.032308

[23] T. Haug, K. Bharti, and M. Kim, “Capacity and quantum geometry
of parametrized quantum circuits,” PRX Quantum, vol. 2, p.
040309, Oct 2021. [Online]. Available: https://link.aps.org/doi/10.1103/
PRXQuantum.2.040309

[24] W. J. Maddox, G. Benton, and A. G. Wilson, “Rethinking parameter
counting in deep models: Effective dimensionality revisited,” 2020.
[Online]. Available: https://arxiv.org/abs/2003.02139

[25] Y. Du, M.-H. Hsieh, T. Liu, and D. Tao, “Expressive power of
parametrized quantum circuits,” Phys. Rev. Research, vol. 2, p.
033125, Jul 2020. [Online]. Available: https://link.aps.org/doi/10.1103/
PhysRevResearch.2.033125

[26] G. Cheng, X. Xie, J. Han, L. Guo, and G.-S. Xia, “Remote sensing
image scene classification meets deep learning: Challenges, methods,
benchmarks, and opportunities,” IEEE Journal of Selected Topics in
Applied Earth Observations and Remote Sensing, vol. 13, pp. 3735–
3756, 2020.

[27] G. Cheng, J. Han, and X. Lu, “Remote sensing image scene classifi-
cation: Benchmark and state of the art,” Proceedings of the IEEE, vol.
105, no. 10, pp. 1865–1883, 2017.

[28] V. Bergholm, J. Izaac, M. Schuld, C. Gogolin, S. Ahmed, V. Ajith,
M. S. Alam, G. Alonso-Linaje, B. AkashNarayanan, A. Asadi,
J. M. Arrazola, U. Azad, S. Banning, C. Blank, T. R. Bromley,
B. A. Cordier, J. Ceroni, A. Delgado, O. Di Matteo, A. Dusko,
T. Garg, D. Guala, A. Hayes, R. Hill, A. Ijaz, T. Isacsson, D. Ittah,
S. Jahangiri, P. Jain, E. Jiang, A. Khandelwal, K. Kottmann, R. A.
Lang, C. Lee, T. Loke, A. Lowe, K. McKiernan, J. J. Meyer, J. A.
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4.1 A NISQ Computer for Earth Observation

4.1.3 Publication C: Natural Embedding of the Stokes Parameters of
Polarimetric Synthetic Aperture Radar Images in a Gate-based Quantum
Computer

S. Otgonbaatar and M. Datcu

Abstract. We stated that QML models are designed to process quantum data (qubits)
by leveraging both parameterized and non-parameterized quantum gates arranged by fol-
lowing a set of instructions such that they exhibit quantum advantage over conventional ML
models. They promise a potential quantum advantage over traditional ML ones when their
inputs are quantum data. However, real-world problems involve classical data (e.g., any
digital number) that do not inherit the “specificity” of qubits. Hence, in the publication A
and publication B, we designed and invented QML models by proposing two-level encoding
and data re-uploading methods for embedding classical data in qubits such that they become
more expressive, and hopefully outperform conventional classical learning models. Instead,
this publication C proposes to train a QML model on a unique real-world dataset, so-called
PolSAR images (see Chapter 2.5.1). Interestingly, PolSAR images are the doppelgänger of
qubits or inherit the specificity of qubits. Our experiments demonstrate that the depth-one
parameterized quantum circuit with a single input qubit learns to distinguish the Stokes
parameters, which convey the physical scattering information of PolSAR images. Physi-
cal scattering information comprises single-bounced, double-bounced, and volume-scattered
beams. More importantly, we note that we train our QML model via a hybrid classical-
quantum approach on the C-band PolSAR image (covering the wavelength range from 1, 530
nm to 1, 565 nm) and test on an L-band PolSAR image (covering the wavelength range
from 1, 565 nm to 1, 625 nm). This experiment validates that our QML model generalizes
to different distributions having out-of-distribution properties when we embed wisely the
underlying physical information of classical datasets in the input qubits.
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Natural Embedding of the Stokes Parameters of
Polarimetric Synthetic Aperture Radar Images in a

Gate-Based Quantum Computer
Soronzonbold Otgonbaatar and Mihai Datcu , Fellow, IEEE

Abstract— Quantum algorithms are designed to process quan-
tum data (quantum bits) in a gate-based quantum computer. They
are proven rigorously that they reveal quantum advantages over
conventional algorithms when their inputs are certain quantum
data or some classical data mapped to quantum data. However,
in a practical domain, data are classical in nature, and they are
very big in dimension, size, and so on. Hence, there is a challenge
to map (embed) classical data to quantum data, and even no
quantum advantages of quantum algorithms are demonstrated
over conventional ones when one processes the mapped classical
data in a gate-based quantum computer. For the practical domain
of earth observation (EO), due to the different sensors on remote-
sensing platforms, we can map directly some types of EO data
to quantum data. In particular, we have polarimetric synthetic
aperture radar (PolSAR) images characterized by polarized
beams. A polarized state of the polarized beam and a quantum
bit are the Doppelganger of a physical state. We map them to
each other, and we name this direct mapping a natural embedding,
otherwise an artificial embedding. Furthermore, we process our
naturally embedded data in a gate-based quantum computer by
using a quantum algorithm regardless of its quantum advantages
over conventional techniques; namely, we use the QML network
as a quantum algorithm to prove that we naturally embedded
our data in input qubits of a gate-based quantum computer.
Therefore, we employed and directly processed PolSAR images
in a QML network. Furthermore, we designed and provided a
QML network with an additional layer of a neural network,
namely, a hybrid quantum-classical network, and demonstrate
how to program (via optimization and backpropagation) this
hybrid quantum-classical network when employing and process-
ing PolSAR images. In this work, we used a gate-based quantum
computer offered by an IBM Quantum and a classical simulator
for a gate-based quantum computer. Our contribution is that
we provided very specific EO data with a natural embedding
feature, the Doppelganger of quantum bits, and processed them
in a hybrid quantum-classical network. More importantly, in the
future, these PolSAR data can be processed by future quantum
algorithms and future quantum computing platforms to obtain
(or demonstrate) some quantum advantages over conventional
techniques for EO problems.

Index Terms— Natural embedding, parameterized quantum
circuit, polarimetric synthetic aperture radar (PolSAR), quantum
machine learning (QML).

I. INTRODUCTION

RECENT breakthroughs in building a gate-based quan-
tum computer with very few quantum bits (qubits) [1]
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and in applying machine learning (ML) techniques to any
annotated datasets led to a quantum algorithm called quantum
ML (QML) being considered as a promising disruptive tech-
nique for a particular class of supervised learning methods
[2]–[5], [6]. A quantum algorithm is an algorithm being
processed in quantum computers, and a QML network is
the network of parameterized quantum gates in a gate-based
quantum computer. There is growing interest to apply a QML
network to classical data [7], [8]. However, the gate-based
quantum computer itself is posing several new challenges,
for instance, how to map classical data to qubits (quantum
data) depending on the limited number of its input qubits,
or how to use the specificity of the “qubits” to obtain quantum
advantages over nonquantum computing techniques, while
ubiquitous data in practical domains are of classical nature.
In particular, the input data play an important role in a quantum
algorithm to obtain quantum advantages, and for example,
in scientific studies [9], [10], their authors implied that QML
networks achieve quantum advantages over a conventional
technique only if classical data are naturally embedded in their
input qubits, or their input data are quantum data.

Some studies proposed to embed classical data (e.g.,
RGB images) in quantum data by exploiting a conven-
tional deep neural network (DNN) for its dimensionality
reduction [11], [12]. Such an embedding procedure of classical
data is named an artificial embedding, otherwise a natural
embedding. Moreover, their QML network classifies artifi-
cially embedded data in qubits with no physical information
even if the qubits carry physical information.

In this article, we introduce and provide a classical remotely
sensed dataset with a natural embedding feature; in partic-
ular, we use polarimetric synthetic aperture radar (PolSAR)
images of earth observation (EO) [13]–[15]. Then, we use
the QML network as a quantum algorithm for processing
our PolSAR images to prove that we naturally embedded our
PolSAR data in qubits. The PolSAR images are obtained by
using a PolSAR imaging technique. The PolSAR technique
measures a scattering matrix S related to the incident and
reflected Jones vector on the ground scene. The scattering
matrix S preserves the physical scattering properties of the
polarization-changing targets (e.g., water, urban area, and
vegetation) [see Fig. 1(a)] [16]–[18].

More importantly, the PolSAR image can be represented by
a number of Stokes parameters by assuming incident Jones
vectors [19]. In this article, we represent the targets in a given
PolSAR image by five Stokes parameters when assuming five

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
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Fig. 1. This article in a pictorial representation. (a) Targets in a PolSAR image
have different physical scattering properties for an incident Jones vector (a free
variable). Given the incident Jones vector and given any polarization-changing
target of a PolSAR image, we obtain a reflected Jones vector; �Ji

s−→ �Jr , where
S stands for the polarization-changing target/pixel of a given PolSAR image.
(b) Stokes parameters. (c) Qubits. (d) QML network. (e) Outputs of the QML
network that yields information about the polarization-changing targets in a
PolSAR image.

Fig. 2. Doppelganger role of Jones vectors and qubits. (Top) Jones vectors.
(Left to Right) Horizontal, vertical, diagonal-up and -down, and left- and
right-circular polarized states. (Bottom) Corresponding qubits.

different incident Jones vectors. Furthermore, the Jones vector
is the Doppelganger of qubits (see Fig. 2), and the Stokes para-
meters then have one-to-one correspondences with the qubits;
a qubit (or a two-state qubit) |ψ� ∈ C2, |ψ� ∈ {|0�, |1�}
is the quantum version of classical bits, and they can exist in
superposition. This one-to-one correspondence property allows
us to employ and process the PolSAR images as the input
data of a QML network. Thus, we first naturally embed the
Stokes parameters in qubits [see Fig. 1(b) and (c)]. Second,
we demonstrate how to program (by optimization and back-
propagation) the QML network and a hybrid quantum-classical
network when employing and processing PolSAR images as its
input data [see Fig. 1(d) and (e)]. The hybrid quantum-classical
network is a learning network where the output of the
QML network is connected to a layer of neurons. As real-
world data, we use a C-band PolSAR image of San Fran-
cisco, USA, obtained from Radarsat-2, and L-band PolSAR
image of Oberpfaffenhofen, Germany, taken by ESAR-L
airborne.

This work is structured as follows. In Section II, we first
provide some background on the Stokes parameters of our
PolSAR images, and second, we derive the Stokes para-
meters of PolSAR images San Francisco and Oberpfaffen-
hofen in Section III and then propose a QML network as a
hybrid quantum-classical network (see Section IV). Finally,
we demonstrate how to program a hybrid quantum-classical

Fig. 3. Physical scattering properties of polarization-changing targets.
(a) Single-bounced beam on water surface. (b) Double-bounced beam on
corners of some targets. (c) Volume-scattered beam in trees and a medium.

network when applying synthetic quantum data as its input,
and we validate that the Stokes parameters convey information
about polarization-changing targets in PolSAR images by
training them on a hybrid quantum-classical network (see Sec-
tions V and VI). Finally, we draw a conclusion in Section VII.

II. STOKES PARAMETERS OF POLSAR IMAGES

DERIVED BY POLSAR TECHNIQUES

A. Introduction to the PolSAR Technique

A PolSAR system measures a 2 × 2 scattering matrix S
of a beam characterizing targets in a ground scene at a given
incident angle. The scattering matrix of a PolSAR image can
be expressed by

S =
�

sH H sH V

sV H sV V

�
(1)

where each element of S is a complex-valued number; the
first index of an element si j , i, j ∈ {H, V } represents the
polarization state of the incident polarized beam, and the sec-
ond index represents the polarization state of the reflected
polarized beam on targets [16], [17]. This scattering matrix
preserves information on polarization-changing ground targets
(see Figs. 1 and 3). The off-diagonal elements of S are equal
sV H = sH V when PolSAR images (e.g., San Francisco and
Oberpfaffenhofen) are fully polarized PolSAR images obtained
by a monostatic radar.

Furthermore, the ground targets imagined in a PolSAR
image have disparate physical scattering properties, e.g., geo-
metrical structures, scattering each incident polarized beam
from a PolSAR system differently. For example, an inci-
dent polarized beam on a rough surface (water) has the
scattering properties of a single-bounced beam, the incident
polarized beam on some corners of buildings has the scatter-
ing properties of a double-bounced beam, and the incident
polarized beam on trees has the scattering properties of a
volume-scattered beam (see Fig. 3). These different scattering
properties of any targets are represented by a so-called Pauli
vector. The Pauli vector can be written as

k = 1√
2
(sH H + sV V sH H − sV V 2sH V )

T

= 1√
2
(k1 k2 k3)

T (2)

where subscript T represents transposition, and k1, k2, and k3

represent a single-bounced beam, a double-bounced beam, and
a volume-scattered beam, respectively [16], [17], [20].
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B. Derivation of Stokes Parameters

An incident/reflected beam on the ground scene can be
expressed by

�E = �E0 exp iφ (3)

where φ is a phase, and �E0 is a complex amplitude vector of
an incident/reflected beam. A complex amplitude vector can
be expressed in a polarization basis {H, V } by

�E0 = EH 0 Ĥ + EV 0V̂ . (4)

This complex amplitude vector can be rewritten as

�J =
�

EH 0

EV 0

�
=
�|EH 0|eiφH

|EV 0|eiφV

�
(5)

where φi are the phases of the polarized states. This expression
is called a Jones vector �J .

Moreover, the 2 × 2 scattering matrix expressed by (1) is
a mapping of an incident Jones vector such that

S : �Ji → �Jr , �Jr = S �Ji (6)

where �Ji is an incident Jones vector and �Jr is a reflected Jones
vector. More importantly, the incident Jones vector is a free
variable that one can manipulate. In matrix form, (6) can be
rewritten as

�
Er

H 0
Er

V 0

�
=
�

sH H sH V

sV H sV V

��
Ei

H 0
Ei

V 0

�
. (7)

The coherency matrix (intensity) of the reflected Jones
vector �Jr is defined by

J =
��

Er
H 0 Er∗

H 0

� �
Er

H 0 Er∗
V 0

�
�

Er
V 0 Er∗

H 0

� �
Er

V 0 Er∗
V 0

�
�

=
�

JH H JH V

JV H JV V

�
(8)

where �·� stands for spatial averaging and ∗ for conjuga-
tion. This expression is called a Jones coherency matrix
of a reflected Jones vector. Furthermore, we reexpress this
coherency matrix by
⎛
⎜⎜⎝

q0

q1

q2

q3

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

|EH 0|2 + |EV 0|2
|EH 0|2 − |EV 0|2

2|EH 0||EV 0| cosφH V

2|EH 0||EV 0| sin φH V

⎞
⎟⎟⎠=

⎛
⎜⎜⎝

JH H + JV V

JH H − JV V

JV H + JH V

i(JH V − JV H )

⎞
⎟⎟⎠ (9)

where q1, q2, and q3 are Stokes vectors; φH V = φH − φV

is the phase difference in radians with φH = arg(EH 0), and
φV = arg(EV 0). In addition, we normalize these Stokes vectors
such that

q1 = q1

q0
, q2 = q2

q0
, q3 = q3

q0
(10)

and the normalized q1, q2, and q3 are called Stokes parameters.

III. STOKES PARAMETERS OF OUR POLSAR IMAGES

As real-world PolSAR images, we use the PolSAR images
of San Francisco and Oberpfaffenhofen [see Fig. 4 (top)].
For any PolSAR image, its polarization-changing targets
S can be represented by any numbers of Stokes parame-
ters based on the incident Jones vector (a free variable).

Fig. 4. Polarization-changing target S in a PolSAR image is represented
by five Stokes parameters (features). (Top) PolSAR images of San Fran-
cisco and Oberpfaffenhofen. (Bottom; Left to Right) Incident Jones vectors,
a polarization-changing target S, and the corresponding Stokes parameters.

In this article, we assume the incident Jones vector �Ji ∈
{ �Ji,45, �Ji,L , �Ji,R, �Ji,H , �Ji,V } shown in Fig. 4 (bottom)

�Ji,45 = 1√
2

�
1
1

�
, �Ji,L = 1√

2

�
1
i

�
, �Ji,R = 1√

2

�
1
−i

�

�Ji,V = 1√
2

�
0
1

�
, �Ji,H = 1√

2

�
1
0

�
(11)

where �Ji,45 is the polarized state along a 45◦ diagonal, �Ji,L is
the polarized state of the left-handed circular beam, �Ji,R is the
polarized state of the right-handed circular beam, �Ji,V is the
vertically polarized state, and �Ji,H is the horizontally polarized
state [21].

Then, we obtain each target of our PolSAR images the
corresponding Stokes parameters by using (8)–(10)

q = {q45,qL ,qR,qV ,qH }, qi ∈ R3. (12)

We characterize each target pixel by five Stokes para-
meters (features) by manipulating the incident Jones vector.
More importantly, we have five times more features for each
polarization-changing target in a PolSAR image than in an
original image (see Fig. 4). We use these Stokes parameters
as inputs of a hybrid quantum-classical network, as shown in
step I of Fig. 5.

In Sections IV and V, we design a hybrid quantum-classical
network, and we demonstrate how a hybrid quantum-classical
network is programmed (using optimization and backprop-
agation) to update its weights when applying a synthetic
quantum dataset as its input. For PolSAR images, we embed
the Stokes parameters in the qubits of a hybrid quantum-
classical network, as shown in step II of Fig. 5. Finally,
we demonstrate the effectiveness of using PolSAR images
in a hybrid quantum-classical network by recognizing the
target classes of PolSAR images, namely, San Francisco and
Oberpfaffenhofen (see step III of Fig. 5).
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Fig. 5. General steps for a hybrid quantum-classical network for our PolSAR
image, e.g., San Francisco: (step-I) Stokes parameters as inputs. (step-II)
embedding of Stokes parameters in qubits. (step-III) hybrid quantum-classical
network for analyzing PolSAR images.

IV. HYBRID QUANTUM-CLASSICAL NETWORK

A QML network consists of two-state qubits and para-
meterized quantum gates. A two-state qubit is a com-
plex vector in a Hilbert space denoted as a ket vector
|ψ� ∈ {|0�, |1�}

|0� =
�

1
0

�
, |1� =

�
0
1

�
(13)

and as a bra vector �ψ| = |ψ�†, where † represents both
transpose and conjugation. The two-state qubits can result in
superposition as

|ψ� = c1|0� + c2|1� s.t. |c1|2 + |c2|2 = 1 (14)

where c1 and c2 are complex numbers, and Pi = |ci |2
represents the probability for obtaining a state |i� after a
measurement (see Fig. 6). Namely, in quantum physics,
by measurements, we obtain the eigenvalue of an observable
ẑ with a certain probability Pi .

Parameterized quantum gates are unitary operators defined
by

Û = Û(γ, δ, φ) = Ûγ ÛδÛφ (15)

where γ , δ , and φ are parameters (angles), and they can be
written in matrix form as

Ûγ =
�

eiγ 0
0 e−iγ

�
, Ûδ =

�
cos(δ) − sin(δ)
sin(δ) cos(δ)

�
(16)

Ûφ =
�

eiφ 0
0 e−iφ

�
. (17)

These unitary operators induce rotations of the qubits on/in
the Bloch sphere [21] such that |ψ 
� = Û |ψ�, as shown
in Fig. 6.

For a QML network, we measure the expectation value
of an operator ẑ, and the operator ẑ is decomposed into its
eigenvalues zi and eigenvectors |zi � as follows:

ẑ =
�

i

zi |zi��zi |, zi ∈ {−1,+1}. (18)

Then, the expectation value of an operator ẑ is defined by

�z� = �ψ|ẑ|ψ� =
�

i

Pi zi , �z� ∈ [−1,+1] (19)

where Pi is the probability of obtaining the eigenvalue zi given
a quantum state |ψ�.

Furthermore, we added a conventional layer of neurons to
the outputs of a QML network. Such a network is called a

Fig. 6. Unitary transformation of a qubit into another qubit in/on the Bloch
sphere. Û :|ψ� → |ψ 
�, where |ψ� = c1|0� + c2|1� and Û |ψ� = |ψ 
� =
c


1|0� + c

2|1�.

Fig. 7. Hybrid quantum-classical network for the classification of a quantum
dataset: (I) Quantum dataset (qubits |ψ�), (II) QML network, and (III)
conventional layer of neurons, e.g., two neurons.

hybrid quantum-classical network, as shown in Fig. 7. For
simplicity, we designed a hybrid quantum-classical network
by using only three parameterized quantum gates expressed
in (15) and a layer of two neurons for a binary quantum
dataset. We used these unitary operators both for the embed-
ding of classical data in qubits and for designing a hybrid
quantum-classical network.

For programming the hybrid quantum-classical network,
we expressed our expectation value by

�z� = �ψ|U †(γ, δ, φ)ẑU(γ, δ, φ)|ψ�. (20)

In addition, we assumed the above expectation value as a
function

z(δ1, δ2, δ3) = �z� (21)

where δ1 = γ, δ2 = δ, δ3 = φ, and the outputs of the neurons
are then expressed such that

ŷn = A(bn +wnz(δ1, δ2, δ3)) (22)

where A = A(·) is a nonlinear activation function, ŷn

is its predicted output, bn is its bias, and wn is its edge
parameter.

1) Optimization and Backpropagation: We have five para-
meters �w = (w1, w2, δ1, δ2, δ3), and we optimize a total loss
function L = L(ŷn, yn); namely, we update and learn the
parameters as follows:

�wnew = �wold − λ∇ · L (23)
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Fig. 8. For San Francisco, its embedded Stokes parameters in qubits.
Each Stokes parameter carries different information of a polarization-
changing target. (Top Left) Qubits with q45. (Top Middle) Qubits with qL .
(Top Right) Qubits with qR . (Bottom Left) Qubits with qV . (Bottom Right)
Qubits with qH .

where λ is the learning rate, and by backpropagation,
we obtain

∇ · L = (∂L/∂w1, ∂L/∂w2, ∂L/∂δ1, ∂L/δ2, ∂L/∂δ3)
T

∂L
∂wn

= ∂L
∂ ŷn

∂ ŷn

∂wn
, n = 1, 2

∂L
∂δi

=
2�

n=1

∂L
∂ ŷn

∂ ŷn

∂z(δ1, δ2, δ3)

∂z(δ1, δ2, δ3)

∂δi
, i = 1, 2, 3

(24)

which we compute on a conventional computer.

V. PROCESSING OF A SYNTHETIC QUANTUM DATASET ON

A HYBRID QUANTUM-CLASSICAL NETWORK

As a proof of concept, we analyzed a small set of a synthetic
quantum dataset, and we used the hybrid quantum-classical
network shown in Fig. 7. It has the advantage that we could
easily understand the implementation and the performance of
a hybrid quantum-classical network.

In our case, the synthetic quantum dataset consists of the
points (|ψ�n, yn), n = 1, 2, . . . , 100, where its first half
corresponds to a class yn = (1, 0) represented in yellow
in Fig. 7, and its other half corresponds to a class yn = (0, 1)
represented in red in Fig. 7. We generated this quantum dataset
according to

|ψ�n = cos
�α

2

�
|0�n + eiβ sin

�α
2

�
|1�n (25)

where we assumed α = 0.6 for a class label yn = (0, 1) and
α = 3 for a class label yn = (1, 0). Hence, we did not need
the embedding procedure.

For the implementation of the hybrid quantum-classical
network, we employed an IBM quantum computer (an
ibmq-armonk qubit) and a classical simulator for a quantum
computer; here, the ibmq-armonk qubit of an IBM quantum
computer is a noisy qubit, while the qubit of a classical simu-
lator is a perfect one. With both of these quantum computers

Fig. 9. Visualization of San Francisco. (Left) Google map of San Francisco
exhibiting the classes urban area, vegetation, and sea water. (Middle) Red
contour presents a part of the urban area with a different orientation (see
the red arrow); namely, a rotated urban area. (Right) Visualization of the
Pauli vectors of San Francisco expressed by (2). The Pauli vector clearly
distinguishes the rotated urban area from the remainder of the urban area.
Blue: sea water (a single-bounced beam). Pink: urban area (a double-bounced
beam). Light green: rotated urban area (inside the red contour) with a
different orientation from the remainder (a volume-scattered beam). Dark
green: vegetation (a volume-scattered beam).

and a classical simulator, we reached a classification accuracy
and loss of (1.000, 0.0083) for our synthetic quantum dataset.
This finding leads to the very important conclusion that for
a noisy quantum computer, our hybrid network does not
need any error correction processing for a noisy qubit. More
importantly, the classical layer of our hybrid network corrects
a classification mistake made by a noisy qubit.

The insights gained from the classification of our synthetic
quantum dataset on the hybrid quantum-classical network are
given as follows.

1) A classical dataset needs to be naturally embedded in
qubits due to the very small number of qubits.

2) A hybrid quantum-classical network does not need any
error correction processing for a noisy qubit. This could
be proven by the accuracy of our experiment on a
synthetic quantum dataset.

3) A classical layer handles the mistakes made by a noisy
qubit.

4) The publicly available IBM quantum computer has a
very high overhead.

VI. EMBEDDING AND PROCESSING OF POLSAR IMAGES

IN A HYBRID QUANTUM-CLASSICAL NETWORK

A. Embedding the Stokes Parameters of PolSAR Images in
Qubits

We used the PolSAR images of San Francisco and Oberp-
faffenhofen for processing in a hybrid quantum-classical net-
work, and we represented them by the Stokes parameters
q = (q45,qL ,qR,qV ,qH ) presented in Section III. Here,
we embedded the Stokes parameters in the qubits of a hybrid
quantum-classical network by applying (15). The Stokes para-
meters of San Francisco and Oberpfaffenhofen are naturally
equivalent to qubits due to the Doppelganger role of reflected
Jones vectors and qubits. The advantage is that we do not
need to reduce our PolSAR images in their given spatial
dimensionality or train another QML network to embed them
in qubits. Thus, we embedded the Stokes parameters in qubits
in a two-step procedure.

1) A single-qubit is prepared in a state |0�.
2) The Stokes parameters qi for each pixel of our PolSAR

images are embedded in qubits by using (15) such that

U(γ1, δ2, φ3) : |0� → |ψ�, |ψ� = U(γ1, δ2, φ3)|0�
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where γ1 = q1, δ2 = q2, and φ3 = q3 are elements of
each qi , i = 45, L, R, V , H ; the state |ψ� sits in/on a
Bloch sphere.

For the case of the PolSAR image of San Francisco,
we show its embedded Stokes parameters carrying different
scattering properties for targets in Fig. 8.

B. Processing PolSAR Images in a Hybrid
Quantum-Classical Network

We processed the PolSAR images San Francisco and
Oberpfaffenhofen by exploiting their five Stokes parame-
ters in a hybrid quantum-classical network. In particular,
we analyzed that whether the Stokes parameters of a given
PolSAR image carry some physical scattering properties of
polarization-changing targets by recognizing them in a hybrid
quantum-classical network. The physical scattering properties
are a single-bounced beam, a double-bounced beam, and a
volume-scattered beam on polarization-changing targets (see
Figs. 3 and 9). Here, we use the PolSAR image of San
Francisco as a training and a validation dataset and the
PolSAR image of Oberpfaffenhofen as a test dataset.

For the training dataset, we selected four classes of San
Francisco that are urban area (its physical scattering property:
a double-bounced beam), rotated urban area (its physical
scattering property: a volume-scattered beam), sea water (its
physical scattering property: a single-bounced beam), and
vegetation (its physical scattering property: a volume-scattered
beam) shown in Fig. 9 [22], [23]; each class image has a size
of 590 × 497 pixels. Once having defined our training dataset,
we designed our experiment by the following procedures (see
step-I and step-III in Fig. 5).

1) Derive the five Stokes parameters from our training
dataset.

2) Embed these Stokes parameters in qubits by Steps 1)
and 2) of Section VI-A.

3) Design/train a hybrid quantum-classical network.
4) Employ an Adam optimizer and the categorical cross

entropy for the training process.
Then, we ran our experiment for the recognition of targets in
San Francisco in three different scenarios.

A first scenario for the binary classes urban area and
rotated urban area is given as follows.

1) We represented these binary classes only by the Stokes
parameter q45.

2) We embedded q45 in qubits and trained the qubits by
employing the hybrid quantum-classical network shown
in Fig. 10.

3) The validation accuracy reached 0.8005.
In this first scenario, we represented the binary classes of
urban area and rotated urban area of San Francisco by the
Stokes parameter q45. Then, we trained and distinguished
them by applying the hybrid quantum-classical network shown
in Fig. 10. Finally, we compared our detected results with
respect to their Pauli vectors (see Fig. 11). This comparison
confirms that the Stokes parameter q45 describes the phys-
ical scattering properties of urban area and rotated urban
area.

Fig. 10. Our hybrid quantum-classical network for the embedding and the
training of our binary classes of San Francisco with q45. (Top) Embedding
of our Stokes parameter q45 in qubits. (Bottom) hybrid quantum-classical
network for training these qubits.

Fig. 11. (Left to Right) urban area and the rotated urban area of San
Francisco are characterized by the Stokes parameter q45, the embedded Stokes
parameters in qubits, the visual results for the binary classification (urban
area and rotated urban area) in our hybrid quantum-classical network shown
in Fig. 10, and the Pauli vector of urban area and rotated urban area.

Fig. 12. (Left to Right) Sea water and vegetation of San Francisco are
characterized by the Stokes parameter q45, the embedded Stokes parameters
in qubits, the visual results for the binary classification (sea water and
vegetation) in our hybrid quantum-classical network shown in Fig. 10, and
the Pauli vector of sea water and vegetation.

A second scenario for the binary class sea water and
vegetation is given as follows.

1) We represented this binary class only by the Stokes
parameter q45.

2) We embedded q45 in qubits and trained the qubits by
employing the hybrid quantum-classical network shown
in Fig. 10.

3) The validation accuracy reached 0.9613.

In this second scenario, we represented the binary class of
sea water and vegetation by the Stokes parameter q45. Then,
we trained and recognized the classes by applying the hybrid
quantum-classical network shown in Fig. 10 as in the previous
scenario. We also benchmarked our findings with respect
to their Pauli vectors; the visual (target recognition) result
and their Pauli vector are shown in Fig. 12. This visual
result again proves that the Stokes parameter q45 charac-
terizes the physical scattering properties of sea water and
vegetation.

A final scenario for the three classes, vegetation, urban area,
and sea water, is given as follows.
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Fig. 13. Hybrid quantum-classical network for the training of three
classes of San Francisco with five simultaneous inputs of qi . The hybrid
quantum-classical network for the training of given qubits (the embedding of
Stokes parameters in qubits is not shown).

Fig. 14. Recognition of targets in PolSAR images (blue: a single-bounced
beam, red: a double-bounced beam, and green: a volume-scattered beam).
(Top) Target recognition in the PolSAR image of San Francisco. (Bottom
Left) Targets recognition in the PolSAR image of Oberpfaffenhofen. (Right)
Pauli vector of the PolSAR image of Oberpfaffenhofen.

1) We represented these three classes by the Stokes para-
meters q = (q45,qL ,qR,qV ,qH ).

2) We embedded q in qubits and trained the three classes by
applying the hybrid quantum-classical network shown
in Fig. 13.

3) The validation accuracy reached 0.8362.

In this final scenario, we represented each target of
our PolSAR image by five Stokes parameters q =
(q45,qL ,qR,qV ,qH ), and we trained them by using the hybrid
quantum-classical network shown in Fig. 13. We visualize the
identified results in Fig. 14 Top. The visual results demonstrate
that our network identified vegetation and rotated urban area
as the same class due do the same physical scattering property,
namely, a volume-scattered beam [see Fig. 9 (right)]. This
result conclusively proves that the Stokes parameters contain
the physical scattering properties of targets.

Furthermore, we even tested our trained hybrid
quantum-classical network on Oberpfaffenhofen and verified
our test result with respect to its Pauli vector. The visual
results explicitly show that our network recognized the
physical scattering properties of targets in the PolSAR image
of Oberpfaffenhofen [see Fig. 14 (bottom)].

VII. CONCLUSION

The inputs of quantum algorithms are quantum data, and
for practical applications, there is a persisting challenge to
map classical data to quantum data. Hence, we provided real-
world EO measurement data that inherit quantum nature; in
particular, PolSAR images. The PolSAR images consist of
polarization-changing targets that are characterized by the
reflected Jones vectors. The reflected Jones vectors are the
Doppelganger of qubits. Therefore, we mapped the reflected
Jones vectors (the Stokes parameters) of PolSAR images
to quantum bits, and we designed and provided hybrid
quantum-classical networks as a quantum algorithm to prove
that we naturally embedded our data in qubits. Then, we inves-
tigated whether the Stokes parameters convey the physical
scattering properties of the targets of PolSAR images by
recognizing them in our hybrid quantum-classical networks.
In this work, we represented the targets of PolSAR images
by five Stokes parameters. As real-world PolSAR images,
we used two types of PolSAR images, namely, San Francisco
and Oberpfaffenhofen.

In more detail, we provided PolSAR images with a nat-
ural embedding feature and investigated whether their Stokes
parameters convey the physical scattering properties of the
PolSAR images by recognizing them in the hybrid quantum-
classical networks. We processed the PolSAR image of San
Francisco in three different scenarios of its Stokes parameters
by using two different hybrid quantum-classical networks.
After training these hybrid quantum-classical networks in
different scenarios for the Stokes parameters of San Francisco,
we tested these trained hybrid quantum-classical networks
on the PolSAR image of Oberpfaffenhofen. Our obtained
results demonstrate that the Stokes parameters convey the
physical scattering properties of PolSAR images. In addi-
tion, we ran our hybrid quantum-classical network both
on an IBM quantum computer and a classical simulator
of a quantum computer. The classical layer of our hybrid
quantum-classical network corrects an error made by a noisy
qubit (ibmq-armonk) of the IBM quantum computer; the
IBM quantum computer that is publicly available has a high
overhead.

In terms of our ongoing and future work, we study deeply
a hybrid quantum-classical network and future quantum com-
puting platforms for processing PolSAR images due to the
Doppelganger role of the Jones vectors and qubits. Further-
more, we design a hybrid quantum-classical network for dis-
tinguishing targets with the same physical scattering properties
in PolSAR images.
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4 Main Results I: Gaining Insights into Small-Scale Faulty Quantum Computers

4.2 A D-Wave Quantum Annealer for Earth Observation
We study and benchmark optimization problems deployed on a QA device when using EO
datasets. We present a technique to map classical optimization problems to QUBO forms
and demonstrate the potential benefits and disadvantages of using QA approaches over a
conventional simulated annealing approach. This chapter is based on the following publica-
tions:

• D: S. Otgonbaatar and M. Datcu, “A Quantum Annealer for Network Flow Minimiza-
tion in InSAR Images,” EUSAR 2021; 13th European Conference on Synthetic Aperture
Radar, Leipzig, Germany, 2021, pp. 1-4 (Virtual Symposium) [68].

• E: S. Otgonbaatar and M. Datcu, “A Quantum Annealer for Subset Feature Selection
and the Classification of Hyperspectral Images,” in IEEE Journal of Selected Topics
in Applied Earth Observations and Remote Sensing, vol. 14, pp. 7057-7065, 2021, doi:
10.1109/JSTARS.2021.3095377 [64].

• F: S. Otgonbaatar and M. Datcu, “Assembly of a Coreset of Earth Observation Images
on a Small Quantum Computer,” Electronics 10, no. 20: 2482., 2021, doi: electron-
ics10202482 [65].
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4.2 A D-Wave Quantum Annealer for Earth Observation

4.2.1 Publication D: A Quantum Annealer for Network Flow Minimization in
InSAR Images

S. Otgonbaatar and M. Datcu

Abstract. A quantum annealer is a novel computing technology designed to solve QUBO
problems more efficiently than classical annealers and conventional methods. This validates
the study and programming of the D-Wave quantum annealer for real-world quadratic opti-
mization problems. This study explores how to program the D-Wave quantum annealer for
real-world optimization problems. Specifically, we focus on the QP-to-QUBO formulation,
which is explained in Chapter 3.2.1 of this dissertation, and how the parameters of the D-
Wave quantum annealer affect the quality of its solutions. We then examine several InSAR
applications in EO and identify a residue connection problem in the phase-unwrapping pro-
cedure that is posed as a network flow minimization problem. We use the InSAR image of
Cape Verde volcano as a real-world problem. To compute the network flow minimization
problem on the D-Wave quantum annealer, we transform it into a corresponding QUBO
problem and ran several experiments by setting the parameters of the D-Wave quantum
annealer in different configurations, following the workflow presented in Chapter 3.2.1 of this
dissertation. We study the effect of the D-Wave quantum annealer’s parameters on finding
a solution to the network flow minimization problem. However, due to the large number of
variables involved in the network flow minimization problem, our obtained solutions were
not convincing. This is because they cannot be embedded efficiently in the limited number
and connectivity of the input qubits of the D-Wave quantum annealer. Nonetheless, this
study provides valuable insights into choosing and executing proper real-world problems on
the D-Wave quantum annealer and other QA devices.
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Abstract

Quantum Annealer (QA) is well-suited for a certain class of optimization problems which can be expressed as a Quadratic
Unconstrained Binary Optimization (QUBO) problem. A QUBO problem belongs to the family of Integer Programming
problems which are called the NP-hard optimization problems. Feasible solutions of such problems can be found by using
classical optimization techniques. However, studies claim that QA can find a feasible global solution that is faster than a
classical annealer for QUBO problems. Hence, it appears promising to program and use the QA-to-QUBO approach
for Earth Observation. In search of the QUBO problem in the domain of Earth Observation, we examined several
Inteferometric Synthetic Aperture Radar (InSAR) applications and identified a residue connection problem in the phase
unwrapping procedure. In particular, we consider the residue connection problem with multiples of 2π as a QUBO
problem. For this practical problem, we studied how to formulate this QUBO problem, and we examined the challenges
to program the D-Wave quantum annealer, in particular, embedding the QUBO problem into our QA architecture with a
so-called Pegasus topology, and the annealing parameter settings in the D-Wave quantum annealer. We then analysed the
parameter effects on finding the global minimum of the residue connection problem. From these results, we derived and
enhanced our insight for programming future quantum annealers; for instance, choosing real-world problems in Earth
Observation, conceiving the embedding procedure, and the tuning of the annealing parameters.

1 Introduction

Quantum Annealer is a novel computing technology
promising to provide solutions for hard-optimization or
sampling problems. A specific type of QA is the D-Wave
quantum annealer which has a specific graph topology
called Pegasus and Chimera [1]. The vertices of these
graph topologies represent the physical variables, and the
edges represent the interaction strengths among these phys-
ical variables. However, not all vertices are connected to
all others through the edges; in other words, the interaction
among the physical variables is restricted. Further, D-Wave
quantum annealer promises to solve only a QUBO-like
problem, and the variables of a QUBO problem are logi-
cal variables. To solve a QUBO problem via the D-Wave
quantum annealer, we need to program the D-Wave quan-
tum annealer; the programming consists of two steps: em-
bedding and the setting of the annealing parameters. The
embedding is a procedure to map the QUBO problem to
the D-Wave quantum annealer topology, namely, our Pega-
sus topology; in particular, mapping (embedding) the logi-
cal variables to the corresponding physical variables. After
embedding the QUBO problem, the D-Wave quantum an-
nealer uses a meta-heuristic (quantum annealing) process
for finding a global minimum solution of the QUBO prob-
lem; the quantum annealing process is parametrized by its
annealing parameter [2]. Hence, the embedding procedure
and the annealing parameter setting affect the problem so-
lutions. Several studies already dealt with the embedding
of QUBO problems to the physical variables of Chimera
graphs, dealing with both academic [3]-[6] as well as with

Figure 1 An example of 2D wrapped phase values and
their residues. Empty vertices have zero 0 residues.
Phases of 2π are normalized to 1.

real-world applications, [7], [8]. There are even indications
that D-Wave quantum annealer may solve certain QUBO
problems faster than classical methods by exploiting quan-
tum effects such as tunnelling and entanglement [9].
The QUBO problems are well-known in mathematics,
physics, and industrial optimization problems due to the
complexity of obtaining a good global optimum. In the
field of mathematics, [3], this author identified NP-hard
problems and formulated them as QUBO problems to find
their global minimum solution by exploiting QA. In the
field of graph theory, [6], other author selected certain
graph problems G = (V,E) to find their solution by using
the quantum annealing process on QA. Such graph prob-
lems were to find minimum cuts and maximum cliques of
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the graph. In the field of the high energy physics, [10], the
wrapped measurement data can be modelled as a QUBO
problem, and a quantum annealing process is then em-
ployed for un-wrapping the data on a D-Wave quantum an-
nealer. These diverse research findings motivated us to this
work. However, so far, no advantage for real-world opti-
mization problems could be demonstrated.
Therefore, this work aims to investigate to programming of
a D-Wave quantum annealer for QUBO problems in Earth
Observation. As a real-world problem in Earth Observa-
tion, we chose the residue connection problem with mul-
tiples of 2π in the phase unwrapping procedure and posed
this problem as the QUBO problem. The residue connec-
tion problem with multiples of 2π is solvable with sev-
eral classical optimization techniques, for instance, Net-
work Flow Minimization (NFM) algorithm, [11], [12], in
which their authors contributed and used well-known opti-
mization algorithms for finding the global minimum of the
objective function for the residue connection (Fig. 1). We
even can pose this problem simply and easily as a QUBO
problem. Hence, it validates to employ the quantum an-
nealing process on a D-Wave quantum annealer.
Therefore, in this paper, we exhibit a way to formulate the
objective function of the residue connection problem as a
QUBO problem, and we then embed this QUBO problem
to the Pegasus topology. Finally, we run the quantum an-
nealing process with different settings of the annealing pa-
rameters to assess the performance of the D-Wave quantum
annealer.

1.1 Basics of the residues in the phase un-
wrapping procedure

Synthetic Aperture Radar (SAR) is a coherent imaging
system operating in the microwave domain. Interferomet-
ric SAR (InSAR) techniques exploit the information of the
phases of two complex-valued SAR signals acquired from
different positions in order to construct an “Interferogram”;
hence, the phases of two complex-valued SAR signals are
called the interferometric phases which allow us to esti-
mate the height of the observed scene [13], [14]. The
interferometric phases of two complex-valued signals are
measured, and their differences are wrapped into the re-
gion [−π, π] called wrapped phase [15].
For a 1D signal, the true or unwrapped phases are then ob-
tained by means of adding multiples of 2π to the wrapped
phase values if the absolute value of a wrapped phase
difference (i.e., its gradient) is less than −π. For a 2D
signal, instead, the same concept as for 1D signals does
not provide a satisfactory result for the unwrapped phases
due to signal noise, and hence, this concept would cause
some error propagation for the unwrapped phases. The
signal noises are identified as the residues which are re-
sults of integration of the wrapped phase gradients along
2 × 2 square grids (Fig. 1); the residues take values of
{−1, 0,+1}. Hence, the wrapped phases of a 2D sig-
nal are non-conservative and path-dependent [11]. Fur-
thermore, commonly used phase unwrapping procedures
are based on the assumption that the wrapped phase gradi-
ents Δψ(n) known experimentally are equal to unwrapped

phase gradients Δφ(n) at most of the instances, and ac-
cording to this assumption, the unwrapped phase gradients
can be reconstructed from

Δφ(n) = Δψ(n) + 2πΔk(n), (1)

where Δφ(n),Δψ(n) ∈ [−π,+π] with n representing a
discretized location of phase values on the 2D plane, and
k(n) ∈ N are integer variables. If the integer variables
k(n) are known then we can integrate Eq. (1) to recon-
struct the unwrapped phases. To avoid residues to be en-
closed in the integration path of the wrapped phases, the
residues need to be connected, and a number of the con-
nected residues has to be neutral to ensure the path in-
variance along the integration path. Otherwise, an imbal-
anced number of the residues distorts the path integral of
the wrapped phase gradients (Fig. 1). Hence, the residue
connection problem can be expressed as a minimization
problem,

min
{x+

1 ,x−1 ,x+
2 ,x−2 }

⎡
⎣
N−2∑

i=0

M−1∑

j=0

c1(i, j)[x
+
1 (i, j) + x−1 (i, j)]

+
N−1∑

i=0

M−2∑

j=0

c2(i, j)[x
+
2 (i, j) + x−2 (i, j)]

⎤
⎦ ,

(2)

such that

x+1 (i, j + 1)− x−1 (i, j + 1)− x+1 (i, j) + x−1 (i, j)

− x+2 (i+ 1, j) + x−2 (i+ 1, j) + x+2 (i, j)− x−2 (i, j)

= − 1

2π
(ψ1(i, j + 1)− ψ1(i, j)− ψ2(i+ 1, j) + ψ2(i, j)),

�x+1 ≥ 0, �x−1 ≥ 0, �x+1 , �x
−
1 ∈ N,

�x+2 ≥ 0, �x−2 ≥ 0, �x+2 , �x
−
2 ∈ N.

(3)

x+1 (i, j), x
−
1 (i, j) are the flow along vertices (i-1,j) ↔ (i,j),

x+2 (i, j), x
−
2 (i, j) are the flow along vertices (i,j-1) ↔ (i,j),

and c1(i, j), and c2(i, j) are the unit cost of the flows (Fig.
1). The global minimum of this objective function can be
found efficiently by using the NFM algorithm [11], [12].

1.2 The QUBO problem formulation
We consider less densely populated residues with multi-
ples of 2π such that the {x+1 , x−1 , x+2 , x−2 }’s of the objec-
tive function in Eq. (2) take the binary values {0, 1}; here,
the residues with multiples of 2π mean that the integer
variables only take the values one or zero while, for the
residues with more than multiples of 2π, the integer vari-
ables can be any integer numbers. For either case, we can
express the objective function, Eq. (2), as the QUBO prob-
lem;

H(x) =
∑

i,j

xiQijxj , (4)

where the logical variables x ∈ {0, 1}n, and Qij includes
a bias term hi and the interaction strength of the logical
variables Jij .
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For the residue connection problem with multiples of 2π,
we can easily embed it into the Pegasus topology and as-
sess the performance of the D-Wave quantum annealer
with respect to a conventional algorithm. In this case, each
residue value, b(i, j) ∈ {−1, 0,+1}, must be equal to the
total edge value, namely the conservation of flow at the
vertex b(i, j) (Fig. 1). The constraint Eq. (3) then remains
as before

[x+
1 (i, j + 1)− x−1 (i, j + 1)] + [−x+

1 (i, j) + x−1 (i, j)]︸ ︷︷ ︸
x1

+ [−x+
2 (i+ 1, j) + x−2 (i+ 1, j)] + [x+

2 (i, j)− x−2 (i, j)]︸ ︷︷ ︸
x2

= b(i, j), x±1 , x
±
2 ∈ {0,+1},

(5)

here b(i, j) = − 1
2π (ψ1(i, j+1)−ψ1(i, j)−ψ2(i+1, j)+

ψ2(i, j)). Further, we can formulate the QUBO form for
the residue connection problem by means of expressing Eq.
(2) and Eq. (5) in a quadratic form as

min
{x+

1 ,x−1 ,x+
2 ,x−2 }

⎡
⎣
N−2∑

i=0

M−1∑

j=0

c1(i, j)[x
+
1 (i, j) + x−1 (i, j)]

+
N−1∑

i=0

M−2∑

j=0

c2(i, j)[x
+
2 (i, j) + x−2 (i, j)]

+λ
∑

(i,j)∈S
[x1 + x2 − b]2

⎤
⎦ ,

(6)

where we suppose that λ = 1 and

∑

(i,j)∈S
[x1 + x2 − b]2 =

=
∑

(i,j)∈S
2x1x2 − 2b(x1 + x2) + x1 + x2.

Eq. (6), is already in the form of the QUBO problem de-
scribed by Eq. (4), and in the end, we have the QUBO
formulation for the residue connection problem with mul-
tiples of 2π; in particular, the residues have the multiples
of 2π.
Furthermore, we can derive the QUBO problem with
the residues having more than multiples of 2π by us-
ing the fixed-bit encoding of the integer variable x∗i ∈
{x+

1 , x
−
1 , x

+
2 , x

−
2 }’s,

x∗i =
n−1∑

k=0

2kq∗n×i+k, x∗i ∈ N, q∗n×i+k ∈ {0,+1}, (7)

where n stands for the number of bits, and "∗" represents
"+" or "−".
However, we consider only the QUBO problem of Eq. (6)
for a real-world data set to examine the performance of
the D-Wave quantum annealer; in particular, Cape Verde

Figure 2 The minimum results of the QUBO problem
(minimum energy) on the classical annealer and the D-
Wave quantum annealer. (a) Minimum energies for 3 × 3
and (b) 7× 5 residue problems.

Volcano, Africa, as a real-world Sentinel-1 data set. In the
next section, we embed the QUBO problem for Cape Verde
Volcano into the Pegasus topology and run the quantum
annealing process with different annealing parameters on
the D-Wave quantum annealer.

2 The D-Wave quantum annealer
and our experiment

The company D-Wave systems offers a specific kind of a
quantum annealer. This quantum annealer, called D-Wave
quantum annealer, anneals two-state quantum particles to
find their most probable state. The most probable state is
equivalent to minimizing the QUBO problem defined by
Eq. (4). However, the interaction strength Jij is character-
ized by the specific topology Pegasus on the D-Wave quan-
tum annealer. Hence, the QUBO formulation for a practi-
cal problem needs to be embedded into the Pegasus topol-
ogy. When addressing the QUBO formulation for Cape
Verde Volcano contained in Sentinel-1 data, we considered
the two cases, namely 3× 3 and 7× 5 residues, such that

⎡
⎣
0 0 1
0 1 0
1 0 0

⎤
⎦ ,

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 1 0 0
0 1 0 1 0
1 0 0 0 0
0 0 0 0 0
−1 0 0 0 0
0 −1 0 −1 0
0 0 −1 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (8)

Here, the number of the local variables of the QUBO prob-
lem, given by Eq. (6), is "48" for the first case, while the
second case uses "164". We attempted to find the global
solution of the QUBO problem for both cases on a classi-
cal annealer and the D-Wave quantum annealer. Then we
benchmarked the results of the D-Wave quantum annealer
with respect to the classical annealer. To program the D-
Wave quantum annealer for obtaining the global solution
of Eq. (6), we followed a two-step approach:

1. Embedding: Embedding of the logical variables into
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their corresponding physical variables (in Pegasus
topology). In this first step, we used a method named
minor-embedding offered by the D-Wave quantum an-
nealer. We represented a single logical variable by at
most five physical variables.

2. Annealing parameters: These are the annealing time,
the number of reads, and the chain strength. The an-
nealing time is the time to run the quantum annealing
process. We set this time to a value ranging from 20μs
to 190μs, the number of reads to a value from 1000
to 10000. Additionally, the chain strength is the inter-
action strength which was set to 50. We even tried
a method called reverse annealing which starts the
quantum annealing process at the known local solu-
tion of the problem of interest.

We obtained the results for the both residue cases given
above by programming the D-Wave quantum annealer, and
we have validated these results by inserting them into the
constraint of Eq. (5). Our results demonstrate that, in
the first case of the 3 × 3 residues, the D-Wave quan-
tum annealer finds a better solution than the classical an-
nealer. However, in the latter case of the 7×5 residues, the
classical annealer finds a better solution than the D-Wave
quantum annealer. We plotted the possible minima of the
QUBO problem (minimum energies) for both cases of (8),
as a demonstration (Fig. 2). For these scenarios, we can
conclude that the D-Wave quantum annealer outperforms
the classical annealer, while the number of the local vari-
ables in the QUBO problem is very limited.

3 Conclusion and Discussion

This work is a first attempt to enhance insights into a quan-
tum annealer, and perceive some challenges to program
the D-Wave quantum annealer for future Earth Observa-
tion quantum technology. To leverage the D-Wave quan-
tum annealer to obtain a better solution of the optimization
problem, we chose a well-known optimization problem in
Earth observation, and mapped it to a QUBO problem; in
particular, the residue connection problem of the phase un-
wrapping procedure in the InSAR.
For the chosen residue connection problem with multiples
of 2π, we assessed and programmed the D-Wave quantum
annealer with different annealing parameters. The results
obtained from the D-Wave quantum annealer were bench-
marked with respect to a classical annealer. It turned out
that the D-Wave quantum annealer performs better than the
selected classical annealer while the number of local vari-
ables is very small. In further studies, we will investigate
other real-world problems of remote sensing and Earth Ob-
servation which shall benefit greatly from a QUBO formu-
lation.
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4 Main Results I: Gaining Insights into Small-Scale Faulty Quantum Computers

4.2.2 Publication E: A Quantum Annealer for Subset Feature Selection and the
Classification of Hyperspectral Images

S. Otgonbaatar and M. Datcu

Abstract. We develope a new experiment for quantum feature selection and quantum
classifiers for satellite datasets. We utilize a Mutual Information (MI)-based technique to
select highly informative subset features from large-scale satellite datasets, known as the
QUBO-based subset feature selection. Additionally, we design novel multi-label quantum
classifiers, Quantum boost (Qboost) and Qboost-Plus with the help of Error Correcting
Output Code (ECOC). We deploy these quantum approaches on the D-Wave quantum an-
nealer when using the Indian Pine hyperspectral image with around 200 contiguous spectral
bands and 16 classes. As some spectral bands in the hyperspectral dataset are redundant
and uninformative, selecting the most informative subset band becomes an NP-hard prob-
lem since there are 2200 combinations. Therefore, our experiment justifies the exploration
of quantum approaches (feature selection and classification) for the Indian Pine hyperspec-
tral image on the D-Wave quantum annealer. To implement our quantum approaches on
the D-Wave quantum annealer, we strictly follow this dissertation’s workflow described in
Chapter 3.2.1. Furthermore, we compare the performance of our multi-label quantum boost
classifiers with classical classifiers such as the decision tree, an SVM, and adaptive boost
classifiers. Our experimental results demonstrate that our multi-label quantum classifier can
generate correct multi-label images competitive with conventional methods following our
QUBO-based subset feature selection method. The Qboost-Plus classifier with the help of
ECOC executed on the D-Wave quantum annealer outperforms the adaptive boost classifier
for generating multi-label image data points.
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A Quantum Annealer for Subset Feature Selection
and the Classification of Hyperspectral Images

Soronzonbold Otgonbaatar and Mihai Datcu , Fellow, IEEE

Abstract—Hyperspectral images (HSIs) showing objects belong-
ing to several distinct target classes are characterized by dozens of
spectral bands being available. However, some of these spectral
bands are redundant and/or noisy, and hence, selecting highly
informative and trustworthy bands for each class is a vital step
for classification and for saving internal storage space; then the
selected bands are termed a highly informative spectral band
subset. We use a mutual information (MI)-based method to select
the spectral band subset of a given class and two additional bi-
nary quantum classifiers, namely a quantum boost (Qboost) and a
quantum boost plus (Qboost-Plus) classifier, to classify a two-label
dataset characterized by the selected band subset. We pose both
our MI-based band subset selection problem and the binary quan-
tum classifiers as a quadratic unconstrained binary optimization
(QUBO) problem. Such a quadratic problem is solvable with the
help of conventional optimization techniques. However, the QUBO
problem is an NP-hard global optimization problem, and hence, it is
worthwhile for applying a quantum annealer. Thus, we adapted our
MI-based optimization problem for selecting highly informative
bands for each class of a given HSI to be run on a D-Wave quantum
annealer. After the selection of these highly informative bands for
each class, we employ our binary quantum classifiers to a two-label
dataset on the D-Wave quantum annealer. In addition, we provide
a novel multilabel classifier exploiting an error-encoding output
code when using our binary quantum classifiers. As a real-world
dataset in Earth observation, we used the well-known AVIRIS HSI
of Indian Pine, north-western Indiana, USA. We can demonstrate
that the MI-based band subset selection problem can be run on
a D-Wave quantum annealer that selects the highly informative
spectral band subset for each target class in the Indian Pine HSI.
We can also prove that our binary quantum classifiers and our novel
multilabel classifier generate a correct two- and multilabel dataset
characterized by their selected bands and with high accuracy such
as having been produced by conventional classifiers—and even
better in some instances.

Index Terms—D-wave quantum annealer (QA), feature
selection, hyperspectral images (HSIs), mutual information
(MI), quantum machine learning, quantum classifier.
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I. INTRODUCTION

AQUANTUM annealer (QA) is a computing machine con-
figured as a graph network G = (E, V ), at each vertex of

which particles are residing, and its edges define the interaction
strengths among these particles, which are in quantum states
ups or downs. For a D-Wave QA, the graph G has a specific
network topology named Pegasus, in which only certain edges
are connected. In particular, the interaction among the particles
is constrained [1], [2].

A D-Wave QA works as a metaheuristic process, which is ded-
icated to tackle specific classes of optimization problems, e.g.,
quadratic unconstrained binary optimization (QUBO) problems.
There are theoretical studies that a D-Wave QA can solve these
QUBO problems faster than a conventional annealer (even for
NP problems) [3], [4]. However, currently, there are no indica-
tions of computational advantages for real-world problems. For
practical applications, several studies are devoted to benchmark
and assess a D-Wave QA for an operational planning and feature
extraction from remotely sensed images [5], [6].

For a real-world dataset in Earth observation, remotely sensed
images differ in their image content representations due to the
diverse satellite platforms with their different types of sensors.
When we want to use a D-Wave QA with an Earth observation
dataset, some of the challenges are the proper choice of appro-
priate remotely sensed images specified by their image content
representations such as their spatial information, polarization
states, spectral bands, and the embedding of a given dataset in
the topology of a D-Wave QA. Here, we consider hyperspectral
images (HSIs), and a selection of their highly informative band
subset is a very vital procedure in Earth observation. Hence, we
use a mutual information (MI)-based optimization method to
select the highly informative band subset, and more importantly,
we can easily embed and optimize the MI-based optimization
method in the Pegasus topology of a D-Wave QA. Therefore,
HSIs are one of the most proper datasets in Earth observation
for a D-Wave QA than others. In particular, HSIs became an
important field of study to classify or identify objects in a ground
scene such as roads, land cover, or agriculture since each object
is characterized by a high-dimensional vector of the different
spectral bands within the given full wavelength range. Due to
the rich information content of the spectral bands, some of these
bands carry more discriminatory information than others. Hence,
some studies are focused on extracting highly informative fea-
tures or a dimensionality reduction of HSIs, for instance, by
using deep learning networks or principal component analysis
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(PCA) [7], [8]. On the other hand, some researchers focused on
how to select a highly informative band subset by using the con-
cept of the information theory; in particular, MI-based methods
that provide a measure of independence between several spectral
bands. Moreover, these MI-based methods are based on prior
or reference knowledge of the spectral signatures of objects;
such knowledge can be obtained in specific spectral-signature
databases of common ground targets [9], [10].

In this article, we use an Indian Pine HSI of Indian Pine
composed of l = 16 distinct classes. Each class is characterized
by n = 200 bands (features); thus, the number of subsets of the
features of a given class, e.g., yS = 1, is 2n combinations. A
way to find the best feature subset of this given class is to try
all combinations. This is clearly computationally expensive for
a large number of these features.

Hence, in the first part of this study, we introduce an MI-based
subset feature selection problem as a global optimization prob-
lem for the Indian Pine HSI. Then, we propose to optimize this
MI-based band subset selection problem on a D-Wave QA. As a
first step, we map the MI-based band subset selection problem
to a QUBO-based band subset selection problem. This is our
first problem mapping step. Second, we optimize this mapping
problem on a D-Wave QA; quantum optimization [11], [12];
this part was strongly motivated by a feature selection tutorial
offered by D-Wave [2].

In the second part of this study, we use binary quantum clas-
sifiers, namely a quantum boost (Qboost) and a quantum boost
plus (Qboost-Plus) classifier, in contrast to an adaptive boost
(Adaboost) classifier [13], [14]. We first apply these quantum
classifiers to a two-label dataset of the Indian Pine HSI, and
second, we provide a novel multilabel classifier via an error-
encoding output code (ECOC) when using our binary quantum
classifiers [15], [16]; each resulting class is discriminated by the
selected bands in the first part of our study. We also benchmarked
and assessed these binary quantum classifiers and the novel
multilabel classifier with respect to conventional classifiers, a
decision tree classifier (DTC), a support vector machine (SVM),
and an Adaboost classifier.

Our contribution in this article is then an attempt to benchmark
and assess a D-Wave QA for Earth observation data and to
recognize the challenges that are encountered with real-world
datasets and future QAs or devices. Toward these goals, we are
employing a D-Wave QA for feature selection and classification
of the Indian Pine HSI as a machine learning technique; our
contribution consists of a three-step approach.

1) Feature selection on a D-Wave QA: The MI-based band
subset selection.

2) Binary classification on a D-Wave QA: The binary quan-
tum classifiers to a two-label dataset characterized by
those selected bands.

3) Multi-label classification on a D-Wave QA: The ECOC
generates a multilabel dataset when we are using our
binary quantum classifiers.

Moreover, the D-Wave QA may prove relevant even if we are
not intending to demonstrate its advantage over a conventional
annealer.

Fig. 1. Indian Pine HSI: Ground truth.

This article is structured as follows. We introduce the basics of
hyperspectral imaging in Section II. We present the basics of the
information theory and MI-based band subset selection problem
in Section III. In Section IV, we discuss the fundamentals of a
QUBO problem and demonstrate the problem mapping of an
MI-based problem to a QUBO-based problem. We introduce
the basics of a D-Wave QA and optimize the QUBO-based
band subset selection problem for the Indian Pine HSI on a
D-Wave QA (see Section V, quantum optimization). Finally, we
apply the binary quantum classifiers and the novel multilabel
classifier to the two- and multilabel dataset in Sections VI, and
VII, respectively. Section VIII concludes this article.

II. INTRODUCTION TO HYPERSPECTRAL IMAGING

A hyperspectral imaging sensor mounted on a satellite or
aircraft measures the electromagnetic spectrum ranging from
the visible to the near infrared wavelengths; for instance, the
imaging spectroscopy and the airborne visible/infrared imaging
spectrometer (AVIRIS) sensor measures 224 continuous spectral
bands ranging from 400 to 2500 nm at 10-nm intervals [17].

As a real-world dataset of HSIs, we consider an Indian
Pine HSI obtained by the AVIRIS sensor (see Fig. 1). This
low-noise Indian Pine image having the spectral bands of X =
{band1, . . . , band200} elements is a high-dimensional dataset.
However, not all of these spectral bands are informative for
characterizing a specific class; in other words, some bands of
X are redundant or noisy.

It is advantageous to select a highly informative band subset of
the given spectral bands for a given class. Hence, we employ an
MI-based band subset selection problem as a global optimization
problem.

III. INFORMATION THEORY AND MI-BASED BAND

SUBSET SELECTION

We select a highly informative band subset for each class
of the Indian Pine HSI; for instance, we consider the spec-
tral bands X = {X1, . . . , X200} = {band1, . . . , band200} of a
given class yS and find its most informative band subset. To
find the highly informative band subset for that specific class,
we employ an information theory; information is a function of
probabilities. Hence, we represent the band Xi and its corre-
sponding class yS as probabilities. We derived the probabilities
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for the band Xi and its class yS by dividing them into ten bins
in a histogram. The probability is then defined as

P (Xn′) =
Xn′∑10

n′=1 Xn′
, P (ym′) =

ym′∑10
m′=1 ym′

(1)

where Xn′ and ym′ represent the number of occurrences of the
band Xi and its class yS in the n′th or m′th bin, respectively.
Their joint probability is defined in the same way.

For the selection of the band subset, we exploit mutual infor-
mation (MI) that measures independence between band Xi and
its class yS . It is defined by

I(Xi; yS) =
∑

m′

∑

n′

P (Xn′ , ym′) log
P (Xn′ , ym′)

P (Xn′)P (ym′)
(2)

and by conditional mutual information (CMI), which is a mea-
sure of the dependence between the band Xi and its class yS
given another band Xj . The CMI can then be written as

I(Xi; yS |Xj) = E(Xi|Xj)− E(Xi|yS , Xj) (3)

where E is the entropy that is a measure of the uncertainty of a
random variable [18].

These band subset selection techniques expressed by both
(2) and (3) are named after an MI-based band subset selection
problem, which became popular in machine learning due to
its strong mathematical foundation rooted in the information
theory.

In the next sections, we pose the MI-based band subset
selection problem as a global optimization problem. First, we
map our MI-based band subset selection problem to a QUBO
problem, and the QUBO problem to a QUBO-based band subset
selection problem. Finally, we optimize the QUBO-based band
subset selection problem on a D-Wave QA.

IV. PROBLEM MAPPING: THE QUBO-BASED BAND

SUBSET SELECTION

A. Mapping of a MI-Based Problem to a QUBO Problem

In this part, we consider and pose the MI-based band subset
selection problem as a global optimization problem [11], [12].
Moreover, the maximization over the subsets {Xi} can be
written as

max
{Xi}

⎡
⎣∑

Xi

I(Xi; yS) +
∑

Xi,Xj

I(Xi; yS |Xj)

⎤
⎦ (4)

where Xi represents the bands of a given class yS of the Indian
Pine HSI (see Fig. 1).

Let us consider the band data X = {band1, . . . , band200} of
a given class of Alfalfa or simply yS = 1 as an example case.
We assume that (4) is maximized when we use the subset XS =
{X1, X2} = {band1, band2}. We can express this result in a
matrix form such that

I(X1; yS) + I(X1; yS |X2) + I(X2; yS) + I(X2; yS |X1)⇔

⇔
(
x̃1 x̃2

)( I(X1; yS) I(X1; yS |X2)

I(X2; yS |X1) I(X2; yS)

)(
x̃1

x̃2

)
(5)

here, x̃1 = 1, x̃2 = 1, and x̃3 = · · · = x̃n = 0. On the other
hand, we can interpret this matrix form that the x̃n’s are for se-
lecting a highly informative band subset. Hence, we can express
the MI-maximization problem expressed by (4) alternatively as

max
�x

[�xTQ�x], �x = (x̃1, x̃2, . . . , x̃n)
T , �x ∈ {0,+1}n (6)

where T represents a transpose operation, and Q is rep-
resented diagonal Qii = I(Xi; yS) and off-diagonal Qij =
I(Xi; yS |Xj) elements. We can even transform this maximiza-
tion problem to a minimization problem by multiplying it by
“−1.” As a result, we have

min
�x

[�xTQ�x], �x ∈ {0,+1}n (7)

where Qii = −I(Xi; yS) and Qij = −I(Xi; yS |Xj) [11]. This
form of the minimization problem over binary variables �x is
called a QUBO problem.

The MI-based band subset selection problem is, therefore,
equivalent to a QUBO problem when we write “−I(Xi; yS)”
and “−I(Xi; yS |Xj)” in the Q matrix, and minimize the Q
matrix over the binary variables.

B. Mapping the QUBO Problem to the QUBO-Based Subset
Band Selection Problem

To select a highly informative band subset characterizing each
class of the Indian Pine image (see Fig. 1), we employ the QUBO
problem described by (7) with an additional constraint

min
�x

[�xTQ�x], s.t.

n∑

i=1

x̃i = k, x̃i ∈ {0,+1} (8)

where k is the number of bands (band subset) of interest, and
n = 200 is the total number of given bands. Hence, we define
the QUBO-based band subset selection problem as

min
�x

[
�xTQ�x+ γ

n∑

i=1

(x̃i − k)2

]
, �x ∈ {0,+1}n (9)

where γ is a Lagrange multiplier. As an experiment for selecting
the most informative band subset for the specific class of an In-
dian Pine HSI, we consider the band subsets with three elements
(k = 3).

V. QUANTUM OPTIMIZATION: USING A D-WAVE QA

A. D-Wave QA

We selected a highly informative band subset characterizing
the specific class of the Indian Pine HSI by optimizing the
QUBO-based band subset selection problem in the form of
(9). We optimized this optimization problem on a D-Wave QA,
and we even benchmark the D-Wave QA with respect to its
conventional version.

A D-Wave QA is a QA for the special class of optimization
problems, in particular, QUBO-like problems. Such a QA is
a metaheuristic process evolving slowly enough from its initial
energyHi to its final energyHf in the form of a QUBO problem.
The evolution process is expressed by

H(t) = (1− λ(t))Hi(X̂) + λ(t)Hf (Ẑ) (10)
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Algorithm 1: Fitting Weak Classifiers.
1: INPUT: Training bands:
(x,y) = (x1, y1), . . . , (xS , yS); �xS represents the three
selected bands for a given class yS (see Table I).

2: y ∈ {−1,+1}S ; �S is the size of the input dataset,
and y represents the two-label of the Indian Pine HSI
(see Table III).

3: Initialize the weak classifiers: c = [c1, . . . , cN ];
�DTCs.

4: N ; �the number of DTCs.
5: wS = (1, . . . , 1)/S; �Assigning the same weight to

each data element xS .
6: for i← 1, . . . , N do
7: Fit a DTC, c[i], to the (x,y) with a weight wS .
8: yp = c[i](x), yp ∈ {−1,+1}S .
9: errm = wS · I(yp! = y)/sum(wS).

10: am = 0.5 · log 1− errm
errm

.

11: wS = wS · exp(−am · yp · y); �boosting the
weight of misclassified data.

12: wS = wS/sum(wS).
13: end for
14: h = [h1, . . . , hN ], hn ∈ RS ; �defining an array to

store the weak classifier predictions.
15: for i← 1, . . . , N do
16: h[i] = c[i](x); �storing the predicted classes.
17: end for
18: h = h/N ; �scaling h to the range of [−1/N, 1/N ].
19: return h.
20: STOP ALGORITHM.

where X̂ and Ẑ are Pauli-x and −z matrices, Hi is the initial
Hamiltonian of a system for a given time function of λ(t) = 0,
and Hf is the QUBO problem with λ(t) = 1 [1]–[3].

The hardware of the D-Wave QA has a specific graph topol-
ogy G = (V,E) named Pegasus; its vertices represent binary
variables �x, and its edges define interaction strengths among the
binary variables. However, the connectivity of these binary vari-
ables in the Pegasus topology is very constrained; in particular,
only the certain binary variables are allowed to interact with
others through the edges [19].

In addition, the performance of a D-Wave QA strongly de-
pends on mapping the binary variables of our QUBO problem
expressed by (9) to the Pegasus topology. As it is possible
to map (embed) our QUBO problem to the Pegasus topology
as efficiently as possible, we employed a technique called
minor embedding, which is offered by the company D-Wave
systems [2], [19].

B. Quantum Optimization for the Band Subset Selection

Quantum optimization is an optimization of our QUBO-based
band subset selection problem on a D-Wave QA. We performed
our experiment in a classical annealer and a D-Wave QA. Both
of these annealers selected the same band subset for each class

TABLE I
SELECTION OF THE BEST BAND SUBSET FOR EACH CLASS OF THE INDIAN PINE

HSI BY USING THE QUBO-BASED BAND SUBSET SELECTION ON

A D-WAVE QA

Fig. 2. (Left) Ground truth. (Right) Classification of the l = 16 classes char-
acterized by three highly informative spectral bands shown in Table I by using
an SVM.

of the Indian Pine HSI; we shown these selected band subsets
in Table I, while k = 3 in (9).

To prove that we selected the highly informative band subset
for each class on a D-Wave QA, we performed the scene clas-
sification for our Indian Pine HSI by using a DTC and an SVM
shown in Fig. 2 as a proof-of-concept.

In addition, we discovered that we needed at least a 10-D
parameter to reach the same accuracy as our proof-of-concept
method when we apply the PCA for the dimensionality reduction
and conventional classifiers (the DT and the SVM) for the
multiclass classification of the Indian Pine HSI (see Table I) [8].
For this scenario, we present the classification accuracy of the
test dataset in Table II.

These findings lead to the conclusion that our QUBO-based
band subset selection method identified the highly informative
band subset, and it even helped to reduce a storage space and
the computational load for training the given classifiers.

VI. CASE STUDY OF A BINARY QUANTUM CLASSIFIER ON A

D-WAVE QA FOR HSI

We have the Indian Pine HSI with 16 classes, where each
class is characterized by three highly informative bands selected
by our QUBO-based band subset selection method shown in
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Algorithm 2: Qboost Classifier.
1: INPUT: h from (Algorithm 1) or given.
2: OUTPUT: The strong classifier C.
3: Fit the weak classifiers to (x,y) (Algorithm 1): h (if h

is not given).
4: The weak subset classifier selection:
α∗ = minα[α

TQα], α ∈ {0,+1}N ; �QUBO problem
5: Diagonal and off-diagonal elements of a matrix Q:
6: Q ∈ RN×N .
7: for i← 1, . . . , N do
8: Qii = S/N2 + λ− 2(h[i])T · y.
9: end for

10: for i← 1, . . . , N do
11: for j ← i+ 1, . . . , N do
12: Qij = (h[i])T · h[j].
13: end for
14: end for
15: Optimize QUBO problem on a D-Wave QA
16: An optimal estimator weight vector: α∗.
17: PREDICT: given the test band set (x1, . . . xt);

18: T =
1

t

∑t
t=1

∑N
i=1 α

∗h[i](xt).

C(xt) = sign(
∑N

i=1 α
∗[i]h[i](xt)− T ).

19: STOP ALGORITHM.

TABLE II
CLASSIFICATION ACCURACY OF THE DTC AND THE SVM

Table I. In this section, we analyze binary quantum classifiers,
namely a Qboost classifier, and a Qboost-Plus classifier, for a
two-label dataset of the Indian Pine HSI created as the binary
output of a D-Wave QA; for instance, Alfalfa and Corn-notill, or
Corn-mintill and Corn-notill, etc. Further, we benchmarked the
classification accuracy of our binary quantum classifiers with
respect to conventional binary classifiers, such as a DTC, an
SVM, and an Adaboost classifier.

We considered first two types of boosting algorithms, a Qboost
and an Adaboost algorithm (classifier). The Qboost classifier is
a quantum version of an Adaboost classifier. Here, we use two
types of terminology for these classifiers, a strong classifier C
and a weak classifier ci. The strong classifier leverages many
weak classifiers to achieve its high classification accuracy; the
weak classifier is a classifier that classifies a given dataset better
than random guessing [20].

A. Basics of an Adaboost Classifier

An Adaboost classifier is an algorithm for finding an optimal
estimator weight of many weak classifiers so that the classifier
C is maximized [21]

C(xS) = sign

[
N∑

i=1

αici(xS)

]
, ci(xS) ∈ {−1,+1} (11)

where (xS , yS) represents a training dataset, and αi ∈ [0,+1]
is the estimator weight that is continuous-valued. Here,
sign(f(xS)) = 1 if f(xS) > 0, sign(f(xS)) = −1 if f(xS) <
0, and sign(f(xS)) = 0 otherwise. The loss of the Adaboost
classifier is defined as an exponential loss

α∗ = min
α

[
S∑

s=1

exp−ys
N∑

i=1

αici(xs)/S

]
. (12)

In contrast, a Qboost classifier is an algorithm for finding
an optimal estimator weight that takes only binary numbers
αi ∈ {0,+1}, and its loss is defined by a squared loss denoted as
L2. Hence, the Qboost classifier is equivalent to a subset selec-
tion algorithm among many weak classifiers to approximately
maximize the accuracy of the strong classifier. In next section,
we delve into the Qboost classifier in more detail.

In general, these boosting algorithms start with assigning
identical weightswS to our dataset. The weak classifiers classify
these datasets, and if the data are misclassified, then the weight
of that data are increased (boosted). This procedure is repeated
until no further improvement in the classification accuracy can
be seen. A DTC with a depth of one is considered as a weak
classifier; sometimes, it is called a decision stump classifier. We
already presented the steps for boosting a weight wS and the
weak classifier in Algorithm 1.

B. Qboost Classifier for a Two-Label Dataset of the
Indian Pine HSI

Moving toward the Qboost classifier, after having stopped
boosting the weight of our dataset, the Qboost classifier selects
the weak subset classifier so that the classification accuracy of
the strong classifier is maximized. We executed the weak subset
classifier selection algorithm on a D-Wave QA as shown in
Algorithm 2. Below, we explain the derivation of Algorithm
2 in detail. More importantly, the Qboost classifier exploits the
weight boosting by solving the weak subset classifier selection
problem on a D-Wave QA.

For the two-label dataset of the Indian Pine HSI, we de-
fine the training band dataset as (x1, y1), . . . , (xS , yS), the test
band dataset as (x1, . . . , xt), and the strong classifier, C(xS) ∈
{−1,+1}, which is a binary classifier in the form of [13] and [20]

C(xS) = sign

[
N∑

i=1

αici(xS)

]
, ci(xS) ∈ {−1,+1} (13)

where αi ∈ {0, 1} is the estimator weight, and ci(xS) is the
weak classifier; we chose DTCs as our weak classifiers.

Recent papers on theoretical studies [13], [14] and a practical
application for the remote sensing [22] are proposed to formulate
the loss of the strong classifier as a squared loss L2

α∗ = min
αi,λ

⎡
⎣

S∑

s=1

(
N∑

i=1

αici(xs)− y(xs)

)2

+ λ

N∑

i=1

α0
i

⎤
⎦ (14)

where α∗ represents the optimal estimator weight vector, S is
the size of the training band dataset, and λ

∑N
i=1 α

0
i represents a
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0-norm term. By expanding the squared loss function, we have

α∗ = min
α,λ

⎡
⎣

N∑

i=1

N∑

j=1

αiαj

(
S∑

s=1

ci(xs)cj(xs)

)

+

N∑

i=1

αi

(
λ− 2

S∑

s=1

ci(xs)y(xs)

)]
(15)

which is in the form of a QUBO problem, while we define

Qij =

S∑

s=1

ci(xs)cj(xs)

Qii = S/N2 + λ− 2

N∑

i=1

ci(xS)y(xS).

(16)

Then, we can write

α∗ = min
α

[αTQα], α ∈ {0,+1}N . (17)

We optimized this problem on a D-Wave QA to select the weak
subset classifier in its quadratic form.

Then, we obtained the optimal estimator weight vector α∗,
and the strong classifier for the test band dataset becomes

C(xt) = sign

[
N∑

i=1

α∗ici(xt)− T

]

T =
1

t

t∑

t=1

N∑

i=1

α∗ci(xt) (18)

where (x1, . . . xt) are from the test band dataset of the Indian
Pine HSI, and T is derived experimentally to increase the clas-
sification accuracy of the strong classifier C(xt) [13], [14]. We
have already presented the procedures of the Qboost classifier
in Algorithms 1 and 2.

Second, we chose the DTC, SVM, and Qboost classifiers
as weak classifiers instead of only a DTC. This method is
sometimes called an ensemble method. By exploiting (13) and
(15), we again formulated weak classifiers such that

C(xS) = sign

[
3∑

i=1

αici(xS)

]
, ci(xS) ∈ {−1,+1} (19)

where c1(xS), c2(xS), and c3(xS) represent the DTC, SVM,
and Qboost classifiers, respectively. In this scenario, we have
h = [c1(xS), c2(xS), c3(xS)] in Algorithm 2, and this ensemble
method is called a Qboost-Plus classifier [2].

C. Benchmarking Qboost and Qboost-Plus for the
Two-Class Classification

We run our experiment in several scenarios for the two-label
dataset of the Indian Pine HSI by using the DTC, SVM, Qboost,
Qboost-Plus, and Adaboost classifier. These scenarios are as
follows.

1) DTC for the two-label dataset of the Indian HSI.
2) SVM for the two-label dataset of the Indian HSI.

TABLE III
CLASSIFICATION ACCURACY OF THE DTC, SVM, QBOOST, QBOOST-PLUS, AND

ADABOOST FOR THE TWO-LABEL OF THE INDIAN PINE HSI; {i, j} REPRESENTS

THE TWO-LABELS, W.G., {1, 2} → ALFALFA AND CORN-NOTILL (SEE FIG. 1)

By a Bold font, we noted the highest accuracy value of the Qboost-Plus classifier
with respect to the Adaboost classifier.

3) Qboost with 30 weak classifiers for the two-label dataset of
the Indian HSI; the weak classifiers are the DT classifiers
with the depth three.

4) Qboost-Plus for the two-label dataset of the Indian HSI;
the weak classifiers are a DTC, an SVM, and a Qboost
classifier.

5) Adaboost with 30 weak classifiers for the two-label dataset
of the Indian HSI; the weak classifiers are the decision
stump classifiers.

All aforementioned scenarios used for benchmarking are the
two-label classification of the Indian Pine HSI, and we present
the classification accuracy of our experiment in Table III. We
even compared the boosting algorithms, the Qboost-Plus and the
Adaboost classifier. Their results demonstrate that the Qboost-
Plus classifier performs the same as the Adaboost classifier and
even better in some instances.

In this part, we selected the most highly informative band of
the Indian Pine HSI by using our QUBO-based band subset
selection method. Furthermore, we leveraged these selected
bands to benchmark our Qboost and Qboost-plus algorithms
with respect to the classical classifiers. Our quantum classifiers
clearly outperform the conventional classifiers for most of the
binary instances of the Indian pine HSI.

VII. NOVEL MULTILABEL CLASSIFIER FOR THE INDIAN PINE

HSI ON A D-WAVE QA

In the prior section, we exhibited that our quantum binary
classifiers (Qboost and QboostPlus) classify the two-label of
the Indian Pine HSI with high accuracy due to the binary
output of a D-Wave QA. However, the Indian Pine HSI has
16 classes, and the quantum binary classifiers are needed to
extend for the multilabel classification. Hence, we propose a
novel technique for the multilabel classification via an ECOC,
and namely, we leverage an ECOC technique to classify the
multilabel of the Indian Pine HSI when using our binary quantum
classifiers [15], [16], [23].
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Fig. 3. Confusion matrix for the l = 16 labels of the Indian Pine HSI. (a) Qboost-Plus classifier via the ECOC technique. (b) Adaboost classifier via the ECOC
technique.

Algorithm 3: A Multilabel Classifier by Using Quantum
Binary Classifiers Via an ECOC.

1: INPUT: Training bands:
(x,y) = (x1, y1), . . . , (xS , yS); �xS represents the three
selected bands for a given class yS (see Table I).
y ∈ {1, 2, . . . , 16}S ;
� y represents l = 16 distinct labels of the Indian Pine
HSI, and S is a size of the training dataset.

2: OUTPUT: Quantum binary classifiers:
Cb = {C1, C2, . . . , C24}.
3: CODING MATRIX:
4: Assign b = 24 codewords to each class (b > log2 l),

and generate l by b coding matrix M for l = 16
distinct labels (see Table IV).

5: Construct S by b coding matrix M ′ for training classes
y.

6: TRAINING:
7: for i← 1, . . . , b do
8: Construct two sets, Gi and Gi. Gi consists of all

labels for which M ′[:, i] == 1, and Gi is the
complement set.

9: Fit a quantum binary classifier Ci to distinguish Gi

from Gi by using Algorithm 2.
10: end for
11: TESTING:
12: Given an unlabeled data xt.
13: Evaluate the trained quantum binary classifiers

Cb(xt) = {C1(xt), C2(xt), . . . , C24(xt)} by
employing the step 17 of Algorithm 2.

14: Compute an Euclidean/Hamming distance:
dj = d(Cb(xt),M [j, :]), j = 1, 2, . . . , l.

15: return argminjdj ; �codewords (a label) for the
unlabeled data xt.

16: STOP ALGORITHM.

TABLE IV
EXAMPLE OF THE CODING MATRIX M FOR THE ALL l = 16 LABELS OF THE

INDIAN PINE HSI GENERATED RANDOMLY, AND EACH CLASS IS

CHARACTERIZED BY b = 24 CODEWORDS

A. ECOC Technique (see Algorithm 3 for a
Detailed Procedure).

1) Coding matrix: We assign unique b-bits (codewords) to
each class of the Indian Pine HSI such that b > log2 ˜l
where l = 16 is a number of classes; the classes are
represented by a so-called coding matrix M ∈ {0, 1}l×b
(see Table IV), and M ′ ∈ {0, 1}S×b for a training dataset
with sizeS. In our case, each class is represented by b = 24
codewords generated randomly.

2) Training: We train each column of the coding matrix M ′

by quantum binary classifiers Cb = {C1, C2, . . . , C24}.
3) Testing: For an unlabeled input xt, we evaluate Cb(xt) =
{C1(xt), C2(xt), . . . , C24(xt)}, and then, we assign
Cb(xt) to the closest codewords in the coding matrix M
by using an Euclidean/Hamming distance.

B. Benchmarking Qboost and Qboost-Plus for the
Multilabel Classification

We run our experiment for the multilabel of the Indian Pine
HSI via the ECOC by using the DTC, SVM, Qboost, Qboost-
Plus, and Adaboost classifier. Furthermore, we presented the
classification accuracy of our experiment in Table V. We com-
pared also the classification accuracy and the confusion matrix of
the Qboost-Plus with one of the Adaboost classifier (see Fig. 3).
Their results again demonstrate that the Qboost-Plus classifier
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TABLE V
CLASSIFICATION ACCURACY OF THE DTC, SVM, QBOOST CLASSIFIER,

QBOOST-PLUS CLASSIFIER, AND ADABOOST CLASSIFIER FOR THE ALL 16
LABELS OF THE INDIAN PINE HSI; {1, 2, . . . , 16} REPRESENTS THE ALL 16

LABELS (SEE FIG. 1)

By a Bold font, we noted the highest accuracy value of the Qboost-Plus classifier with
respect to the Adaboost classifier.

beats the Adaboost classifier when we leverage the ECOC tech-
nique for a multilabel classification case. More importantly, we
provided a novel multilabel classifier via the ECOC technique
when applying a quantum computing device yielding binary
outputs.

VIII. DISCUSSION AND CONCLUSION

In the first part of this article, we used an MI-based band
subset selection technique as a global optimization approach for
a real-world problem of the Indian Pine hyperspectral dataset
on a D-Wave QA. We first mapped this MI-based band subset
selection problem to a QUBO-based band subset selection prob-
lem. Then, we benchmarked and assessed the performance of a
D-Wave QA compared to a conventional annealer. We demon-
strated that the D-Wave QA correctly selects highly informative
bands competitive to a conventional annealer. To prove that our
D-Wave QA selected the best bands for each class, we classified
all 16 classes based on their three highly informative bands by
applying a DTC and a SVM classifier. Their classification results
exhibit that the selected bands are the highly informative ones.
Besides, the feature selection method saves storage space and
reduces the computational load for the training process.

In the second part of our article, we first tested a binary
classification for the Indian Pine HSI due to the binary output of
our D-Wave QA. We proposed to employ two binary quantum
classifiers, Qboost and Qboost-Plus, to our two-label dataset.
Second, we provided an ECOC for the multilabel classification
of the Indian Pine HSI when applying our binary quantum
classifiers. Here, the classes are characterized by the bands
selected during the first part of our study. We benchmarked these
binary quantum classifiers and the novel multilabel classifier
in comparison to conventional classifiers that are a DTC, a
SVM classifier, and an Adaboost classifier. Our binary quantum
classifiers and our novel multilabel classifier even outperform
these conventional classifiers for most instances of the two- and
multilabel dataset.

In the end, we realized how to leverage a quantum annealing
device to extract knowledge and support real-world optimization
problems in comparison to conventional machine learning tech-
niques. In addition, we conceived strategies for formulating and
embedding real-world problems to the topology of a D-Wave
machine.

We must note, however, that our method is not intended to
compete with a conventional method, but we intended to find
a proper dataset in Earth observation to evaluate an existing

quantum algorithm on a D-Wave QA or the future quantum
computers since the choice and the size of a dataset play a vital
role in quantum computers.

In terms of a future work, we will design a hybrid quantum-
classical network for Earth observation datasets, which exploits
both quantum computers (a QA and gate-based quantum com-
puter) and a conventional computer. Such a hybrid network will
be independent of the choice and size of datasets.
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4 Main Results I: Gaining Insights into Small-Scale Faulty Quantum Computers

4.2.3 Publication F: Assembly of a Coreset of Earth Observation Images on a
Small Quantum Computer

S. Otgonbaatar and M. Datcu

Abstract. Until now, we have designed and conducted our experiments for large-scale
classical datasets and small quantum computers, including NISQ and QA devices, as pre-
sented in Publication A to Publication E. At the time of writing, NISQ computers have
around 100 noisy qubits, and the D-Wave device has approximately 5, 000 qubits arranged in
a particular restricted topology. Publication A to Publication E proposed and invented
novel quantum feature selection and quantum classifiers using big satellite datasets. We even
benchmarked the performance of the small quantum computer compared with conventional
classical computer. However, the challenge of computing optimization problems involving
large-scale datasets on a small quantum computer still exists. Hence, this Publication F
introduces the concept of a “coreset”. The coreset is a small, representative weighted sub-
set of the original dataset. It opens up an opportunity for training quantum classifiers on
large-scale datasets employing a quantum computer with a limited number of input qubits
and depth. Our method involves optimizing a weighted SVM on the coreset of a big dataset
while employing the D-Wave quantum annealer. We select the coresets of two-label classes
of the Indian Pine hyperspectral image and the PolSAR image of California. We then train
both a QSVM and a Classical Support Vector Machine (CSVM) on the coresets on the D-
Wave system according to the workflow presented in Chapter 3.2.1 of this dissertation. Our
experiments show that we correctly assemble the coresets of our datasets validated by KL-
divergence values (the smaller, the better). Moreover, we benchmark the performance of the
QSVM compared with the CSVM. The results show that the quantum classifier trained on
coresets yields competitive classification values with respect to their classical counterparts.
In particular, we propose and experiment with a novel machine learning method for training
quantum classifiers on large-scale datasets via a coreset on a small quantum computer. We
also gain insights into how to train AI models on big datasets on a future quantum computer.
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Abstract: Satellite instruments monitor the Earth’s surface day and night, and, as a result, the size
of Earth observation (EO) data is dramatically increasing. Machine Learning (ML) techniques are
employed routinely to analyze and process these big EO data, and one well-known ML technique is
a Support Vector Machine (SVM). An SVM poses a quadratic programming problem, and quantum
computers including quantum annealers (QA) as well as gate-based quantum computers promise
to solve an SVM more efficiently than a conventional computer; training the SVM by employing
a quantum computer/conventional computer represents a quantum SVM (qSVM)/classical SVM
(cSVM) application. However, quantum computers cannot tackle many practical EO problems by
using a qSVM due to their very low number of input qubits. Hence, we assembled a coreset (“core of
a dataset”) of given EO data for training a weighted SVM on a small quantum computer, a D-Wave
quantum annealer with around 5000 input quantum bits. The coreset is a small, representative
weighted subset of an original dataset, and its performance can be analyzed by using the proposed
weighted SVM on a small quantum computer in contrast to the original dataset. As practical data, we
use synthetic data, Iris data, a Hyperspectral Image (HSI) of Indian Pine, and a Polarimetric Synthetic
Aperture Radar (PolSAR) image of San Francisco. We measured the closeness between an original
dataset and its coreset by employing a Kullback–Leibler (KL) divergence test, and, in addition, we
trained a weighted SVM on our coreset data by using both a D-Wave quantum annealer (D-Wave
QA) and a conventional computer. Our findings show that the coreset approximates the original
dataset with very small KL divergence (smaller is better), and the weighted qSVM even outperforms
the weighted cSVM on the coresets for a few instances of our experiments. As a side result (or a
by-product result), we also present our KL divergence findings for demonstrating the closeness
between our original data (i.e., our synthetic data, Iris data, hyperspectral image, and PolSAR image)
and the assembled coreset.

Keywords: coreset assembly; quantum support vector machines; hyperspectral images; PolSAR
images; quantum machine learning

1. Introduction

Remotely sensed images are used for EO and acquired by means of aircraft or satel-
lite platforms. The acquired images from satellites are available in digital format and
consist of information on the number of spectral bands, radiometric resolution, spatial
resolution, etc. A typical EO dataset is big, massive, and hard to classify by using ML
techniques when compared with conventional non-satellite images [1,2]. In principle,
ML techniques are a set of methods for recognizing and classifying common patterns
in a labeled/unlabeled dataset [3,4]. However, they are computationally expensive and
intractable to train big massive data. Recently, several studies proposed to use only a
coreset (“core of a dataset”) of an original dataset for training ML methods and tackling
intractable posterior distributions via Bayesian inference [5–7], even for a Support Vec-
tor Machine (in short, SVM) [8]. The coreset is a small, representative weighted subset
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of an original dataset, and ML methods trained on the coreset yield results being com-
petitive with the ones trained on the original dataset. The concept of a coreset opens a
new paradigm for training ML models by using small quantum computers [9,10] since
currently available quantum computers offered by D-Wave Systems (D-Wave QA) and by
IBM quantum experience (a gate-based quantum computer) comprise very few quantum bits
(qubits) (https://cloud.dwavesys.com/leap, https://quantum-computing.ibm.com/, ac-
cessed on 30 August 2021). In particular, quantum computers promise to solve some
intractable problems in ML [11–13], and to train an SVM even better/faster than a con-
ventional computer when its input data volume is very small (“core of a dataset”) [14,15].
Training ML methods by using a quantum computer or by exploiting quantum informa-
tion is called Quantum Machine Learning (QML) [16–18], and finding the solutions of
the SVM on a quantum computer is termed a quantum SVM (qSVM), otherwise classical
SVM (cSVM).

This work uses a D-Wave QA for training a weighted SVM since the D-Wave QA
promises to solve a quadratic programming problem, and our method can be easily adapted
and extended for a gate-based quantum computer. The D-Wave QA has a very small
number of input qubits (around 5000) and a specific Pegasus topology for the connectivity
of its qubits [19], and it is solely designed for solving a Quadratic Unconstrained Binary
Optimization (QUBO) problem [12,20]. For practical EO data, there is a benchmark and a
demonstration example for training an SVM with binary quantum classifiers when using
a D-Wave QA [21,22]. Here, the SVM is a quadratic programming problem considered
as a QUBO problem. Furthermore, there is a challenge to embed the variables of a given
SVM problem into the Pegasus topology (i.e., the connectivity constraint of qubits), and to
overcome this constraint of a D-Wave QA, the authors of [21] employed a k-fold approach to
their EO data such that the size of variables in the SVM satisfies the connectivity constraint
of qubits of a D-Wave QA.

In this article, we construct the coreset of an original dataset via sparse variational
inference [6] and then employ this coreset for training the weighted SVM by using a D-Wave
QA. Furthermore, we train the weighted SVM, posed as a QUBO problem, by using a
D-Wave QA on the coreset instead of the original massive data, and we benchmark our
classification results with respect to the weighted cSVM. As for practical and real-world
EO data, we use synthetic data, Iris data, a Hyperspectral Image (HSI) of Indian Pine, and a
Polarimetric Synthetic Aperture Radar (PolSAR) image of San Francisco characterized by its
Stokes parameters [23].

Our paper is structured as follows: In Section 2, we present our datasets, and we
construct the coresets of our datasets in Section 3. We introduce a weighted cSVM, and
construct a weighted qSVM for our experiments in Section 4. Then, we train the weighted
qSVM on our coresets by using a D-Wave QA and demonstrate our results with respect to
the weighted cSVM in Section 5. Finally, we draw some conclusions in Section 6.

2. Our Datasets

We use four different datasets, namely synthetic data, Iris data, an Indian Pine HSI,
and a PolSAR image of San Francisco characterized by its Stokes parameters [23,24]. The
first two sets are used to understand the concept of a coreset, and the implementation of a
weighted SVM on their coresets by using a D-Wave QA. Namely, we use the coresets of the
first two to set the internal parameters of a D-Wave QA since the solutions generated by the
D-Wave QA are affected by those internal parameters (called annealing parameters). The last
two sets are employed as real-world EO data for constructing their coresets and for training
the weighted qSVM on their coresets after the annealing parameters are set in a prior (see
Figures 1 and 2). In the next sections, we use a notation “weighted qSVM” meaning that
“training a weighted SVM posed as a QUBO problem by using a D-Wave QA”.
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Figure 1. Synthetic data with two classes, and Iris data with two classes (Iris Setosa, and Iris Versi-
colour) characterized by two features (Sepal lenght, Sepal width).

Figure 2. Indian Pine HSI with 16 classes {1: Alfalfa, 2: Corn-notill, 3: Corn-mintill, 4: Corn, 5:
Grass-Pasture, 6: Grass-Trees, 7: Grass-Pasture-mowed, 8: Hay-windrowed, 9: Oats, 10: Soybean-
notill, 11: Soybean-mintill, 12: Soybean-clean, 13: Wheat, 14: Woods, 15: Building-Grass-Drives, 16:
Stones-Steel-Towers}, and PolSAR image of San Francisco with three classes.

2.1. Synthetic Data

We generated synthetic data with two classes (xn, yn) according to

xn = rn

(
cos φn
sin φn

)
+

(
εx

n
ε

y
n

)
, yn ∈ {−1, +1}, (1)

where rn = 1 if yn = −1, and rn = 0.15 if yn = +1. φn is linearly spaced in (0, 2π] for each
class, and εx

n, ε
y
n are samples drawn from a normal distribution with µ = 0, σ = 1. We are

replicating the data already demonstrated for training an SVM by using a D-Wave QA
described in [25]. Moreover, we have (xn, yn), n = 1, . . . , 100 data points shown in Figure 1
(Left) and in Table 1.

2.2. Iris Data

Iris data consist of three classes (Iris Setosa, Iris Versicolour, and Iris Virginica), each
of which has four features, namely sepal length, sepal width, petal length, and petal width.
We consider a two-class dataset {Iris Setosa, Iris Versicolour} with a size of 100 data points,
and each class is characterized by two features (sepal length, sepal width) shown in Figure 1
(Right) and Table 1.

Table 1. The two classes of Synthetic and Iris data.

Synthetic Data Iris Data

Classes {−1, +1} {setosa, versicolour}

Data size 100 100
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2.3. Indian Pine HSI

An Indian Pine HSI obtained by the AVIRIS sensor comprises 16 classes; each class is
characterized by 200 spectral bands (see Figure 2 (Left)). For simplicity, we use only two
classes (see Table 2), and each class is characterized by two features instead of 200 spectral
bands by exploiting Principal Component Analysis (PCA) [22].

Table 2. The two classes of the Indian Pine HSI; {1, 2} represents {Alfalfa, Corn-notill}, {2, 3}
represents {Corn-notill, Corn-mintill}, etc.

Indian Pine HSI

Classes {1, 2} {2, 3} {3, 4} {4, 5} {5, 6} {6, 7}
Data size 295 452 214 144 243 758

2.4. PolSAR Image of San Francisco

Each pixel of our PolSAR image is characterized by a 2× 2 scattering matrix as follows:

S =

(
sHH sHV
sVH sVV

)
, (2)

where the first index of sij, i, j ∈ {H, V} represents the polarization state of the incident
polarized beam, and its second index represents the polarization state of the reflected
polarized beam on targets. The off-diagonal elements of S are equal sVH = sHV since our
PolSAR image of San Francisco is a fully-polarized PolSAR image obtained by a monostatic
radar [26,27].

The incident/reflected polarized beam can be represented by its complex amplitude
in a polarization basis {Ĥ, V̂} by

~E0 = EH0Ĥ + EV0V̂. (3)

The complex amplitude vector can be expressed by a so-called Jones vector

~J =

(
EH0
EV0

)
=

(|EH0|eiφH

|EV0|eiφV

)
. (4)

where φi are the phases of the polarized states. Furthermore, the scattering matrix S
expressed in (2) is a mapping such that

S : ~Ji → ~Jr, ~Jr = S~Ji, (5)

where~Ji,~Jr is an incident and a reflected Jones vector, respectively. In matrix form, (5) can
be re-expressed as (

Er
H0

Er
V0

)
=

(
sHH sHV
sVH sVV

)(
Ei

H0
Ei

V0

)
. (6)

The intensity of the reflected Jones vector is defined by

J =

(〈Er
H0Er∗

H0〉 〈Er
H0Er∗

V0〉
〈Er

V0Er∗
H0〉 〈Er

V0Er∗
V0〉

)
=

(
JHH JHV
JVH JVV

)
(7)

where 〈·〉 stands for spatial averaging with a window size 7× 7 pixels, and ∗ for conjugation.
Furthermore, we can re-express this intensity by




q0
q1
q2
q3


 =




JHH + JVV
JHH − JVV
JVH + JHV

i(JHV − JVH)


, (8)
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where q1, q2, and q3 are called Stokes vectors. We normalize these Stokes vectors according to

q′1 =
q1

q0
, q′2 =

q2

q0
, q′3 =

q3

q0
, (9)

and the normalized q′1, q′2, and q′3 are called Stokes parameters [23].
Moreover, in this study, we use two classes for our PolSAR image of San Francisco,

and the two classes are {urban area, sea water}, and {vegetation, sea water} shown in
Figure 2 (Right) and in Table 3. In addition, each class is characterized by its Stokes
parameters (q′1, q′2, q′3) defined in (9).

Table 3. The two classes of our PolSAR image.

PolSAR Image of San Francisco

Classes {urban area, sea water} {vegetation, sea water}

Data size 61,465 61,465

3. Coresets of Our Datasets

In Bayesian inference, a posterior density p(θ|x) is written for θ parameters and for
{(xi, ti)}N

i=1 data points with its labels ti by

p(θ|x) =
1
Z

exp

{
N

∑
i=1

fi(θ)

}
p0(θ), (10)

where Z is a partition function, fi(θ) is a potential function, and p0(θ) is a prior. For
big massive data, the estimation of the posterior distribution is intractable, and hence, in
practice, a Markov Chain Monte Carlo (MCMC) method is widely used to obtain samples
from the posterior expressed by (10) [28].

To reduce the computational time of an MCMC method, the authors of [5–7] proposed
to run the MCMC method on a small, weighted subset (i.e., coreset) of big massive data.
They derived a sparse vector of nonnegative weights w such that only M � N are non-
zero, where M is the size of a coreset. Furthermore, the authors proposed to approximate
the weighted posterior distribution and run the MCMC method on the approximate
distribution as follows:

pw = pw(θ|x) =
1

Z(w)
exp

{
N

∑
i=1

wi fi(θ)

}
p0(θ). (11)

We denote the full distribution of an original big massive dataset as p1 = p1(θ|x).
More importantly, this posterior becomes tractable.

For assembling the coresets of our datasets presented in Table 1–3, we use an algorithm
via sparse variational inference for finding the sparse vector of nonnegative weights w and
for approximating the posterior distribution (11) proposed by [6]. Here, the sparse vector
of nonnegative weights w is found by optimizing a sparse variational inference problem:

ŵ = min
w

DKL(pw||p1) s.t. w ≥ 0, ‖w‖0 ≤ M, (12)

where ŵ is an optimal sparse vector weight, and DKL(pw||p1) is the Kullback–Leibler (KL)
divergence which measures the similarity between two distributions (smaller is better):

DKL(pw||p1) = ∑
x

pw log
pw

p1
. (13)

Moreover, the smaller value of the KL divergence implies that we can estimate the
parameters θ in (11) by using a coreset yielding similar results with respect to the ones in
(10) by using its original massive dataset.
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We derived the optimal sparse vector weights ŵ and the coreset of our dataset
such that

{(xi, ti)}N
i=1 → {(ci, ti, ŵi)}M

i=1, ŵi ∈ R≥0, (14)

where (xi, ti) represents an original dataset, while (ci, ti, ŵi) is our newly assembled coreset.
In addition, we computed the similarity between our datasets and the corresponding
coresets by using their KL divergences (see Table 4). Our results show that our coresets are
very small in size compared with our original datasets, and the KL divergences between
the original dataset and our coresets are comparatively small in most instances.

Table 4. Coresets of our datasets presented in Table 1–3, and the closeness between the original
dataset and its coreset is measured by KL divergence.

Classes Data Size Coreset Size KL Divergence

{−1, +1} 100 20 0.008194

{setosa, versicolour} 100 22 0.053002

{1, 2} 295 79 0.573451

{2, 3} 452 56 0.003121

{3, 4} 214 33 0.000600

{4, 5} 144 41 0.017201

{5, 6} 243 41 0.001823

{6, 7} 758 125 0.492636

{urban area, sea water} 61,465 501 0.125072

{vegetation, sea water} 61,465 343 0.272749

4. Weighted Classical and Quantum SVMs on Our Coresets
4.1. Weighted Classical SVMs

In the previous section, we assembled the coreset of our original datasets shown in
Table 4 as

{(ci, ti, ŵi)}M
i=1, ci ∈ R2, ŵi ∈ R≥0. (15)

To train a weighted SVM for our coresets represented via (15) by using a conventional
computer, we express a weighted SVM as

minimize H(α) =
1
2 ∑

ij
αiαjtitjk(ci, cj)−∑

i
αi

subject to 0 ≤ αi ≤ Ci,

and ∑
i

αiti = 0, αi ∈ R,

(16)

where Ci = ŵiC is a regularization parameter, and k(·, ·) is the kernel function of the
SVM [28]. This formulation of the SVM is called a weighted cSVM [29]; sometimes, it is
called a kernel-based weighted cSVM. The point ci with αi 6= 0 is called a support vector.

After training the weighted cSVM, for a given test point xt ∈ R2, the decision function
for its class label is defined by:

t̂ = sign[ f (xt)] = sign

[
∑

i
αitik(ci, xt) + b

]
, (17)
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where sign( f (xt)) = 1 if f (xt) > 0, sign( f (xt)) = −1 if sign( f (xt)) < 0, and sign( f (xt)) =
0 otherwise. The decision boundary is an optimum hyperplane drawn by data points such
that f (xt) = 0 [28]. The bias b is expressed following [25]:

b =
∑i αi(Ci − αi)

[
ti −∑j αjtjk(cj, ci)

]

∑i αi(Ci − αi)
. (18)

The kernel-based weighted cSVM is a powerful technique since the kernel function
maps non-separable features to higher dimensional separable features, and the decision
boundary is less sensitive to outliers due to the weighted constraints Ci [25,29]. Further-
more, the choice of the kernel function has a huge impact on the decision boundary, and
the types of the kernel function are linear, polynomial, Matern, and a radial basis function
(rfb) [28]. A widely-used kernel is an rbf defined by

rbf(ci, cj) = exp
{
−γ
∥∥ci − cj

∥∥2
}

, (19)

where γ > 0 is a parameter.

4.2. Weighted Quantum SVMs

A weighted quantum SVM (in short, weighted qSVM) is the training result of the
weighted cSVM given in (16) on a D-Wave QA. The D-Wave QA is a quantum annealer with
a specific Pegasus topology for the interaction of its qubits, and it is specially designed to
solve a QUBO problem:

H(z) = ∑
i,j

ziQijzj, zi, zj ∈ {0, 1}, (20)

where zi, zj are called logical variables, and Qij includes a bias term hi and the interaction
strength of the logical variables gij [19]. Physical states of the Pegasus topology are called
physical variables, two-state qubits residing at the edges of the Pegasus topology; a QUBO
problem is also called a problem energy. The D-Wave QA anneals (evolves) from an initial to
its final energy (problem energy) according to

H(T) = (1− ε(T))H0 + ε(T)H(z), (21)

where H0 is an initial energy, T is the annealing time in microseconds, and ε(T) is an
annealing parameter in the range of [0, 1].

Furthermore, to train the weighted qSVM on our coresets by using a D-Wave QA, we
pose the weighted cSVM with an rbf kernel expressed by (16) and (19) as a QUBO problem.
Here, we duplicate the formulation for posing the weighted cSVM as a QUBO problem in
the article [25].

The variables of the weighted cSVM are decimal integers when the ones of the QUBO
problem are binaries. Hence, we use a one-hot encoding form for the variables of the
weighted cSVM

αi =
K−1

∑
k=0

BkzKi+k, zKi+k ∈ {0, +1} (22)

where K is the number of binary variables (bits), and B is the base. We insert this one-hot
encoding form into the weighted cSVM given in (16), and formulate the second constraint
of (16) as a squared penalty term

(
∑

i
αiti

)2

= 0 →
(

∑
ik

BkzKi+kti

)2

= 0. (23)
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By using a Lagrange multiplier λ, we transform our weighted cSVM into the QUBO
problem (20)

minimize H(z) =
1
2 ∑

ijkl
zKi+kzKj+l Bk+ltitjk(ci, cj)

−∑
ik

BkzKi+k + λ

(
∑
ik

BkzKi+kti

)2

= ∑
ij

∑
kl

zKi+kQKi+k,Kj+lzKj+l ,

(24)

where
QKi+k,Kj+l =

1
2

Bk+ltitj(k(ci, cj) + λ)− δijδkl Bk. (25)

Note that the first constraint of (16) is satisfied automatically since the one-hot encod-
ing form given in (22) is always greater than zero, and hence the maximum value for each
αi is given by

Ci = ŵi

K

∑
k=1

Bk. (26)

For training the weighted qSVM, we concentrated on four hyperparameters which are
the parameter γ of the RBF expressed by (19), the number of binary bits K, the base B, and
the Lagrange multiplier λ given in (24); thus, we used the hyperparameters (γ, K, B, λ).
For our applications, we set these hyperparameters to (γ = 16, K = 2, B = 2, λ = 0)
as proposed by [25] since these settings of the hyperparameters for the weighted qSVM
generate competitive results with the ones generated by the weighted cSVM. For setting the
bias defined in (18), we used the weighted cSVM.

In the next section, we train the weighted cSVM given in (16) and the weighted qSVM
expressed by (24) on our coresets (see Table 4). In addition, we demonstrate how to
program a D-Wave QA for obtaining a good solution of (24) since the solutions yielded by
a D-Wave QA are greatly dependent upon the embedding of the logical variables into their
corresponding physical variables, and the annealing parameters (annealing time, number of
reads, and chain strength) [30].

5. Our Experiments

In our experiments, we trained our weighted cSVM and our weighted qSVM (models)
on the coresets, and we tested our models on the original datasets (see Table 4). In addition,
we set the hyperparameters of our weighted qSVM to (γ = 16, K = 2, B = 2, λ = 0), and
for training (i.e., for setting of the bias) of the weighted cSVM, we used the Python module
scikit-learn [31].

For defining the annealing parameters (annealing time, number of reads, and chain
strength) of a D-Wave QA, we first ran quantum experiments on synthetic two-class data,
and Iris data. Then, by leveraging these annealing parameters, we used our real-world EO
data (the Indian Pine HSI and the PolSAR image of San Francisco) for evaluating our
proposed method, “by training the weighted qSVM on the coreset of our EO data instead of
a massive original EO data due to the small quantum computer (D-Wave QA) with only
few qubits”.

5.1. Synthetic Two-Class Data and Iris Data

For training the weighted qSVM expressed by (24), we first experimented on our
coresets of synthetic two-class data and Iris data shown in Table 4 in order to optimize the
annealing parameters (annealing time, number of reads, and chain strength) of a D-Wave
QA. In addition, we benchmarked the classification results generated by the weighted
qSVM compared with the weighted cSVM. This had the advantage that we could easily
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tune the annealing parameters and visualize the generated results, both for quantum and
classic settings.

In Figure 3 (in Table 5), we show our results for the classification of synthetic two-class
data and Iris data. Our results demonstrate that the weighted qSVM performs well in
comparison with the weighted cSVM for both coresets (often better for Iris data).

Figure 3. Top: Synthetic two data; Bottom: Iris data. The visual results of our experiments generated
by the weighted cSVM given in (16) and weighted qSVM expressed by (24). Our visual results demon-
strate that our weighted qSVM generalizes the decision boundary of a given dataset better than its
counterpart weighted cSVM.

To obtain these good solutions generated by our weighted qSVM, we set the annealing
parameters of the D-Wave QA as follows:

• Annealing time: We controlled the annealing time by an anneal schedule. The anneal
schedule is defined by the four series of pairs [T, ε(T)] defined in (21). We set the an-
nealing schedule accordingly: [T, ε(T)] ∈ {[0.0, 0.0], [1.0, 0.40], [19.0, 0.40], [20.0, 1.0]}.

• Number of reads: 10,000
• Chain strength: 50.



Electronics 2021, 10, 2482 10 of 13

Table 5. The classification accuracy of the weighted quantum svm (in short, qacc), and the weighted
classical svm (in short, cacc) on our coresets.

Classes Coreset Size Qacc Cacc

{−1, +1} 20 0.95 0.97

{setosa, versicolour} 22 0.99 0.98

{1, 2} 79 0.96 0.96

{2, 3} 56 0.70 0.70

{3, 4} 33 0.88 0.88

{4, 5} 41 0.78 0.78

{5, 6} 41 0.71 0.71

{6, 7} 125 0.92 0.90

{urban area, sea water} 501 0.99 0.98

{vegetation, sea water} 343 0.99 0.99

5.2. Indian Pine HSI and PolSAR Image of San Francisco

As real-world EO data, we used the coresets of an Indian Pine HSI, and a PolSAR image
of San Francisco for training the weighted qSVM when setting the annealing parameters of a
D-Wave QA set as described above. Initially, we ran a number of quantum experiments on
our coresets. In Table 5, we show the classification accuracy of our weighted qSVM results
in comparison with the ones yielded by the weighted cSVM.

Our results explicitly demonstrate that the coresets obtained via sparse variational
inference are small and representative subsets of our original datasets validated by their
KL divergences shown in Table 4. In addition, our weighted qSVM generates its decision
results with the same classification accuracy as for the weighted cSVM; in some instances,
the weighted qSVM outperforms the weighted cSVM. Furthermore, by exploiting the coresets,
we reduced the computational time of training with the weighted qSVM and the MCMC
method for inferring the parameters of the posterior distribution as proved theoretically
and demonstrated experimentally in [5,6].

6. Discussion and Conclusions

Quantum algorithms (e.g., Grover’s search algorithm) are designed to process data
in quantum computers, and they are known to achieve quantum advantages over their
conventional counterparts. Motivated by these quantum advantages, quantum comput-
ers based on quantum information science are being built for solving some problems
(or running some algorithms) more efficiently than a conventional computer. However,
currently available quantum computers (a D-Wave quantum annealer, and a gate-based
quantum computer) are very small in input quantum bits (qubits). A very specific type of a
quantum computer is a D-Wave quantum annealer (QA); it is designed to solve a Quadratic
Unconstrained Binary Optimization (QUBO) problem belonging to a family of quadratic
programming problems better than conventional methods.

For Earth observation, satellite images obtained from aircraft or satellite platforms
are massive and represent hard heterogeneous data to train ML models on a conventional
computer. As a practical and real-world EO dataset, we used synthetic data, Iris data, a
Hyperspectral Image (HSI) of Indian Pine, and a Polarimetric Synthetic Aperture Radar (PolSAR)
image of San Francisco. One of the well-known methods in ML is a Support Vector Machine
(SVM): This represents a quadratic programming problem. A global minimum of such
a problem can be found by employing a classical method. However, its quadratic form
allows us to use a D-Wave QA for finding the solution of an SVM better than a conventional
computer. Thus, we can pose an SVM as a QUBO problem, and we named an SVM-to-
QUBO transformation as a quantum SVM (qSVM). Then, we can train the qSVM on our
real-world EO data by using a D-Wave QA. However, the number of the physical variables
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of the qSVM is much larger than that of the logical variables of a D-Wave QA due to the
massive EO data and the very few qubits.

Therefore, in our paper, we employed the coreset (“core of a dataset") concept via sparse
variational inference, where the coreset is a very small and representative weighted subset of
the original dataset. By assembling and exploiting the coreset of synthetic data and Iris data
shown in Table 4, we trained a weighted qSVM posed as a QUBO problem on these coresets
in order to set the annealing parameters of a D-Wave QA. We then presented our obtained
visual results and the classification accuracy of synthetic and Iris data in Figure 2 and in
Table 5, respectively, in contrast to the ones of the weighted cSVM. Our results show that the
weighted qSVM is competitive in comparison with the weighted cSVM − and for Iris data
even better than the weighted cSVM.

Finally, we assembled the coresets of our real-world EO data (from an HSI of Indian
Pine, and a PolSAR image of San Francisco), and demonstrated the similarity between our
real-world EO data and its coreset by analyzing their KL divergence. The KL divergence
test proved that our coresets are valid, small, and representative weighted subsets of our
real-world EO data (see Table 4). Then, we trained the weighted qSVM on our coresets
by using a D-Wave QA to prove that our weighted qSVM generates classification results
being competitive with the weighted cSVM in Table 5. The annealing parameters of the
D-Wave QA were already defined in the prior section. In some instances, one can see that
our weighted qSVM outperforms the weighted cSVM.

As ongoing and future work, we intend to develop a novel method for assembling
coresets with balanced labels via sparse variational inference since currently available tech-
niques generate unbalanced labels. Furthermore, we plan to design hybrid quantum-
classical methods for different real-world EO problems. These hybrid quantum-classical
methods will perform a dimensionality-reduction of remotely-sensed images (in the spatial-
dimension) by using our established methods, and will reduce the size of our training/test
data by using a coreset generating balanced labels when we process these small datasets
on a small quantum computer.
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5 Main Results II: Toward Quantum
Advantage

Toward gaining quantum advantage using a future quantum computer, the prior chapter
presents real-world applications to gain insight into programming faulty quantum computers
comprising NISQ computers and QA devices and to recognize their advantage and imperfec-
tion compared with conventional classical computers. Chapter 4 of this dissertation demon-
strates how classical data points can be embedded in faulty quantum computers. We also
compared the performance of quantum approaches with traditional classical methods. We
aimed to gain insight into how to program a quantum computer with error-prone qubits and
quantum gates. Until now, the following quote guides us, “We have to learn to walk before
we can run.”

In order to achieve quantum advantage with future quantum computers having error-free
qubits and quantum gates, we need to benchmark the performance of quantum approaches
and estimate the quantum resources required for solving computational problems.

5.1 The Quantum Computing Assessment
This chapter provides the challenges and assessment of existing and future quantum comput-
ers for tackling notoriously hard computational problems. We propose a classical method for
benchmarking quantum approaches, and evaluating for different quantum computers based
on their errors and size. We also propose how to profit from a quantum computer integrated
into High-Performance Computing (HPC) systems. In conclusion, we emphasize, “If an error
is corrected whenever it is recognized as such, the path of error is the path of truth” by Hans
Reichenbach. This chapter is based on three publications:

• G: S. Otgonbaatar and D. Kranzlmüller, “Quantum-inspired Tensor Network for Earth
Science,” IEEE International Geoscience and Remote Sensing Symposium, Pasadena,
CA, USA, 2023, pp. 788-791, doi: 10.1109/IGARSS52108.2023.10282577 [73].

• H: S. Otgonbaatar and D. Kranzlmüller, “Exploiting the Quantum Advantage for
Satellite Image Processing: Review and Assessment,” in IEEE Transactions on Quan-
tum Engineering, vol. 5, pp. 1-9, 2024, art no. 3100309, doi: 10.1109/TQE.2023.3338970
[72].

• I: S. Otgonbaatar, et al., “Quantum Computing for Climate Change Detection, Climate
Modeling, and Climate Digital Twins,” in preparation for Nature Reviews Earth and
Environment [74].
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5.1 The Quantum Computing Assessment

5.1.1 Publication G: Quantum-inspired Tensor Network for Earth Science
S. Otgonbaatar and D. Kranzlmüller

Abstract. DL is one of the successful methodologies that help extract informative pat-
terns and insights from large-scale datasets, such as satellite images. However, it consists of
thousands to millions of training parameters, which need a lot of electrical power to analyze
large datasets, making them computationally expensive. We propose to use a quantum-
inspired tensor network to compress the trainable parameters of Physics-Informed Neural
Networks (PINNs) in Earth science. PINNs are DL models that enforce the law of physics,
embedding them in the DL model. Additionally, we use tensor decomposition to improve the
spectral resolution of hyperspectral images. A quantum-inspired tensor network is also an ef-
ficient way to represent and benchmark QML models on big datasets on Graphics Processing
Unit (GPU) tensor cores depending on the entanglement. We offer two key contributions.
Firstly, we reduce the number of trainable parameters of PINNs using a quantum-inspired
tensor network. Secondly, we improve the spectral resolution of satellite images by employing
tensor decomposition. We use Burger’s equation as a benchmark Partial Differential Equa-
tion (PDE). As practical satellite data, we use hyperspectral images of Indian Pine, USA and
Pavia University, Italy. Our results demonstrate the potential of quantum-inspired tensor
networks and tensor decomposition to improve the efficiency, accuracy, and practicality of
DL models and Earth observation applications.
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QUANTUM-INSPIRED TENSOR NETWORK FOR EARTH SCIENCE

Soronzonbold Otgonbaatar, Dieter Kranzlmüller
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ABSTRACT

Deep Learning (DL) is one of many successful methodolo-
gies to extract informative patterns and insights from ever in-
creasing noisy large-scale datasets (in our case, satellite im-
ages). However, DL models consist of a few thousand to
millions of training parameters, and these training parameters
require tremendous amount of electrical power for extract-
ing informative patterns from noisy large-scale datasets (e.g.,
computationally expensive). Hence, we employ a quantum-
inspired tensor network for compressing trainable parameters
of physics-informed neural networks (PINNs) in Earth sci-
ence. PINNs are DL models penalized by enforcing the law
of physics; in particular, the law of physics is embedded in
DL models. In addition, we apply tensor decomposition to
HyperSpectral Images (HSIs) to improve their spectral reso-
lution. A quantum-inspired tensor network is also the native
formulation to efficiently represent and train quantum ma-
chine learning models on big datasets on GPU tensor cores.
Furthermore, the key contribution of this paper is twofold: (I)
we reduced a number of trainable parameters of PINNs by us-
ing a quantum-inspired tensor network, and (II) we improved
the spectral resolution of remotely-sensed images by employ-
ing tensor decomposition. As a benchmark PDE, we solved
Burger’s equation. As practical satellite data, we employed
HSIs of Indian Pine, USA and of Pavia University, Italy.

Index Terms— Tensor decomposition, quantum-inspired
tensor decomposition, quantum-inspired machine learning.

1. INTRODUCTION

Deep Learning (DL) is a machinery for extracting most in-
formative patterns, insights from large-scale data, and apply
this knowledge to make predictions [1]. DL models currently
have been outperforming conventional techniques and meth-
ods in science and engineering, even in remote sensing and
Earth science [2, 3, 4]. However, DL models compose of a
huge number of parameters, making their interpretation and
predictions on large-scale data difficult. Their energy require-
ments also extremely limit their scalability (or computation-
ally expensive) [5]. Hence, the authors of the articles [6, 7, 8]
utilized a quantum-inspired tensor network to compress the
parameters (e.g., hidden layers) of DL models and to decom-
pose data tensors in very small factor matrices. Here, ten-

Fig. 1. Satellite datasets: [Left] HSIs of Indian Pine, USA
and [Right] of Pavia University, Italy

sors are multidimensional arrays which can generalize vectors
and matrices. A quantum-inspired tensor network can com-
press the training parameters of DL models and decompose
data tensors in a small number of factor matrices. It is also
widely used to represent quantum Machine Learning models
as tensor-networks, which can be efficiently trained on big
real-world datasets on GPU tensor cores [9].

Physics-Informed Neural Networks (PINNs) are DL mod-
els (e.g., Neural Networks), whose training parameters are pe-
nalized by enforcing the law of physics [10]; namely, the law
of physics is embedded in Neural Networks (NNs). More-
over, PINNs can be utilized to compute and analyse com-
putationally expensive Partial Differential Equations (PDEs)
when data is of limited quantity and quality [11]. However,
PINNs are still computationally expensive for obtaining solu-
tions to PDEs in Earth science.

Remotely-sensed datasets are data tensors X ∈ RI1×···×In

which are so complex and diverse that they cannot be easily
classified and analyzed even by using DL models. In par-
ticular, these datasets are characterized by not only volume
but also another so-called “4V” features (Volume, Variety,
Veracity, and Velocity) [12].

The key contribution of this paper is twofold: The first
contribution of this paper is that we reduced a number of
trainable parameters of DL models (i.e. PINNs) by using the
quantum-inspired tensor network [13]. The compressed DL
models can be also applied to analyse and classify big real-
world datasets as shown in the article [7]. The second contri-
bution of this paper is that we improved the spectral resolution
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Fig. 2. The two contributions of this paper in pictorial repre-
sentation: [Top] Quantum-inspired tensor network (decompo-
sition) for improving spectral resolution of real-world noisy
data tensor, and [Bottom] Quantum-inspired tensor network
for compressing Physics-Informed Neural Networks, which
can be efficiently simulated on GPU tensor cores.

of remotely-sensed images by employing tensor decomposi-
tion. As practical satellite data, we employed HSIs of Indian
Pine, USA and of Pavia University, Italy. As a PDE, we con-
sidered Burger’s equation.

2. OUR DATASETS

We use practical satellite datasets and refer them as 3rd-order
data tensors. In particular, the HSI of Indian Pine is the data
tensor R240×240×200 with 16 classes, and the HSI of Pavia
University is the data tensor R610×340×103 with 9 classes (see
Fig. 1).

3. OUR METHODOLOGY

Remotely sensed images can be viewed as 3rd-order data ten-
sors X ∈ RI1×I2×I3 . The 3rd-order data tensors can be
decomposed in factor matrices by using so-called CANDE-
COMP/PARAFAC (CP)-decomposition [6]:

X =

R∑
r=1

ar ◦ br ◦ cr, (1)

where R, called the rank, is a real positive number, “◦” de-
notes an outer product, and ar ∈ RI1 , br ∈ RI2 , and cr ∈
RI3 are factor matrices (see Fig. 2 [Top]).

Fig. 3. A solution to Burger’s equation (blue is an exact so-
lution, and red is a predicted solution): [Top] The original
PINN, and [Bottom] The compressed PINN

Another commonly used quantum-inspired tensor net-
work is Tensor Train (TT)-decomposition, called also Ma-
trix Product State (MPS) in quantum physics [14]. TT-
decomposition expresses a 3rd-order tensor as core tensors
and factor matrices:

X = A×1
3 G

(2) ×1
3 B, (2)

where G(2) ∈ RR1×I2×R2 is a core tensor, A and B are factor
matrices, and ×1

3 is called a mode-(k,l) product .
TT-decomposition can compress DL models, and the

compressed DL models can generate classes with the similar
accuracy as their non-compressed ones [7] (see Fig. 2 [Bot-
tom]). In addition, TT-decomposition is widely employed to
efficiently simulate quantum circuits on conventional com-
puters. Hence, TT-decomposition have been applying to
design and train quantum-inspired machine learning models
on large-scale datasets on GPU tensor cores [15, 16, 17].

4. OUR EXPERIMENT

4.1. Contribution I: compressing PINNs

We represented a solution u = u(t, x) to 1D Burger’s equa-
tion by an NN [10]. In mathematical form, 1D Burger’s equa-
tion is

ut + uux − (0.01/π)uxx = 0, t ∈ [0, 1],

u(0, x) = − sin(πx),

u(t,−1) = u(t, 1) = 0.

(3)

When we used the NN with 8 hidden layers, and each layer
comprises 100 neurons, its trainable parameters are amounted
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Fig. 4. Two examples of HSIs before and after tensor decom-
position: [Top] The band 74 of the Indian Pine HSI before and
after tensor decomposition, and [Bottom] The band 1 of the
Pavia University HSI before and after tensor decomposition.

to 71, 101 parameters. We reduced these 71, 101 parameters
to 32, 701 parameters by compressing the odd numbers of the
hidden layers by utilizing the TT-decomposition (see Fig. 2
[Bottom]) [7]. We found a solution u to the Burger’s equa-
tion while utilizing both the original and compressed NNs.
Furthermore, the compressed PINN generated a solution to
the Burger’s equation with high accuracy such as having been
produced by its original PINN, while it occupies a smaller
parameter space than its original one (see Fig. 3). More im-
portantly, the compressed NNs can be also utilized to analyse
and classify any real-world datasets as shown in the article
[7, 18].

4.2. Contribution II: decomposing real-world data ten-
sors in factor matrices

We decompose two practical HSIs shown in Fig. 1 in a very
small number of factor matrices by using CP-decomposition
expressed by Eq. (1) to improve their spectral resolution;
we illustrate our method for decomposing these HSIs in Fig.
2 [Top]. In our experiment, we set the rank R of the CP-
decomposition at 145. For the Indian Pine HSI, the decom-
position time was 0.1711 seconds, the compression ratio was
60, and the R-squared value between the raw and the decom-
posed Indian Pine HSI was 0.9959. For the Pavia University
HSI, the decomposition time was 1.1013 seconds, the com-
pression ratio was 140, and the R-squared value between the
raw and the decomposed Pavia University HSI was 0.9450.

From these results, we gained the insight that the HSIs can be
stored efficiently in conventional storage devices when apply-
ing tensor decomposition to the practical HSIs. More impor-
tantly, we improved the spectral resolution of the HSIs. We
presented some visual examples of our finding in Fig. 4.

5. CONCLUSION

This paper focused on designing and applying a quantum-
inspired tensor-network to DL models and real-world data
tensors. Our contribution is twofold: (I) We reduced the
parameters of a DL model when compressing them by using
TT-decomposition. As a DL model, we utilized a physics-
informed neural network for finding a solution to 1D Burger’s
equation. The compressed model generates solutions to 1D
Burger’s equation with high accuracy such as having pro-
duced by its original one. (II) We improved the spectral
resolution of hyperspectral images (i.e. data tensors) by
decomposing them in sparse factor matrices through CP-
decomposition. The decomposed data tensors are represented
by sparse tensors, while the decomposition time was ex-
tremely small (around 1 second). Additionally, we can store
these decomposed images (i.e. sparse tensors) efficiently and
securely in distributed storage devices thanks to their sparse
factor matrices. As practical HSIs, we used HSIs of Indian
Pine, USA and of Pavia University, Italy.

As a future and on-going work, we invent and design
quantum-inspired machine learning models for data-driven
and model-driven practical problems. In addition, we in-
vent and analyse DL models supported by quantum tensor
networks [15, 16, 11, 17].
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5 Main Results II: Toward Quantum Advantage

5.1.2 Publication H: Exploiting the Quantum Advantage for Satellite Image
Processing: Review and Assessment

S. Otgonbaatar and D. Kranzlmüller

Abstract. We discuss the current state of quantum computing in satellite imagery, and
analyze the potential limitations and applications of QML models when dealing with satellite
data. Additionally, we consider the ongoing challenges to profit from quantum advantage
and to find the ideal balance between HPC and QC. We then assess some parameterized
quantum circuit models transpiled into a Clifford+T universal gate set. The T-gates reveal
the quantum resources needed to deploy quantum models on an HPC system or several
QC systems. Specifically, if T-gates cannot be simulated efficiently on an HPC system,
we can apply a quantum computer and its computational power instead. Our quantum
resource estimation shows that QML models, with a sufficient number of T-gates, provide
the quantum advantage only if they generalize on unseen data points better than their
classical counterparts deployed on the HPC system, and if they break the symmetry in their
weights at each learning iteration as in conventional deep neural networks. We also estimate
the quantum resources required for some QML models as an initial innovation. Lastly, we
define the optimal sharing between an HPC+QC system for executing QML models for
hyperspectral images. These images are a unique dataset compared with other satellite
images since they have a limited number of input qubits and a small number of labeled
benchmark images, making it less challenging to deploy them on a small-scale quantum
computer.
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ABSTRACT This article examines the current status of quantum computing (QC) in Earth observation and
satellite imagery. We analyze the potential limitations and applications of quantum learning models when
dealing with satellite data, considering the persistent challenges of profiting from quantum advantage and
finding the optimal sharing between high-performance computing (HPC) and QC. We then assess some
parameterized quantum circuit models transpiled into a Clifford+T universal gate set. The T-gates shed
light on the quantum resources required to deploy quantum models, either on an HPC system or several
QC systems. In particular, if the T-gates cannot be simulated efficiently on an HPC system, we can apply
a quantum computer and its computational power over conventional techniques. Our quantum resource
estimation showed that quantum machine learning (QML) models, with a sufficient number of T-gates,
provide the quantum advantage if and only if they generalize on unseen data points better than their classical
counterparts deployed on the HPC system and they break the symmetry in their weights at each learning
iteration like in conventional deep neural networks. We also estimated the quantum resources required for
some QML models as an initial innovation. Lastly, we defined the optimal sharing between an HPC+QC
system for executing QML models for hyperspectral satellite images. These are a unique dataset compared
with other satellite images since they have a limited number of input quantum bits and a small number of
labeled benchmark images, making them less challenging to deploy on quantum computers.

INDEX TERMS Earth observation (EO), hyperspectral images, image classification, quantum computers,
quantum machine learning (QML), quantum resource estimation, remote sensing.

I. INTRODUCTION
A. WHY QUANTUM COMPUTING FOR EARTH
OBSERVATION?
Earth observation (EO) methodologies tackle optimiza-
tion and artificial intelligence (AI) problems involving big
datasets obtained from instruments mounted on spaceborne
and airborne platforms. Some optimization and AI problems
combined with big EO datasets are intractable computa-
tional problems for conventional high-performance comput-
ing (HPC) systems. In addition, EO datasets themselves are
complex heterogeneous image datasets, compared with con-
ventional red-green-blue images, characterized by so-called
4 V features comprising volume, variety, velocity, and verac-
ity [1]; here, volume refers to big EO datasets (e.g., terabytes
of data per day collected, for instance, by the European
Space Agency); variety refers to distinct spectral data, such

as multispectral and hyperspectral pixel data; velocity refers
to the speed of change on the Earth’s surface; and veracity
refers to imperfect datasets, such as noisy images or remotely
sensed images, partly covered by clouds [2]. In general, EO
problems also include calibration and integer optimization
problems in synthetic aperture radar applications [3], [4], a
Bayesian paradigm (e.g., Gaussian processes) for retrieving
physical parameters from remotely sensed datasets [5], [6],
uncertainty estimates for EO predictions [7], solving par-
tial differential equations (PDEs) for climate modeling and
digital twin Earth paradigms [8], and identifying objects on
the Earth’s surface [9]. Furthermore, some computational
problems like AI training architectures are computationally
expensive and inherently intractable problems or NP-hard
problems (see Fig. 1) [10]; nondeterministic (NP) poly-
nomial problems are computational problems where there

© 2023 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License.
For more information, see http://creativecommons.org/licenses/by/4.0/
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FIGURE 1. Computational complexity conjecture draws boundaries
between computational problems according to their hardness based on
the required classical and quantum computational resources. In
particular, the computational problem denoted by the green star is easy
to solve for both quantum machines and classical computers, the
computational problem denoted by the orange star is easy for quantum
machines but hard for classical machines, and the computational
problem denoted by the black star is hard for classical computers. Still,
no known efficient quantum algorithmic approaches exist for quantum
machines.

are no known efficient commonly used algorithms for find-
ing their solutions in a reasonable polynomial time (i.e., a
polynomial number of steps) but can be verified in a poly-
nomial time given their solutions, and NP-hard problems are
computational problems harder than NP problems. On the
other hand, quantum machines harnessing quantum physics
phenomena like entanglement can solve some challenging
problems faster and more efficiently than their counterpart
conventional machines ranging from integer optimization
problems [11], [12], [13] to AI techniques [14], [15], [16],
[17], [18], and PDEs, [19], [20], and even quantum-inspired
algorithms for solving PDEs [21]. Thus, quantum algo-
rithms’ computational advantages (or quantum advantage)
over conventional algorithms inspire enough to examine
and identify computationally intractable problems with EO
methodologies and hard EO datasets for near- and far-term
quantum machines. We note that the terms “quantum ma-
chine” and “quantum computer” are generally interchange-
able. However, the former is used to describe current quan-
tum platforms that operate at a hardware level, rather than at
the level of a classical computer.

B. DO WE REALLY NEED QUANTUM MACHINES?
Quantum machines can be generally divided into three fam-
ilies comprising quantum annealers [22], quantum simu-
lators [23], [24], and universal quantum computers [25].
These quantum machines promise computational advantage
for computing notoriously difficult problems over conven-
tional computers according to computational complexity the-
orems/conjectures [26], [27]; computational complexity the-
orems draw boundaries between computational problems
according to their hardness for finding their solutions (see
Fig. 1) [10]. At the moment, quantum machines are designed

to tackle specific forms and kinds of intractable computa-
tional problems, e.g., quantum annealers for quadratic un-
constrained binary optimization (QUBO) problems or simu-
lating the Ising Hamiltonian [11], and quantum simulators
for mimicking some physical Hamiltonian [28], [29]. Re-
search communities ranging from high-energy physics [24],
condensed-matter physics [29], AI [15], to EO [30] are in
the exploration phase of identifying and investigating their
hard problems for quantum platforms. Furthermore, classical
computational methods for intractable computational prob-
lems reach their limitations and potential accuracy due to the
classical computational resource required and the complexity
of both EO challenges and datasets. As stated earlier, some
computational techniques are intractable problems on con-
ventional machines and computationally expensive, even on
the HPC system. Thus, to go beyond current computational
methods integrated with large-scale datasets to find a better
solution and utilize low computational cost, it is inevitable to
examine and identify computationally demanding problems
in EO applications for novel near- and long-term quantum
machines. More importantly, gaining insight into program-
ming these novel computing machines and their potential
advantages and imperfections for computational problems is
vital.

C. STATE OF THE ART OF QC FOR EO
Quantum computing (QC) is a novel computing paradigm
that promises to find solutions to some intractable compu-
tational problems more efficiently and faster by exploiting
quantum superposition and entanglement than conventional
computing techniques if and only if one considers ideal quan-
tum complexity measures without overhead considerations
like a distillation of Toffoli gates in the real quantum ma-
chines, e.g., the classical versions of the Toffoli gates are
transistors in a conventional computer [31]. Quantum ma-
chines are a kind of computer constructed using the prim-
itives of a QC method, such as quantum bits (qubits) and
quantum gates, in contrast to traditional classical bits and
transistors. Digital quantum machines can be decomposed
into the following three layers [32]:

1) a quantum state preparation or a quantum data encod-
ing layer;

2) a quantum unitary evolution or a parametrized quan-
tum gate layer;

3) a quantum measurement layer.

For gaining insight into computing EO problems involv-
ing big datasets on quantum machines, some studies already
exist for processing a variety of EO datasets to tackle EO
challenges using hybrid classical–quantum approaches (see
Fig. 2). Hybrid classical-quantum approaches involve the
use of a classical computer to enhance quantum algorithms.
Quantum machine learning (QML) is a type of hybrid
classical-quantum approach, which is interchangeable with
quantum artificial intelligence. It is also worth noting that a

3100309 VOLUME 5, 2024
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FIGURE 2. Hybrid classical-quantum approach for computational and machine learning tasks. A quantum layer includes implicitly quantum data
encoding, parametrized quantum gates, and quantum measurement layers.

FIGURE 3. (Top) Example hyperspectral, multispectral, and polarimetric
images, (bottom Left) their third-order tensor representation, and
(bottom right) each pixel/target in polarimetric images is characterized
by the complex numbered scattering matrix in contrast to hyperspectral
and multispectral images. Here, si j denotes a scattering element given
sent/reflected horizontal H or vertical V polarized beam.

variety of datasets includes hyperspectral, multispectral, and
polarimetric EO images.

1) EO IMAGES
We can generalize that EO images are third-order tensors
regardless of a variety. Furthermore, a hyperspectral image is
a remotely sensed image denoted by RI×J×K , where I and J
are its spatial dimensionality, and K means hundreds of its
narrow-spaced spectral bands (or features), e.g., the Pavia
University, hyperspectral image described by R610×340×103

tensor. Multispectral images are a third-order tensor RI×J×K
with at most K = 12 spectral bands. The main difference
between them is the spectral bands’ number and spacing. In
contrast, polarimetric images are characterized by the scatter-
ing property S of ground targets; each pixel is described by a
2 × 2 scattering matrix but not by spectral bands as in hyper-
spectral and multispectral images. Hence, we could assume
that polarimetric images have K = 3 informative features if
the scattering matrix is symmetric and K = 4 informative
features otherwise (see Fig. 3) [33].

2) QML FOR EO IMAGES
Climate AI tasks involve analyzing satellite images that con-
sist of thousands of pixels and hundreds of spectral bands.
For example, Eurosat multispectral images have a size of

64 × 64 pixels and 12 spectral bands, which can be repre-
sented as R64×64×12 [34]. In contrast, the digital quantum
machines currently available on the market have less than a
hundred noisy qubits and around depth-five of faulty quan-
tum gates [35]. Therefore, the main challenge is to embed
satellite images in a quantum data encoding layer, regardless
of the size of quantummachines and their quantum errors. To
address this challenge, the authors in [36] and [37] proposed
and utilized a two-level embedding scheme. This scheme
comprises a classical layer for dimensionality reduction and
a quantum data encoding layer for dimensionally reduced
images. In other words, they used a hybrid classical-quantum
approach, embedding classical datasets in a quantum data
encoding layer and optimizing a parametrized quantum gate
layer of digital quantum computers with the help of a con-
ventional classical computer. However, the Eurosat dataset
they used is a large dataset consisting of low-dimensional
and easy-to-classify images and thus has low veracity. Most
EO datasets, on the other hand, are small datasets containing
high-dimensional and hard-to-classify images or high verac-
ity images. For example, the multispectral UC Merced Land
Use dataset has a size of 245 × 245 pixels and three spectral
bands, which can be represented as R245×245×3 [38]. To in-
vestigate the performance of quantummachines with varying
depths of a parametrized quantum gate layer, Otgonbaatar
et al. [39] utilized this dataset and polarimetric EO images
for natural embedding in input qubits without a dimension-
ality reduction technique [40]. It is important to note that
the quality of the datasets used plays a crucial role in data-
driven tasks for hybrid classical-quantum approaches [41].
Therefore, Gupta et al. [42] analyzed the power of EO image
datasets for training digital quantum machines.
Furthermore, a quantum annealer is a type of quantum

simulator that is designed to simulate an Ising Hamiltonian
equivalent to QUBO problems [22]. The authors in [43],
[44] analyzed classification problems posed as QUBO prob-
lems, belonging to NP-hard problems, on a D-Wave quantum
annealer. They employed binary hyperspectral EO images
since a D-Wave quantum annealer promises to converge to
a better solution to NP-hard problems. Some studies also
transformed a support vector machine (SVM) into a QUBO
problem [45] and optimized it on a D-Wave quantum an-
nealer when analyzing EO image datasets [33], [46]. To em-
bed large EO datasets in a D-Wave quantum annealer, Ot-
gonbaatar et al. [47] used a K-fold technique and the concept
of a coreset since a D-Wave quantum annealer has around
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5000 qubits arranged according to an expressly limited
topology. A D-Wave quantum annealer was also proposed
for a notoriously hard feature selection task and multilabel
SVM for remotely sensed hyperspectral images [48].
Lastly, quantum-inspired algorithms are becoming in-

creasingly popular in both academic and industrial circles
due to their energy and computational efficiency. These al-
gorithms are inspired by the potential advantages of quan-
tum algorithms, such as the quantum-inspired quantum
Fourier transformation [49], quantum-inspired AI/ML [50],
and the use of tensor networks to compress deep neural
networks [51]. Tensor networks are designed to compute
quantum many-body systems efficiently [52], and they are
currently being used to simulate quantum circuits on mod-
ern GPU tensor cores [53]. Thanks to these advancements,
quantum tensor networks have been successfully utilized to
decrease the weights of physics-informed neural networks
and increase the resolution of hyperspectral images [54].

3) SELECTING EO DATA FOR QUANTUM MACHINES
When working with quantum machines in EO challenges,
it is vital to choose remotely sensed datasets based on the
principle that “the more features in the dataset, the less quan-
tum resources required.” Studies have shown that processing
multispectral images requires more quantum gates and qubits
than hyperspectral and polarimetric images [36], [40]. This is
because multispectral images need global feature capturing,
with each pixel dependent on its neighbors, making pro-
cessing more resource-intensive. On the other hand, hyper-
spectral and polarimetric images contain informative spectral
information for each pixel. They can be embedded in qubits
without the constraint of their neighbors, making processing
less resource-intensive [40]. For instance, one QML model
known as a quantum convolutional neural network (QCNN)
requires approximately 4000 quantum gates only to embed
the element R64×64×12 in the Eurosat dataset and roughly
60 000 quantum gates for embedding the multispectral im-
age R300×290×3 illustrated in Fig. 3 in the input qubits [55].
Hence, multispectral images are not viable for deploying
QCNNs on today’s quantum machines, even on future quan-
tum machines. However, a hybrid classical-quantum model
requires fewer quantum resources than QCNNs. Otgonbaatar
and Datcu [36] used only 16 quantum gates for encoding the
Eurosat and the multispectral image R300×290×3 depending
on the compressing quality. In contrast, we can embed the
pixels of a hyperspectral image, e.g., the Pavia University
hyperspectral image, in the input qubits using only at least
three and, at most, about 103 quantum gates thanks to their
abundant spectral bands [33]. As for polarimetric images, we
need at most five quantum gates due to their doppelgänger
feature to qubits or the one-to-one mapping between polari-
metric images and qubits [40].
Based on the above analysis, hyperspectral satellite images

are muchmore appropriate for designing and assessing QML
models and tackling climate challenges than multispectral
and polarimetric images since they have abundant spectral

FIGURE 4. Novel heterogeneous computing. A high-performance and QC
paradigm. Here, conventional heterogeneous computing refers to the
programming of CPU and GPU, whereas we call novel heterogeneous
computing when integrating QPUs with CPUs and GPUs. QPUs can be
several parallel quantum machines based on different quantum
technologies such as quantum annealing, neutral atoms,
superconducting, and photonic.

information and fewer quantum resources required than other
remotely sensed datasets. More importantly, QML models
generalize better on small-scale datasets than their classical
alternatives [56], whereas a hyperspectral dataset has limited
labeled images (or small-scale datasets) compared to multi-
spectral datasets and has more features than both multispec-
tral and polarimetric datasets.

D. HOW AND WHEN DO QUANTUM MACHINES
OUTPERFORM CONVENTIONAL COMPUTERS?
It is becoming increasingly clear that quantum processing
units (QPUs) will soon be working alongside conventional
classical computers, such as how central processing units
(CPUs) and graphics processing units (GPUs), are used in
heterogeneous computing [30]. We are currently in the era
of HPC, and the emergence of QC is a new and exciting
concept in heterogeneous computing. It involves integrating
a CPU+GPU with QPUs designed to handle specific com-
putational problems (see Fig. 4). For instance, a quantum
annealer is designed to tackle only QUBO problems,
and neutral atom platforms can simulate certain chem-
ical Hamiltonians. Depending on the difficulty level
of the computational problems, we may need to pro-
gram a challenging heterogeneous computing environ-
ment (i.e., CPU+GPU+QPUs) or a conventional one (i.e.,
CPU+GPU).
QPUs, except for quantum annealers, currently consist of

around 100 error-prone qubits and low-depth, faulty quan-
tum gates. Preskill [57] coined these devices as “noisy
intermediate-scale quantum (NISQ) devices.” However, for
practical computational problems, there is no demonstration
of the computational advantage of NISQ devices over a con-
ventional classical computer. Therefore, estimating the quan-
tum resources required to tackle hard computational and ML
problems is vital to achieving a quantum advantage in EO. It
is worth noting that some quantum algorithms can be simu-
lated efficiently using a conventional classical computer. For
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this reason, any reasonable quantum resource estimation of
a quantum algorithm should consider non-Clifford T-gates,
error rates of qubits and quantum gates, and the execution
time of single- and two-qubit quantum gates [58].
Non-Clifford T-gates are the most resource-expensive part

of implementing a quantum algorithm, compared with Clif-
ford quantum gates or cnot, Hadamard, Phase, and mea-
surement gates. Even the Gottesman–Knill theorem states
(informally) that non-Clifford T-gates cannot be efficiently
simulated on a conventional classical computer. In con-
trast, Clifford quantum gates can be simulated in polyno-
mial time using a conventional classical computer with-
out any restriction on entanglement [58], [59]. Specifically,
quantum algorithms consisting only of Clifford quantum
gates can be simulated in O(n2˜m) polynomial steps with
n qubits and m Clifford operations. However, quantum al-
gorithms consisting of Clifford+T gates take exponential
steps O(κt3ε−2), with the number of T-gates known as T
count (t), stabilizer state (k) growing exponentially O(2t ),
and an error rate (ε) [58]. We note that some quantum al-
gorithms can be efficiently simulated using a sophisticated
classical technique like a tensor network on GPU tensor
cores [60].
The Clifford+T gate set {S,H, cnot ,T } is considered

a universal gate set for digital QPUs. This is due to the
feasibility of quantum error-correcting, known as a surface
code [61]. More importantly, the surface code enables the
creation of fault-tolerant digital quantum computers that sur-
pass the NISQ-era computers [35]. In contrast to NISQ com-
puters, fault-tolerant quantum computers are made up of
error-free qubits and quantum gates that are transpiled into
the Clifford+T gate set. Therefore, this shows that for quan-
tum advantage in EO applications to be reached if and only if
our quantum learningmodels have a sufficiently high number
O(1012) of T-gates and generalize on unseen data points [62].
Otherwise, we can simulate them efficiently using conven-
tional classical computing resources.
Further, a hybrid classical-quantum approach for compu-

tational EO problems is embedding high-dimensional clas-
sical data in a limited number of qubits and optimizing the
weights of a parameterized quantum model [36], [63]. There
is yet another challenging question: how notoriously difficult
computational problems can take advantage of both HPC and
QC systems or when we should execute them on an HPC
instead of a QC system and vice versa. We decompose the
parameterized quantum model into the Clifford+T gate set at
each learning iteration to tackle these issues. If the param-
eterized quantum model only includes Clifford gates and a
small number of T-gates [64], then we execute it on the HPC
system instead of the QC machines since we already know
that Clifford gates and hundreds of T-gates can be simulated
efficiently using a conventional classical computer. We re-
emphasize that quantum learning models can be simulated
efficiently using a classical computer without the need for
quantum computers if they do not have a high number of
T-gates.

FIGURE 5. Visual representation of traditional neural networks.

1) QML—SYMMETRY-BREAKING
Symmetry-breaking refers to asymmetric tunable weights of
traditional ML models such that the weights capture and
rank the dataset’s features during training. Consider a neu-
ral network with a single hidden layer illustrated in Fig. 5.
Mathematically, it is defined

h1i = f

⎛
⎝w0,i +

2∑
j=0

w0, j,ix j

⎞
⎠ , i = 1, . . . , 5 (1)

ỹl = f

⎛
⎝h0,l + 5∑

j=1

w1, j,lh
1
j

⎞
⎠ , l = 1, 2 (2)

where f (·) is a nonlinear activation function, w’s denotes a
tuneable weight, and xk is the dataset’s feature. We note that
w’s must have different values identical to a linear regression
model ỹ ∼ w0 + w1 · x0 + w2 · x1. If the model weights are
symmetric w1 = w2, it has not learned the dataset’s feature.
To capture the dataset’s feature, the learningmodelmust have
asymmetric weights w1 �= w2, or the learning model must
break the symmetry in its weights. Identical to the symmetry-
breaking in conventional ML, Haug et al. [18] implicitly
demonstrated that QML models also must break symmetry
in their weights, resulting in better generalizability or more
expressive power and higher effective dimension than their
classical counterparts. In particular, they identified and dis-
regarded some redundant weights in their quantum models
that are symmetric (e.g., the same digital values) and do not
simultaneously increase the QMLmodel’s expressive power.
They, however, did not estimate the hardness of their QML
models characterized by non-Clifford T-gates that can be
implemented efficiently on quantummachines and otherwise
difficult on conventional HPC systems.
Furthermore, to outperform classical learning models de-

ployed on an HPC system, we should invent and design QML
models having thousands of T-gates, and their expressive
power (signaling the symmetry-breaking in QML models) is
higher than their classical counterparts [16]. There is (still)
no such QML model with thousands of T-gates and higher
expressive power on unseen data points than its classical
counterpart.
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FIGURE 6. We transpiled a real-amplitude quantum circuit having
depth-one into the Clifford+T and the native gate set. It is used to
demonstrate the power of a PQC model by Abbas et al. [16].

II. QUANTUM RESOURCE ESTIMATION FOR
HYPERSPECTRAL IMAGES
A hyperspectral imaging satellite, such as the EnMAP satel-
lite,1 is a type of imaging instrument mounted on a satel-
lite and used to sense spectral reflectances. The mission of
this satellite is to collect hyperspectral imaging data that
provides crucial information for scientific inquiries, societal
grand challenges, and key stakeholders and decision-makers.
This information pertains to various topics, such as climate
change impact and interventions, hazard and risk assessment,
biodiversity and ecosystem processes, land cover changes,
and surface processes.
We already have seen that hyperspectral images require

less quantum resources than other remotely sensed datasets.
They also have limited label information, and there is limited
availability of benchmark hyperspectral images compared
with conventional benchmark remote-sensing datasets, such
as multispectral images [65], [66].When training QMLmod-
els on limited benchmark-oriented labeled hyperspectral im-
age datasets, a classical layer can reduce the dimensionality
of the hyperspectral image dataset’s spectral bands due to
the limited number of input qubits. However, the degree of
dimensionality reduction required for the given hyperspec-
tral image dataset depends on the utilized quantummachines.
Regardless of their error, this means whether we can access
a quantum machine with qubits ≤ 100 or > 100. The role of
classical machines in preprocessing the hyperspectral image
dataset is reduced as we can feed many informative features
to a quantum machine with less dimensionality reduction,
especially as the number of qubits of quantum machines
increases. We assume we used EnMAP hyperspectral images
with 103 spectral bands and 610 × 340 spatial dimensions.
The EnMAP hyperspectral images also have 207 400 data
points and 103 features, which are small-scale image datasets
compared with conventional multispectral images. To exe-
cute the QML model on the quantum machine having ≤100
input qubits, we can either reduce the spectral bands of the
EnMAP hyperspectral images from 103 to at most 100 or
select the most informative 100 bands to be compatible with
the input qubits by utilizing a classical machine. Instead,
for quantum machines with more than 100 input qubits, we
can use a classical machine to persevere more spectral bands
of the EnMAP hyperspectral images when performing the
dimensionality reduction or the feature selection technique
in the spectral bands.

1https://www.enmap.org/mission/

FIGURE 7. We transpiled an energy-based quantum circuit having
depth-one into the Clifford+T and the native gate set. This PQC model is
proposed for the NISQ device by Farhi and Neven [68].

FIGURE 8. We transpiled a strongly entangling quantum circuit having
depth-one transpiled into the Clifford+T and the native gate set. This
PQC model is proposed to build a powerful quantum learning model by
Schuld et al. [73].

Toward quantum resource estimation, we assessed four
different PQC models expressed by the Clifford+T gate set
(see Figs. 6–9). The Clifford+T gate set is defined byU1,U2,
U3, and cnot gates

U1(λ) =
(
1 0

0 eiλ

)
U2(λ, φ) = 1√

2

(
1 −eiφ
eiλ ei(λ+φ)

)

U3(λ, φ, γ ) =
(

cos(γ /2) −eiλ sin(γ /2)

−eiφ sin(γ /2) ei(φ+λ) cos(γ /2)

)
(3)

where for example, U1(π/4) = U3(π/4, 0, 0) = T ,
U1(π/2) = S, U2(0, π ) = H. Hence, the Clifford+T gate
set can be {U1(π/2), U2(0, π ), CNOT, U1(π/4)}, and
a hardware-specific native gate set is {U1(λ), U2(λ, φ),
U3(λ, φ, γ ), CNOT}.

We have chosen the PQC models in Figs. 6–9 as bench-
markQMLmodels identical to conventional benchmark deep
learning (DL) models, such as Resnet [67]. The quantum re-
source required for executing them on the quantum machine
is O(1) (constant time) if there is either no sign of T-gates
or a low number of T-gates. In particular, we will deploy
them on either the HPC system or the quantum machines
depending on the existence and the number of T-gates in
their configuration during the training phase. Furthermore,
the number of T-gates defines the quantum resource required
for deploying QML models on quantum computers.
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FIGURE 9. We transpiled a hardware-efficient quantum circuit having
depth-one into the Clifford+T and the native gate set. This PQC is used
for quantum variational inference by Benedetti et al. [74].

We used the symmetry-breaking concept inherited from
conventional neural networks to determine the number of
T-gates in our four PQCs [69]. Again, we strongly emphasize
that QML models break the symmetry in their weights to de-
crease their redundant parameterized quantum gates, result-
ing in better generalization on unseen data points than con-
ventional neural networks [18]. Namely, each weight within
a parameterized quantum layer must have different digital
values for capturing unique features. Therefore, we assumed
that each layer of the QML models must have, at most, a
single T-gate at each learning iteration, and our QMLmodels
having depth-one can only have one T-gate.
As for the quantum resource required for executing them

on the quantum hardware, we assumed also the following.

1) If our PQCs have 108 T-gates and five logical qubits
then we need 158 431 physical qubits (i.e., 9375 state
distillation qubits, and 149 056 physical qubits) with a
surface code distance of d = 25, and our QMLmodels
then take around 5 h per shot.

2) If our PQCs have three T-gates and five logical qubits
then we need 50 700 physical qubits (i.e., 14 400 state
distillation qubits, and 36 300 physical qubits) with a
surface code distance of d = 11, and our QMLmodels
then take around 8.12−8 h per shot.

3) If our PQCs have one T-gate and five logical qubits,
then we need 15 135 physical qubits (i.e. 14 400 state
distillation qubits, and 735 physical qubits) with a sur-
face code distance of d = 7, and our QMLmodels then
take around 2.07−8 h per shot.

Based on the study of the authors in [70] and [71], we es-
timated the quantum resources required for deploying QML
models on error-correcting quantum machines known as sur-
face code quantum computers. Our estimation considers that
the quantum gate error is about p = 10−3, and the single
round of the surface code takes around 10−6 s. Here, the
hours refer to T-gates preparation; Fowler and Gidney [70]
provided a detailed spreadsheet for the quantum resource
estimation. The quantum resource estimation demonstrates
whether the QML models have to be deployed on quan-
tum computers or not [64], [72], and it also generates the
number of physical qubits required for deploying quantum
algorithms on the surface code quantum computers.

III. CONCLUSION
We assessed the quantum resource required to execute QML
models on a digital quantum computer to obtain a quantum
advantage. We demonstrated that some quantum advantage
can only be obtained if and only if QML models have a
sufficient number of T-gates and generalize better on un-
seen data points than their classical counterparts. To count
the T-gates of a particular QML model, we used the strong
assumption that the QML models must break the symme-
try in their weights—identical to the symmetry-breaking in
conventional deep learning models—so that they become a
more powerful model than their counterpart classical learn-
ing models. Based on the number of T-gates, we proposed a
new HPC+QC paradigm (novel heterogeneous computing).
In particular, we can simulate QML models on an HPC sys-
tem (i.e., CPU+GPU) if they comprise a few hundred T-gates.
Toward quantum advantage in EO, we focused on QML

models for hyperspectral images acquired by the EnMAP
satellite since QML models can be trained on a limited la-
beled dataset, and our hyperspectral images have limited
label information compared with multispectral images. For
QML models, we utilized four parameterized quantum cir-
cuits and estimated the quantum resources required for de-
ploying them on digital quantum machines. We found that
we can deploy our QML models on an HPC system instead
of a QC system since they only have a single T-gate due to
the symmetry-breaking assumption. To design QML models
with around O(108) that cannot be executed on an HPC
system, they must have almost a depth of O(108), which
is impractical for current and future quantum computers.
Toward quantum advantage, it seems, therefore, reasonable
to build, first, a special-purpose digital quantum computer
for some practically significant computational task instead
of a universal digital quantum computer similar to a D-Wave
quantum annealer.
As future and ongoing work, we will invent and design a

QML model with a reasonable depth that cannot be simu-
lated on HPC systems but can be executed efficiently on QC
systems and simultaneously has more expressive power over
classical learning models.
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5 Main Results II: Toward Quantum Advantage

5.1.3 Publication I: Quantum Computing for Climate Change Detection,
Climate Modeling, and Climate Digital Twins

S. Otgonbaatar, O. Nurmi, M. Johansson, J. Mäkelä, T. Kocman, P. Gawron, Z. Puchala,
J. Mielczarek, A. Miroszewski, and C.O. Dumitru

Abstract. This work studies the potential of QC and QML models for detecting climate
change, climate modeling, and climate digital twins. We also compare the time and energy
consumption of some quantum computers and a classical computer. Additionally, we identify
a few use cases which are difficult for a conventional computer but can be tackled with
quantum computers or by integrating them in HPC systems. We evaluate the effectiveness
of quantum annealers, quantum simulators, and universal quantum computers, each designed
to solve specific types of computational problems that are typically challenging.
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Abstract

This study assesses and examines both quantum machine learning and quantum
approaches for climate change detection, climate modeling, and climate digital
twin, whereas we consider the time and energy consumption of quantum machines
and a classical computer. We identified several use-case instances for climate
change detection, climate modeling, and climate digital twin that are notoriously
difficult for a conventional computer but can be tackled efficiently using quantum
machines or quantum machines integrated with a conventional computer. We
also assessed quantum machines divided into a quantum annealer, a quantum
simulator, and a universal quantum computer, each of which proposes to solve
specific classes and forms of intractable computational problems.

Keywords: quantum machine learning, quantum computer, high-performance
computing, quantum resource estimation, climate change detection, climate modeling,
climate digital twin, Earth observation, remote sensing, hyperspectral images, image
analysis.

1 Introduction

Quantum computing is a novel computing paradigm that processes digital information
based on quantum mechanical principles in contrast to conventional classical comput-
ing. Quantum machines using primitives of quantum computing, in principle, promise
to generate better and faster solutions to some inherently hard computational prob-
lems [1]; the hardness of computational problems refers to time and memory-space
measures in computational complexity theories/conjectures required for finding their
solutions. Some quantum machines are even known to utilize less electrical power
compared to conventional supercomputers. For example, a D-Wave quantum annealer
consumes 25 KW power, whereas the Summit supercomputer consumes 13 MW power
[2]. Based on the time and memory-space measures, computational problems are clas-
sified according to their hardness (see Fig. 1). Intractable computational problems are
ubiquitous in space and the aerospace industry. Examples of hard problems include
resource allocation, planning, object scheduling, and Artificial Intelligence (AI) model
training while considering time, memory space, and electrical consumption. Hence,
there already exist some quantum approaches for real-world intractable computational
problems in the aerospace industry, e.g., a flight-gate assignment [3], satellite mission
planning for Earth observation [4], numerical weather modeling and climate simulation
involving Partial Differential Equations (PDEs) [5], energy optimization and a renew-
able energy sector [6, 7], and quantum AI for climate change detection [8, 9]. However,
there is still no demonstrated quantum advantage for tackling practical problems over
conventional classical techniques. In particular, quantum machines are in their fancy,
and it is not well known which practical problem will inherently profit from quan-
tum machines or which quantum machine will meet dead-end. There is an ongoing
effort to identify hard computational problems in the space and aerospace industry
that can be tackled more efficiently using quantum machines than the supercomputer
or how to profit from both quantum machines and supercomputer [8]. Therefore, we
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Fig. 1 Computational complexity for computational problems. Here, the orange star denotes a class
of computational problems which is hard for a classical computer but easy for a quantum computer,
or a polynomial-depth quantum algorithm exists. Here, NP stands for non-deterministic polynomial
time problems, P stands for polynomial time problems, and BQP stands for bounded-error quantum
polynomial problems. Taken from Fig. 1 of the article [8].

assess different quantum machines and provide their performance-related parameters
while considering their time and electric power consumption. We also identify some
climate-related use-cases that are inherently hard for supercomputing systems but
could be tackled using quantum machines or supercomputers integrated with quantum
machines.

2 The assessment of quantum technology

The development of quantum computing encompasses a wide range of technologies,
from hardware systems to software tools depicted in Fig. 2. The quantum computing
industry is still in its infancy and, like the early days of classical computing, with-
out well-defined interfaces between the various parts of the quantum computer. The
quality of a quantum algorithm is affected not only by the quality of the individual
constituent components (qubits, gates, measurements) but also by the interplay of
global device and algorithmic properties such as device topology, multi-qubit noise cor-
relations, and circuit structures. Also, the quantum compilers and middleware affect
the algorithm performance to be run on certain hardware. Typically, the machine
instructions are optimized for execution on all hardware platforms. After the execu-
tion, additional postprocessing may also be employed to improve readout efficiency.
These optimizations typically include:

1. depth reduction and logical transpilation: A sequence of compiler passes is used to
mathematically reduce the gate depth (e.g., T-gate count) of the quantum circuit
and the logical operations in the circuit are mapped to the native gates available
on the hardware.

2. error-aware hardware mapping: Error-aware compilation is used to best select the
appropriate subset and logical assignment of qubits on a device.
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Fig. 2 Quantum stack by European Quantum Industry Consortium (QuIC) showing the software,
middleware, and hardware layers that have direct impact on the use cases and their prospects [11].

3. elimination of circuit crosstalk: Dynamical decoupling sequences are incorporated
to mitigate various idling errors, including dephasing and ZZ crosstalk at the
algorithmic level.

4. optimized gate replacement: The process involves automated parsing of the device
topology to ensure parallel gate optimizations do not share qubits, and relevant
single and or multi-qubit gates are optimized.

QC’s usefulness heavily depends upon the achievable fidelities and the number of
qubits of the Quantum Processing Unit (QPU). Scaling the quality and number of
qubits will require advanced 3D architectures and assembly techniques. Some esti-
mates say that achieving practical quantum advantage requires running millions of
parallel high-fidelity gates at high speed and reading out millions of qubits in par-
allel. With current error-correction overheads, practical quantum advantage will be
achieved, albeit only for algorithms with small I/O requirements and super quadratic
(ideally exponential or quartic) speedups over their classical counterparts [10].

In the current noisy intermediate-scale quantum (NISQ) era, the computation
results are mostly limited by errors in single- and two-qubit quantum gates. To suc-
ceed roughly half the time in a 100-qubit circuit of depth five, one needs at least 99.9%
gate fidelity. In practice, the number of qubits and especially the gate depth required
for useful NISQ advantage is likely higher, leading to a fidelity target of 99.99% for all
quantum gates, not yet demonstrated. Producing commercially viable QCs requires
technologies that facilitate scalable manufacturing, requiring manufacturing process
efficiency, reliability, integration, and packaging. Due to manufacturing variability,
some qubits may not be functional and available for use; the exact number of qubits
yielded will vary with each specific processor manufacturer. The enabling hardware
that connects to the QPUs, such as cryogenic coolers, electronic systems, and cabling,
must also be matured. The widely accepted approach to remedy the effects of noise
and decoherence in quantum computers is using quantum error correction (QEC) [12].
While the hardware requirements to implement fault-tolerant (FT) quantum algo-
rithms have not been met yet, the steady progress in the development of quantum
hardware has initiated the introduction of a set of techniques that we refer to broadly
as quantum error mitigation. These techniques immediately translate advances in
qubit coherence, gate fidelities, readout precision, and speed to measurable advan-
tage in computation. Quantum error mitigation offers the continuous path that will
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take us from today’s quantum hardware to tomorrow’s FT quantum computers. They
might even be applicable to enable near-term practical quantum advantage without
using QEC for certain use cases. A major use case for near- to medium-term quantum
computers is accelerating existing HPC workflows. For this, tight integration between
HPC and QC, beyond cloud access or the operation as separate computing systems is
critical to avoid idle time either due to resource allocation or communications latency.
Following three current trends can be identified: (1) stay at ”small” scales (below 100
qubits) and try to solve coherence problems and create useful applications before scal-
ing up; (2) go for large scales (over 1, 000 qubits) and try to implement quantum error
correction for quantum advantage or superiority while scaling up; (3) scale up and
solve large-scale hardware (HW) and software (SW) integration at systems levels.

We mentioned in the abstract that QC hardware could be characterized by the
kinds of computation they can run into three categories:

1. Annealers. Quantum annealers are a kind of analog quantum simulator relying
on the adiabatic theorem and mimicking an Ising Hamiltonian to solve quadratic
unconstrained binary optimization (QUBO) problems such as satisfiability and
combinatorial search problems. QUBO problems are solved by finding their global
minimum over a given set of candidate solutions (candidate states) using quantum
fluctuations. In adiabatic computing, noise- and error-tolerance are higher, and it
is hard to create entangled states, the main resource for quantum computational
advantage over a conventional classical computer.

2. Analog Quantum Simulators. Analog quantum simulators are special-purpose
devices designed to study quantum systems in a programmable fashion. They
exploit superposition and entanglement to provide insight into specific physics
problems mimicking the Hamiltonian evolution of the system. Analog quantum
simulators are especially suited for simulating quantum physical systems, also,
more general optimization is possible. As the quantum interactions between quan-
tum particles are a built-in feature of quantum simulators, near-term quantum
advantage is expected for the specific class of problems they can describe.

3. Digital Universal Quantum Computers, or fault-tolerant universal quan-
tum computers. The most powerful class of quantum machines that directly
exploit superposition, entanglement, and wave-function interference and run quan-
tum algorithms in a step-by-step procedure. In principle, a digital universal
quantum computer can solve some computable problems, with the additional
advantage of up to exponential speed-up over classical computers. Digital quantum
computers operate using quantum gates, logical operations on the basic quantum
information primitives. These units are usually two-state quantum bits (qubits),
but also continuous-variable (CV) approaches are under development. Qubits can
be implemented using several different technologies, e.g., superconducting, trapped
ions, neutral atoms, or photonics, which all come with their unique strengths and
weaknesses. There are some differences in algorithms between discrete and contin-
uous quantum states, with CV approaches especially suited for, e.g., sampling and
regression tasks.
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3 The qubit implementation techniques

Plenty of approaches exist to develop scalable qubits with acceptable coherence time
and error rate. Some approaches are on a very low TRL level, and estimating their
potential is difficult. This chapter describes the six most promising approaches based
on published information [13]. The connectivity of a quantum gate processor impacts
the depth of actual quantum circuits. During transpilation, an input quantum circuit
is compiled to a sequence of native gates or universal gate set such that all operations
agree with a specific quantum processor’s qubit topology and noise properties. The
signal-to-noise ratio impacts on the number of shots required to get a correct answer
by recovering the signal. By increasing the gate fidelity a little bit, the number of
shots and runtime of a given algorithm may decrease drastically. Even a relatively
modest 0.16 percentage point improvement in fidelity could mean it runs in less than
half the time. Building large circuits requires long coherent times of the qubit, strong
interqubit interaction for fast and high-fidelity two-qubit gates, and small to zero
coupling between qubits when no interaction is needed. Transmon qubits allow for
various coupling concepts with various pros and cons. Two of the most promising
technologies are superconductors and ion traps. At the time of writing, at most 433
and 20 qubits are available for superconducting and ion trap devices, respectively, that
is, the IBM Osprey processor, USA and the AQT PINE processor, Austria. And at
most 5627 qubits for quantum annealing devices, i.e., D-Wave Advantage. According
to the roadmap in 2023, the Advantage 2™ quantum system will incorporate a new
qubit design that enables 20-way connectivity in a new topology containing 7000+
qubits and make use of the latest improvements in quantum coherence in a multi-layer
fabrication stack (see Fig. 3).

1. Superconducting circuits. Physical implementations of superconducting qubits
reside on the chip at fixed locations and are connected via a well-defined pattern,
the so-called connectivity structure. Structures are designed to minimize the pos-
sibility of frequency collisions and optimize the hardware performances. The larger
the number of neighbors of a qubit, the more frequencies are required to realize two-
qubit gates using cross-resonance interaction. Current technology can turn off the
coupling of transmon qubits with close frequencies, but this is prone to crosstalk
errors. A more efficient pulse shape could be optimized with tunable couplers to
achieve a CZ gate with a higher fidelity and lower unwanted leakage. Until recently,
the mainstay devices have been fixed couplers with a constant coupling strength.
However, attention is now turning to tunable couplers, which are seen as offer-
ing the adjustable coupling strength necessary to improve performance. Roadmaps
aim for increased coherence, yield, and reproducibility, enabling higher gate fidelity
and, consequently, larger circuit depth on an equal footing with increased qubit
number. Three-dimensional multi-chips allow massive scaling of QPUs. It is also
necessary to reduce variation of all critical parameters and tolerances for all steps
of chip fabrication and 3D integration. Chip engineering needs to consider sig-
nal routing, the electromagnetic environment, quantum coherence, and robustness
against variations in device parameters. The advanced state of the art in quantum-
processor performance requires the development of novel components for fast and
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highly selective multiplexed readout, elements for mid-circuit leakage detection,
coupling schemes to accelerate parity measurements, conditional and unconditional
reset capabilities, and highly parallelizable two-qubit gates. Ramp-up and operating
large-scale QPU also requires advancing the room-temperature electronic (RTE)
systems with sufficient control and readout channels and capability for real-time
quantum error correction.

2. Trapped ions. Ion traps use ions, single-charged atoms, as qubits. Information
is encoded in the electronic state of ions that are confined using electric fields.
Operations are performed with tailored laser pulses that modify the state of the
ions. Ion-trap quantum computers provide optical interfaces and high-fidelity local
operations. Multiple ion-trapping potentials can be connected deterministically by
physically transporting ions across micro-scale segmented ion traps, which forms
an architecture for a scalable quantum information processor. Realizing trapped-
ion qubits requires the orchestration of several devices, including the ion source,
dedicated lasers, several optical components and sensors, a vacuum, cooling mech-
anisms, and control and measurement electronics. The respective systems routinely
operate with about 20-30 qubits but can be pushed (at reduced levels of control)
up to 50 qubits. The devices hold fully connected quantum registers, which facili-
tate the implementation of quantum algorithms. For trapped ion qubits, the main
noise is not relaxation with time T1 but instead dephasing with time T2 induced
by fluctuation of magnetic fields. Also, the state-detection efficiency decreases with
the motional heating of the ion without laser cooling.

3. Photonic. Qubits are realized by processing states of different modes of light
through both linear and nonlinear elements. The fundamental building blocks
include deterministic single-photon sources, integrated photonic circuits, and effi-
cient single-photon detectors. Photonic systems have the unique property that they
can operate at room temperature and allow for easy transfer of quantum infor-
mation. The main disadvantage of photonic systems is that performing a precise
interaction between photons is a difficult task to achieve. In recent years, a couple
of programmable and scalable architectures for photonic quantum computing were
introduced, and specific quantum algorithms such as Gaussian boson sampling,
molecular vibronic spectra, and graph similarity were executed in laboratories. Due
to photons’ properties, photonic circuits have different features from qubit-based
systems from the point of view of computing and operations.

4. Neutral atoms. Qubits are realized by internal states of neutral atoms trapped
in an optical lattice. Like ion-trap systems, qubits can be programmed using the
energy levels of the atoms. Light, or electromagnetic radiation, can be used to trap
and manipulate the quantum states of uncharged (neutral) atoms. Multiple qubits
that are nearby in space can be programmed to interact with one another via
two-qubit gates. This opens new possibilities for exotic quantum-computing circuit
topologies. Neutral atom platforms for quantum processing have a unique potential
for scalability: the size of the quantum register is only limited by the amount of
trapping laser power and by the performance of the optical system generating the
optical tweezers.
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Fig. 3 Reproduction of Fig. 2 from [14] presenting a selection of quantum computing hardware.
(CC-BY 4.0)

5. Silicon spin. QPU integrates both qubits and control electronics and operates
at a liquid helium temperature (4K), which is higher than the usual millikelvin
temperatures of superconducting qubit systems. The higher operating temperatures
result in lower quality qubits but extensive and efficient control electronics.

6. NV diamond. Qubits are realized by the electronic or nuclear spin of nitrogen-
vacancy centers in diamond. In these artificial diamond structures, a carbon atom
has been replaced by a nitrogen atom near a carbon atom gap. Qubit gates are
implemented with microwaves, a magnetic field, and an electric field. Qubit readout
uses a laser and fluorescence detection.

3.1 QPU performance consideration

To implement a functional quantum computer requires an integrated system consist-
ing of a quantum processor, its fabrication, packaging and wiring, room temperature
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electronics, enabling software, system integration, application development, and test-
ing system. Increasing QPU performance means improving all the subsystems and
subcomponents of the machine individually and simultaneously while ensuring all the
systems continue to work well together. Here, we focus on the Quantum Process-
ing Unit, QPU. There is not yet a standard to assess the performance levels of the
processor. Some approaches include benchmarking metrics such as Quantum volume,
Algorithmic volume, and Randomised benchmarking. To keep the qubit error rates
below a certain threshold for fault-tolerant computation, extending the coherence time
of qubits is crucial. Here we list some current critical areas in Qubit implementation,
Qubit control, Qubit calibration, and Code running.

Currently, only trapped ions and superconducting qubits satisfy the five required
criteria for quantum computing defined by DiVincenzo [15]:

1. A scalable physical system with well-characterized qubits;
2. The ability to initialize the state of the qubits to a simple fiducial state;
3. Long relevant decoherence times;
4. A “universal” set of quantum gates;
5. A qubit-specific measurement capability.

Typical physical indicators of quantum computers include T1, T2, single-qubit gate
fidelity, two-qubit gate fidelity, and readout fidelity. The aggregated benchmarks can
help the user to determine the performance of a quantum processor with only one or
several parameters. The aggregated metrics can be calculated with randomly gener-
ated quantum circuits or estimated based on the basic physical properties of a quantum
processor. Typical aggregated benchmarks include quantum volume (QV) and algo-
rithmic qubits (AQ). Specific attributes (e.g., faster gate speeds, higher fidelities,
denser connectivity) can make certain machines better at particular tasks than others
but not superior in absolute terms for the time being. Also, certain QPU may then fit
better on certain QC4EO use cases based on the problem they need to solve instead
of an arbitrary rating. For example, ion trap devices are able to make up for slower
operation speeds with better connectivity. In contrast, superconducting systems with
sparser connectivities are still competitive due to their much faster operation times.
Another point is that trapped ion qubits have very long coherence times, making them
more robust to mid-circuit measurement — a key requirement for error correction.
However, the 1000x faster gate speeds of superconducting are preferable for varia-
tional benchmarks like QAOA, which require millions of sequential iterations [13]. We
presented example quantum machines in the Table 1.

3.2 Sizing QPUs

Modern classical Central Processing Units (CPUs) operate at around 3GHz clock cycle
speed, or around 0.30ns clock cycle time. Nowadays, hard computational problems
are even tackled on several hundreds of parallel CPUs as well as General Processing
Units (GPUs). The fastest QPU is currently a superconducting-based QPU (see below
tables) in terms of the qubit and quantum gate operation time, that is, clock cycle time.
However, I/O speed is 10,000 slower in QPU compared to CPU. Logical qubit/magic
state distillation (creating more accurate quantum states from multiple noisy ones)
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Table 1 Some dominating quantum machines in the global market are offered by large organizations. See
Fig. 4 for the projection of the roadmap of some quantum machines and Table 2 for parameters of quantum
machines [16].

Organizations Locations Technology Current qubits Projected qubits (3-5 years)

IBM USA superconducting 433 4, 158

Google USA superconducting 73 100

IQM FI superconducting 20 54

USTC CN superconducting 66 100

AQT AT trapped ions 20 200

IONQ USA trapped ions 29 256

Xanadu CA photonic 216 216

USTC CN photonic 113 300

D-Wave CA superconducting-annealing 5, 000 10, 000

QuEra USA neutral atoms 256 1, 000

Table 2 Sizing quantum machines: SC−superconducting QCs [17], T.ions−trapped ions QCs
[18], N.atoms−neutral atoms QCs [19], Photonic−photonic QCs [20], S.spin−silicon spin QCs
[21], NV−nitrogen vacancy in diamond QCs [13], CPUs− conventional central processing
units. See also the Table 1.

Parameters SC T.ions Photonic N.atoms S.spin NV CPUs

Clock cycle 1MHz 1KHz 10Hz 1MHz 0.76MHz 1MHz 3GHz

Measurement 660ns 300µs x 200ms 1.3µs x x

2-qubit gate 34ns 200µs x < 100µs x 700ns x

1-qubit gate 25ns 15µs x x x 9ns x

Readout fidelity 99.4% 97.3% 50.0% 99.1% 99% 98% x

1Q fidelity 99.99% 99.99% 99.84% 99.83% 99.99% 99.99% x

2Q fidelity 99.97% 99.9% 99.69% 99.4% 99.5% 99.2% x

is another restriction, and another restriction is high-bandwidth, low-noise classical
electronics. Hence, to beat CPUs, there is a need to improve the speed of the whole
I/O system in QPUs from register preparation to read-out. More than exponential
speedup is also required in the quantum algorithm [10], and only some of the problems
are meaningful to compare depending on their parallelizability on CPUs and GPUs
(see Table 2 and Fig. 4). Regardless of the qubit technology, there is the persisting
challenge to scale logical error-free qubits due to the quantum state generation having
a high fidelity and classical electronics controls, to name a few [13].

3.3 Error mitigation and correction

Errors are generated by various interactions, electromagnetic or mechanical, between
qubits and their immediate environment and are associated with the phenomenon of
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quantum decoherence. Error removal is progressing steadily but barely managing to
gain one or two orders of magnitude in error, whereas in an ideal world, we would
need ten orders of magnitude improvements. It is possible to correct errors, even by
using noisy gates, provided that the noise level remains below a certain threshold. The
drawback is that it requires a huge overhead of physical qubits and classical infor-
mation processing (see Fig. 5) [12]. There is an optimal “code size”, i.e., a number
of physical qubits per logical qubit, that maximizes the metric of performance— and
beyond which more error correction degrades the computation accuracy rates. Also,
less noise mandates a bigger code and more physical qubits, but more physical qubits
give rise to more heat generation, hence more noise. To execute a quantum application
successfully, QEC must be used to build logical qubits that can be used to store and
manipulate quantum information better than raw physical qubits. This QEC capa-
bility is central to scalable quantum computers, but the costs are formidable, often
multiplying the number of qubits needed by a factor of thousands and runtimes by a
factor of hundreds. One of the trends for improving the error correction rate charac-
teristics is employing AI models for this process [22]. This would in turn allow us to
reduce the number of quantum computation instances needed before obtaining a reli-
able result or decrease the number of physical qubits in QC systems. In Europe, there
exists a start-up that develops a toolkit for providing this form of QC improvement
[23]. An important metric for a QEC approach is its threshold, which specifies the max-
imum error rate that it can tolerate. Physical error rates on Clifford operations below
0.1% (including qubit preparations, measurements, and gates) are typically required
to avoid prohibitive QEC overheads. These values are possible to obtain only in the
setting where operations can be applied in parallel, which may pose a significant hard-
ware challenge for some platforms, such as trapped ions. In many QEC schemes, the
non-Clifford gates (typically T gate) are quite costly when requiring fault tolerance
[24]. The required low error rate T states are produced using a T state distillation
factory involving a sequence of rounds of distillation, where each round takes in many
noisy T states encoded in a smaller distance code, processes them using a distillation
unit, and outputs fewer less noisy T states encoded in a larger distance code, with the
number of rounds, distillation units, and distances all being parameters which can be
varied. This procedure is iterated, where the output T states of one round are fed into
the next round as inputs. T factories incur significant physical overheads, requiring
several thousand physical qubits and only producing new T states once every 10 to
15 logical time steps [25].

Microsoft (MS) has evaluated three use cases concluding that to achieve practical
quantum advantage QC’s need to be able to control millions of parallel operations
with low error rates, and to read out those millions of qubits in parallel to enable
decoding of the errors at speed, all while ensuring the overarching logical clock time
is fast enough to complete the computation within a month runtime or less [26]. MS
concluded that logical gate times under 10µs, in turn requiring physical gate times
around 100ns, would be needed to complete the quantum chemistry algorithm within
a month, using a few million physical qubits. To execute syndrome measurements on
these qubits and communicating the quantum measurements to the decoder requires
a large quantum-classical bandwidth and processing power for decoding. The exact
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Fig. 4 Quantum machines roadmap of some organizations which provide the open-data for their
quantum development projection [speculation].

estimates of bandwidth requirements depend on the choice of QEC code, system size
and physical operation times, but roughly, with a few million qubits, the estimation is
that several terabytes per second of bandwidth will be required between the quantum
and classical planes. Furthermore, processing these measurements at a rate that is
sufficient to effectively correct errors, demand petascale classical computing resources
that are tightly integrated with the quantum machine.

4 Investment in quantum computing

Across Europe and the World, quantum computing is gathering investment from states
and organizations, as well as private investors. In 2022, the investment in quantum
technology was globally around 30 billion euro; in 2023, the investment amounts to 36
billion euro. By 2028, the overall investment in quantum technology is projected to
reach globally 53.2 billion euro, and quantum computing investment alone is estimated
to be around 17.6 billion euro [27]. Several major players are [28]:

1. European Union - The EU Chips Act, with a total budget of around 43 billion
euros, has a quantum component included, and the European Quantum Flagship
program invests around 1 billion euro in quantum computing, excluding other
quantum technologies like quantum sensing.

2. USA - The USA Chips Act, with a total budget of around 50 billion euro, has
a quantum component included, and the US National Quantum initiative invests
around 3.75 billion euro in quantum computing alone.

3. China - One of the leading players in quantum computing alongside the USA. Its
quantum initiative invests around 15 billion euro in quantum computing.
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Fig. 5 [Top Left] the trend line for scaling superconducting-based error-prone qubits, or physical
qubits, [Top Right] their corresponding logical qubits, when we assume that a single logical qubit is
represented by 75 physical qubits based on the error-correction [12], [Bottom] the gate fidelity over
the years.

5 When can we expect quantum advantage in
climate change detection, climate modeling, and
climate digital twin?

The United States is perceived as the leading player in quantum technology, even
though Europe has made the most public investments in the industry. In the United
States, big technology enterprises such as Microsoft, Google, Intel and IBM has driven
commercial development efforts. In Europe, development has been slowed down by
fragmentation. Currently, there are about 140 projects, less than half commercial.
Many of the groups listed are universities or government labs, or departments within
larger tech companies. Here, we can make a distinction between two approaches:

• components provided addressing parts of the HW stack which then may be
integrated using so-called open architecture,

• a system integrator capable of bringing together and coordinating all the needed
competencies and components that will make up a commercially viable quantum
computer.

Superconducting qubit-based approaches are the most researched (and have received
the most development resources). Almost all the startups in this space are based
on technology from university labs. Manufacture a stable QC requires more than an
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exploratory chip. As of early 2023, there have been around a dozen successful attempts
to build quantum computers worldwide. There are some specialized companies that are
developing middleware for the calibration, management, and optimization of quantum
computers to overcome some of the problems caused by errors.

Estimating if and when scalable and useful quantum computers will be available
is a difficult art and science. The opinion spread between optimists and pessimists is
quite large. As published in their 2020 roadmaps, Google, IBM and Amazon expects
to achieve true quantum supremacy relatively quickly and create a quantum com-
puter with 100 logical qubits in less than a decade. On the other end, there are some
pessimistic views saying that there is no hope to reach quantum speedup ever. There
is not really any strong scientific obstacle preventing the creation of reliable quan-
tum computers. In the scientific community, there is a belief that the uncertainty
is mostly a technological and engineering one, and the pace to quantum usability is
accelerating. However, there is some pessimism about the ability to fix the noise that
affects qubits, whatever their type. A potentially exponential quantum speedup pro-
vided by quantum computers may vanish when there is big data that needs to be
loaded from classical data or when the full solution vector should be read out [29].
Generally, quantum computers are considered practical for ”big compute” problems
on small data, not big data problems. There is a growing number of informative end-
to-end resource analyses, but typically, these single out very specific algorithms and
hardware and make very different assumptions across the stack. Different choices can
result in different resource requirements. One can, for example, trade-off more qubits
against shorter run times or trade-off faster qubit gate operations against lower fideli-
ties. It is obvious that the number of physical qubits and the duration of a logical
time step reduce as physical error rates improve. Entanglement has long been con-
sidered to play an essential role in quantum computing and promise for exponential
speedup of various quantum algorithms that require asymptotically fewer operations
than their classical counterpart. Specific examples where this is the case are quantum
problems in chemistry and materials science. Entanglement can be seen as the key fea-
ture that sets quantum computing apart from classically simulable processes. Thus,
the key metrics to follow the development should include the number and quality of
entangling gates provided. The GHZ states provide the strongest non-local correla-
tions for an n-particle entangled state. These GHZ states are very fragile, as the loss
of a single particle completely destroys the entanglement. Also, because all particles
contribute to phase evolution, the dephasing time decreases with the particle number.
Such states are challenging to create, requiring either many particles to interact with
each other or a series of two-particle interactions performed in sequence. Some of the
recent approaches to improving the SC qubit fidelities include

• redesigning the qubit geometries,
• use of new low-loss materials and
• optimizing the control pulse that drives the quantum system.

Based on the current quantum volume indicator, a marketing simplification tool from
IBM, current quantum computers are more than easily emulable in a simple classi-
cal computer. In current NISQ computers, the fully manageable number of qubits is
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somewhere below 25, way below 50, which is the limit for emulation. Quantum volume
sets a limit to Hilbert’s vector space, i.e. the number of different superposed states
that are manageable from a practical point of view with a depth of computation equal
to the number of corresponding qubits. Based on the expert estimation, we believe
that starting in 2025, we will see some relevant quantum advantages with actual data
and useful algorithms running on NISQ hardware in climate change detection, climate
modeling, and climate digital twin domain. A quantum advantage can come from
the computing time, system energetic footprint, and/or the precision of the outcome
(metrics: time to solution, energy consumed to reach the solution, and precision of
the solution). We estimate that the threshold of 150-ish high-quality qubits, with a
low error rate and a long coherence time, will be needed to achieve any real quantum
advantage. With these qubits, it may be possible to form about ten logical qubits.
However, entangled qubits are required for exponential speedup and significant quan-
tum advantage. We estimate that the number of maximally entangled logical qubits
will start growing exponentially around 2030 with advancements in qubit engineering.
We summarise this development in three phases.

1. Late NISQ era: (100− 200+ physical qubits; 99.99%+ fidelities, especially 2Q gate
fidelity; high qubit connectivity) (3− 5 years from now).

2. Early Fault Tolerant QC era delivering significant advantage (< 10 maximally
entangled logical qubits) (5− 10 years from now).

3. Fault Tolerant QC era delivering exponential advantage (> 50 maximally entangled
logical qubits) (10− 20 years from now).

6 Quantum for climate change detection

Earth observation satellites capture changes on Earth’s surface, and the captured sig-
nals are in a very narrow spectral band. For example, an Environmental Mapping
(EnMAP) satellite detects spectral wavelengths in ranges of 420 nm to 1000 nm and
from 900 nm to 2450 nm. Its main task is to collect hyperspectral imaging data in order
to provide vital information for climate change detection and environmental monitor-
ing, such as climate change impact and land cover changes [30]. However, current DL
techniques and conventional numerical methods for climate change detection and envi-
ronmental monitoring are costly in terms of computational time and electric power
consumption. There are three possible quantum approaches to tackle this problem:

1. The first one is Variational Quantum Algorithms (VQAs): VQAs are a class of
Quantum Machine Learning (QML) models aimed at the application in the NISQ
era. These algorithms employ jointly parameterized quantum Circuits (PQCs) and
classical optimization techniques for finding optimal quantum circuits that have
desirable properties from the point of a given application. From the perspective
of computational time required and electrical power consumed, VQAs require less
training datasets compared to conventional DL models [31] - it implies faster train-
ing time than its counterpart classical technique, whereas quantum machines also
consume less electric power than supercomputers at the same time [2] (e.g., a D-
Wave quantum annealer operates at around 25 kW power, whereas the Summit
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Table 3 Summary of the identified feature selection methods for hyperspectral imagery
data: RFE-Recursive Feature Elimination, QSVM-Quantum Support Vector Machine,
and VQAs-Variational Quantum Algorithms.

Method RFE for QSVM RFE for VQAs Quantum optimization
[47] [48] [40]

Resources high moderate low/moderate
≳ 105 logical qubits ∼ 102 logical qubits ∼ 102 logical qubits

Time horizon > 15 years 3-5 years now/3-5 years
Architecture gate-based gate-based annealing/gate-based

quantum hybrid hybrid
Speedup exponential polynomial polynomial/exponential

supercomputer consumes around 13 MW power). VQAs are already applied to, for
example, change detection [32, 33], chlorophyll concentration estimation in water
[34], detecting clouds [35], and phase unwrapping for synthetic aperture radar
datasets [36, 37].

2. The second approach is feature reduction and selection: Feature selection and fea-
ture extraction are common methods for reducing the number of features in large,
high-dimensional data sets. A basic distinction between these methods is that the
first involves transforming the original features, while the second preserves the
features. The procedures have profound practical consequences, allowing for less
electric power consumption and more effective data storage. The hyperspectral data
satellite data, with even hundreds of narrow spectral bands, provide an example of
the area in which utilization of the methods seems virtually unavoidable. The rich
spectral information may simply surpass the needs of certain applications. On the
other hand, since the number of possible selections (subsets) grows exponentially
with the number of features, the application of the selection methods involves hard
optimization tasks (see Tables 3 and 4). Another approach is to select the core of
a dataset (“coreset”) that is representative of an original dataset [38, 39]. There
are already some first attempts for selecting informative features [40] and assem-
bling the coreset from satellite datasets [38, 41]. By either selecting an informative
subset feature, reducing the dimensionality, or assembling the coreset of high-
dimensional datasets via a quantum approach, the training time and the electric
power consumption of both QML and DL models can be reduced substantially.

3. The third approach is to integrate physics laws and models with practical datasets
and QML models when a physical model for an event is known, and data is scarce
in nature. Here, Quantum Physics-Informed Neural Networks (QPINNs) proposed
by the authors of the articles [42, 43] can be applied to, e.g., a rainfall-runoff model
that is used for the prediction of flooding and drought analysis [44]. Here, PINNs are
ML and DL models imposed by physics laws and PDEs [45, 46], and QPINNs refer
to PINNs whose conventional NNs are replaced by QML models. Using QPINNs, we
can tackle climate-related challenges and generate better prediction and projection
probabilities for about-to-fold as well as already unfolded events than conventional
PINNs, when data is too small in quantity for data-driven methods and decision-
making time is a critical factor for human-centered decisions [31].
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Table 4 Summary of the identified feature extraction methods for hyperspectral imagery
data: QPCA-Quantum Principal Component Analysis, and QAutoencoders-Quantum
Autoencoders.

Method QPCA variational QPCA QAutoencoders
[49] [50] [51]

Resources high moderate low/moderate
≳ 103 logical qubits ∼ 102 logical qubits ∼ 101 − 102 logical qubits

Time horizon 15 years 3-5 years 3-5 years
Architecture gate-based gate-based gate-based

quantum hybrid hybrid
Speedup polynomial polynomial polynomial

7 Quantum for climate modeling

Climate modeling refers to modeling the behavior of the climate system for predict-
ing and projecting the Earth’s climate [52]. The prediction and projection of climate
models depend on the so-called grid cells, each of which represents the point on/in
the Earth. The grid cells are characterized by the spatial resolution and their evo-
lution governed by a climate model is defined by the temporal resolution. We note
that the amount of data in a climate model is large. With a typical spatial resolution
of 10 km, the total number of grid cells representing the atmosphere is in the hun-
dreds of millions. Each grid cell has several variables associated with it, such as air
density, temperature, wind speed, humidity, etc. The total parameter space is thus
counted in the billions. The finer the spatial and temporal resolution, the more com-
putationally expensive the climate model; climate models governed by PDEs generate
better outputs than pure data-driven approaches but are computationally expensive
as the spatial and temporal resolution get finer [53]. Doubling the model’s resolution
typically requires halving the time steps, following the Courant-Friedrichs-Lewy con-
dition [54]. Thus, doubling the resolution, e.g., going from 10 km to 5 km increases the
computational cost roughly by a factor of 8. To tackle computationally expensive cli-
mate DL and climate PDEs using quantum algorithms, we could utilize the following
approaches:

1. VQAs can be used to test and solve climate PDEs [5] since they have more
expressive power than their classical counterparts [55],

2. Due to the limitation of the memory capacity of computing devices and large-scale
climate datasets, we need to train conventional DL models on a small subset of
climate datasets, and however, they do not generalize well on small-scale datasets
compared to large-scale ones [56]. To overcome the small dataset challenge, QPINNs
can be utilized for predicting and projecting some climate states [42, 43, 53].

3. Another promising approach is to decrease the spatial resolution of grid cells with-
out losing accuracy by using climate QML models for interpolation identical to a
conventional classical method [57],

4. Quantum machines can be used to simulate atmospheric chemistry [58]. Hav-
ing fast, highly accurate methods for simulating atmospheric chemistry is crucial,
as the number of possible reaction pathways also grows rapidly with the size of
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Fig. 6 Digital twins of the Earth attempt to replicate the behavior of certain aspects of the planet
based on Earth Observation data and physical models.

the molecules involved in the reactions. Here, quantum chemistry algorithms and
quantum machines can play a decisive role.

In addition to quantum approaches for the computational time and electrical power
consumption reduction, quantum-inspired algorithms like quantum tensor network-
based methods may also help decrease the time and computational cost for tackling
climate change detection tasks and climate models [59]. Another advantage of quan-
tum tensor network-based methods is that we can deploy them on an HPC system
and quantum machines and utilize them to benchmark the performance of quantum
machines with respect to an HPC system [60, 61]. We can also utilize quantum tensor
networks for compressing climate Deep Neural Networks (DNNs) and climate PINNs
to decrease their computational time and electrical power consumption [59, 62]. The
impact of quantum machines will be, therefore, enormous for processing satellite-based
datasets and computational methods for climate change detection and climate mod-
eling for making high stake decisions (safety-critical and human-centered decisions)
when we have an access to reasonable noisy intermediate-scale and fault-tolerant QCs
integrated with an HPC system: HPC+QCs for intractable computational problems
of practical significance.

8 Quantum for climate digital twin

8.1 Climate digital twin

The Climate Adaptation Digital Twin (ClimateDT) is a project issued by the Euro-
pean Centre for Medium-Range Weather Forecasts (ECMWF) in the Destination
Earth initiative, where the goal is to develop a highly accurate digital model of the
Earth (see Fig. 6). The aim is to develop an accurate model of the Earth in order to
monitor and simulate the interactions between the natural environment and human
activities with as high precision as possible. Through this, the effects of various natu-
ral phenomena and human actions on the climate can be studied. The underlying goal
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is to move from plausibility assessments of local and regional climate to fully devel-
oped risk assessments. The Climate Digital Twin (ClimateDT) workflow is presented
in Fig. 7. The workflow begins with the typical initialization and preparatory steps
required by a climate or Earth System Model (ESM). In the Climate DT project, the
ESMs in use are ICON and IFS. In the workflow, the current model state, illustrated
as a Model State Vector (MSV), is propagated forward in time to produce a new state
and, simultaneously, the model output or Output State Vector (OSV). This output
is streamed (not saved) through a processing pipeline – that introduces additional
diagnostic variables and handles interpolation, meta-data conversion and simple oper-
ations on the fields – to generate a Generic State Vector (GSV). The GSV is saved
directly to Fields DataBase, which is a domain-specific object store developed at the
ECMWF; another streaming approach is also being developed with the use of Maestro
(https://www.maestro-data.eu/). The GSV is then forwarded to the applications and
quality assessment and uncertainty quantification (AQUA), all of which can also uti-
lize external data sources, e.g., observations, climatologies, and reanalysis. Indeed, the
most resource-heavy and time-consuming part of this workflow, i.e., the bottleneck, is
the climate model itself. Fig. 8 shows the relation between different processes in the
ICON-Sapphire Earth system model [63]. What can be seen is that different processes
are updated at different intervals, that is, with different ∆t. This is partly due to the
varying computational complexity for propagating specific processes in time in the
Earth and climate models. The shortest time steps are those of the dynamical core
computations that solve the fluid dynamics equations of atmospheric motions, while
the radiative transfer computations have the longest time steps. There is roughly a
1:30 ratio between the shortest and longest time steps. In the latest climate models
within ClimateDT, with a resolution of 10 km, the time steps for dynamics and radia-
tion are typically 60 s and 30 min, respectively. Presently, the wall time for computing
the individual time steps ranges from the subsecond regime to around 10 s on the
LUMI supercomputer.
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8.2 Missing physics in the climate models

Cloud feedback and cloud-aerosol interactions are the most likely contributors to the
high values and increased range of equilibrium climate sensitivity in CMIP6 [64]. In
the past, clouds have been poorly represented in Earth System Models (ESMs) due to
the complex cloud formation process and because the models could not be run on the
scales at which clouds form. Additionally, numerical cloud modeling has relied on the
Eulerian continuous medium approach for all cloud thermodynamic variables. How-
ever, recently, modeling has shifted towards Lagrangian particle-based probabilistic
approaches in small and cloud-scale simulations. Clouds are being taken seriously –
the World Climate Research Programme has launched a Grand Challenge on Clouds,
Circulation and Climate Sensitivity, and NASA has a Grand Challenge “Uncertainty
Project” [65] tackling cloud physics knowledge on ESMs. Clouds are also a focus point
for the DYnamics of the Atmospheric general circulation Modeled On Non-hydrostatic
Domains (DYAMOND) initiative, where a relatively recent review [66] proposed a pro-
tocol for the first intercomparison project of global storm-resolving models. The review
presents 40-day global model simulations (these include ICON and IFS) with a grid
resolution uniformly lower than 5km and addresses both scientific aspects and com-
putational performance analysis. The outlook is optimistic even though the authors
note that fully resolving shallow cloud systems, whose vertical (and hence horizontal)
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scale may be only a few kilometers, requires substantially smaller grid distances. This
ties in with machine learning efforts for cloud cover modeling [67], and consequently
with quantum machine learning efforts discussed above. We expect cloud representa-
tion to improve in all ESMs, including ICON and IFS. In the first phase, using purely
classical supercomputing and, subsequently, quantum-accelerated HPC.

8.3 Quantum approaches

From the previous section, we can identify two main challenges that hamper the direct
adoption of quantum computing to climate modeling problems within ClimateDT:

1. “big data” problem, and
2. “short wall-time” for individual calculations.

First, the climate models work on a large amount of data, both as input and out-
put. However, these ”Big data” problems are unsuitable for quantum computers. The
strength of quantum computers lies in being able to solve problems with a moder-
ate amount of both input and output variables, where the relation between input
and output variables is a highly complex equation that can be solved efficiently by
some quantum algorithm, exploiting quantum parallelism [68]. In other words, quan-
tum computing typically requires problems with a large potential solution space but
only a small set or even a single solution, with the additional provision that the input
parameters must be of the same order of magnitude as the number of qubits in the
system. Second, for quantum computers to show a wall-time advantage over classical
computers, they need to solve sufficiently complex algorithms. This means that the
algorithms have to be sufficiently deep; that is, the number of basic operations has to
be high. In practice, single useful quantum computing calculations will take at least
seconds to complete [69]. Individual variational circuits can and do take a shorter
time, but the wall time to solution is, of course, much longer, as several iterations
need to be performed. On the other hand, now, the shortest individual time-steps
in the climate digital twins take less than a second, and even the longest is around
10 seconds. Further, the aim of the ClimateDT initiative is to speed up the individ-
ual time steps significantly, with up to a factor of one hundred. This would push all
of the individual propagation calculations into the sub-second regime. Thus, quan-
tum computers cannot speed up these calculations further, as they already are faster
than the fastest useful quantum computer calculations. Climate models would thus,
at first glance, seem to be rather unsuitable for quantum acceleration. To gain some
quantum advantage, we need to consider the problem at hand from a broader perspec-
tive. Simply taking present classical algorithms and the approximations they include
and rely on and transforming these to quantum versions of the same will not work.
Instead, the quantum advantage will be found by approaching the problem from dif-
ferent, new angles, utilizing the unique features of quantum machines. A large part
of the calculations in the current ClimateDT workflows are, in effect, Computational
Fluid Dynamics (CFD or PDEs). Here, we have a direct connection to solving linear
systems of equations. The HHL quantum algorithm for linear systems of equations,
named after its authors Harrow, Hassidim, and Lloyd [70], and variations thereof, thus
have the potential to speed up CFD simulations. As noted by Lapworth [71], classical
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algorithms running on supercomputers are highly efficient at solving matrix equations
by, for example, side-stepping the need for matrix inversions. Quantum algorithms do
not need to, even should not rely on the same approximations as classical algorithms,
however. Quantum algorithms like HHL and the Quantum Singular Value Transforma-
tion (QSVT) [72] can efficiently perform direct matrix inversions and should therefore
be utilized for quantum advantage. The approach presented by Lapworth [71] relies on
fault-tolerant quantum computers, but hybrid classical/quantum algorithms for the
NISQ era have been proposed and discussed [73].

9 Uncertainty quantification for climate change,
climate modeling, and climate digital twin

With the mentioned-above quantum solutions, e.g., climate QML models and climate
PDEs, the prediction and projection of climate change detection, climate modeling,
and ClimateDT (AQUA in the ClimateDT workflow shown in the Fig. 7) using quan-
tum models provide meaningful information with some uncertainty [74]. One approach
to quantify the uncertainty of quantum models and to decrease the uncertainty of
classical approaches is to integrate Bayesian analysis with quantum models. Quan-
tum models integrated with Bayesian analysis promise to tackle efficiently some hard
computational problems on quantum computers [75, 76]. Moreover, they promise to
generate solutions to a class of computational problems much faster than conven-
tional computing resources (less time and less electric power usage). Classical Bayesian
analysis generating probability distributions of predictions and weights is a natural
data-efficient and inherently interpretable model thanks to its respective uncertainties
in its predictions and weights [77, 78]. In contrast, conventional DL models and numer-
ical models involving PDEs considered uninterpretable black-box models require big
labeled datasets, and they even need to be trained and tested on sub-datasets, includ-
ing training, test, and validation sets, while one does not need to divide datasets into
training, test, and validation sets for Bayesian analysis. For limited labeled datasets,
this dataset division raises a challenge for DL and PDEs but not for Bayesian analy-
sis [79]. Moreover, DL and PDEs also yield point estimates of predictions with point
weights lacking their uncertainty, or lacking explainability due to the uninterpretable
black-box paradigm [80]. DL and PDEs combined with Bayesian analysis are called
Probabilistic Numerics (PN) [81], and PN quantifies uncertainties in its predictions
and weights since it better utilizes the available dataset, either small or big. Namely,
PN models analyze data-driven approaches using Bayesian analysis while their weights
and predictions follow certain probability distributions [82]. To design PN for climate
change detection and climate modeling via a quantum approach, we first assume a
model Fθ = Fθ(·) (a climate QML model or a climate PDE) for a given dataset
S = {yi,xi}Ni=1. Secondly, its weights and predictions need to be defined according to
some prior p(θ) and likelihood p(S|Fθ) distributions:

θ ∼ p(θ) = N (0, σ2I),

p(S|Fθ) = p(Sy|Sx, Fθ) = N (Sy;Fθ(Sx), σ2I);
(1)
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where weights θ are sampled from a normal distribution N (0, σ2) with zero mean and
known uncertainty σ2. Sy and Sx denote labels {yi}Ni=1 and input data points {xi}Ni=1

e.g., Fθ(Sx). We note that one can represent a prior and likelihood by any probability
distribution function instead of a normal distribution. For simplicity, we utilized a
normal distribution N (·). To quantify uncertainties in predictions and weights, PN
utilizes the Bayes’ theorem:

p(Fθ|S) =
p(S|Fθ)p(θ)

p(S)
←→ p(θ|S) =

p(S|θ)p(θ)

p(S)
, given p(S) =

∫

Ωθ

p(S|θ)p(θ)dθ;

(2)
here p(θ|S) is the posterior, and p(S) is the evidence integrating over parameter space
Ωθ. Finally, after computing the posterior distribution, the expressed by Eq. (2), we
can calculate a probability to predict a label ŷ given a test data point x̂ and dataset
S, that is, a predictive posterior:

p(ŷ|x̂,S) =

∫

Ωθ

p(ŷ|x̂,θ)p(θ|S)dθ. (3)

The posterior p(θ|S) gives uncertainties in weights −. This uncertainty is called an
epistemic uncertainty, while the predictive likelihood p(ŷ|x̂,θ) yields uncertainties in
predictions − this uncertainty is called an aleatoric uncertainty. Therefore, the predic-
tive posterior p(ŷ|x̂,S) generates total uncertainties in predictions by leveraging both
epistemic and aleatoric uncertainties [83, 84]. By convention, the epistemic uncertainty
related to the random noise (randomness) in a dataset can be reduced by increas-
ing the size of a dataset, while the aleatoric uncertainty associated with a lack of
knowledge in a model θ is an irreducible uncertainty even by increasing the size of
a dataset. The parameter space Ωθ of a given model includes several thousands to
millions of tuneable weights θ. This high dimensional space of weights raises a chal-
lenge to integrate the evidence p(S) as well as predictive posterior p(ŷ|x̂,S) over Ωθ;
computing the evidence and predictive posterior is an intractable problem [1]. Hence,
the posterior p(θ|S) is a hard-to-compute function on conventional computers due to
the intractable evidence. To tackle these intractability challenges for climate change
detection and climate modeling, there exist already some quantum approaches such
as quantum Monte Carlo Markov Chain (MCMC) and quantum variational inference
(VI) [75, 85]. In contrast to the conventional classical MCMC and VI, their quan-
tum approaches help generate faster and better results for climate QML models and
climate PDEs. More importantly, quantum approaches for classical MCMC and VI
promise to reduce the uncertainties in conventional climate models due to their better
approximation property of a distribution function. Thus, it is of great importance to
design and use quantum VI and the quantum MCMC to make them better on approx-
imate samples - reducing the uncertainties in classical change detection methods and
climate models - to predict climate change detection and project a climate state.
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10 Combining high-performance computing and
quantum computing: HPC+QC

There are presently major ongoing efforts around the globe to connect HPC infrastruc-
ture with quantum computers. This is perhaps even somewhat surprising, considering
that quantum computers presently cannot solve any useful real-world modeling prob-
lem more efficiently than a single node of a supercomputer. At the same time, it is a
testament to the potential and the belief in the potential of quantum computing for
scientific modeling. In Europe, the plans for making quantum computing relevant for
research and development in academia and industry alike have been outlined, with
the goal of having a European quantum computing infrastructure exhibiting quantum
advantage by 2030. The first quantum simulators are already being integrated with
HPC infrastructure in the HPCQS project [https://www.hpcqs.eu/]. In June 2023,
the EuroHPC Joint Undertaking signed hosting agreements for six different quantum
computers to be placed in HPC centers around Europe, with the plan to make these
available to European users in 2024. These first quantum computers are only the begin-
ning; several updates and new procurements are already planned. The actual (future)
HPC infrastructure and its implementation must be accounted for. Already in the
near-term, it is expected that individual supercomputers will be connected to several
quantum machines of various types and implementations [86]. The initial setups, with
individual QPUs distributed throughout the continent, connected to an HPC system,
can be seen as precursors to a future where QPUs will be connected in parallel, either
entangled or not. Plans for even tighter, on-chip integration of QPUs with classical
processing units already exist and may be the way to reach fault-tolerant quantum
computing. With this in mind, more emphasis on developing parallel quantum algo-
rithms, which simultaneously utilize several QPUs in an HPC+nQC manner, would
seem appropriate. For time-evolution problems like climate modeling, this can be a
necessary development at a relatively early stage to enable the quantum processing
part to keep up with the classical computing tasks at each time step. Reassuringly,
the importance of investing in software development for hybrid HPC+QC applica-
tions has been recognized. These developments complement the efforts for developing
purely classical software for exascale supercomputers and beyond, exemplified by the
Destination Earth initiative. Here, it is apt to note that there is a need for signifi-
cant classical software development alongside quantum algorithm research. Presently,
pre-and post-processing tasks take up a significant portion of the total wall time of
executing a quantum algorithm. As an example, in the recent experiment on spin
dynamics using IBM’s 127 qubits QPU, the actual time spent on the QPU was 5 min-
utes, while the wall-time of the experiment was a hundred times longer, over 9 hours
[87]. These overheads will decrease in the future, but at the same time, increasing
the qubit count will again increase the complexity of pre- and post-processing. Part
of this overhead lies within the domain of hardware development, e.g., qubit reset
and readout. Much of this is, however, classical computing routines, such as compil-
ing, transpiring, qubit routing optimization, error mitigation, and noise canceling, to
name a few. All of these will become computationally more demanding with increas-
ing qubit count and will, therefore, require increasing amounts of classical computing
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power. Thus, efficiently operating the quantum machines of the future will require
an HPC infrastructure and the classical software to run on it. For reaching quantum
advantage as soon as possible, both in general and especially within climate modeling,
it is important to develop quantum algorithms keeping the immense, existing classical
supercomputing power in mind. This means, for example, taking full advantage of the
available HPC infrastructure for performing the necessary pre-and post-processing of
data to and from the quantum machines. For electronic structure problems, as in the
case of modeling atmospheric reactions discussed above, HPC resources are needed for
providing an initial guess for the quantum computer; in other words, they provide the
best approximation to the true electronic structure that classical methods can pro-
vide, and refine it further on the quantum computer. This exemplifies the need for a
broad, multidisciplinary approach to quantum advantage. We need to combine exper-
tise in quantum algorithms, classical HPC algorithms, computer science, AI/ML, and
specific domain expertise, also from the end-user side.

11 SWOT analysis

11.1 Strengths

• Quantum machines could be applied to generate data samples from classically
difficult distributions [88].

• Proved exponential speed-up in at least one scenario [89].
• The climate modeling community deeply understands the problem at hand and the

bottlenecks present, both from the efficiency and accuracy points of view.
• A recognized high-priority problem: resources available for finding solutions.

11.2 Weaknesses

• Data loading is a major obstacle for achieving exponential speed-up of some QML
algorithms [29].

• Measurement error mitigation is strongly limited by the number of qubits and the
circuit depth. [90].

• Quantum machines can be difficult to train due to the error correction scheme [91].
• Understanding of the applicability of quantum computing to climate modeling

limited.
• Quantum-acceleration is presently not seen as a viable route due to the “big data”

nature of digital twins.

11.3 Opportunities

• Major shift in the quality of quantum computers. NISQ machines may be available
with less than 100 high-quality error-prone qubits.

• New applications of classical machine learning for quantum computing: compiling,
mapping, control, error correction.

• Potential to utilize hybrid approaches that require a relatively small number of
qubits (of the order on 102 logical qubits), thereby increasing feasibility.

• Progress in QC hardware and software capacity can enable more accurate models.
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• Global drive for supporting hybrid HPC+QC software development.

11.4 Threats

• Fundamental lack of ability to control, mitigate, and correct sources of noise in the
quantum machines.

• Novel classical algorithms inspired by quantum computing may outperform some
pure quantum algorithms.

• Development of sufficiently powerful QC hardware/software delayed.
• Lack of long-term funding commitment to development, in case near-term gains do

not live up to (inflated) expectations.

12 Conclusion

Quantum machines promise to solve a certain class of computational problems faster
than conventional machines. In particular, the hardness of the computational problems
can be measured from the perspective of the computational complexity theory. Hence,
this study identifies intractable climate problems that can not be efficiently solved
on classical supercomputers, but quantum machines promise to find their solutions
faster and more energy efficient than their classical counterparts. In addition, we assess
and examine distinct quantum machines, including a quantum annealer, a quantum
simulator, and universal quantum computers, for their practicality. Toward practical
problems, we propose climate change detection, climate modeling, and climate digital
twin use-case instances. In particular, we analyzed and evaluated the hardness of our
practical climate challenges based on the computational complexity theory and the
computational time and energy consumption required.
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6 Conclusions and Future Works

According to computational complexity conjectures, quantum computers may eventually
achieve certain tasks faster than today’s conventional classical computers. The qubits re-
quired by quantum computers can be implemented in various ways, and a limited number of
error-prone qubits are currently available. Quantum computers being available on the mar-
ket are designed for a specific type and form of computational problems. They are unlikely to
fully replace classical computers but will be used along with them. Hybrid classical-quantum
approaches are widely studied for tackling real-world problems in industry and academia and
for profiting from quantum computers integrated in supercomputers.

Toward quantum computing for Earth observation tasks, we tackle several research ques-
tions: 1. which satellite datasets we have to use to gain the advantages and imperfections of
deploying QML models on a (future) quantum computer over conventional machine learning
techniques, 2. how to embed data points in a small quantum computer, and 3. how to profit
from both a supercomputer and quantum computer.

To solve these questions, we identified and proposed satellite datasets to investigate the
power of QML approaches when utilizing small-scale faulty quantum computers, namely
NISQ computers and QA devices. We also obtained insights into how to profit from an
optimal sharing between a supercomputer and quantum computer. Best results are often
achieved by exploiting a combination of a classical supercomputer and a quantum computer,
known as a hybrid classical-quantum approach.

Chapter 4 of this dissertation assess QML approaches with the help of a conventional
classical computer for processing classical input data points. Chapter 5 of this dissertation
toward future NISQ computers and FTQCs provides the assessment of quantum computing
for EO and practically significant computational problems. We also propose a two-level
encoding strategy for embedding class data points in the limited number of input qubits. Our
findings demonstrate that QML approaches perform similar to conventional classical machine
learning techniques. More importantly, we gain insights into how to program quantum
computers for machine learning tasks, and which computational EO problems can be tackled
on quantum computers.

Toward future works to gain some computational quantum advantage as early as possible,
it is crucial to

1. identify practical computational problems that can be directly implemented on quan-
tum computers, known as quantum-native problems,

2. define application-specific benchmarks to evaluate diverse quantum hardware and al-
gorithms, and

3. build a quantum hardware-agnostic software stack.

Current quantum hardware is prone to errors, so quantum-native problems must take into
account the noise in the quantum hardware, especially since quantum error mitigation tech-
niques are not yet perfect. It is even unclear whether quantum error mitigation techniques for
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NISQ computers will continue functioning effectively as the quantum system size increases.
Progressing from NISQ computers to FTQCs, the size of the quantum processors, i.e., the
number of qubits, is not the only deciding factor. Instead, key issues include the computer’s
stability, reducing the number of errors using an error mitigation scheme, and the success of
the efforts to use logical qubits. However, quantum algorithms typically require subroutines,
which are hard to implement on existing NISQ computers due to qubit noise. We expect a
gradual shift from NISQ computers to FTQCs once they become available and conclude that
we should aim for future FTQCs and high-quality NISQ computers for practical problems
integrated in HPC systems when considering full quantum error correction and mitigation
schemes.
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