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Zusammenfassung

Diese Doktorarbeit besteht aus vier Artikeln, die sich mit Eigenwertabschätzun-
gen und Eigenwertasymptotiken, isoperimetrischen Ungleichungen und Funktional-
ungleichungen befassen.

Wir beweisen eine universelle Abschätzung für die Anzahl der negativen Ei-
genwerte von Schrödingeroperatoren auf Hölder-Gebieten mit Neumann-Randbe-
dingungen. Anschließend benutzen wir diese Abschätzung, um eine semiklassische
Asymptotik für die jeweiligen Schrödingeroperatoren zu zeigen. Wir diskutieren
außerdem Fälle, in denen diese Abschätzung und Asymptotik nicht gelten.

In einem anderen Artikel zeigen wir verschiedene Weyl-Asymptotiken für den
Laplace-Beltrami-Operator auf singulären Riemannschen Mannigfaltigkeiten. Die
Motivation für das betrachtete Modell stammt von der Untersuchung der Ausbreit-
ung von Schallwellen in Gasplaneten.

Zudem zeigen wir eine isoperimetrische Ungleichung für das Massenträgheitsmo-
ment von der Menge aller Punkte in einem Gebiet mit festem Abstand zum Rand.
Mithilfe dieser Ungleichung kann man eine isoperimetrische Ungleichung für den
ersten Eigenwert von magnetischen Robin-Laplace-Operatoren zeigen.

Außerdem beweisen wir eine stärkere Version der Hardy-Ungleichung. Alle Ter-
me in unserer Ungleichung haben dasselbe Skalierungsverhalten.
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Abstract

This thesis consists of four works that deal with estimates and asymptotics for
eigenvalues, isoperimetric and functional inequalities.

We prove a universal bound for the number of negative eigenvalues of Schrödinger
operators on Hölder domains with Neumann boundary conditions. This bound is
used to deduce semiclassical asymptotics for those operators. We also discuss a class
of examples where those bounds and asymptotics fail.

In another work, we prove Weyl asymptotics for the Laplace-Beltrami operator
on a class of singular Riemannian manifolds. This model is motivated by the study
of the propagation of sound waves in gas planets.

We also show an isoperimetric inequality for moments of inertia of inner parallel
curves. This inequality can be used to prove an isoperimetric inequality for the first
eigenvalue of the magnetic Robin Laplacian.

Furthermore, we prove an improved version of Hardy’s inequality. Our inequality
only contains terms that scale in the same way.
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Chapter 1

General introduction

One of the great early successes of quantum mechanics was its rigorous proof of
atomic stability, a phenomenon that classical physics could not explain. In the
simplest case of the hydrogen atom, the question of stability asks whether there
exists a constant C > 0 such that for all u ∈ H1(R3) with ∥u∥L2 = 1, we have

∫

R3

|∇u|2 −
∫

R3

|u(x)|2
|x| dx ⩾ −C. (1.1)

Here the left-hand side of (1.1) represents the energy of the wave function describ-
ing an electron in a hydrogen atom. Put differently, we ask if the energy for L2-
normalised wave functions u is bounded from below.

In the case of the hydrogen atom, the optimal constant in (1.1) is known to be
C = 1/4 using explicit computations. In the following, I would like to explain an
alternative approach of proving (1.1) for some (non-optimal) C > 0 that relies on
Hardy’s inequality, which can be seen as an uncertainty principle. Hardy’s inequality
states that for every function u ∈ Ḣ1(R3)

∫

R3

|∇u|2 ⩾ 1

4

∫

R3

|u(x)|2
|x|2 dx. (1.2)

Now note that

0 ⩽
(
1− 1

2|x|

)2

= 1− 1

|x| +
1

4|x|2 , so
1

|x| ⩽
1

4|x|2 + 1. (1.3)

We obtain using (1.3) and (1.2) that for all u ∈ H(R3) with ∥u∥L2 = 1

∫

R3

|∇u|2 −
∫

R3

|u(x)|2
|x| dx ⩾

∫

R3

|∇u|2 − 1

4

∫

R3

|u(x)|2
|x|2 −

∫

R3

|u|2 ⩾ −1. (1.4)

2



3 Chapter 1. General introduction

This shows that the hydrogen atom is stable in the sense of (1.1).

The quantity

inf
u∈H1(R3),∥u∥L2=1

(∫

R3

|∇u|2 −
∫

R3

|u(x)|2
|x| dx

)
(1.5)

is equal to the lowest eigenvalue (which is usually called the ground state) of the
Schrödinger operator1 −∆ − 1/|x|. The eigenfunctions of −∆ − 1/|x| correspond
to the bound states of the hydrogen atom. The eigenvalues of −∆ − 1/|x| can be
computed using the min-max principle, see Section 2.3 below.

More generally, one may consider Schrödinger operators −∆ + V on domains
Ω ⊂ Rd, d ∈ N, where V : Ω → R is usually called a potential. The corresponding
quadratic form describing the energy of L2-normalised wave functions u is

Q(u) :=

∫

Ω

|∇u|2 +
∫

Ω

V (x)|u(x)|2 dx . (1.6)

If Ω ⊈ Rd is a domain and we consider Q(u) for all u ∈ H1(Ω), we say that we take
Neumann boundary conditions2. If we only consider all u ∈ H1

0 (Ω) (where H1
0 (Ω)

denotes the closure of all smooth compactly supported functions in Ω with respect
to the H1(Ω) norm), we refer to this as Dirichlet boundary conditions.

Similarly to (1.5), the lowest eigenvalue3 of −∆ + V is characterised by the
infimum of Q(u) taken over all u in the quadratic form domain (here H1(Ω) or
H1

0 (Ω)) with ∥u∥L2 = 1. Thus, the lowest eigenvalue of Schrödinger operators with
Neumann boundary conditions is less than or equal to the lowest eigenvalue of the
corresponding Schrödinger operator with Dirichlet boundary conditions. This is
also true for higher eigenvalues. Thus, the number of eigenvalues below a certain
threshold, say λ, of a Schrödinger operator with Neumann boundary conditions is
larger than or equal to this number for the corresponding Schrödinger operator with
Dirichlet boundary conditions.

In a seminal work, Weyl proved in 1911 [50] that for any bounded domain Ω ⊂ Rd,
the number of eigenvalues below λ of the Dirichlet Laplacian −∆ on Ω, which we

1For simplicity, we ignore domain issues and the question of self-adjointness here.
2Strictly speaking, we would like to assume that V is such that

∫
Ω
V |u|2 <∞ for all u ∈ H1(Ω)

here in order to ensure that Q(u) <∞ for all u ∈ H1(Ω).
3Since we do not know in general if the operator has discrete spectrum, we should rather speak

of the lowest min-max value.
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denote by N(λ), satisfies the following asymptotics

N(λ) = Cd|Ω|λd/2 + o
(
λd/2

)
as λ→ ∞ , (1.7)

where Cd > 0 is a constant that only depends on the dimension d.

Since then, deducing similar asymptotics has remained an active field of research.
For instance, one can ask if similar asymptotics hold in the case of the Neumann
Laplacian. There the situation is more complicated, and in fact, there are bounded
domains such that the corresponding Neumann Laplacian has zero in its essential
spectrum [29]. Furthermore, instead of considering a Laplace operator −∆, one can
ask for asymptotics for the number of negative eigenvalues of Schrödinger operators
−∆ + λV as λ → ∞. The result is well-known for Lipschitz domains, see for
example [22]. My work [14] described in Section 2 below studies this question for
the Neumann Laplacian on Hölder domains.

Another direction is to prove Weyl asymptotics for the Laplace-Beltrami operator
on Riemannian manifolds. In [9] with Yves Colin de Verdière, Maarten de Hoop
and Emmanuel Trélat, see Section 3 below, we prove Weyl asymptotics for the
Laplace-Beltrami operator on a singular Riemannian manifold. Our model comes
from the study of the propagation of soundwaves in gas planets and has links to
sub-Riemannian geometry.

In certain cases, geometric inequalities can be useful to deduce properties of the
spectrum. Together with Ayman Kachmar and Vladimir Lotoreichik [16], we proved
weighted isoperimetric inequalities for smooth, bounded, and simply connected do-
mains. More precisely, we show that the moment of inertia of inner parallel curves
for domains with fixed perimeter attains its maximum for a disk. This inequal-
ity, which was previously only known for convex domains, allows us to extend an
isoperimetric inequality for the first eigenvalue of the magnetic Robin Laplacian.

One can also investigate other functional inequalities and their properties. In a
joint work with Phan Thành Nam [17], we derive a family of interpolation estimates
which improve Hardy’s inequality (1.2) and are critical in some sense. We also
determine all optimisers among radial functions in the corresponding radial problem
and discuss open questions.

This thesis contains the works [14, 9, 16, 17]. In this introduction, we give a
brief overview of each of the papers. We also explain the context, mention the most
relevant known results and references, and describe how they are linked to the paper.
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Furthermore, for each paper, we choose to explain or emphasise certain aspects,
which we find useful to simplify the reading or to give additional background inform-
ation. In particular, we will explain the concept of min-max values and Dirichlet-
Neumann bracketing in Section 2. In Section 3, we give an alternative proof sketch
of the main result of [9] using Dirichlet-Neumann bracketing. In Section 4, we ex-
plain the intuition and key steps of the elementary geometric construction we used
in [16]. In Section 5, we focus on different counterexamples and give an outlook on
the remaining open question of existence of optimisers for our functional inequality.



Chapter 2

Semiclassical estimates for
Schrödinger operators on Hölder
domains

2.1 Overview of [14]

In a work of mine [14], I considered Schrödinger operators −∆ + V on bounded
Hölder domains Ω ⊂ Rd (that is, the boundary of Ω is locally the graph of a Hölder-
continuous function) with Neumann boundary conditions, where the potential V is
a non-positive function on Ω. My work [14] was motivated by the detailed study
[41] of Weyl asymptotics for the Laplacian −∆ on bounded Hölder domains with
Neumann boundary conditions.

I proved the validity of the same leading order eigenvalue asymptotics as for
Schrödinger operators on Lipschitz domains, under certain assumptions on the po-
tential V in the optimal range of Hölder exponents. More precisely, if N(−∆+λV )

denotes the number of negative eigenvalues of the Schrödinger operator −∆+ λV ,
then

N(−∆+ λV ) = Cdλ
d/2

∫

Ω

|V |d/2 + o
(
λd/2

)
as λ→ ∞, (2.1)

where Cd > 0 is a universal constant only depending on the dimension d. My result
is valid in all dimensions d ⩾ 2, but for simplicity, let us assume d ⩾ 3 in the
following explanations.

Furthermore, I provided an example, which shows that the assumptions on the
potential V in the setting of Hölder domains indeed need to be stronger than in the
case of Lipschitz domains (where V ∈ Ld/2(Ω) is sufficient). This is a surprising

6



7 Chapter 2. Schrödinger operators on Hölder domains

result since the condition V ∈ Ld/2(Ω) seems very natural in view of (2.1).

The proof of (2.1) relies on the new universal bound for the number N(−∆+V )

of negative eigenvalues of Schrödinger operators −∆+ V

N(−∆+ V ) ⩽ C|||V |||d/2, (2.2)

where |||·||| is a weighted Lp-norm for p > d/2 with a weight that grows near the
boundary ∂Ω. The proof of (2.2) is inspired by the proof of Rozenblum of the “clas-
sical” Cwikel-Lieb-Rozenblum inequality [45], but I made substantial modifications
and adaptations.

I covered the domain Ω by smaller domains, which are carefully chosen rectangles
intersected with Ω such that each of the smaller domains supports at most one
negative eigenvalue of the Schrödinger operator −∆ + V . To this end, I proved a
new Poincaré-Sobolev inequality and a new Besicovitch-type covering theorem for
those smaller domains. The proof of the Poincaré-Sobolev inequality uses a Sobolev
embedding for Hölder domains [34]. The key ingredient for the Besicovitch-type
covering theorem is that the smaller domains are chosen such that the ratio of the
side-lengths of each rectangle are comparable for all chosen rectangles intersecting
each other. The number of negative eigenvalues N(−∆+ V ) can then be estimated
by the number of smaller domains chosen using the min-max principle, see Section
2.3 below.

One of the main challenges in this problem was to get an exponent of d/2 on the
right-hand side of (2.2). This is essential for deducing (2.1). Previous results, see
for example [23], could only get an exponent that is strictly larger than d/2. On the
technical side, the careful choice of the smaller domains, an application of Hölder’s
inequality for sums of real numbers and the use of the weighted Lp-norm |||·||| made
it possible to obtain (2.2) with the exponent d/2.

2.2 Context for [14]

For the Dirichlet Laplacian on domains Ω ⊂ Rd with finite measure, we always have
the leading-order Weyl asymptotics (1.7) [50, 44]. For the Neumann Laplacian,
the situation is much more delicate. Intuitively speaking, the eigenfunctions of
the Neumann Laplacian can grow near the boundary and if the boundary is very
rough, in particular with many outward pointing cusps, then many eigenfunctions
can accumulate near the boundary leading to a larger number of eigenvalues than
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what one would expect from (1.7). There are bounded domains that have zero in
the essential spectrum of the Neumann Laplacian, and one can even construct for
any closed S ⊂ [0,∞) bounded domains such that the essential spectrum of the
Neumann Laplacian is given by S [29].

If the domain Ω is an H1-extension domain, that is, we can extend functions
in H1(Ω) to H1-functions on the entire space Rd in such a way that their H1(Rd)-
norm is comparable with their H1(Ω)-norm, and similarly for the L2-norms, then
a classical argument shows that the Neumann Laplacian has discrete spectrum and
the leading-order Weyl asymptotics (1.7) hold, see for example [22, Theorem 3.20].
Lipschitz domains are extension domains, but Hölder domains for a Hölder exponent
γ < 1 are in general not extension domains. Thus, it is a priori unclear if we have
(1.7) for Hölder domains.

In [41], the authors considered the Neumann Laplacian on bounded Hölder do-
mains Ω ⊂ Rd, d ⩾ 2. Denoting the Hölder exponent of the function locally describ-
ing the boundary by γ, they showed that if γ ∈ ((d− 1)/d, 1), then the usual Weyl
asymptotics (1.7) as in the case of Lipschitz domains hold. Note that a Hölder ex-
ponent γ = 1 means that Ω is a Lipschitz domain. Furthermore, if γ ∈ (0, (d−1)/d],
then they provided an explicit counterexample for a domain Ω ⊂ Rd with Hölder
exponent γ and such that (1.7) fails. It is remarkable that they could identify a
critical value (d− 1)/d, where the asymptotic behaviour changes drastically.

My work [14] treats similar questions in the case of Schrödinger operators −∆+V

on bounded Hölder domains Ω ⊂ Rd with Neumann boundary conditions.

In the following, I will explain the min-max principle and Dirichlet-Neumann
bracketing, which have been important tools for my work [14].

2.3 The min-max principle

This section is devoted to an explanation of the min-max principle, which goes back
to [43, 20, 13]. It is a very powerful technique in spectral theory, see [37, Theorem
12.1] for an overview.

Let us first introduce the min-max principle in a general setting [37, Theorem
12.1, Version 3]. If H is a Hilbert space and A : D(A) → H is a self-adjoint operator
on H with domain D(A) and with A ⩾ −C for some C > 0, then we define by

µn(A) := inf
M⊂D(A),dim(M)=n

sup
u∈M, ∥u∥=1

⟨u,Au⟩ (2.3)
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the n-th min-max value for all n ∈ N. The M in the infimum in (2.3) is a subspace
of D(A) of dimension n. If A has at least n discrete eigenvalues below its essential
spectrum, then µn(A) agrees with the n-th lowest eigenvalue of A, counted with
multiplicity.

In particular, if A has compact resolvent, then (2.3) gives a variational charac-
terisation of the eigenvalues of A. More generally, instead of considering M as an
n-dimensional subspace of D(A) in (2.3), we can also take M as an n-dimensional
subspace of a form core of the corresponding quadratic formQ(·), and replace ⟨u,Au⟩
by Q(u). This is very convenient as we need not know the domain of A explicitly,
but it suffices to work on the level of quadratic forms.

While we can refer to the µn(A) from (2.3) as min-max values (think of the
infimum as a minimum and the supremum as a maximum), there is also a version
of max-min values [37, Theorem 12.1, Version 2]

νn(A) := sup
L⊂D(A), dim(L)=n−1

inf
u∈L⊥, ∥u∥=1

⟨u,Au⟩. (2.4)

Again, one can alternatively work with the corresponding quadratic form and a
quadratic form core, and furthermore, by the proof of [37, Theorem 12.1, Version
2], it suffices to assume that L is an n−1-dimensional subspace of our Hilbert space
H, which is sometimes referred to as Glazman’s lemma [22, Theorem 1.26]. One can
show that for all n ∈ N

µn(A) = νn(A) , (2.5)

see [37, Theorem 12.1, Version 2, 3]. Thus, we have two very different variational
characterisations of the n-th eigenvalue below the essential spectrum of an operator.
Both of them are very helpful in applications (see also Section 2.4).

For instance, the second characterisation can be useful when estimating the value
of the second eigenvalue for a Neumann Laplacian: Suppose that we consider a box
Ω := [0, 1]d in dimension d ⩾ 3 and we consider the Schrödinger operator −∆ + V

with Neumann boundary conditions and V ∈ Ld/2(Ω). Assume that we have shown
that ∫

Ω

|∇u|2 +
∫

Ω

V |u|2 ⩾ 0 for all u ∈ H1(Ω) with
∫

Ω

u = 0. (2.6)

Note that the corresponding quadratic form Q(u) is the left-hand side of (2.6) with
quadratic form domain H1(Ω) (since we consider the Neumann Laplacian). Then
defining L as the subspace of H1(Ω) that is spanned by the constant function on
Ω, the condition

∫
Ω
u = 0 is equivalent to saying u ∈ L⊥. Thus, (2.6) states that



10 Chapter 2. Schrödinger operators on Hölder domains

Q(u) ⩾ 0 for all u ∈ L⊥. We deduce that ν2(−∆ + V ) ⩾ 0, or put differently,
the number of negative eigenvalues of −∆ + V is at most one. The argument we
presented here is classical [45] and we also use it in different variations in [14],
for instance in the proof of [14, Lemma 1.8]. In practice, if Ω is a box as in our
example, a sufficient condition for (2.6) is a sufficiently small negative part of V in
the Ld/2(Ω)-norm.

2.4 Dirichlet-Neumann bracketing

In this section, we explain Dirichlet-Neumann bracketing. A historically particularly
relevant work is due to Weyl [50]. We would like to refer to [47, Theorem 7.5.28] for
a more recent source that also includes historical remarks.

I will explain Dirichlet-Neumann bracketing for a domain Ω in euclidean space
that is decomposed into two smaller domains Ω1 and Ω2. I will allow for mixed
boundary conditions for Ω1 and Ω2, which appear naturally when imposing Dirich-
let or Neumann boundary conditions on Ω and performing the Dirichlet-Neumann
bracketing. More generally, this technique can also be used for Schrödinger oper-
ators or for the Laplace-Beltrami operator on a Riemannian manifold. We used
Dirichlet-Neumann bracketing in both [14] and [9].

Let us consider an open set Ω ⊂ Rd, d ∈ N. Recall that

H1(Ω) =
{
u ∈ L2(Ω) | u weakly differentiable and ∇u ∈ L2(Ω)

}
. (2.7)

Then the Neumann Laplacian on Ω is the unique self-adjoint operator that corres-
ponds to the quadratic form

∫

Ω

|∇u|2 for u ∈ H1(Ω). (2.8)

Let us now define for every E ⊂ Rd the space AE(Ω) of H1(Ω)-functions that
vanish near E as follows: u ∈ AE(Ω) if and only if u ∈ H1(Ω) and there exists an
open neighbourhood V ⊂ Rd of E such that u(x) = 0 for almost every x ∈ V ∩ Ω.
Note that for any E ⊂ Rd, we have AE(Ω) = AE∩Ω(Ω). A similar definition to the
spaces AE(Ω) can be found for instance in [26].

Then the Dirichlet Laplacian on Ω can be defined as the unique self-adjoint
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operator that corresponds to the (closeable) quadratic form
∫

Ω

|∇u|2 for u ∈ A∂Ω(Ω). (2.9)

Note that the closure of A∂Ω(Ω) with respect to the H1(Ω)-norm (which is in this
case also the quadratic form norm) is equal to the closure of C∞

c (Ω) functions with
respect to the H1(Ω)-norm, which is usually denoted by H1

0 (Ω).

Using a quadratic form with form domain AE(Ω) for different sets E ⊂ ∂Ω

allows us to define Laplace operators with mixed boundary conditions. The closeable
quadratic form

∫
Ω
|∇u|2 with u ∈ AE(Ω) gives rise to a unique self-adjoint operator,

which we refer to as having Dirichlet boundary conditions on E and Neumann
boundary conditions on the rest of the boundary.

Denote for λ ∈ R and measurable E ⊂ Rd by NE
Ω (λ) the number of eigenvalues

(counted with multiplicity) below λ of the operator that corresponds to the quadratic
form ∫

Ω

|∇u|2 for u ∈ AE(Ω), (2.10)

and let NE
Ω (λ) = ∞ if λ is greater than or equal to the infimum of the essential

spectrum of that operator.

Proposition 2.1 (Dirichlet-Neumann bracketing). Let Ω ⊂ Rd be an open subset
and let Ω1,Ω2 ⊂ Ω be open and disjoint such that Σ = Ω \ (Ω1 ∪ Ω2) has zero
Lebesgue measure. Then for any λ ∈ R, we have a two-sided estimate for the
Dirichlet Laplacian on Ω

N∂Ω1
Ω1

(λ) +N∂Ω2
Ω2

(λ) ⩽ N∂Ω
Ω (λ) ⩽ N∂Ω

Ω1
(λ) +N∂Ω

Ω2
(λ) (2.11)

and a two-sided estimate for the Neumann Laplacian on Ω

NΣ
Ω1
(λ) +NΣ

Ω2
(λ) ⩽ N∅

Ω (λ) ⩽ N∅
Ω1
(λ) +N∅

Ω2
(λ) . (2.12)

More generally, if S ⊂ ∂Ω denotes a measurable set, then we have a two-sided estim-
ate for the Laplacian on Ω with Dirichlet boundary conditions on S and Neumann
boundary conditions elsewhere

NS∪Σ
Ω1

(λ) +NS∪Σ
Ω2

(λ) ⩽ NS
Ω(λ) ⩽ NS

Ω1
(λ) +NS

Ω2
(λ). (2.13)

(2.11) and (2.12) show that one can estimate the eigenvalues for a Laplacian with
Dirichlet or Neumann boundary conditions on ∂Ω by the sums of the number of the



12 Chapter 2. Schrödinger operators on Hölder domains

corresponding eigenvalues on the two subdomains Ω1, Ω2 after putting additional
Dirichlet and Neumann boundary conditions on the interface Σ.

Proof. For concreteness, we stated the two most commonly used versions where
we have Dirichlet or Neumann boundary conditions on the entire boundary of Ω

separately, but of course, it suffices to show (2.13) and then set S = ∂Ω or S = ∅
to obtain (2.11) or (2.12).

First note that
Σ = Ω ∩ (∂Ω1 ∪ ∂Ω2). (2.14)

The proof of this is a contradiction argument that involves the construction of small
open balls completely contained in Σ, which is a contradiction to Σ having zero
Lebesgue measure. We omit the details here.

Estimate with extra Dirichlet conditions on Σ. Let us first show that

NS∪Σ
Ω1

(λ) +NS∪Σ
Ω2

(λ) ⩽ NS
Ω(λ). (2.15)

To this end, we will use the min-max characterisation of eigenvalues (2.3). For
k ∈ {1, 2}, we denote Kk := NS∪Σ

Ωk
(λ) and note that by the version of (2.3) with a

quadratic form core, there exists a subspace Mk ⊂ AS∪Σ(Ωk) with
∫

Ωk

|∇uk|2 < λ

∫

Ωk

|uk|2 for all 0 ̸≡ uk ∈Mk. (2.16)

By extending the functions uk by zero on Ω \Ωk, we can think of them as functions
in AS(Ω). Here we used that the uk vanish in a neighbourhood of S ∪ Σ. Define

M := {u1 + u2 | u1 ∈M1, u2 ∈M2}, (2.17)

and note that K := dim(M) = K1 +K2. Writing every 0 ̸≡ u ∈ M as u = u1 + u2

with uk ∈Mk, k = 1, 2 and 0 ̸≡ u1 or 0 ̸≡ u2, it follows that
∫

Ω

|∇u|2 =
∫

Ω1

|∇u1|2 +
∫

Ω2

|∇u2|2 < λ

∫

Ω1

|u1|2 + λ

∫

Ω2

|u2|2 = λ

∫

Ω

|u|2 , (2.18)

so NS
Ω(λ) ⩾ K = K1 +K2. Using the definition of K1 and K2, we deduce (2.15).

Estimate with extra Neumann conditions on Σ. Next, let us show that

NS
Ω(λ) ⩽ NS

Ω1
(λ) +NS

Ω2
(λ). (2.19)
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In order to see this, we will use the second characterisation of min-max values, which
we referred to as max-min values above. For k ∈ {1, 2}, we define Kk := NS

Ωk
(λ).

By (2.4), or more precisely its version with a quadratic form core and L a subspace
of the corresponding Hilbert space, see for example [22, Theorem 1.26], there exists
a subspace Lk ⊂ L2(Ωk) of dimension Kk such that for every uk ∈ AS(Ωk) with
uk ∈ L⊥

k , we have ∫

Ωk

|∇uk|2 ⩾ λ

∫

Ωk

|uk|2. (2.20)

Next, we identify functions lk ∈ Lk with functions in L2(Ω) by extending them
by zero on Ω \ Ωk. Define

L := {l = l1 + l2 | l1 ∈ L1, l2 ∈ L2} (2.21)

and note that L is a subspace of L2(Ω) of dimension K := K1 +K2.

Let u ∈ AS(Ω) with u ∈ L⊥. In particular, for any k ∈ {1, 2} and any lk ∈ Lk,
we have ∫

Ωk

ulk =

∫

Ω

ulk = 0 , (2.22)

where we used that we extended the lk by zero on Ω \Ωk. Thus, the restriction of u
to Ωk, which we denote by uk ∈ AS(Ωk) satisfies uk ∈ L⊥

k . By (2.20), it follows that

∫

Ωk

|∇uk|2 ⩾ λ

∫

Ωk

|uk|2. (2.23)

Putting everything together and using that Σ has zero Lebesgue measure, we obtain
∫

Ω

|∇u|2 =
∫

Ω1

|∇u1|2 +
∫

Ω2

|∇u2|2 ⩾ λ

∫

Ω1

|u1|2 + λ

∫

Ω2

|u2|2 = λ

∫

Ω

|u|2 (2.24)

Thus, NS
Ω(λ) ⩽ K, which completes the proof of (2.19).



Chapter 3

Weyl formulae for some singular
metrics with application to acoustic
modes in gas giants

3.1 Overview of [9]

Seismology for gas planets plays an important role in understanding their interior.
Astrophysicists use for instance ring seismology for Saturn when measuring eigenfre-
quencies of soundwaves inside the planet [38]. A particularity of gas planets is that
the speed of sound goes to zero near the boundary of the planet. Physicists use a
model for this behaviour that includes a parameter α depending on the density pro-
file of the planet near the boundary, which depends on the chemical decomposition
of the planet.

The propagation of sound waves in gas planets can be modelled by the Laplace-
Beltrami operator on a compact Riemannian manifold X with boundary with a
certain class of Riemannian metrics that become singular at the boundary. Near
the boundary ∂X, these Riemannian metrics are of the form

g = u−αḡ, (3.1)

where u is a suitable coordinate transverse to the boundary with u = 0 at the
boundary, ḡ is a smooth Riemannian metric on our manifold up until its boundary
and 0 < α < 2. It has been shown in [30] that the spectrum of the corresponding
Laplace-Beltrami operator is discrete.

Our work with Yves Colin de Verdière, Maarten de Hoop and Emmanuel Trélat

14
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[9] provides a proof of the asymptotics of the eigenfrequencies of gas planets for any
0 < α < 2, which are the physically relevant cases [9, Theorem 1]. Furthermore, we
show how most of the eigenfunctions are distributed inside the planet [9, Theorem
2].

When α is larger than a certain critical parameter, then the Hausdorff dimension
of (X, g) is strictly larger than its topological dimension and we proved in [9] that
the Weyl asymptotics are determined by α and the metric ḡ at the boundary. In
this case, the Weyl measure, which describes the limiting averaged distribution of
the eigenfunctions, is the uniform distribution on the boundary. Below this critical
parameter, the Weyl asymptotics agree with the usual Weyl asymptotics on smooth
Riemannian manifolds and the Weyl measure is a uniform distribution on X. We
also covered the case of the critical value of α.

We have two different proofs; one of them uses heat kernel asymptotics and the
other one uses Dirichlet-Neumann bracketing. Both in the critical and supercritical
parameter range of α, it is crucial that our metric near the boundary is quasiisometric
to a metric that has nice scaling properties.

3.2 Context for [9]

It is a classical result that for smooth compact Riemannian manifoldsX of dimension
d ∈ N with a smooth non-degenerate Riemannan metric g, the associated Laplace-
Beltrami operator ∆g has discrete spectrum and the eigenvalues satisfy the leading-
order Weyl asymptotics

N(λ) = Cdvol(X, g)λd/2 + o
(
λd/2

)
as λ→ ∞, (3.2)

where N(λ) denotes the number of eigenvalues of ∆g that are less than λ counted
with multiplicity, and vol(X, g) the corresponding Riemannian volume.

In [40], the authors gave a full asymptotic expansion of the corresponding heat
kernel, which can be used to deduce (3.2) by a Karamata theorem [19, Chapter
XIII, Theorem 2]. More generally, we still have (3.2) if X has a smooth boundary,
for instance with Dirichlet boundary conditions, see for example [25] and references
therein for a review of different techniques for heat kernel asymptotics in the case
with and without boundary.

More generally, one can ask for eigenvalue asymptotics in the case of singular
metrics, where the singularity could be both on the boundary of the manifold or in
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its interior.

In the case of domains in euclidean space with a certain power-type singularity at
the boundary, Métivier [39] gave an extensive description and derived Weyl’s law in
different settings. In his proofs, he worked with weighted Sobolev spaces. Using his
results, one can also derive the Weyl law in our setting (3.1) after suitably localising
near the boundary and using local coordinates, though the constants in [39] are not
explicit. We learnt about [39] after the completion of our work [9] from Bernard
Helffer, who we would like to thank for this very helpful comment. We would also
like to thank an anonymous referee for pointing out the reference [49], which also
includes the Weyl law in our setting (3.1) in suitable coordinates.

More recently, in [4], the authors considered the example of a Grushin cylinder
and a Grushin sphere where they computed the eigenvalues and corresponding ei-
genfunctions explicitly, thereby also establishing a Weyl law. The Weyl law in their
example is a special case for our setting (3.1) with a critical value of α.

We would also like to mention the recent work [8], which considered singular
Riemannian manifolds with a singularity at the boundary under different assump-
tions on the metric. The authors identify subcritical, critical and supercritical cases
depending on the behaviour of the Riemannian volume of the set of points with
distance at most 1/

√
λ for λ → ∞ and derive a corresponding Weyl law in the

subcritical and critical case. In the supercritical case, they derive corresponding
bounds.

We would also like to refer to [12, 10, 11] for various results on asymptotic
expansions of heat kernels in sub-Riemannian geometry and local Weyl laws. In
particular, these papers treat the Grushin case, which corresponds to α = 1 in (3.1).

In [9, Theorem 2], we showed that in the supercritical regime, most of the ei-
genfunctions accumulate at the boundary. In [18], I showed with Larry Read that
this happens at scale λ−1/(2−α), and we also identified a profile that emerges after
zooming in at that scale.

In the following, I would like to give more details on the statement and the proof
of [9, Theorem 1] using Dirichlet-Neumann bracketing [9, Remark 2]. Some of the
proof ideas we explain here were rewritten in [18, Section 2] in the critical case for
sums of eigenvalues and with a rescaled test function. After the completion of this
work, we realised that very similar ideas were also used in [49].
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3.3 Normal form and change of variables

We let n ∈ N such that the Riemannian manifold X is of dimension n + 1. The
part of X near the boundary is diffeomorphic to [0, 1]×M , where M is a smooth n-
dimensional Riemannian manifold that is diffeomorphic to the boundary; we identify
{0}×M with ∂X. Near the boundary ∂X, we can choose our coordinates such that
g can be expressed as

g =
1

uα
(du2 + g0(u)) for (u, y) ∈ [0, 1]×M, (3.3)

which is referred to as a normal form, see [30, Lemma 5.2]. Here (g0(u))u∈[0,1] is a
family of smooth non-degenerate Riemannian metrics on M that depend continu-
ously on u.

We can then perform a change of variables x = 1/(1− α/2)u1−α/2 and obtain

g = dx2 + x−βg1(x) for (x, y) ∈ [0, 1]×M, where β :=
2α

2− α
. (3.4)

Again, (g1(x))x∈[0,1] is a family of smooth non-degenerate Riemannian metrics on M
that depend continuously on x.

3.4 Statement of [9, Theorem 1] in the subcritical,

critical and supercritical case

Denote by ∆g the Laplace-Beltrami operator on X with Dirichlet boundary con-
ditions on ∂X (consider the corresponding quadratic form for smooth compactly
supported functions). We would like to understand the asymptotics for the number
N(λ) of eigenvalues of ∆g that are less than λ for λ → ∞. For the parameter
0 < α < 2 in (3.1), there is a subcritical regime α < 2/(n + 1), a critical value
α = 2/(n+ 1), and a supercritical regime α > 2/(n+ 1).

In the subcritical case α < 2/(n+ 1), we show in [9, Theorem 1] that we have
the asymptotics

N(λ) = Cn+1vol(X, g)λ(n+1)/2 + o
(
λ(n+1)/2

)
as λ→ ∞. (3.5)

Here Cn+1 denotes a universal semiclassical constant depending on the dimension
n+1, and vol(X, g) is the Riemannian volume of X with respect to g. These asymp-
totics (3.5) agree with the leading order Weyl asymptotics for non-singular smooth
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Riemannian metrics on compact Riemannian manifolds, possibly with boundary.

In the critical case α = 2/(n+ 1), we show in [9, Theorem 1] that

N(λ) = Knvol(M, g1(0))λ
(n+1)/2 log(λ) + o

(
λ(n+1)/2 log(λ)

)
as λ→ ∞ (3.6)

for some explicit constant Kn only depending on n. Here vol(M, g1(0)) denotes the
Riemannian volume of M with respect to g1(0).

In the supercritical case α > 2/(n+ 1), [9, Theorem 1] states that

N(λ) = Kn,αvol(M, g1(0))λ
n/(2−α) + o

(
λn/(2−α)

)
as λ→ ∞, (3.7)

where Kn,α is an explicit constant only depending on n and α.

3.5 Hausdorff dimension

The exponents appearing in (3.5), (3.6) and (3.7) are linked to the Hausdorff di-
mension of (X, g). For α ⩽ 2/(n+1), the Hausdorff dimension of (X, g) agrees with
its topological dimension and is equal to n + 1. For α > 2/(n + 1), the Hausdorff
dimension of (X, g) is given by d := 2n/(2−α). Hence, up to the logarithmic factor
in the critical case, we always have a behaviour like λdH/2 if dH denotes the Haus-
dorff dimension of (X, g). This is not surprising in view of the modified Weyl-Berry
conjecture [35] (which is however false in general [36]) and that in our case, the
Hausdorff dimension and the Minkowski dimension agree.

3.6 Discreteness of the spectrum

As we have mentioned previously, the discreteness of the spectrum of the Laplace-
Beltrami operator ∆g for g given in (3.1) with 0 < α < 2 was shown in [30, Proposi-
tion 29]. For critical and supercritical α, that is, 2 > α ⩾ 2/(n+1), the Riemannian
volume vol(X, g) is infinite. It might at first sight be a bit surprising that we never-
theless have discrete spectrum in this case. Morally speaking, I would say that the
discrete spectrum for α < 2 seems more linked to the fact that for α < 2, every point
in X has a finite distance to the boundary measured with respect to the metric g.
By contrast, for α ⩾ 2, every point in the interior has an infinite distance to the
boundary. This infinite distance is helpful in the construction of Weyl sequences
that can show the existence of essential spectrum. Note that α = 2 corresponds to
the case of hyperbolic geometry.
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3.7 Quasi-isometric metric

Let us use the notation Xε̃ = [0, ε̃]x ×My for any ε̃ > 0. Here the indices x and y

indicate that we work with coordinates (x, y) ∈ [0, ε̃]×M as in (3.4), and we identify
this set with the corresponding part of X. Since the family of metrics g1(x) on M

is continuous in x (see (3.4)), we can find for any δ > 0 an ε > 0 (which we fix in
the following) and a smooth metric gε on X such that

gε = dx2 + x−βg1(x = 0) on X3ε

and
(1 + δ)−1g ⩽ gε ⩽ (1 + δ)g on X. (3.8)

From (3.8), we obtain

(1 + cδ)
−1∆g ⩽ ∆gε ⩽ (1 + cδ)∆g

in the sense of quadratic forms for some cδ > 0 with cδ → 0 as δ → 0. In particular,
the leading order Weyl asymptotics for ∆g and ∆gε will only differ by a factor of at
most (1+cδ). Since we can choose δ arbitrarily small, it suffices to prove the desired
asymptotics for ∆gε . For simplicity of notation, we assume in the following without
loss of generality that g = gε.

3.8 Change of function and change of measure

The change of functions consists in replacing any function f̃ ∈ L2(X, dvg) by a
function f which is x−βn/4f̃ on X2ε and is equal to f̃ on X \ X3ε, and f is some
interpolation of the two behaviours on X3ε \X2ε. We also make a change of measure
such that this transformation becomes unitary. In particular, on X2ε, the Rieman-
nian volume measure dvg(x, y) = x−nβ/2dxdvG(y) is replaced by dxdvG(y), where
G = g1(x = 0) is a metric on M . In particular, for any f̃ , h̃ ∈ L2(X2ε, dvg), we have

∫

X2ε

f̃ h̃ dvg(x, y) =

∫

X2ε

fg dxdvG(y). (3.9)

On X2ε in local coordinates, the operator ∆gε (which we from now on refer to as ∆g

since we assume without loss of generality g = gε) is of the form

−∂2x +
Cβ

x2
+ xβ∆M with Cβ =

βn

4

(
1 +

βn

4

)
. (3.10)
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Recall that β was defined in (3.4). ∆M denotes the Laplace-Beltrami operator on
M with respect to the metric G = g1(0). Notice that the operator in (3.10) allows
to separate the variables x and y. This will be used in Section 3.9 below.

3.8.1 Splitting of the Riemannian manifold

The next step in the proof consists in splitting the Riemannian manifold X into a
part close to the boundary Xε and the rest X \Xε.

The number N(λ) := NX(λ) of negative eigenvalues of the Laplace-Beltrami
operator ∆g (which is a nonnegative operator for us) on X less than λ > 0 can then
be estimated using Dirichlet-Neumann bracketing by the sum of the corresponding
numbers of eigenvalues of the Laplace-Beltrami operator on the two parts:

ND
Xε
(λ) +ND

X\Xε
(λ) ⩽ N(λ) ⩽ NN

Xε
(λ) +NN

X\Xε
(λ) (3.11)

Here the D or N stand for Dirichlet or Neumann boundary conditions at the bound-
ary of Xε in the interior of X, namely at {ε} ×M . Strictly speaking, we will first
perform the change of function and change of measure from Section 3.8 and then
put the Dirichlet or Neumann boundary conditions.

We then examine the asymptotics of the terms in (3.11) separately. The parts
corresponding to the interior of X, namely ND/N

X\Xε
(λ) can be treated using classical

results since the metric g is non-singular there. We have

N
D/N
X\Xε

(λ) = Cn+1vol(X \Xε, g)λ
(n+1)/2 + o

(
λ(n+1)/2

)
as λ→ ∞. (3.12)

The main contribution is a precise understanding of the asymptotics for the term
near the boundary ND/N

Xε
(λ).

3.9 Separation of variables and the one-dimensional

operator Pµ

Note that when considering ∆g on Xε in local coordinates (both with Dirichlet or
Neumann boundary conditions at {ε} ×M), we can find an orthonormal basis of
eigenfunctions of ∆g with eigenvalue η ⩾ 0 that are of the form

Φ(x, y) = φ(x)ψ(y), (x, y) ∈ [0, ε]×M (3.13)
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where φ, ψ are L2-normalised, ψ is an eigenfunction of ∆M with eigenvalue µ ⩾ 0,
and φ is an eigenfunction of

Pµ := −∂2x +
Cβ

x2
+ µxβ (3.14)

on [0, ε] with eigenvalue η. Here we used (3.10).

Using the notation ND/N
µ,[0,ε](λ) for the number of eigenvalues of Pµ less than λ with

Dirichlet or Neumann boundary conditions at x = ε and always Dirichlet boundary
conditions at x = 0 (since we have Dirichlet boundary conditions for ∆g at ∂X), we
obtain

N
D/N
Xε

(λ) =
∞∑

j=0

N
D/N
µj ,[0,ε]

(λ). (3.15)

Here we denote by (µj)j∈N0 the eigenvalues of ∆M counted with multiplicity.

3.10 Application of the Weyl asymptotics for M

Note that for any µ ⩾ 0, Pµ ⩾ −∂2x, and therefore, from the explicit theory for the
one-dimensional Laplacian on an interval,

N
D/N
µ,[0,ε](λ) ⩽ 1 +

1

π
ε
√
λ = o(λ(n+1)/2) as λ→ ∞. (3.16)

Thus, any of the terms in (3.15) individually is of subleading order.

At the same time, from the Weyl asymptotics on M , we know that

µj = cMj
2/n(1 + o(1)) as j → ∞,

where cM = (|Bn
1 |(2π)−nvG(M))−2/n and |Bn

1 | denotes the volume of the unit ball in
dimension n. For any δ > 0 we can find K ∈ N large enough such that

(1 + δ)−1cMj
2/n ⩽ µj ⩽ (1 + δ)cMj

2/n (3.17)

for all j ⩾ K. Replacing µj by the estimates in (3.17) only changes the leading
order asymptotics for ND/N

Xε
(λ) by at most a factor that converges to 1 as δ → 0.

Since we can take δ arbitrarily small, we can without loss of generality assume that
µj = cMj

2/n for all j ⩾ K.

Combining these two aspects, we see that for the leading order asymptotics of
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N
D/N
Xε

(λ), it suffices to find the leading-order asymptotics of

∞∑

j=K

N
D/N

cM j2/n,[0,ε]
(λ). (3.18)

3.11 Unitary equivalence of Pµ and scaling

For any µ > 0 and a > 0, the operator Pµ on [0, a] is unitarily equivalent to
µ

2
2+βP1 on [0, µ1/(2+β)a], see [9, Proposition 5]. This can be seen through the unitary

transformation
(Uf)(x) 7→ µ

1
2(2+β)f

(
µ

1
2+β x

)
. (3.19)

It follows from this and (3.18) that we need to understand the leading-order
asymptotics of

∞∑

j=K

N
D/N

cM j2/n,[0,ε]
(λ) =

∞∑

j=K

N
D/N

1,[0,ε(cM j2/n)1/(2+β)]

(
(cMj

2/n)−2/(2+β)λ
)
. (3.20)

The scaling we use here is one of the key steps in the proof. In particular, it is
essential for the proof in the critical and supercritical case to obtain asymptotics
instead of leading-order bounds with non-matching constants.

In the subcritical case, we will show that (3.20) is an arbitrarily small factor
times the leading order term. In the critical and supercritical case, it will be the
main order term and it does not depend on ε. By replacing ε by ε(cM)−1/(2+β) and
replacing λ by (cM)−2/(2+β)λ, on can check in those cases that the sum (3.20) is
proportional to vG(M), as in (3.6) and (3.7), and one can also keep track of the
constants. Therefore, it suffices to understand the asymptotics of

∞∑

j=K

N
D/N

1,[0,εj1/d]

(
j−2/dλ

)
, (3.21)

where we use the notation d := n(1 + β/2). Note that we have d > n for all β > 0.

3.12 Removing zero and subleading contributions

Note that there exists some c > 0 (depending on β) such that

Cβ

x2
+ xβ ⩾ c for all x > 0. (3.22)
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This expression appears in the definition of P1, see (3.14), and shows that P1 ⩾ c,
independently of the interval on which we consider P1 or which boundary conditions
we pick. Hence, there exists C0 > 0 such that for all j ⩾ C0λ

d/2, we have

N
D/N

1,[0,εj1/d]

(
j−2/dλ

)
= 0. (3.23)

Thus, by (3.23), we can express (3.21) as

∞∑

j=K

N
D/N

jn/2,[0,ε]
(λ) =

C0λd/2∑

j=K

N
D/N

1,[0,εj1/d]

(
j−2/dλ

)
. (3.24)

Furthermore, for any L > 0 we have by (3.16)

Lλn/2∑

j=K

N
D/N

1,[0,εj1/d]

(
j−2/dλ

)
⩽ Lλn/2

(
1 +

1

π
ε
√
λ

)
=

1

π
εLλ(n+1)/2 + o(λ(n+1)/2) (3.25)

as λ→ ∞.

In the subcritical case, we will first choose L > 0 very large and then we only
need to choose ε = ε(L) > 0 small enough (namely we want εL to be small). Then
we get a term of leading order, but with arbitrarily small prefactor. In the critical
and supercritical case, this term will be of subleading order, and we may choose
L = L(ε) > 0 large depending on ε > 0.

Thus, for L > 0, we will need to understand the asymptotics of

C0λd/2∑

j=Lλn/2

N
D/N

1,[0,εj1/d]

(
j−2/dλ

)
, (3.26)

which is a sum of counting functions for the operator P1, which was defined in
(3.14), considered on intervals of different sizes. Continuing from this point, we give
a separate end of proof in the subcritical, critical and supercritical case.
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3.13 End of the proof in the critical case

In the critical case, we have β = 2/n. For some E > 0 small and L > 0 to be chosen,
we split the sum (3.26) as follows:

C0λd/2∑

j=Lλn/2

N
D/N

1,[0,εj1/d]

(
j−2/dλ

)

=
Eλd/2∑

j=Lλn/2

N
D/N

1,[0,εj1/d]

(
j−2/dλ

)
+

C0λd/2∑

j=Eλd/2+1

N
D/N

1,[0,εj1/d]

(
j−2/dλ

)
=: T + S,

(3.27)

where we assume without loss of generality that Eλd/2, C0λ
d/2 ∈ N.

Let us first estimate T . We use the notation ω := j−2/dλ and note that for
Lλn/2 ⩽ j ⩽ Eλd/2, we have

L−2/dλβ/(2+β) ⩾ ω ⩾ E−2/d. (3.28)

If L = L(ε) > 0 is chosen large enough depending on ε, then we have ε
√
λ/ω > ω1/β

for all j with Lλn/2 ⩽ j ⩽ Eλd/2 and thus, by Dirichlet-Neumann bracketing,

N
D/N

1,[0,εj1/d]

(
j−2/dλ

)
⩽ NN

1,[0,ω1/β ] (ω) +NN

1,[ω1/β ,ε
√

λ/ω]
(ω) = NN

1,[0,ω1/β ] (ω) , (3.29)

where N stands for additional Neumann boundary conditions at x = ω1/β. Here we
used that P1 ⩾ ω on [ω1/β, ε

√
λ/ω] in the last step. Similarly, we get

N
D/N

1,[0,εj1/d]

(
j−2/dλ

)
⩾ ND

1,[0,ω1/β ] (ω) . (3.30)

Next, we claim that for any γ > 0, we can find E > 0 small enough such that
for all ω := j−2/dλ with Lλn/2 ⩽ j ⩽ Eλd/2 and L = L(ε) > 0 chosen as above, we
have

N
D/N

1,[0,ω1/β ]
(ω) ∈

[
(1 + γ)−1Aω1/2+1/β, (1 + γ)Aω1/2+1/β

]
, (3.31)

where

A :=
1

π

∫ 1

0

√
1− zβ dz. (3.32)

The proof of (3.31) follows along the lines of the proof of [9, Proposition 4]. Using
Dirichlet-Neumann bracketing, we can split the interval [0, ω1/β] into smaller inter-
vals. On each of those smaller intervals, we estimate the potential Cβx

−2 + xβ in
the definition of P1 by a constant from above and below. Then we use estimates for
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eigenvalues for the Dirichlet and Neumann Laplacian on intervals. We omit further
details here.

By (3.31), we get

T ∈


(1 + γ)−1A

Eλd/2∑

j=Lλn/2

(
j−2/dλ

)1/2+1/β
, (1 + γ)A

Eλd/2∑

j=Lλn/2

(
j−2/dλ

)1/2+1/β


 . (3.33)

Since β = 2/n, we have (1/2 + 1/β) = (n+ 1)/2 and 2/d(1/2 + 1/β) = 1. Thus,

Eλd/2∑

j=Lλn/2

(
j−2/dλ

)1/2+1/β
= λ(n+1)/2

Eλd/2∑

j=Lλn/2

1

j
. (3.34)

Recall that

Eλd/2∑

j=1

1

j
= log(Eλd/2) +O(1) =

d

2
log(λ) +O(1) as λ→ ∞ (3.35)

and similarly,
Lλn/2∑

j=1

1

j
=
n

2
log(λ) +O(1) as λ→ ∞. (3.36)

Using d = n+ 1, so d/2− n/2 = 1/2, it follows from (3.35) and (3.36) that

Eλd/2∑

j=Lλn/2

1

j
=

1

2
log(λ) +O(1) as λ→ ∞. (3.37)

Combining (3.33), (3.34) and (3.37), we get

T ∈
[
(1 + γ)−1, (1 + γ)

] A
2
λ(n+1)/2 log(λ) +O

(
λ(n+1)/2

)
as λ→ ∞. (3.38)

Recall that γ > 0 can be chosen arbitrarily small, and this will give us the leading-
order asymptotics for (3.26) in the critical case.

In order to complete the proof of (3.6) in the critical case, it remains to show
that S is of subleading order. To this end, note that if j ⩾ Eλd/2 and λ > 0 is
large enough (depending on ε and E), then we always have E−2/(dβ) ⩽ εj1/d and by
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Dirichlet-Neumann bracketing, we have

N
D/N

1,[0,εj1/d]

(
j−2/dλ

)
⩽ N

D/N

1,[0,εj1/d]

(
E−2/d

)

⩽ NN
1,[0,E−2/(dβ)]

(
E−2/d

)
+NN

1,[E−2/(dβ),εj1/d]

(
E−2/d

)

= NN
1,[0,E−2/(dβ)]

(
E−2/d

)
=: C(E),

where we used that P1 ⩾ E−2/d on [E−2/(dβ), εj1/d]. It follows using d = n+ 1 that

S =

C0λd/2∑

j=Eλd/2+1

N
D/N

1,[0,εj1/d]

(
j−2/dλ

)
⩽ C0λ

d/2C(E) = C0C(E)λ
(n+1)2 , (3.39)

and thus,
S = o

(
λ(n+1)/2 log(λ)

)
as λ→ ∞ . (3.40)

This completes the proof of (3.6) in the critical case.

3.14 End of the proof in the supercritical case

Recall that by the unitary equivalence of Pµ on [0, a] and µ
2

2+βP1 on [0, µ1/(2+β)a]

via (3.19),
N

D/N

1,[0,εj1/d]

(
j−2/dλ

)
= N

D/N

j2/n,[0,ε]
(λ) , (3.41)

which is monotone decreasing in j. Using this monotonicity and that each of those
terms is of subleading order, see (3.16), we can interpret our sum as a Riemann sum
and obtain

lim
λ→∞

λ−d/2

C0λd/2∑

j=Lλn/2

N
D/N

1,[0,εj1/d]

(
j−2/dλ

)

= lim
λ→∞

λ−d/2

C0λd/2∑

j=Lλn/2

N
D/N

1,[0,ε(jλ−d/2)
1/d√

λ]

((
jλ−d/2

)−2/d
)

= lim
λ→∞

∫ C0

Lλn/2−d/2

N
D/N

1,[0,εs1/d
√
λ]

(
s−2/d

)
ds.

(3.42)

In a similar way to the proof of (3.31), one can also show that there exists a
(non-optimal) constant C depending only on C0 such that for any λ > 0, ε > 0 and
for any ω ⩾ C0

−2/d, we have

N
D/N

1,[0,ε
√

λ/ω]
(ω) ⩽ Cω1/2+1/β. (3.43)
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Applying (3.43) with ω = s−2/d for s ⩽ C0 and using β > 2/n, we obtain

N
D/N

1,[0,εs1/d
√
λ]

(
s−2/d

)
⩽ Cs−2/d(1/2+1/β) = Cs−2/(nβ) ∈ L1([0, C0]). (3.44)

Thus, the limit in (3.42) is finite and we have found a dominating function, which
we will later use to apply the dominated convergence theorem in (3.42).

We claim that

lim
λ→∞

N
D/N

1,[0,εs1/d
√
λ]

(
s−2/d

)
= N1,[0,∞)

(
s−2/d

)
for almost every s > 0. (3.45)

Note that we cannot expect pointwise convergence since ND/N

1,[0,εs1/d
√
λ]

(
s−2/d

)
∈ N0.

For (3.45), it suffices to show that for every k ∈ N, the k-th eigenvalue of P1 on [0, a]

converges to the k-th eigenvalue of P1 on [0,∞) as a→ ∞. In the case of Dirichlet
boundary conditions, this can be seen using the min-max principle. In the case of
Neumann boundary conditions, one can show an Agmon-type estimate to get the
convergence. We will omit the details here.

Using (3.44), (3.45) and the dominated convergence theorem, we obtain

lim
λ→∞

∫ C0

Lλn/2−d/2

N
D/N

1,[0,εs1/d
√
λ]

(
s−2/d

)
=

∫ C0

0

N1,[0,∞)

(
s−2/d

)
∈ (0,∞), (3.46)

and by (3.42), this completes the proof of (3.7).

3.15 End of the proof in the subcritical case

Using (3.44) and multiplying everything in (3.42) by λd/2, we get

C0λd/2∑

j=Lλn/2

N
D/N

1,[0,εj1/d]

(
j−2/dλ

)
⩽ λd/2

∫ C0

Lλn/2−d/2

Cs−2/(nβ) ds + o(λd/2) as λ→ ∞.

(3.47)
Note that

λd/2
∫ C0

Lλn/2−d/2

s−2/(nβ) ds ⩽ Cλd/2
(
(Lλn/2−d/2

)1−2/(nβ) ⩽ CL1−2/(nβ)λ(n+1)/2 (3.48)
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and since β < 2/n, the factor L1−2/(nβ) can be arbitrarily small if we choose L > 0

large enough. Since we have d < n+ 1, we find that

C0λd/2∑

j=Lλn/2

N
D/N

1,[0,εj1/d]

(
j−2/dλ

)
⩽ CL1−2/(nβ)λ(n+1)/2 + o(λ(n+1)/2) as λ→ ∞. (3.49)

Combining this with (3.25) and (3.12), we obtain (3.5).



Chapter 4

Isoperimetric inequalities for inner
parallel curves

4.1 Overview of [16]

Together with Ayman Kachmar and Vladimir Lotoreichik [16], we studied an iso-
perimetric problem that was motivated by a previous paper of theirs [32]. We proved
the following statement: Let Ω ⊂ R2 be a smooth simply connected domain. Let
B ⊂ R2 be the ball centred at the origin with |∂B| = |∂Ω|. Denote for all t ⩾ 0

St(Ω) := {x ∈ Ω | dist (x, ∂Ω) = t}

and similarly for St(B). Define the centroid of St(Ω) by

c(t) := |St(Ω)|−1

∫

St(Ω)

xdH1(x) . (4.1)

Then
∫

St(Ω)

|x− c(t)|2dH1(x) ⩽
∫

St(B)

|x|2dH1(x) for almost every t ⩾ 0, (4.2)

where H1 denotes the one-dimensional Hausdorff measure. Note that
∫
St(B)

|x|2dH1(x)

is not the variance of x for St(B) since we do not divide by |St(B)|.

(4.2) was the missing ingredient to extend an isoperimetric inequality for the low-
est eigenvalue of the magnetic Robin Laplacian with negative boundary parameter
for convex domains in [32] to all smooth simply connected domains in R2 with finite
perimeter.

29
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The case t = 0 of (4.2) is a classical result due to Hurwitz [31] relying on Fourier
techniques. In order to extend this result to t > 0, we used in [16] an explicit
construction of a closed curve Σt with St(Ω) ⊂ Σt and |Σt| ⩽ |St(B)| for almost
every t > 0.

We also studied a related question: Fix p > 0. Let Γ ⊂ R2 be a closed Lipschitz
curve with the origin as its centroid, and let B ⊂ R2 be a ball centred at the origin
with |Γ| = |∂B|. Then do we always have

∫

Γ

|x|pdH1(x) ⩽
∫

∂B

|x|pdH1(x) ?

We could give a partial answer to this question, namely yes for all p ⩽ 2, and no
for all p > 3. Using a Fuglede-type argument, we could show that if 2 < p ⩽ 3 in a
suitable sense, for nearly circular domains Ω locally near a ball, the answer is yes.
The case 2 < p ⩽ 3 in its full generality remains an interesting open problem.

In the following, we focus on (4.2). We first consider the example of a dumbbell
in Section 4.3. In Section 4.5 and Section 4.6, we explain the strategy of how to
define the closed curve Σt with St(Ω) ⊂ Σt and |Σt| ⩽ |St(B)| for almost every t > 0.
In Section 4.4, we explain why this is enough to conclude (4.2).

4.2 Context for [16]

Using Fourier analysis, Hurwitz [31, pp. 396-397] showed that for any closed curve
Γ of fixed length with the origin as its centroid, one has

∫

Γ

|x|2 dH1(x) ⩽ |Γ|3
(2π)2

(4.3)

with equality if and only if the curve is a circle around the origin. Recently, general-
isations of (4.3) to higher dimensions and corresponding quantitative versions were
shown in [33].

For inner parallel curves, Hartman [28, Corollary 6.1] showed that |St(Ω)| ⩽
|St(B)| for almost every t > 0.

Combining the two results [31, 28], one can show that if St(Ω) is a closed curve,
then (4.2) holds, see for instance the proof of [32, Proposition 4.4] or our explanation
in Section 4.4 below. For instance, St(Ω) is a closed curve for all t > 0 if Ω is convex,
see [32, Proposition 4.4]. Our main contribution in [16, Theorem 1.1] is to generalise
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this result to general smooth, bounded, simply connected domains (the smoothness
assumption is technical and can probably be relaxed).

Our work [16] was motivated by [32]. Assuming (4.2), the authors of [32] proved
an isoperimetric inequality for the first eigenvalue of the magnetic Robin Laplacian
[32, Theorem 4.8]. They left as an open question for which domains Ω one has
(4.2). Using (4.2) for all smooth, bounded simply connected domains with finite
perimeter, we could straightforwardly extend this isoperimetric inequality for the
first eigenvalue of the magnetic Robin Laplacian [16, Theorem 1.5].

There are many results in the literature on weighted isoperimetric inequalities.
In [3], the authors consider weighted integrals over the boundary of the domain for
different domains with the same Lebesgue measure. In [1] a similar setting is con-
sidered, but the Lebesgue measure is replaced by some weighted Lebesgue measure
with a power-type weight. Another result on weighted isoperimetric inequalities we
would like to mention is [6].

4.3 The dumbbell example

Let us consider the example where Ω is a dumbbell, such as in Figure 4.1. Ayman
Kachmar mentioned this example to me when we started working on the project.
By symmetry of the dumbbell, we have c(t) = 0 for all t ⩾ 0. Let us without loss of
generality assume that |∂Ω| = 2π, so we need to compare Ω with a ball of radius 1

centred at the origin.

St

Figure 4.1: This picture shows an example where Ω is a dumbbell-shaped region.
The set St(Ω) =: St for some t > 0 is drawn in blue. Note that it consists of two
connected components.

For t in a certain range, St(Ω) consists of two connected components that are far
away from each other. We know that |St(Ω)| ⩽ |St(B)| for almost every t > 0 by [28,
Corollary 6.1]. However, only using this information is not enough to conclude since
the two parts of St(Ω) are very far away from the origin, so the |x|2 for x ∈ St(Ω)



32 Chapter 4. Isoperimetric inequalities for inner parallel curves

in (4.2) can be larger than 1. Note that the two connected components of St(Ω)

cannot be arbitrarily far away from the origin since they are a subset of Ω and we
have |∂Ω| = 2π, so we always have |x| ⩽ π for x ∈ St(Ω) (using the symmetry of
the dumbbell around the origin). Also note that in the case of a dumbbell with a
very long middle axis, |St(Ω)| is much smaller than |St(B)|, see Figure 4.1.

4.4 General proof strategy

In this section, we explain why for the proof of (4.2), it is sufficient to construct a
closed curve Σt with St(Ω) ⊂ Σt and of length |Σt| ⩽ |St(B)| for almost every t > 0.
This result can be deduced from [31, pp. 397-397]. The following explanation can
also be found in [16, Section 4].

Fix t > 0 and suppose we have already constructed such a curve Σt of length
L := |Σt| ⩽ |St(B)|. Let σ : [0, L] → R2 be a parametrisation of that curve by
arc-length. Assume without loss of generality that the centroid of Σt is the origin,
that is, ∫ L

0

σ(s) ds = 0 (4.4)

(otherwise shift the whole coordinate system). Then

∫

St(Ω)

|x−c(t)|2dH1(x) ⩽
∫

St(Ω)

|x|2dH1(x) ⩽
∫

Σt

|x|2dH1(x) =

∫ L

0

|σ(s)|2 ds. (4.5)

Note that the first step can be shown by a short computation that uses the definition
of c(t) as a centroid and the fact that the power is equal to 2. Next, we apply the
Poincaré inequality using (4.4), see for example [27, Section 7.7], to get

∫ L

0

|σ(s)|2 ds ⩽ L2

(2π)2

∫ L

0

|σ′(s)|2 ds = L3

(2π)2
, (4.6)

where we used the arc-length parametrisation of σ, that is, |σ′(s)| = 1 for all s, in
the last step.

By scaling in (4.2), we may without loss of generality assume that |∂Ω| = |∂B| =
2π, that is, B is a ball of radius 1 around the origin. In particular, we have |St(B)| =
2π(1− t). Then ∫

St(B)

|x|2dH1(x) = (1− t)32π. (4.7)

Thus, if
L ⩽ (1− t)2π = |St(B)| , (4.8)
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then by (4.5), (4.6), (4.7) and (4.8), we obtain (4.2).

This shows that in order to complete the proof, it suffices to find a closed curve
Σt with St(Ω) ⊂ Σt and of length |Σt| ⩽ |St(B)|.

4.5 A first naive try for the construction

Since Ω is assumed to be simply connected and we assume without loss of generality
that |∂Ω| = 2π, we can parametrise its boundary by a curve γ : [0, 2π] → R2

that is parametrised by arc-length. Moreover, we may assume that γ has positive
orientation. We denote by n : [0, 2π] → R2 the corresponding inward pointing
normal vector

n(s) = (−γ′2(s), γ′1(s))T = Jγ′(s), where J =

(
0 −1

1 0

)
(4.9)

and by κ : [0, 2π] → R the curvature defined by

γ′′(s) = κ(s)n(s). (4.10)

Since γ is a positively oriented non-self-intersecting closed curve, we have by [2, Satz
2.2.10] ∫ 2π

0

κ(s) ds = 2π. (4.11)

Using the above notation, we have [16, Lemma 2.3]

St(Ω) ⊂ {γ(s) + tn(s) | x ∈ [0, 2π]} . (4.12)

In view of (4.12), a natural guess for a closed curve containing St(Ω) and with
length less than or equal to |St(B)| is given by the curve At parametrised by

α : [0, 2π] → R2, α(s) = γ(s) + tn(s). (4.13)

The curve At for the dumbbell-shaped region that was shown in Figure 4.1 is illus-
trated in Figure 4.2.

The following results and explanations for At can be found in [16, Lemma 2.3].
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At

Figure 4.2: This image shows an example where Ω is a dumbbell-shaped region. The
curve At for some t > 0, which is parametrised by (4.13) is drawn in cyan. Note
that we have St(Ω) ⊂ At(Ω), compare with Figure 4.1. In this example we have
κ(s) ⩽ 1/t for all s ∈ [0, 2π] and thus, by (4.16), we have |At| = |St(B)|.

We have

α′(s) = γ′(s) + tn′(s) = γ′(s) + t
d

ds
(Jγ′(s)) = γ′(s) + tJγ′′(s)

= γ′(s) + tJκ(s)n(s) = γ′(s) + tJκ(s)Jγ′(s) = (1− tκ(s))γ′(s)
(4.14)

Here we used (4.9) in the second step, (4.10) in the fourth step, and J2 = −Id in
the last step. Thus, the length of the curve At is

|At| =
∫ 2π

0

|α′(s)| ds =
∫ 2π

0

|1− tκ(s)| ds , (4.15)

where we used (4.14) and that γ is parametrised by arc-length.

Note that using (4.11), we have

∫ 2π

0

(1− tκ(s)) ds = 2π(1− t) , (4.16)

so if 1 − tκ(s) > 0 for all s ∈ [0, 2π], then |At| = 2π(1 − t) = |St(B)|, which is the
desired length, see (4.8). Thus, for t small enough, the construction of the curve At

and the considerations from Section 4.4 yield (4.2).

By contrast, for t such that |{s ∈ [0, 2π] | 1− tκ(s) < 0}| > 0, we see from (4.15)
and (4.16) that |At| > 2π(1 − t) = |St(B)|, which is not enough to conclude. Such
an example is shown in Figure 4.3.
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St

At

Figure 4.3: These images show the same example of a dumbbell Ω as in Figure 4.1
and Figure 4.2. Here we consider a larger value of t and these images show the
corresponding inner parallel curve St(Ω) =: St on the left and the curve At on the
right. In this example we have κ(s) > 1/t for some s ∈ [0, 2π] and thus, by (4.16)
and (4.15), we deduce |At| > |St(B)|.

4.6 General ideas on the modification of the closed

curve

In the case where |{s ∈ [0, 2π] | 1− tκ(s) < 0}| > 0, that is, where κ(s) > 1/t on a
set of positive measure, a natural idea is to try to modify the curve At in such a way
that its length decreases to at most 2π(1− t) = |St(B)| while still covering St(Ω).

Recall that the circle of radius 1/κ(s) that is tangent to the curve at γ(s) is the
circle that approximates the curve best at this point, namely up to second order
in the Taylor expansion, see for example [16, Lemma 2.2]. If κ(s) ⩽ κ0 for all
s ∈ [0, 2π], then for any s ∈ [0, 2π] the ball of radius 1/κ0 that is tangent to the
curve at γ(s) is contained in Ω. On the other hand, if for some s ∈ [0, 2π], we have
κ(s) > 1/t, then we do not have γ(s) + tn(s) ∈ St(Ω) in general.

Thus, we would like to discard all points from the construction of our curve At,
where κ(s) > 1/t. There are two restrictions we should keep in mind here: First,
the resulting curve Σt should be a closed continuous curve, so in particular, we
cannot allow for any jumps. Second, we need to make sure that the new curve Σt

has a length of at most 2π(1 − t) = |St(B)|. For the second point, note that if
|{s ∈ [0, 2π] | 1− tκ(s) < 0}| > 0, then

∫

{s∈[0,2π] |κ(s)⩽1/t}
|1− tκ(s)| ds > 2π(1− t) (4.17)

by (4.16). Thus, just removing those points α(s) in the curve for which κ(s) > 1/t

is not enough.
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4.7 Construction of the closed curve Σt

In order to deal with the two restrictions we explained in Section 4.6, we proceed as
follows.

We will first remove all points α(s) from our curve that satisfy α(s) ̸∈ St(Ω).
For almost every t > 0, we will obtain a finite number of curve segments, see [16,
Proposition 2.1] and the references therein. More precisely, there is m ∈ N and there
are 0 ⩽ a1 < b1 < a2 < b2 < . . . < am < bm ⩽ 2π such that

St(Ω) = {γ(s) + tn(s) | s ∈ [ak, bk] for some 1 ⩽ k ⩽ m} . (4.18)

The result from [46, Theorem 4.4.1] we use here assumes smoothness of the curve,
which could probably be relaxed.

Then, we will add some straight line segments to connect those curve segments
γ(s)+tn(s), s ∈ [ak, bk] and obtain a closed curve Σt. More precisely, we add straight
lines connecting γ(bk) + tn(bk) with γ(ak+1) + tn(ak+1), where we use the notation
am+1 := a1. The details on the construction of Σt can be found in the proof of [16,
Theorem 3.1]. An illustration of Σt is shown in Figure 4.4.

Σt

Figure 4.4: This picture shows the same setting as in Figure 4.3. The closed curve
Σt is drawn in red. Note that the straight line in the middle is doubly covered by
Σt. Four straight line segments from the construction of Σt just consist of a single
point.

Finally, we need to show that |Σt| ⩽ |St(B)|, see [16, Theorem 3.1]. To this end,
we use a lemma [16, Proposition 2.7] that estimates the length of a curve outside
two disks starting and ending tangently to those by the distance of the centres of
the two disks and the integral over the curvature. More precisely, [16, Proposition
2.7] states the following:

Suppose that we have two disks with radius t, possibly intersecting each other,
with distance R of the two centres, and a smooth curve Γ parametrised by arc-length
by γ : [a, b] → R2 that always stays in the complement of the two disks and starts
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at γ(a) tangently in a positively oriented way to the first disk and ends at γ(b)
tangently in a positively oriented way to the second disk, then

|Γ| ⩾ R + t

∫ b

a

κ(s) ds, (4.19)

where κ(s) denotes the curvature of Γ at γ(s). (4.19) is very intuitive, but until now,
we only have proofs using relatively technical and powerful results from the literature
[7, Theorem 3.3] (see the proof of [16, Proposition 2.7]) or tedious elementary proofs
(see for example [15, Appendix A.2]).

With |Σt| ⩽ |St(B)|, we can conclude (4.2) by our explanations in Section 4.4,
see [16, Section 4].



Chapter 5

Hardy-Sobolev interpolation
inequalities

5.1 Overview of [17]

Recall that the classical Hardy inequality states that in any dimension d ⩾ 3, we
have for all u ∈ Ḣ1(Rd)

∫

Rd

|∇u|2 ⩾ (d− 2)2

4

∫

Rd

|u(x)|2
|x|2 dx. (5.1)

Using the ground state representation, see for example [24, Eq. (2.14)], and radial
decreasing arrangement, one can show that for u ̸≡ 0, the inequality is strict.

One might thus ask for improvements of (5.1) that involve an error term. Note
that by translation, from (5.1), one also gets for all u ∈ Ḣ1(Rd) with u ̸≡ 0

∫

Rd

|∇u|2 − (d− 2)2

4
sup
y∈Rd

∫

Rd

|u(x)|2
|x− y|2dx > 0. (5.2)

Previous results estimated the left-hand side in (5.2) by a subcritical Lp-norm [5],
see (5.6) below, or a subcritical Sobolev norm [21], while fixing the L2-norm of u.

In a joint work with Phan Thành Nam [17] we prove an inequality, see (5.3)
below, that involves the left-hand side in (5.2) and is critical in the sense that all
terms scale in the same way. More precisely, we show [17, Theorem 1] for d = 3 and

38
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θ = 1/3 the following Hardy-Sobolev inequality: For all u ∈ Ḣ1(Rd), we have

(∫

Rd

|∇u|2 − (d− 2)2

4
sup
y∈Rd

∫

Rd

|u(x)|2
|x− y|2dx

)θ(
sup
y∈Rd

∫

Rd

|u(x)|2
|x− y|2dx

)1−θ

⩾ C∥u∥2L2∗ ,

(5.3)
where C > 0 only depends on d, θ and 2∗ = 2d/(d − 2). We also show that (5.3)
does not hold if d ⩾ 4 or if θ ̸= 1/3. Furthermore, we show a more general analogue
of (5.3) involving Lp-spaces for p ∈ [2, d) and Lorentz spaces [17, Theorem 2]. The
new point of (5.3) with respect to previous estimates, see for example [5] or (5.6)
below, is the appearance of the critical exponent 2∗ on the right-hand side.

Our proof relies on a Morrey-type inequality going back to Palatucci–Pisante
[42], the ground state representation for the Hardy inequality, symmetric decreasing
rearrangement and an optimal estimate in the radial case. In fact, we can determine
all the optimisers of the corresponding radial problem explicitly [17, Theorem 3(i)],
which are given by the family

uη(x) =
1

(|x|1−η(1 + |x|2η))(d−2)/2
, η ∈ (0,∞), (5.4)

up to dilation and multiplication by a constant. It remains an open problem to
prove whether there exist minimisers for the full non-radial inequality (5.3).

5.2 Context of [17]

Brezis and Vázquez [5, Theorem 4.1 and Extension 4.3] showed that if

d ⩾ 3, 2 < q < 2∗ =
2d

d− 2
, θ = d

(
1

2
− 1

q

)
, (5.5)

then there exists a constant C > 0 such that for all u ∈ H1(Rd)

(∫

Rd

|∇u|2 − (d− 2)2

4
sup
y∈Rd

∫

Rd

|u(x)|2
|x− y|2 dx

)θ

∥u∥2(1−θ)

L2 ⩾ C∥u∥2Lq , (5.6)

Note that the q in (5.5) is subcritical with respect to the Sobolev critical exponent
2∗. More recently, a corresponding version involving the corresponding subcritical
Sobolev norms was shown in [21, Theorem 1.2].

As we show below in Section 5.3, a corresponding version of (5.6) does not hold
in the critical case. One of the main points of [17] is that we do have a corresponding
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inequality only involving quantities with critical scaling behaviour if we replace the
L2-norm in (5.6) by a suitable Morrey-type norm.

A related Morrey-type inequality, which we also use in our proof, is the following
inequality for all d ⩾ 3 and 1−2/d ⩽ θ ⩽ 1 that goes back to Palatucci and Pisante
[42, Theorem 1]

(∫

Rd

|∇u|2
)θ
(

sup
R>0,x∈Rd

R−2

∫

BR(x)

|u|2
)1−θ

⩾ C∥u∥2L2∗ , for all u ∈ Ḣ1(Rd).

(5.7)
We would also like to refer to [48] for a recent simplified proof of (5.7) involving the
use of maximal functions.

Below we explain a radial example from [17, Section 2] in Section 5.3 and a
bubbling example from [17, Section 3.1] in Section 5.5 in detail. Both examples
combined explain why (5.3) does not hold if d ⩾ 4 or if θ ̸= 1/3, see Section 5.4
and Section 5.5. Furthermore, the radial example is important for understanding
why (5.6) can only work for subcritical norms. The bubbling example exhibits a key
feature that makes it challenging to answer the question of existence of optimisers
for (5.3) with d = 3 and θ = 1/3, see Section 5.6.

5.3 Radial example

This section is devoted to an explanation of why the inequality estimating the first
factor in (5.3) by a subcritical Lp-norm, see (5.6) [5, Theorem 4.1 and Extension
4.3], does not hold for critical Lp-norms. The understanding of the counterexample
explained below was the starting point our work in [17].

For our counterexample, we will consider radial functions u ∈ H1(Rd) and write
them as

u(x) =
f(|x|)

|x|(d−2)/2
, (5.8)

which corresponds to the ground state representation for Hardy’s inequality, see for
example [24, Eq. (2.14)]. With this notation, we have

∫

Rd

|u|2∗ = |Sd−1|
∫ ∞

0

|f(r)|2∗

r
dr

∫

Rd

|∇u|2 − (d− 2)2

4

∫

Rd

|u(x)|2
|x|2 dx =

∫

Rd

|∇f(x)|2
|x|d−2

dx = |Sd−1|
∫ ∞

0

|f ′(r)|2r dr,

(5.9)
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where |Sd−1| is the surface area of the unit sphere in Rd.

For our counterexample, we choose f = fε depending on a parameter ε > 0

(which we will later send to zero) as follows:

fε(r) =




rε, r ∈ (0, 1],

r−ε, r ∈ [1,∞).
(5.10)

The idea is to consider very flat profiles fε, which correspond to ε small. If 0 < ε ⩽
(d− 2)/2, then the function

uε(x) = fε(|x|)|x|−
d−2
2 =




|x|ε− d−2

2 , |x| ⩽ 1,

|x|−ε− d−2
2 , |x| ⩾ 1

(5.11)

is radially symmetric decreasing, and hence,

sup
y∈Rd

∫

Rd

|uε(x)|2
|x− y|2 dx =

∫

Rd

|uε(x)|2
|x|2 dx. (5.12)

With this choice of f = fε, we have for any p > 0

∫ ∞

0

r|f ′
ε(r)|2 dr = ε,

∫ ∞

0

|fε(r)|p
r

dr =
2

pε
. (5.13)

By (5.9) and (5.13), we get for any ε > 0 for the corresponding function uε defined
by (5.11) ∫

Rd

|∇uε|2 −
(d− 2)2

4
sup
y∈Rd

∫

Rd

|uε(x)|2
|x− y|2 dx = |Sd−1|ε (5.14)

and ∫

Rd

|uε|2
∗
= |Sd−1| 2

2∗ε
. (5.15)

Sending ε → 0, we find that (5.6) cannot hold with a constant C > 0 independent
of u if d ⩾ 3, q = 2∗, θ = 1.

5.4 Application of the radial example to (5.3)

Note that in our example defined by (5.11), we also have for 0 ⩽ ε ⩽ (d− 2)/2

sup
y∈Rd

∫

Rd

|uε(x)|2
|x− y|2 =

∫

Rd

|uε(x)|2
|x|2 dx = |Sd−1|

∫ ∞

0

|fε(r)|2
r

dr = |Sd−1|1
ε
, (5.16)
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where we used (5.12) in the first step and (5.13) in the last step. Having noted this,
it seems natural to ask if (5.3) holds for a suitable range of θ. Plugging in (5.14),
(5.15) and (5.16) into (5.3), we get (for a different constant C)

εθε−(1−θ) ⩾ Cε−2/2∗ , (5.17)

and since we may send ε→ 0, (5.3) can only hold if

θ ⩽ 1

2

(
1− 2

2∗

)
=

1

d
. (5.18)

5.5 Bubbling example

In this section, I would like to explain a bubbling example from [17, Section 3.1].
Combined with θ ⩽ 1/d, see (5.18), this example shows that (5.3) can only hold
for d = 3, θ = 1/3. Furthermore, this bubbling example seems to be the main
obstruction in showing existence of an optimising function u ̸≡ 0 for (5.3) with the
optimal constant C > 0 for d = 3, θ = 1/3, see Section 5.6 below.

We take N ∈ N identical bubbles travelling away from each other. Later we will
let N → ∞. Fix any 0 ̸= φ ∈ C∞

c (B1(0)), 0 ̸= z ∈ Rd and define

uN(x) =
N∑

n=1

φ(x+ nNz) (5.19)

for every N ∈ N. Note that for N large enough, the individual bubbles {φ(· +
nNz)}Nn=1 have disjoint support and are far away from each other.

Thus, for N large enough, we have
∫

Rd

|uN |2
∗
= N

∫

Rd

|φ|2∗ , (5.20)

sup
y∈Rd

∫

Rd

|uN(x)|2
|x− y|2 dx = sup

y∈Rd

∫

Rd

|φ(x)|2
|x− y|2 dx+ o(1) as N → ∞ (5.21)

and
∫

Rd

|∇uN |2 −
(d− 2)2

4
sup
y∈Rd

∫

Rd

|uN(x)|2
|x− y|2 dx = N

∫

Rd

|∇φ|2 +O(1) as N → ∞ .

(5.22)
The estimate in (5.21) indicates that a single term, which corresponds to one bubble,
dominates the full integral, while the term in (5.22) is well approximated by the sum
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of the corresponding terms for all the bubbles.

Thus, (5.3) can only hold if (for a different constant C), we have for all N ∈ N
large enough

N θ ⩾ CN2/2∗ . (5.23)

It follows that we need
θ ⩾ 2

2∗
= 1− 2

d
. (5.24)

Combining (5.24) with (5.18) for d ⩾ 3, we find that (5.3) can only possibly hold
for d = 3, θ = 1/3.

5.6 Outlook: Existence of optimisers?

One may ask if (5.3) for d = 3 and θ = 1/3 admits nonzero-optimisers: Namely if
C > 0 is the optimal constant in

(∫

R3

|∇u|2 − 1

4
sup
y∈R3

∫

R3

|u(x)|2
|x− y|2dx

)1/3(
sup
y∈R3

∫

R3

|u(x)|2
|x− y|2dx

)2/3

⩾ C∥u∥2L6 ,

(5.25)
then is there a function u ∈ Ḣ1(R3) with u ̸≡ 0 such that we have equality in (5.25)?

We solved the corresponding radial problem in [17, Theorem 3(i)]. We showed
that for the inequality

(∫

R3

|∇u|2 − 1

4

∫

R3

|u(x)|2
|x|2 dx

)1/3(∫

R3

|u(x)|2
|x|2 dx

)2/3

⩾ C∥u∥2L6 , (5.26)

for radial u ∈ Ḣ1(R3) with the optimal constant C > 0 (possibly a different one than
in (5.25)), all optimisers (up to scaling and multiplication by constants) are given
explicitly by (5.4) above. By contrast, the full non-radial problem (5.25) remains
open.

A standard strategy for showing the existence of an optimiser is to take an
optimising sequence (un)n∈N ⊂ Ḣ1(R3) that is normalised in a suitable sense, for
example

∫
R3 |∇u|2 = 1, and to show that up to a subsequence, translation and

scaling, it converges weakly to a candidate for an optimiser ũ ̸≡ 0, and then to
show that ũ is indeed an optimiser. A key difficulty in our case is to show that ũ
is non-zero, or put differently, to exclude the vanishing case in the concentration-
compactness method.

Let us elaborate a bit more on this problem in a related setting, namely the
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inequality
∫

R3

|∇u|2
(
sup
y∈R3

∫

R3

|u(x)|2
|x− y|2dx

)2

⩾ C

∫

R3

|u|6 (5.27)

for all u ∈ Ḣ1(R3), which can be deduced from (5.7). Note that all three terms in
(5.27) scale in the same way when replacing u(x) by au(b(x − c)) for a, b > 0 and
c ∈ R3. Therefore, using a rescaling of u, it is only possible to fix the value of one
of these three terms.

Moreover, if φ ∈ C∞
c (R3) is an almost-optimiser, then taking an arbitrarily large

number of copies of φ and sending them far away from each other by translation is
also an almost-optimiser of (5.27). This bubbling phenomenon is the key challenge
to overcome when trying to understand if (5.27) admits non-zero optimisers.

More precisely, for any given δ > 0, there is δ ⩾ ε > 0 and 0 ̸≡ φ ∈ C∞
c (R3)

depending on ε such that

∫

R3

|∇φ|2
(
sup
y∈R3

∫

R3

|φ(x)|2
|x− y|2dx

)2

= (C − ε)

∫

R3

|φ|6. (5.28)

Furthermore, if we take N ∈ N copies of φ and send them far away from each other,
namely to define uN as in (5.19), then

lim
N→∞

∫
R3 |∇uN |2

(
supy∈R3

∫
R3

|uN (x)|2
|x−y|2 dx

)2
∫
R3 |uN |6

= C − ε. (5.29)

If we define ũN := N−1/2uN in order to fix the Ḣ1-norm, then
∫
R3 |∇ũN |2 =∫

R3 |∇φ|2 for all n ∈ N large enough. At the same time,

∫

R3

|ũN |6 = N−2

∫

R3

|φ|6 → 0 as N → 0 . (5.30)

Thus, any translated and rescaled subsequence of (ũn)n∈N that is weakly convergent
in Ḣ1(R3) has zero as its weak limit.

Using the above example with different φ and a diagonal sequence argument, one
can construct different minimising sequences of (5.27) that consist of an arbitrary
number N ∈ N of bubbles that are smooth and compactly supported. Furthermore,
these sequences, which are normalised in the Ḣ1(R3)-norm, vanish in any Lp(R3)

norm for p > 2.

The main reason why this bubbling phenomenon occurs is a lack of strict convex-
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ity in the problem. By contrast, for a strictly convex problem, such as the Sobolev
inequality (∫

R3

|∇u|2
)3

⩾ C

∫

R3

|u|6, (5.31)

taking two or more copies of a compactly supported function are always far away
from being an optimiser. In (5.31), the ratio of the left-hand side divided by the
right-hand side will be at least N2 if we take N disjoint bubbles. This shows that
minimising sequences for (5.31) cannot exhibit a bubbling phenomenon as described
above.

In our inequality (5.25), one can expect that the term

−1

4
sup
y∈R3

∫

R3

|uN(x)|2
|x− y|2 dx (5.32)

in the first factor could prevent the bubbling phenomenon. However, it is less clear
than in the case of strict convexity how to make this idea work in a proof. This
remains a problem for future works.
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SEMICLASSICAL ESTIMATES FOR SCHRÖDINGER OPERATORS
WITH NEUMANN BOUNDARY CONDITIONS ON HÖLDER

DOMAINS

CHARLOTTE DIETZE

Abstract. We prove a universal bound for the number of negative eigenvalues of Schrö-
dinger operators with Neumann boundary conditions on bounded Hölder domains, under
suitable assumptions on the Hölder exponent and the external potential. Our bound
yields the same semiclassical behaviour as the Weyl asymptotics for smooth domains.
We also discuss different cases where Weyl’s law holds and fails.

1. Introduction

The celebrated correspondence principle, which goes back to Niels Bohr in the early days of
quantum mechanics, states that quantum systems exhibit classical behaviour in the limit
of large quantum numbers. In the context of spectral analysis of Schrödinger operators,
this leads to the semiclassical approximation, which suggests that any bound state can be
related to a volume of size (2π)d in the phase space Rd×Rd [1, Section 4.1.1]. In particular,
the number of negative eigenvalues N (−∆Ω − λ) of −∆Ω − λ on a domain Ω ⊂ Rd with
suitable boundary conditions can be approximated by its semiclassical analogue

N (−∆Ω − λ) ≈ 1

(2π)d

∣∣∣
{
(p, x) ∈ Rd × Ω

∣∣ |p|2 − λ < 0
}∣∣∣ = |B1(0)|

(2π)d
|Ω|λ d

2 (1)

in the large coupling limit λ → ∞, with |B1(0)| the volume of the unit ball in Rd. More
generally, for a general potential V : Ω → (−∞, 0] one might expect that

N (−∆Ω + λV ) ≈ 1

(2π)d

∣∣∣
{
(p, x) ∈ Rd ×Ω

∣∣ |p|2 + λV (x) < 0
}∣∣∣ = |B1(0)|

(2π)d

∫

Ω
|λV | d2 . (2)

Rigorous justifications of (1) and (2) have been shown for a large class of smooth domains
Ω and potentials V . On the other hand, in general, implementing the semiclassical ap-
proximation for rough domains and potentials is difficult. In this paper, we will discuss
the validity of (2) for Hölder domains Ω and suitable Lp-integrable potentials V . We will
focus on Neumann boundary conditions as Dirichlet boundary conditions have been well
understood.

1.1. Main results. Let d ∈ N, d ≥ 2 and let Ω ⊂ Rd be a domain, that is, an open
bounded and connected subset of Rd. For γ ∈ (0, 1], a γ-Hölder domain is a domain
Ω ⊂ Rd which is locally the subgraph of a γ-Hölder continuous function f , that is, there
exists a constant c > 0 such that

|f(x)− f(y)| ≤ c|x− y|γ (3)

Date: July 3, 2023.
2020 Mathematics Subject Classification. 35P15, 35P20.
Key words and phrases. Neumann Laplacian, Hölder domains, Cwikel-Lieb-Rozenblum inequality, Semi-

classical asymptotics, Weyl’s law.
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for all x, y in the domain of f , which is an open subset of Rd−1. In the case γ = 1, we call
Ω a Lipschitz domain. See Section 2.1 for details.

Denote the Dirichlet Laplacian on Ω by −∆D
Ω and the number of negative eigenvalues of

−∆D
Ω−λ by N

(
−∆D

Ω − λ
)
, where λ > 0. One of the fundamental results of spectral theory

is Weyl’s law [2, 3, 4, 5], which states that

N
(
−∆D

Ω − λ
)
=

|B1(0)|
(2π)d

|Ω|λ d
2 + o

(
λ

d
2

)
as λ→ ∞, (4)

thus rigorously justifying (1), see also [6] for a second order result. This asymptotics also
holds for the Neumann Laplacian1 −∆N

Ω for Lipschitz domains Ω, or more generally for
extension domains, see [7] and also [8, Theorem 3.20].

In general, the Weyl asymptotics for the Neumann Laplacian does not hold for arbitrary
domains Ω. It is well-known, see for example [9], that there are domains Ω such that zero
is contained in the essential spectrum of −∆N

Ω . Interestingly, Netrusov and Safarov showed
that the Weyl asymptotics (4) holds for the Neumann Laplacian −∆N

Ω , with any γ-Hölder
domain Ω, if and only if γ > (d− 1)/d (see [10, Corollary 1.6 and Theorem 1.10]).

In the present paper, we are interested in N
(
−∆N

Ω + V
)

with a potential V : Ω → (−∞, 0]
on a Hölder domain Ω. Unlike the case of constant potentials, the problem with a general
potential V is more subtle as the following theorem shows.

Theorem 1.1 (Example with non-semiclassical behaviour). Let d ≥ 2. For every γ ∈(
d−1
d , 1

)
there exists a γ-Hölder domain Ω ⊂ Rd and V : Ω → (−∞, 0] with V ∈ L

d
2 (Ω)

such that
lim sup
λ→∞

λ−d/2N
(
−∆N

Ω + λV
)
= ∞. (5)

We prove Theorem 1.1 by constructing a γ-Hölder domain Ω in the same way as Netrusov
and Safarov in [10, Theorem 1.10], and we choose the potential V to be growing to infinity
near the boundary in such a way that −∆N

Ω + λV can support significantly more than λ
d
2

bound states, see Section 7.1 for more details.

Our next result is a universal bound on the number of negative eigenvalues of the Schrö-
dinger operator −∆N

Ω + V on L2(Ω) with a suitable potential V on a Hölder domain Ω.
The Cwikel-Lieb-Rozenblum inequality [11, 12, 13] states that for any open set Ω ⊂ Rd for
d ≥ 3, there exists a constant C = C(d) > 0 such that for every V : Ω → (−∞, 0], we have

N
(
−∆D

Ω + V
)
≤ C

∫

Rd

|V | d2 . (6)

Here ‖V ‖p is the Lp norm of V . In the case of the Neumann Laplacian on a Lipschitz
domain Ω, if d ≥ 3, then

N
(
−∆N

Ω + V
)
≤ CΩ

(
1 +

∫

Rd

|V | d2
)

(7)

for a finite constant CΩ > 0 independent of the potential V , see for example [8, Corollary
4.37]. In dimension d = 2, (6) and (7) still hold, provided that ‖V ‖ d

2
is replaced by the

Orlicz norm ‖V ‖B [14, 15].

1Here −∆N
Ω is the self-adjoint operator generated by the quadratic form

∫
Ω
|∇u|2 for all u ∈ H1(Ω).
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On the other hand, Theorem 1.1 implies that (7) cannot be extended to Hölder domains.
Our main result is a replacement of (7) for Hölder domains under suitable assumptions on
the potential V . We need to use a weighted Lp-norm with a weight that grows to infinity
as one approaches ∂Ω. A simplified version of our result reads as follows.

Theorem 1.2 (Cwikel-Lieb-Rozenblum type bound). Let d ≥ 2. Let γ ∈
[
d−1
d , 1

)
and let

Ω be a γ-Hölder domain. Then there exists a constant CΩ = CΩ(d, γ,Ω) > 0 such that for
every V : Ω → (−∞, 0] with |||V ||| <∞, we have

N
(
−∆N

Ω + V
)
≤ CΩ

(
1 + |||V ||| d2

)
. (8)

Here the norm |||V ||| = ‖V ‖p̃,β is given in Definition 2.4, with β and p̃ chosen as in (22).

Moreover, if γ ∈
[
2(d−1)
2d−1 , 1

)
, then |||V ||| can be replaced by ‖V ‖p where p = pd,γ >

d
2 is a

constant depending only on d and γ satisfying

lim
γ→1

pd,γ =
d

2
. (9)

A more precise statement is given in Theorem 1.4 below. The norm |||V ||| is stronger than
‖V ‖ d

2
(in particular, the potential V in Theorem 1.1 satisfies |||V ||| = ∞). Nevertheless, by

(8), we still get the correct semiclassical behaviour as soon as |||V ||| <∞, namely

N
(
−∆N

Ω + λV
)
= O

(
λ

d
2

)
as λ→ ∞. (10)

On the technical level, our norm |||V ||| is chosen carefully to capture the correct leading order
behavior of the number of bound states close to the boundary. By following Rozenblum’s
method [13], it is possible to obtain the following bound

N
(
−∆N

Ω + V
)

. 1 +

∫

Ω
|V | d2 +

∫

close to ∂Ω
|V |p̃ (11)

for some p̃ > d
2 (this bound could also be obtained from the analysis in [16] and [17]).

However, (11) is insufficient to deduce (10).

As a consequence of Theorem 1.2, we are able to come back to sharp semiclassics.

Theorem 1.3 (Weyl’s law for Schrödinger operators on Hölder domains). Let d ≥ 2. Let
γ ∈

[
d−1
d , 1

)
and let Ω ⊂ Rd be a γ-Hölder domain. Let V : Ω → (−∞, 0] be measurable

and such that |||V ||| <∞, where the norm |||·||| is the same as in Theorem 1.2. Then

N
(
−∆N

Ω + λV
)
= (2π)−d |B1(0)| λ

d
2

∫

Ω
|V | d2 + o

(
λ

d
2

)
as λ→ ∞. (12)

Let us remark that Weyl’s law for constant potentials fails for γ = d−1
d [10, Theorem 1.10].

This does not contradict Theorem 1.3 since |||−1Ω||| = ∞ for γ = d−1
d .

1.2. Main ingredients of Theorem 1.2. Now let us explain the proof strategy of our
main result Theorem 1.2. Let us focus on the case d ≥ 3.

Our general approach is inspired by the method of Rozenblum [13] where the number of
bound states is bounded using techniques from microlocal analysis. The main idea is to
first localize the Schrödinger operator −∆+ V in small domains such that it has at most
one bound state in each domain, and then put these local bounds together by a covering
lemma. In the present paper, since we have to deal with Hölder domains with Neumann
boundary conditions, we need to deal with “oscillatory domains” when working close to the
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boundary, and in particular we need to introduce a new Poincaré-Sobolev inequality and
a new Besicovitch-type covering lemma for those domains.

To be precise, while Rozenblum [13] works with cubes Q ⊂ Rd, we will work with “os-
cillatory domains” D ⊂ Ω which are given either by cubes if they are far enough away
from ∂Ω, or rectangles intersected with Ω if they are close to the boundary. Since Ω is a
γ-Hölder domain, the classical Poincaré-Sobolev inequality fails in general for oscillatory
domains D with D ∩ ∂Ω 6= ∅. Therefore, we will develop a Poincaré-Sobolev inequality
for those domains (see Corollary 3.3), which involves the ratio of the two side-lengths of
the rectangle and a Lp∗-norm for some p∗ = p∗(d, γ) > d

2 . Consequently, we show that for
oscillatory domains D that are small enough in a suitable sense, we have

N
(
−∆N

D +KV 1D
)
≤ 1. (13)

Here, K = K(d, γ) ∈ N is the constant from our Besicovitch-type covering theorem for
oscillatory domains (see Lemma 4.1). Then the total number of bound states is controlled
by a counting argument, eventually leading to the weighted norm

|||V ||| := ‖V ‖p̃,β,D := ‖V ‖ d
2
,D + |V |p̃,β,D, (14)

where p̃ = p̃(d, γ) > d
2 , β = β(d, γ) > 0 and |V |p̃,β is a weighted Lp̃(Ω)-seminorm with

a weight supported near the boundary of Ω that grows at a rate determined by β as one
approaches the boundary, see (22) and Definition 2.4 for the precise definitions.

In (14) we need a p̃ > p∗ for the following reason. Due to the Hölder-regularity of ∂Ω,
our oscillatory domains close to the boundary will in many cases look like very narrow
rectangles intersected with Ω, so the ratio of the two side-lengths of these rectangles is
very far away from one. This influences the constant in the Poincaré-Sobolev inequality
(Corollary 3.3). Using Hölder’s inequality, we get

‖V ‖p∗,D ≤ ‖V ‖p̃,D ‖1‖r̃,D = ‖V ‖p̃,D |D| 1r̃ (15)

for 1
p∗ = 1

p̃ + 1
r̃ . The quantity |D| 1r̃ , which is relatively small for these narrow rectangles,

cancels the effect of a growing constant in the Poincaré-Sobolev inequality as the rectangle
gets more narrow.

At this point, it seems natural to measure the “size” of oscillatory domains close to the
boundary by ‖V ‖p̃,D. Following [13], we would get (11) but it does not capture the correct
semiclassical behaviour. In order to get the desired semiclassical behaviour for the parts
close to the boundary as well, the key idea is to count the number of oscillatory domains
{Dj}j∈J3 , with some index set J3, which are narrow rectangles intersected with Ω close
to the boundary, by using a convexity argument. More precisely, we introduce coefficients
Aj > 0 depending only on the larger side-length of the corresponding rectangle and the
distance of the centre of the oscillatory domain Dj to the boundary measured in a suitable
sense. Now for suitably chosen s, s′ ∈ (1,∞) with 1

s +
1
s′ = 1, we apply Hölder’s inequality

for sums of products of real numbers to get

|J3| =
∑

j∈J3
A−1

j Aj ≤
(∑

j∈J3
A−s′

j

) 1
s′
(∑

j∈J3
As

j

) 1
s
. (16)

The coefficients Aj will be chosen in such a way that

As
j . |V |p̃p̃,β,Dj

(17)
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for all j ∈ J3. Therefore,
∑

j∈J3
As

j .
∑

j∈J3
|V |p̃p̃,β,Dj

. |V |p̃p̃,β . ‖V ‖p̃p̃,β . (18)

In the proof of Rozenblum, the cubes Q were chosen such that ‖V ‖d
2
,Q ≤ 1. By contrast,

here the oscillatory domains {Dj}j∈J3 are chosen such that ‖V ‖p̃,Dj
is significantly larger

than one if the distance of the centre of the oscillatory domain Dj to the boundary is
significantly larger than the largest side-length of the corresponding rectangle. This is
possible, even though we need to ensure N

(
−∆N

Dj
+KV 1Dj

)
≤ 1 since in fact, we gain

something in the Poincaré-Sobolev inequality for oscillatory domains because we consider
an Lp̃-norm instead of an Lp∗-norm. The fact that ‖V ‖p̃,Dj

can be significantly larger than
one in certain circumstances combined with the weight that grows near the boundary in
the definition of |V |p̃,β allow us to choose Aj so large that

∑

j∈J3
A−s′

j . ‖V ‖−
1
2

p̃,β (19)

while (17) holds. We choose all parameters in such a way that
p̃

s
− 1

2s′
=
d

2
, (20)

so by (18) and (19),

|J3| ≤


∑

j∈J3
A−s′

j




1
s′

∑

j∈J3
As

j




1
s

. ‖V ‖−
1

2s′
p̃,β ‖V ‖

p̃
s
p̃,β = ‖V ‖

d
2
p̃,β , (21)

which has the desired semiclassical behaviour.

Combining these computations with the computations for oscillatory domains far enough
away from the boundary, we obtain the following.

Theorem 1.4 (Precise version of Theorem 1.2). Let d ∈ N with d ≥ 2, γ ∈
[
d−1
d , 1

)
,

c > 0, 0 < hΩ < 1, L ∈ N and let ∅ 6= Ω ⊂ (0, 1)d be a γ-Hölder domain with parameters
c, hΩ, L. Define

β :=
1

d+ 1

(
d− 1

γ
+ 1

)[
1

d

(
d− 1

γ
+ 1

)2

− d

]
> 0, p̃ :=

1

2d

(
d− 1

γ
+ 1

)2

>
d

2
. (22)

Let V : Ω → (−∞, 0] be measurable and such that ‖V ‖p̃,β <∞. Define

δ0 := δ0(V ) := min

(
hΩ√
d
, ‖V ‖−

1
2

p̃,β

)
≤ 1. (23)

Then
N
(
−∆N

Ω + V
)

. δ−d
0 , (24)

where the constant in the inequality may depend on d, γ, c, hΩ, L.

The definition of a “γ-Hölder domain with parameters c, hΩ, L” will be given in Definition
2.1. The condition Ω ⊂ (0, 1)d is not a restriction since we can recover the same result for
all (bounded) γ-Hölder domains by scaling.

Note that from (24) in Theorem 1.4, we can deduce the first claim (8) of Theorem 1.2.
Moreover, the second claim of Theorem 1.2 follows from the following corollary.



6 CHARLOTTE DIETZE

Corollary 1.5. If γ ∈
[
2(d−1)
2d−1 , 1

)
and p > p̃

1−β , where p̃ and β were defined in Theorem
1.4, then

N
(
−∆N

Ω + V
)

. 1 + ‖V ‖
d
2
p , (25)

where the constant in the inequality may depend on d, γ, c, hΩ, L, p.

The details of the proofs of Theorem 1.4 and Corollary 1.5 can be found in Section 5. Let
us give the key ingredients of the proof of Theorem 1.4 below. First, we have

Lemma 1.6. There exists K = K(d, γ, L) ∈ N such that for any measurable V : Ω →
(−∞, 0] with ‖V ‖p̃,β < ∞ there are families F1, . . . ,FK of oscillatory domains D ⊂ Ω
such that the following properties are satisfied:
(a) The oscillatory domains D in every Fk with k ∈ {1, . . . ,K} are disjoint and

Ω =
K⋃

k=1

⋃̇

D∈Fk

D . (26)

(b) For every k ∈ {1, . . . ,K} and every D ∈ Fk we have

N
(
−∆N

D + V
)
≤ 1 . (27)

(c) Moreover, for an implicit constant depending on d, γ, c, hΩ, L,
K∑

k=1

|Fk| . δ−d
0 . (28)

To prove Lemma 1.6, we need a new covering lemma (see Lemma 4.1 for details). From
Lemma 1.6, we can deduce the following two lemmata.

Lemma 1.7 (Selfadjointness of the operator −∆N
Ω + V ). Let V : Ω → (−∞, 0] be mea-

surable and such that ‖V ‖p̃,β <∞. Then the operator −∆N
Ω + V is a selfadjoint operator,

which is bounded from below and has the H1(Ω) norm as quadratic form norm.

Lemma 1.8. Let V : Ω → (−∞, 0] be measurable and such that ‖V ‖p̃,β < ∞. Let
K = K(d, γ, L) ∈ N and the families F1, . . . ,FK of oscillatory domains be chosen as in
Lemma 1.6. Then

N

(
−∆N

Ω +
1

K
V

)
. δ−d

0 . (29)

The proofs of Lemmas 1.6, 1.7 and 1.8 can be found in Section 5.1. We are now ready to
prove Theorem 1.4 assuming those lemmata.

Proof of Theorem 1.4. Let K = K(d, γ, L) ∈ N be chosen as in Lemma 1.6. Now apply
Lemma 1.8 to KV to get

N
(
−∆N

Ω + V
)
= N

(
−∆N

Ω +
1

K
KV

)
. δ0(KV )−d . δ0(V )−d , (30)

where we used that K only depends on d, γ, L in the second last step. �
Structure of the paper. Sections 2 to 5 are devoted to proving the Cwickel-Lieb-
Rozenblum type bound (Theorem 1.2). In Section 2, we introduce some preliminaries,
including the definition and some basic properties of oscillatory domains. We prove several
estimates for oscillatory domains in Section 3. In Section 4, we prove a covering lemma
for oscillatory domains. In Section 5, we combine the results from Sections 2 to 4 and
prove Theorem 1.2. In Section 6, we prove Weyl’s law for Schrödinger operators on Hölder
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domains (Theorem 1.3). In Section 7, we construct an example with non-semiclassical
behaviour and therby prove Theorem 1.1.
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Notation. For two numbers A,B ≥ 0, we write A . B if A ≤ CB for some constant
C > 0 which may depend on d, γ, c, hΩ, L (see Definition 2.1). Similarly we write A ∼ B
if A . B and A & B.

2. Preliminaries

In this section we collect some technical definitions and preliminary results.

2.1. Hölder domains. We often write elements in Rd as x = (x′, xd), where x′ ∈ Rd−1

and xd ∈ R. We denote the infinity norm on Rd−1 by |·|∞. We have the following technical
definition which agrees with the definition of Hölder domains given around (3).

Definition 2.1 (γ-Hölder domain with parameters c, hΩ, L). Let d ∈ N with d ≥ 2,
γ ∈ (0, 1], c > 0, hΩ > 0, L ∈ N and let ∅ 6= Ω ⊂ Rd and be a bounded open set. We call
Ω a γ-Hölder domain with parameters c, hΩ, L if there exists a collection {Ol}Ll=1 ⊂ Rd of
open sets covering ∂Ω with the following properties:

(i) For every l ∈ {1, . . . , L} there exists an orthogonal map Rl and a translation map Tl
such that for Ωl := Ol ∩ Ω we have

Ωl = TlRl

{
(x′, xd) ∈ Rd−1 × R

∣∣ x ∈ Ω
(d−1)
l , 0 < xd < fl(x

′)
}

(31)

and
Ol \Ωl ⊂ TlRl

{
(x′, xd) ∈ Rd−1 × R

∣∣ x ∈ Ω
(d−1)
l , fl(x

′) ≤ xd

}
(32)

for some open sets Ω
(d−1)
l ⊂ Rd−1 and for a function fl : Ω

(d−1)
l → (3hΩ,∞) with

|fl(x′)− fl(y
′)| ≤ c

∣∣x′ − y′
∣∣γ
∞ for all x′, y′ ∈ Ω

(d−1)
l . (33)

(ii) For every l ∈ {1, . . . , L} define

Ω̂
(d−1)
l :=

{
x′ ∈ Ω

(d−1)
l

∣∣∣ dist
(
x′, ∂Ω(d−1)

l

)
> 2hΩ

}
, (34)

where dist
(
x′, ∂Ω(d−1)

l

)
denotes the distance from x′ to ∂Ω(d−1)

l with respect to the

Euclidean norm in Rd−1, and

Ω̂l := TlRl

{
(x′, xd) ∈ Rd−1 × R

∣∣ x′ ∈ Ω̂
(d−1)
l , 2hΩ < xd < fl(x

′)
}
. (35)

Then

∂Ω ⊂
L⋃

l=1

Ω̂l . (36)
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Definition 2.2 (Ω̃(d−1)
l and Ω̃l). For every l ∈ {1, . . . , L} define

Ω̃
(d−1)
l :=

{
x′ ∈ Ω

(d−1)
l

∣∣∣ dist
(
x′, ∂Ω(d−1)

l

)
> hΩ

}
, (37)

Ω̃l := TlRl

{
(x′, xd) ∈ Rd−1 × R

∣∣ x′ ∈ Ω̃
(d−1)
l , hΩ < xd < fl(x

′)
}
, (38)

Ωb
ε :=

{
x ∈ Ω

∣∣ dist (x, ∂Ω) < ε
}
, (39)

where dist (x, ∂Ω) denotes the distance with respect to the Euclidean norm in Rd.

Lemma 2.3. Let Ω̃l and Ωb
ε be defined as in Definition 2.2. Then

L⋃

l=1

Ω̃l ⊃ Ωb
hΩ
. (40)

Proof. Let x ∈ Ω with dist (x, ∂Ω) < hΩ. Then there exists y ∈ ∂Ω with |x − y| =
dist (x, ∂Ω). By in Definition 2.1(ii), we know (36), so there exists l ∈ {1, . . . , L} with y ∈
∂Ω̂l. Without loss of generality, we may assume that Tl, Rl are the identity map. Hence,
we have y = (y′, fl(y′)) with y′ ∈ Ω̂

(d−1)
l . It follows that dist

(
y′, ∂Ω(d−1)

l

)
> 2hΩ by (34).

By the triangle inequality, we obtain dist
(
x′, ∂Ω(d−1)

l

)
> hΩ, so x′ ∈ Ω

(d−1)
l . Furthermore,

by the definition of fl, we have fl(y′) > 3hΩ. Again, by the triangle inequality, this implies
xd > 2hΩ > hΩ. It follows that x ∈ Ω̃l. �

Definition 2.4 (hx,l, |·|p,β and ‖·‖p,β). Let d ≥ 2 and let Ω ⊂ Rd be a γ-Hölder domain
with constant c > 0 and parameters hΩ > 0 and L ∈ N for some γ ∈ (0, 1]. In the following,
we use the notation from Definition 2.1.

(i) For any l ∈ {1, . . . , L} and x = TlRl(x
′, xd) ∈ Ωl, define

hx := hx,l := fl(x
′)− xd > 0 . (41)

Moreover, for any x ∈ ⋃L
l=1Ωl, we let

hx,min := min
l∈{1,...,L}with x∈Ωl

hx,l . (42)

(ii) For β > 0 and p ∈ [1,∞), define the seminorm |·|p,β by

|f |pp,β :=

∫
⋃L

l=1 Ωl

dxh−β
x,min|f(x)|p (43)

for all measurable functions f : Ω → C.
(iii) Define the norm ‖·‖p,β by

‖f‖p,β := ‖f‖d
2
,Ω + |f |p,β if d ≥ 3 , ‖f‖p,β := ‖f‖B,Ω + |f |p,β if d = 2 (44)

for all measurable functions f : Ω → C. See [14, p. 1] for the definition of ‖f‖B,Ω.

2.2. Oscillatory domains. In this subsection we define oscillatory domains and prove
several properties of oscillatory domains.

Definition 2.5 (c0, c1 and c2). Let c > 0 be as in Definition 2.4. We define

c0 :=

[
min

(
1

c1
,
2γ

64c
,

1

2γ+3c

)] 1
γ

, c1 := 16, c2 := c0c
1
γ

1 . (45)
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Definition 2.6 (Oscillatory domain D). For every l ∈ {1, . . . , L}, x ∈ Ω̃l and δ ∈ (0, δ0]
define

a := ax := ax(δ) := ax,l(δ) := min
(
δ, c0 max (hx,l, c1δ)

1
γ

)
, (46)

where c0, c1 were defined in Definition 2.5. Define D := Dx := Dx(δ) := Dx,l(δ) by

D := TlRl

{
(y′, yd) ∈ Rd−1 × R

∣∣∣ |y′ − x′| < 1

2
a, |yd − xd| <

1

2
δ, fl(y

′) > yd

}
. (47)

Lemma 2.7. Let l ∈ {1, . . . , L}, x ∈ Ω̃l and δ ∈ (0, δ0]. Then
(i) D = Dx is well-defined and D ⊂ Ωl.
(ii) For all y = TlRl(y

′, yd) ∈ D, we have

fl(y
′) ≥ xd −

δ

4
. (48)

Proof. Proof of (i). Let y ∈ D. Then y = TlRl(y
′, yd) for some (y′, yd) ∈ Rd−1 × R

with |y′ − x′| < 1
2a ≤ 1

2hΩ, |yd − xd| < 1
2δ ≤ 1

2hΩ and fl(y
′) > yd. Here we used that

a ≤ δ ≤ δ0 ≤ hΩ√
d
≤ hΩ. Since x′ ∈ Ω̃

(d−1)
l and |y′ − x′| < 1

2hΩ, we get y′ ∈ Ω
(d−1)
l . Thus,

fl(y
′) is well-defined and therefore, D is well-defined. Since x ∈ Ω̃l, we have xd > hΩ, so

using |yd − xd| < 1
2hΩ, we get yd > 0. To sum up, we have shown that y′ ∈ Ω

(d−1)
l and

fl(y
′) > yd > 0, so y ∈ Ωl by (31).

Proof of (ii). Let y = TlRl(y
′, yd) ∈ D. Then

|fl(x′)− fl(y
′)| ≤ c

∣∣x′ − y′
∣∣γ
∞ < c

(
1

2
a

)γ

=
c

2γ
aγ , (49)

so

fl(y
′) ≥ fl(x

′)− |fl(x′)− fl(y
′)| ≥ fl(x

′)− c

2γ
aγ = h+ xd −

c

2γ
aγ , (50)

where we used (41). Thus, in order to show (48), it suffices to show that
δ

4
+ h− c

2γ
aγ ≥ 0 , (51)

If a = c0h
1
γ or a = c0(c1δ)

1
γ , then (51) holds by

max
(
2γ+1ccγ0 ,

ccγ0c1
2γ

)
≤ 1

4
. (52)

If a = δ, then δ ≤ c0h
1
γ by the definition of a, and it reduces to the case a = c0h

1
γ . �

Lemma 2.8. Let l ∈ {1, . . . , L}, x ∈ Ω̃l and δx ∈ (0, δ0]. Then the following holds true:

(i) If ax = δx or ax = c0h
1
γ
x , then Dx is a cuboid, namely

Dx := TlRl

{
(w′, wd) ∈ Rd−1 × R

∣∣ |w′ − x′| < 1

2
ax, |wd − xd| <

1

2
δx

}
. (53)

(ii) In addition, let y, z ∈ Ω̃l with δy, δz ∈ (0, δ0] and assume that

aw = c0h
1
γ
w for all w ∈ {x, y, z} . (54)

Furthermore, assume that δx ≤ 2δy, δz ≤ 2δy, Dx ∩Dy 6= ∅ and Dx ∩Dz 6= ∅. Then
1

2
hy ≤ hw ≤ 2hy for all w ∈ {x, z} . (55)
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(iii) If ax = c0h
1
γ
x , then

1

2
hx ≤ hw ≤ 2hx for all w ∈ Dx . (56)

(iv) If ax = c2δ
1
γ
x , then

|hw − hx| ≤ δx for all w ∈ Dx . (57)

(v) If ax = c0 max (hx, c1δ)
1
γ and f : Ω → C is measurable, then

|f |p̃p̃,β,Dx
& max (hx, c1δx)

−β ‖f‖p̃p̃,Dx
. (58)

Proof. For simplicity of notation, we write a := ax, δ := δx, h := hx, D := Dx in the proof.

Proof of (i). Since c0c
1
γ

1 ≤ 1 and δ0 ≤ 1, we know by the definition of a and by a = δ or
a = c0h

1
γ that h ≥ c1δ. For all w = TlRl(w

′, wd) with |w′ − x′| < 1
2a and |wd − xd| < 1

2δ,
we have

fl(w
′) ≥ h+ xd −

c

2γ
aγ ≥ h+ xd −

c

2γ

(
c0h

1
γ

)γ

= xd + h

(
1− ccγ0

2γ

)
≥ xd +

1

2
h ≥ xd +

c1
2
δ = xd + 8δ ≥ wd + 7δ ,

(59)

where we used (50) in the first step, a = δ or a = c0h
1
γ in the second step, (52) in the

fourth step, and c1 = 16 in the second last step. By (47), we get w ∈ D.

Proof of (ii). First note that by aw = c0h
1
γ
w , we have hw ≥ c1δw for all w ∈ {x, y, z}.

Also note that in order to show (55), it suffices to show that

|hw − hy| ≤
1

2
max (hw, hy) . (60)

Let us begin by showing (60) for w = x. Since Dx ∩Dy 6= ∅, we have

|xd − yd| <
1

2
δx +

1

2
δy ≤ 1

2
2δy +

1

2
δy ≤ 2δy (61)

and
|x′ − y′| < 1

2
ax +

1

2
ay =

c0
2

(
h

1
γ
x + h

1
γ
y

)
≤ c0 [max (hx, hy)]

1
γ . (62)

We obtain

|hx − hy| = |fl(x′)− xd −
(
fl(y

′)− yd
)
| ≤ |fl(x′)− fl(y

′)|+ |xd − yd| ≤ c|x′ − y′|γ + 2δy

≤ ccγ0 max (hx, hy) +
2

c1
hy ≤

(
ccγ0 +

2

c1

)
max (hx, hy) ≤

1

2
max (hx, hy) .

Here we used hy ≥ c1δy in the second last step and we used (52) and c1 = 16 in the last
step. This shows (60) for w = x.

Next, let us show (60) for w = z. Since Dx ∩Dy 6= ∅ and Dx ∩Dz 6= ∅, we have

|zd − yd| ≤ |zd − xd|+ |xd − yd| <
1

2
δz + δx +

1

2
δy ≤ 1

2
2δy + 2δy +

1

2
δy ≤ 4δy (63)

and

|z′ − y′| ≤ |z′ − x′|+ |x′ − y′| < 1

2
az + ax +

1

2
ay ≤ 2max (ax, ay, az)

= 2c0 max

(
h

1
γ
x , h

1
γ
y , h

1
γ
z

)
≤ 2c0 max

(
(2hy)

1
γ , h

1
γ
y , h

1
γ
z

)
≤ 2

1+ 1
γ c0 max

(
h

1
γ
y , h

1
γ
z

)
,
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where we used hx ≤ 2hy in the second last step. We obtain

|hz − hy| = |fl(z′)− zd −
(
fl(y

′)− yd
)
| ≤ |fl(z′)− fl(y

′)|+ |zd − yd|

≤ c|z′ − y′|γ + 4δy ≤ c
(
21+

1
γ c0 [max (hx, hy)]

1
γ

)γ
+ 4δy

≤ 2γ+1ccγ0 max (hx, hy) +
4

c1
hy ≤

(
2γ+1ccγ0 +

4

c1

)
max (hx, hy) ≤

1

2
max (hx, hy) .

where we used (52) and c1 = 16 in the last step. This shows (60) for w = z.
Proof of (iii). Let w ∈ Dx. By a = c0h

1
γ , we have h ≥ c1δ. As in the proof of (ii), we

get

|hw − h| = |fl(w′)− wd −
(
fl(x

′)− xd
)
| ≤ |fl(w′)− fl(x

′)|+ |wd − xd|

≤ c|w′ − x′|γ + 1

2
δ ≤ c

(
1

2
a

)γ

+
1

2c1
h = c

(
1

2
c0h

1
γ

)γ

+
1

2c1
h =

ccγ0
2γ
h+

1

2c1
h ≤ 1

2
h ,

where we used (52) and c1 = 16 in the last step. This shows (55).

Proof of (iv). Let w ∈ Dx. By a = c2δ
1
γ , we have h ≤ c1δ. As in the proof of

(iii), we get

|hw − h| = |fl(w′)− wd −
(
fl(x

′)− xd
)
| ≤ |fl(w′)− fl(x

′)|+ |wd − xd|

≤ c|w′ − x′|γ + 1

2
δ ≤ c

(
1

2
a

)γ

+
1

2
δ =

ccγ0c1
2γ

δ +
1

2
δ ≤ δ ,

where we used (52) and c1 = 16 in the last step.

Proof of (v). Let w ∈ Dx. Then

hw = |fl(w′)− wd| ≤ h+ |fl(w′)− wd −
(
fl(x

′)− xd
)
| ≤ h+ |fl(w′)− fl(x

′)|+ |wd − xd|

≤ h+ c|w′ − x′|γ + 1

2
δ ≤ h+ c

(
1

2
c0 max (hx, c1δ)

1
γ

)γ

+
1

2
δ . max (h, c1δ) ,

By the definition of |f |p̃p̃,β,D, we have

|f |p̃p̃,β,D =

∫

D
dy h−β

y,min|f(y)|p̃ & max (h, c1δ)
−β ‖f‖p̃p̃,D . (64)

�

3. Estimates for oscillatory domains

3.1. Poincaré-Sobolev inequality for oscillatory domains. In this subsection we
prove a Poincaré-Sobolev inequality for oscillatory domains. The following Lemma and
its proof is a version of [17] for oscillatory domains (Corollary 3.3).

Lemma 3.1 (Sobolev inequality for oscillatory domains). Let c > 0, γ ∈ (0, 1) and
δ ∈ (0, 1). Let ã > 0 and let f : [−ã/2, ã/2]d−1 → (0, δ) be such that

|f(x′)− f(y′)| ≤ c
∣∣x′ − y′

∣∣γ
∞ for all x′, y′ ∈

[
− ã

2 ,
ã
2

]d−1
. (65)

Define q∗ ∈ (2,∞) by
1

q∗
:=

1

2
− 1

d−1
γ + 1

(66)
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and define

D̃ :=
{
(x′, xd) ∈

[
− ã

2 ,
ã
2

]d−1 × (0, δ)
∣∣∣ f(x′) > xd

}
. (67)

Define the “straight part I’m nots of the boundary of D̃” by

B̃ := ∂D̃ \
{
(x′, xd) ∈

[
− ã

2 ,
ã
2

]d−1 × (0, δ)
∣∣∣ f(x′) = xd

}
. (68)

Then there exists a constant CS = CS(d, c, γ) > 0 such that for all u ∈ H1(D̃) with u ↾B̃≡ 0
in the trace sense, we have

‖u‖2
q∗,D̃ ≤ CS ‖∇u‖2

2,D̃
. (69)

Proof. We first consider the case of smooth functions u and later deduce (69) for all u ∈
H1(D̃) with u ↾B̃≡ 0 in the trace sense. Let u ∈ C∞(D̃) ∩H1(D̃) with u ↾B̃≡ 0. Let

ψ : (0,∞) → R , ψ(s) = c−
1
γ s

1
γ . (70)

Fix x̃ ∈ D̃. For simplicity of notation, we shift the coordinate system and reflect the last
coordinate by replacing every x ∈ Rd by (x1 − x̃1, . . . , xd−1 − x̃d−1,−xd + x̃d) ∈ Rd, so
without loss of generality, we may assume x̃ = 0. Define

K :=
{
(x′, xd) ∈ Rd−1 × R

∣∣∣ 0 < xd , 0 ≤ |x′| < ψ(xd)
}
. (71)

and note that u it is well-defined on K since we can extend it by zero on K \ D̃ due to
u ↾B̃≡ 0 in the trace sense. Let y′ ∈ Rd−1 with |y′| < 1 and note that (y′ψ(xd), xd) ∈ K for
all xd ∈ (0, δ). Since u is smooth, we can apply Newton’s theorem and u((y′ψ(δ), δ)) = 0
to obtain

−u(0) =
∫ δ

0
dxd

∂

∂xd
u(y′ψ(xd), xd)

=

∫ δ

0
dxd




d−1∑

j=1

(∂ju)(y
′ψ(xd), xd)y

′
jψ

′(xd) + (∂du)(y
′ψ(xd), xd)


 .

Here ψ′ denotes the derivative of ψ while y′ ∈ Rd−1. Integrating over y′ ∈ B
(d−1)
1 (0) and

using the notation ωd−1 = |B(d−1)
1 (0)|, we get

− ωd−1u(0)

=

∫

B
(d−1)
1 (0)

dy′
∫ δ

0
dxd




d−1∑

j=1

(∂ju)(y
′ψ(xd), xd)

y′jψ(xd)

ψ(xd)
ψ′(xd) + (∂du)(y

′ψ(xd), xd)




=

∫

K
dx

1

ψ(xd)d−1




d−1∑

j=1

(∂ju)(x)
x′j

ψ(xd)
ψ′(xd) + (∂du)(x)


 ,

where we used the change of variables x = (y′ψ(xd), xd). Note that

ψ′(s) =
1

c
1
γ

1

γ
s

1
γ
−1 . (72)

Thus, if x = (x′, xd) ∈ K, then using xd < δ ∈ (0, 1), we get
∣∣∣∣
x′j

ψ(xd)
ψ′(xd)

∣∣∣∣ ≤
∣∣ψ′(xd)

∣∣ = 1

c
1
γ

1

γ
xd

1
γ
−1 ≤ 1

c
1
γ

1

γ
δ

1
γ
−1 . 1 . (73)
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Therefore, by (73) and the Cauchy-Schwarz inequality on Rd,

ωd−1|u(0)| ≤
∫

K
dx

1

ψ(xd)d−1

d∑

j=1

|(∂ju)(x)| .
∫

K
dx

1

ψ(xd)d−1

√√√√
d∑

j=1

|(∂ju)(x)|2
√
d

.
∫

K
dx

1

ψ(xd)d−1
|∇u(x)| .

We get

|u(0)| .
∫

K
dx

1

ψ(xd)d−1
|∇u(x)| , (74)

where the constant in the inequality only depends on d, γ, c. Let us now undo the change
of variables, which was convenient for the above computation. In the old coordinate system
(74) reads

|u(x̃)| .
∫

D̃
dy 1K(x̃− y)

1

ψ(x̃d − yd)d−1
|∇u(y)| =

((
1K

1

ψ(·d)d−1

)
∗ |∇u|

)
(x̃) (75)

for all x̃ ∈ D̃. Here we used the rotational symmetry of K with respect to the first d − 1
variables. We define r ∈ (1,∞) by

1 +
1

q∗
= 1 +

1

2
− 1

d−1
γ + 1

=:
1

2
+

1

r
. (76)

By the weak Young inequality and (74), we get

‖u‖q∗ . ‖∇u‖2
∥∥∥∥1K

1

ψ(·d)d−1

∥∥∥∥
r,w

. (77)

Here ‖·‖r,w denotes the weak Lr-norm. From the definitions of ψ and K in (70) and (71),
we have ∥∥∥∥1K

1

ψ(·d)d−1

∥∥∥∥
r,w

. 1, (78)

which completes the proof for smooth u. The claim for general u follows a standard density
argument. �
Lemma 3.2 (Poincaré inequality for oscillatory domains with Neumann boundary con-
ditions). Let δ > 0, let â ∈

(
δ
3 , δ
)

and let f : [−â/2, â/2]d−1 → [δ/4, δ) be continuous.
Define

D̂ :=
{
(x′, xd) ∈

[
− â

2 ,
â
2

]d−1 ×
(
− δ

4 , δ
) ∣∣∣ f(x′) > xd

}
. (79)

Then there exists a constant CP = CP (d) > 0 such that for all u ∈ H1(D̂) with
∫
D̂ u = 0,

we have
CP

1

δ2
‖u‖2

2,D̂
≤ ‖∇u‖2

2,D̂
. (80)

Proof. The proof can be found in [10, Lemma 2.6(2)] for slightly different side lengths of
the domain. �
Corollary 3.3 (Poincaré-Sobolev inequality for oscillatory domains). Let M ≥ 1, δ ∈
(0, 1) and let f : [−δ/(2M), δ/(2M)]d−1 → [δ/4, δ) be such that

|f(x′)− f(y′)| ≤ c
∣∣x′ − y′

∣∣γ
∞ for all x′, y′ ∈

[
− δ

2M , δ
2M

]d−1 (81)

for some c > 0, γ ∈ (0, 1). Define q∗ ∈ (2,∞) by
1

q∗
=

1

2
− 1

d−1
γ + 1

. (82)
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and define

D :=
{
(x′, xd) ∈

(
− δ

2M , δ
2M

)d−1 × (0, δ)
∣∣∣ f(x′) > xd

}
. (83)

Then there exists a constant CPS = CPS(d, c, γ) > 0 such that for all u ∈ H1(D) with∫
D u = 0, we have

‖u‖2q∗,D ≤ CPSM
(d−1)

(
1− 2

q∗
)
‖∇u‖22,D . (84)

Proof. We combine Lemma 3.1 and Lemma 3.2. Define M̃ as the largest odd number such
that M̃ ≤M and note that M̃ ≤M ≤ 3M̃ , so

â := M̃δ
M ∈

(
δ
3 , δ
)
. (85)

We define

f̃ :
[
−3M̃δ

2M , 3M̃δ
2M

]d−1
→
[
δ
4 , δ
)

(86)

by reflecting f : We can write every x′ ∈
[
−3M̃δ

2M , 3M̃δ
2M

]d−1
as

x′ = δ
M z′ + w′ (87)

with z′ = (z1, . . . , zd−1) ∈ Zd−1 and w′ = (w1, . . . , wd−1) ∈
[
− δ

2M , δ
2M

]d−1. Define f̃ by

f̃(x′) := f (((−1)z1w1, . . . , (−1)zd−1wd−1)) . (88)

Note that f̃ is well defined, continuous and

|f̃(x′)− f̃(y′)| ≤ c
∣∣x′ − y′

∣∣γ
∞ for all x′, y′ ∈

[
−3M̃δ

2M , 3M̃δ
2M

]d−1
. (89)

Define

D̃ :=

{
(x′, xd) ∈

(
−3M̃δ

2M , 3M̃δ
2M

)d−1
×
(
− δ

4 , δ
) ∣∣∣∣ f̃(x′) > xd

}
(90)

and

D̂ :=

{
(x′, xd) ∈

(
− M̃δ

2M , M̃δ
2M

)d−1
× (0, δ)

∣∣∣∣ f̃(x′) > xd

}
. (91)

Note that D̂ consists of M̃d−1 reflected copies of D. Moreover, D̃ consists of less than
2(3M̃ )d−1 reflected copies of D in the sense that D̃∩{xd ≥ 0} consists of (3M̃ )d−1 reflected
copies of D but D̃ ∩ {xd < 0} is only contained in (3M̃ )d−1 reflected copies of D. Let

ϕ ∈ C∞
c

((
−3M̃δ

2M , 3M̃δ
2M

)d−1
×
(
− δ

4 ,
5δ
4

))

with 0 ≤ ϕ ≤ 1 , ϕ ↾[
− M̃δ
2M ,

M̃δ
2M

]d−1

×[0,δ]
≡ 1 and ‖∇ϕ‖∞ . 1

δ
.

It is possible to choose such a ϕ by scaling. Note that ϕ ↾D̂≡ 1 by the definition of D̂. Let
u ∈ H1(D) with

∫
D u = 0 and define the corresponding reflected version ũ ∈ H1(D̃) by

ũ(x) := u (((−1)z1w1, . . . , (−1)zd−1wd−1, |wd|)) . (92)

for every x = δ
M z + w ∈ D̃ with z = (z1, . . . , zd−1, 0) ∈ Zd and w = (w1, . . . , wd) ∈[

− δ
2M , δ

2M

]d−1×
(
− δ

4 ,∞
)
. Note that ũ is well-defined because H1 functions are defined up

to almost everywhere equality and since reflections of H1 functions are again H1 functions.
Moreover, by ũ ↾D≡ u, we know that ũ ↾D̃ consists of less than 2(3M̃ )d−1 reflected copies of
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u, and ũ ↾D̂ consists of M̃d−1 reflected copies of u. Also note that
∫
D̂ ũ = 0. Furthermore,

ϕũ ∈ H1(D̃), ϕũ ↾D̂= ũ and ϕũ ↾B̃≡ 0, where

B̃ := ∂D̃ \
{
(x′, xd) ∈

[
−3M̃δ

2M , 3M̃δ
2M

]d−1
×
(
− δ

4 , δ
] ∣∣∣∣ f̃(x′) = xd

}
. (93)

Since
∫
D̃ ũ = 0, â ∈

(
δ
3 , δ
)

and D̃ satisfies the assumptions of Lemma 3.2, we can apply
Lemma 3.2 to get

‖∇(ϕũ)‖2
2,D̃

.
∫

D̃
|ϕ|2|∇ũ|2 +

∫

D̃
|ũ|2|∇ϕ|2 .

∫

D̃
|∇ũ|2 + 1

δ2

∫

D̃
|ũ|2

≤ 2 · 3d−1

(∫

D̂
|∇ũ|2 + 1

δ2

∫

D̂
|ũ|2
)

.
∫

D̂
|∇ũ|2 = M̃d−1

∫

D
|∇u|2 .

In the third step we used that 0 ≤ ϕ ≤ 1 and ‖∇ϕ‖∞ . 1
δ , and in the second last step we

used that ũ ↾D̂ consists of M̃d−1 reflected copies of u. On the other hand, ϕũ ↾B̃≡ 0 and
D̃ satisfies the assumptions of Lemma 3.1, so by Lemma 3.1, we obtain

‖∇(ϕũ)‖2
2,D̃

& ‖ϕũ‖2
q∗,D̃ ≥ ‖ũ‖2

q∗,D̂ =

(∫

D̂
|ũ|q∗

) 2
q∗

=

(
M̃d−1

∫

D
|ũ|q∗

) 2
q∗

= M̃ (d−1) 2
q∗
(∫

D
|ũ|q∗

) 2
q∗

= M̃ (d−1) 2
q∗ ‖u‖2q∗,D .

To sum up, we get

M̃d−1

∫

D
|∇u|2 & ‖∇(ϕũ)‖2

2,D̃
& M̃ (d−1) 2

q∗ ‖u‖2q∗,D , (94)

so

M̃
(d−1)

(
1− 2

q∗
) ∫

D
|∇u|2 & ‖u‖2q∗,D . (95)

Now recall that M ∼ 3M̃ , so we obtain the desired result. �

3.2. Choice of the oscillatory domains. In this subsection, we choose depending on V
for every x ∈ Ω close to ∂Ω an oscillatory domain Dx with centre x such that

N
(
−∆N

Dx
+ V

)
≤ 1 . (96)

For the proof, we use the Poincaré-Sobolev inequality for oscillatory domains (Corollary
3.3). At the same time, we choose the oscillatory domains Dx such that a certain norm of
V on Dx is not too small. This will be needed in the following subsection.

Lemma 3.4. Let l ∈ {1, . . . , L} and let x ∈ Ω̃l∩Ωb
1
2

√
dδ0

. Let δ ∈ (0, δ0] and let D := Dx(δ).

(i) Suppose ax(δ) = δ and ‖V ‖d
2
,D

. 1 if d ≥ 3 and ‖V ‖B,D . 1 if d ≥ 2. Then

N
(
−∆N

D + V
)
≤ 1 . (97)

(ii) Suppose ax(δ) = c0 max (hx, c1δ)
1
γ and

‖V ‖p̃p̃,D . max

(
hx
c1δ

, 1

) d−1
γ

. (98)

Then
N
(
−∆N

D + V
)
≤ 1 . (99)

All the constants in . in this Lemma only depend on d, γ, c.
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Proof. Proof of (i). Let 0 6≡ u ∈ H1(D) with
∫
D u = 0. Then using Hölder’s inequality

and the Poincaré-Sobolev inequality for cubes, see [18, Theorem 8.12], we get for d ≥ 3
∫

D
|∇u|2 +

∫

D
V |u|2 ≥

∫

D
|∇u|2 − ‖V ‖d

2
,D ‖u‖22d

d−2
,D

≥ ‖∇u‖22,D
(
1− CPS ‖V ‖d

2
,D

)
.

Hence, since ∇u 6≡ 0, we get
∫
D |∇u|2 +

∫
D V |u|2 > 0 if ‖V ‖d

2
,D < 1

CPS
. If d = 2, we use

the Poincaré-Sobolev inequality for Orlicz norms, see [14, Proposition 2.1].

Proof of (ii). Choose M := δ/a and note M ≥ 1. By Lemma 2.7(ii), we know that D is
an oscillatory domain as in Corollary 3.3. In order to show N

(
−∆N

D + V
)
≤ 1, it suffices

to show that for all 0 6≡ u ∈ H1(D) with
∫
D u = 0, we have

∫

D
|∇u|2 +

∫

D
V |u|2 > 0 . (100)

To this end, let 0 6≡ u ∈ H1(D) with
∫
D u = 0. Define p∗ by

1 =
1

p∗
+

1
q∗
2

, namely
1

p∗
:= 1− 2

q∗
=

2
d−1
γ + 1

. (101)

By Hölder’s inequality and the Poincaré-Sobolev inequality for oscillatory domains, see
Corollary 3.3, we get∫

D
|∇u|2 +

∫

D
V |u|2 ≥

∫

D
|∇u|2 − ‖V ‖p∗,D ‖u‖2q∗,D ≥ ‖∇u‖22,D

(
1− CPSM

d−1
p∗ ‖V ‖p∗,D

)
.

Hence, since ∇u 6≡ 0, the left-hand side is strictly positive if

M
d−1
p∗ ‖V ‖p∗,D <

1

CPS
. (102)

We define r̃ ∈ (1,∞) by
1

r̃
:=

1

p∗
− 1

p̃
=

2(d − 1)
(
d−1
γ + 1

)2
(
1

γ
− 1

)
, (103)

where p∗ and p̃ are given in (101) and (22). Using Hölder’s inequality with (103), |D| ∼
δdM−(d−1) and M = δ/a, it follows that

M
d−1
p∗ ‖V ‖p∗,D . M

d−1
p∗ ‖V ‖p̃,D |D| 1r̃ . M

d−1
p∗ ‖V ‖p̃,D

(
δdM−(d−1)

) 1
r̃

∼ ‖V ‖p̃,D δ
d
r̃

(
δ
1− 1

γ max

(
h

c1δ
, 1

)− 1
γ

) d−1
p̃

=

(
‖V ‖p̃p̃,D max

(
h

c1δ
, 1

)− d−1
γ

) 1
p̃

. 1 ,

where we used that
d

r̃
+

(
1− 1

γ

)
d− 1

p̃
= 0 (104)

in the third step and the assumption (98) in the last step. Hence, if the constant in (98)
is chosen small enough, we can deduce (102), which is what we wanted to show. �

Lemma 3.5 (Choice of the oscillatory domains). Let l ∈ {1, . . . , L} and let x ∈ Ω̃l∩Ωb
1
2

√
dδ0

.

Then there exists δx ∈ (0, δ0] such that for D := Dx := Dx(δx) we have

N
(
−∆N

D + V
)
≤ 1 (105)

and at least one of the following properties is satisfied:
(1) δx = δ0.
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(2) ax = δx and

‖V ‖
d
2
d
2
,D

& 1 if d ≥ 3 and ‖V ‖B,D & 1 if d = 2 . (106)

(3) ax = c0 max (hx, c1δx)
1
γ and

‖V ‖p̃p̃,D & max

(
hx
c1δx

, 1

) d−1
γ

. (107)

All the constants in & in this Lemma only depend on d, γ, c.

Proof. Let us first explain how to choose δ if c0max (h, c1δ0)
1
γ > δ0. It follows that a(δ) = δ

for all δ ≤ δ0. Pick δ ≤ δ0 such that

‖V ‖
d
2
d
2
,D(δ)

∼ 1 if d ≥ 3 and ‖V ‖B,D(δ) ∼ 1 if d = 2 . (108)

holds, so (2) is satisfied. By (108) and Lemma 3.4(i), we get N
(
−∆N

D + V
)
≤ 1.

Let us now assume that c0 max (h, c1δ0)
1
γ ≤ δ0. Define δc := c0h

1
γ ≤ δ0, so c0 max (h, c1δc)

1
γ =

δc. We have a(δ) = c0 max (h, c1δ)
1
γ for all δ ∈ [δc, δ0] and a(δ) = δ is for all δ ≤ δc. If

‖V ‖p̃p̃,Dx(δ0)
. max

(
h

c1δ0
, 1

) d−1
γ

, (109)

pick δ := δ0 and note that (1) is satisfied. Furthermore, by Lemma 3.4(ii), we have
N
(
−∆N

D + V
)
≤ 1. Else, if there exists δ ∈ [δc, δ0] such that

‖V ‖p̃p̃,D(δ) ∼ max

(
h

c1δ
, 1

) d−1
γ

, (110)

where the constant in ∼ only depends on d, γ, c, pick this δ. By (110), (3) is satisfied and
moreover, we have N

(
−∆N

D + V
)
≤ 1 by Lemma 3.4(ii). Else, since the left hand side of

(110) is increasing in δ and the right hand side of (110) is decreasing in δ, we have (107)
for δ = δc. Now if d ≥ 3 and ‖V ‖ d

2
,Dx(δc)

. 1 or if d = 2 and ‖V ‖B,Dx(δc)
. 1, pick δ := δc

and note that (3) is satisfied and N
(
−∆N

D + V
)
≤ 1 by Lemma 3.4(i). Else, pick δ < δc

such that (108) holds. Thus, (2) is satisfied and N
(
−∆N

D + V
)
≤ 1 by Lemma 3.4(i).

�

4. Covering lemmas

4.1. Covering of the part close to the boundary by oscillatory domains. In this
subsection, we prove a Besicovitch type covering lemma for oscillatory domains. It is one
of the key ingredients of the proof of Theorem 1.2 since it allows us to choose a family
of oscillatory domains as in the previous subsection, which cover the part of Ω close to
∂Ω, but which do not overlap too much. Using this result, we show that the number of
oscillatory domains we choose is bounded by a constant times δ−d

0 .

Lemma 4.1 (Covering lemma). Let l ∈ {1, . . . , L} and suppose that for every x ∈ Ω̃l ∩
Ωb

1
2

√
dδ0

we are given a δx ∈ (0, δ0]. We define the oscillatory domains Dx := Dx(δx) as

in Definition 2.6. Then there exists Kl = Kl(d, γ) ∈ N and subfamilies F1, . . . ,FKl
of

oscillatory domains Dx := Dx(δx) ⊂ Ωl ∩ Ωb√
dδ0

such that

(i) For every k ∈ {1, . . . ,Kl} all oscillatory domains in Fk are disjoint.
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(ii)
Kl⋃

k=1

⋃̇

D∈Fk

D ⊃ Ω̃l ∩ Ωb
1
2

√
dδ0

. (111)

Proof. Recall that for every x ∈ Ω̃l ∩ Ωb
1
2

√
dδ0

we are given a δx ∈ (0, δ0] and the corre-
sponding ax is given by

ax = min
(
δx, c0 max (hx,l, c1δx)

1
γ

)
. (112)

Furthermore, the oscillatory domain Dx = Dx(δx) is given by

Dx := TlRl

{
(y′, yd) ∈ Rd−1 × R

∣∣ |y′ − x′| < 1

2
a, |yd − xd| <

1

2
δx, fl(y

′) > yd

}
. (113)

Without loss of generality, let us assume that TlRl is the identity map. To begin with, we
decompose Ω̃l ∩ Ωb

1
2

√
dδ0

into three parts

Ω̃l ∩ Ωb
1
2

√
dδ0

= A1 ∪A2 ∪A3 (114)

such that

A1 :=

{
ax = c0h

1
γ
x

}
, A2 :=

{
ax = c2δ

1
γ
x

}
, A3 := {ax = δx} .

For each of these sets, we will prove a corresponding covering theorem with a constant K l
1,

K l
2, K l

3 depending on d, γ. Combining these results, we will get the desired result with
K l := K l

1 +K l
2 +K l

3 ∈ N.

The beginning of the proof for Ab with b ∈ {1, 2} will be similar to the proof of Besi-
covich’s covering theorem for cubes, see for example. Let b ∈ {1, 2}. We will denote
families of oscillatory domains Dx with x ∈ Ab by (Fk)k∈N. At the beginning of our con-
struction, the Fk are all assumed to be empty. We put oscillatory domains inside those Fk

according to the following procedure:

First, choose x̃1 ∈ Ab with

δ̃1 := δx̃1 ≥ 1

2
sup
x∈Ab

δx (115)

and denote the corresponding domain by D̃1 := Dx̃1 . Put D̃1 in F1. Then, if possible,
choose x̃2 ∈ Ab \ D̃1 such that

δ̃2 := δx̃2 ≥ 1

2
sup

x∈Ab\D̃1

δx (116)

and denote the corresponding domain by D̃2 := Dx̃2 . If D̃2 ∩ D̃1 = ∅, put D̃2 in F1.
Otherwise, put D̃2 in F2. More generally, if x̃1, . . . , x̃n−1 have already been chosen for
some n ∈ N, we proceed as follows: If

n−1⋃

m=1

D̃m ⊃ Ab , (117)

then stop. Else, we can choose x̃n ∈ Ab \
⋃n−1

m=1 D̃m such that

δ̃n := δx̃n ≥ 1

2
sup

x∈Ab\
⋃n−1

m=1 D̃m

δx (118)
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and denote the corresponding domain by D̃n := Dx̃n . Put D̃n in Fk, where k is the lowest
natural number such that D̃n ∩D = ∅ for all D ∈ Fk. Note that by construction, we know
that all oscillatory domains in each Fk are disjoint.

We are done if we can show that there exists K l
b = K l

b(d, γ) ∈ N such that Fk = ∅
for all k ≥ K l

b + 1. For the moment, let us assume we had already shown that.

The oscillatory domains, which we have chosen in the above construction, cover Ab, namely,
⋃

n∈N
D̃n ⊃ Ab , (119)

where we use the convention that D̃n = ∅ if we have to stop before the nth step in the
procedure above. In order to see this, note that (119) is clear from the construction above
if we have to stop after a finite number of steps. If the number of steps is infinite, we claim

lim
n→∞

δ̃n = 0 . (120)

By construction, we know that δ̃n ≤ 2δ̃m for all n ≥ m. Thus, in order to show (120), it
suffices to show that for every ε > 0 there exists n ∈ N with δ̃n < ε. Suppose this was
wrong, that is, there exists ε > 0 such that for all n ∈ N, we have δ̃n ≥ ε. It follows that

∑

n∈N
|D̃n| = ∞ . (121)

On the other hand, we have D̃n ⊂ Ωl ∩Ωb√
dδ0

for all n ∈ N, |Ωl ∩Ωb√
dδ0

| ≤ |Ω| ≤ 1 and by
assumption, all Fk with k ≥ K l

b + 1 are empty. Since the oscillatory domains in each Fk

are disjoint, we get
∑

n∈N
|D̃n| ≤

Kl
b∑

k=1

|Ωl ∩Ωb√
dδ0

| ≤ K l
b , (122)

which contradicts (121). This proves (120). Now suppose (119) was wrong, that is, there
exists x̃ ∈ Ab \

⋃
n∈N D̃n. By (120), there exists n ∈ N with δ̃n ≤ 1

4δx̃, which contradicts
(118), and thereby proves (119).

It remains to show that there exists K l
b = K l

b(d, γ) ∈ N such that Fk = ∅ for all
k ≥ K l

b + 1. Let m ∈ N with Fm = ∅. Let Dm ∈ Fm. By the above construction,
for every k ∈ {1, . . . ,m − 1} there exists Dk ∈ Fk with Dk ∩ Dm 6= ∅ and such that
D1, . . . ,Dm−1 were all chosen before Dm in the construction. By relabelling the families
Fk and the corresponding domains Dk, we may without loss of generality assume that
Dk was chosen before Dn for all k, n ∈ {1, . . . ,m} with k ≤ n. We denote the centres of
D1, . . . ,Dm by x1, . . . , xm ∈ Ab, the corresponding δ by δ1, . . . , δm and the corresponding
h by h1, . . . , hm. Note that by construction, we have

δn ≤ 2δk for all k, n ∈ {1, . . . ,m} with k ≤ n . (123)

Note that the Dk do not agree with the D̃k from the construction above but we have
Dk ∈ ⋃n∈N D̃n for all k ∈ {1, . . . ,m}.

Our goal is to show that m ≤ K l
b for some K l

b = K l
b(d, γ) ∈ N, and we will show this

for b = 1 and b = 2 separately.

Proof of m ≤ K l
1 < ∞ for A1. By Lemma 2.8(i), we note that the Dk, k ∈ {1, . . . ,m}
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are all cuboids contained in Ω. Applying Lemma 2.8(ii) with x = xm, y = x1 and z = xk,
we get for all k ∈ {1, . . . ,m− 1}

∣∣x′k − x′m
∣∣
∞ <

1

2
c0h

1
γ

k +
1

2
c0h

1
γ
m ≤ 1

2
c0 (4hm)

1
γ +

1

2
c0h

1
γ
m ≤ α

2
c0h

1
γ
m (124)

with α := ⌈4
1
γ + 1⌉ ∈ N. Now define the lattice G by

G :=

{
(g′, gd) ∈ Rd−1 × R

∣∣∣∣∣
gd − (xm)d ∈

{
− δm

2 ,− δm
4 , 0,

δm
4 ,

δm
2

}
and

g′ − x′m = j
4αc0h

1
γ
m for some j ∈ Zd−1 with |j|∞ ≤ 2α2

}
.

Here (xm)d is the dth coordinate of xm. Note that

|G| = 5 ·
(
2 · 2α2 + 1

)d−1
, (125)

which only depends on d, γ. For every k ∈ {1, . . . ,m − 1}, we associate a g ∈ G to xk,
which is chosen such that ∣∣g′ − x′k

∣∣
∞ + |gd − (xk)d | (126)

is minimal among all g ∈ G. Note that by the choice of G, if g ∈ G is associated to xk,
then by (124), hm ≤ 4hk and the definition of α, we obtain

∣∣x′k − g′
∣∣
∞ ≤ 1

8α
c0 (4hk)

1
γ ≤ 1

8
c0h

1
γ

k . (127)

Furthermore, we claim that

|gd − (xk)d | <
1

2
δk . (128)

If | (xm)d − (xk)d | ≥ 1
2δm, then by the triangle inequality and Dm ∩Dk 6= ∅, we get (128).

If | (xm)d− (xk)d | < 1
2δm, we use the definition of G and 2δk ≥ δm to get (128). Combining

(127) and (128), we obtain that if g ∈ G is associated to xk, then g ∈ Dk.

Now, if g ∈ G is associated to both xk and xn for k, n ∈ {1, . . . ,m − 1} with k < n,
then by (127) and hm ≤ 4hk,

∣∣x′k − x′n
∣∣
∞ ≤

∣∣x′k − g′
∣∣
∞ +

∣∣g′ − x′n
∣∣
∞ ≤ 1

8α
c0h

1
γ
m +

1

8α
c0h

1
γ
m ≤ 1

4
c0h

1
γ

k
(129)

where we used α := ⌈4
1
γ +1⌉ in the last step. Since k < n, we have xn /∈ Dk by construction.

Using (129) and xn /∈ Dk, we deduce that

| (xn)d − (xk)d | ≥
1

2
δk . (130)

Claim. Fix g ∈ G. Then there are at most two indices k, n ∈ {1, . . . ,m− 1} with k 6= n
such that (xk)d ≥ gd and (xn)d ≥ gd and such that g is associated to both xk and xn.

Proof of the claim. Suppose there were k, n, j ∈ {1, . . . ,m − 1} with k < n < j
such that g is associated to xk, xn and xj and such that (xk)d ≥ gd, (xn)d ≥ gd and
(xj)d ≥ gd. Without loss of generality, let us assume that gd = 0. By g ∈ Di for all
i ∈ {k, n, j}, we have

0 ≤ (xi)d <
1

2
δi (131)

By (130) and k < n, we have

(xn)d ≥ (xk)d +
1

2
δk . (132)



SEMICLASSICAL ESTIMATES FOR SCHRÖDINGER OPERATORS ON HÖLDER DOMAINS 21

Note that 0 ≤ (xn)d ≤ (xk)d is not possible since this would imply xn ∈ Dk by (129),
g ∈ Dk and the fact that Dk is a cuboid. Similarly, we find that

(xj)d ≥ (xn)d +
1

2
δn . (133)

Combining (131), (132) and (133), we obtain
1

2
δj > (xj)d ≥ (xn)d +

1

2
δn ≥ (xk)d +

1

2
δk +

1

2
δn ≥ 1

2
δj , (134)

which is a contradiction. In the last step we used that 2δk ≥ δj and 2δn ≥ δj since k, n < j.
This finishes the proof of the claim.

Similarly, we can show that there are at most two indices k, n ∈ {1, . . . ,m− 1} with k 6= n
such that (xk)d ≤ gd and (xn)d ≤ gd and such that g is associated to both xk and xn.
Hence, for every g ∈ G there exist at most four different indices j1, j2, j3, j4 ∈ {1, . . . ,m−1}
such that g is associated to xji for all i = 1, 2, 3, 4. This shows that m− 1 ≤ 4|G|, where
the right hand side only depends on d, γ. It follows that a possible choice is

K l
1 := 4|G| + 1. (135)

Proof of m ≤ K l
2 <∞ for A2. Define the lattice G by

G :=

{
(g′, gd) ∈ Rd−1 × R

∣∣∣∣∣
gd − (xm)d ∈

{
− δm

2 ,− δm
4 , 0,

δm
4 ,

δm
2

}
and

g′ − x′m = j
2αc2δ

1
γ
m for some j ∈ Zd−1 with |j|∞ ≤ α

}
,

where α := ⌈2
1
γ ⌉ ∈ N. Note that G ⊂ Dm and

|G| = 5 · (2α+ 1)d−1 , (136)

which only depends on d, γ. For every k ∈ {1, . . . ,m − 1}, we associate a g ∈ G to xk,
which is chosen such that ∣∣g′ − x′k

∣∣
∞ + |gd − (xk)d | (137)

is minimal among all g ∈ G. We may also say that xk is associated to g ∈ G. Note that if
g ∈ G is associated to xk, then

|gd − (xk)d | <
1

2
δk . (138)

If xk /∈ Dm, this follows from Dm ∩Dk 6= ∅ and G ⊂ Dm. If xk ∈ Dm, this follows from
δm ≤ 2δk and the choice of G. Furthermore, we have

∣∣x′k − g′
∣∣
∞ ≤ 1

2
c2δ

1
γ

k . (139)

If xk /∈ Dm, this follows from Dm ∩Dk 6= ∅ and G ⊂ Dm. If xk ∈ Dm, this follows from

1

4α
c2δ

1
γ
m ≤ 1

4
c2

(
δm
2

) 1
γ

≤ 1

4
c2δ

1
γ

k . (140)

Combining (138) and (139), we get g ∈ Dk.

Fix g ∈ G and consider all k ∈ {1, . . . ,m − 1} such that g is associated to xk. With-
out loss of generality, we may assume that we chose our coordinate system in such a way
that g = (0, . . . , 0). For each coordinate i ∈ {1, . . . , d}, we distinguish between two cases:

(0) (xk)i ≥ 0 and (1) (xk)i < 0,

and associate a σ = (σ1, . . . σd) ∈ {0, 1}d to xk such that condition (σi) is satisfied for
(xk)i for all i ∈ {1, . . . , d}. Fix σ ∈ {0, 1}d and assume without loss of generality that
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σ = (0, . . . , 0). Otherwise, rotate and reflect the coordinate system accordingly. In the
following, we would like to count the number of xk such that xk is associated to g and to
σ = (0, . . . , 0).

Let k1 ∈ {1, . . . ,m − 1} be the smallest number such that xk1 is associated to g and
to σ = (0, . . . , 0). For n ∈ N, if it exists, let kn ∈ {1, . . . ,m − 1} be the nth smallest
number such that xkn is associated to g and to σ = (0, . . . , 0). By construction, we have
δkn ≤ 2δk1 for all n ≥ 1, and moreover, we also have g ∈ Dkn as we have noticed before.
Hence, with the notation Sσ := [0,∞)d, we have by δkn ≤ 2δk1

|Dkn ∩ Sσ| ≤
∣∣∣∣∣

[
0, c2δ

1
γ

kn

]d−1

× [0, δkn ]

∣∣∣∣∣ ≤ 2
d−1
γ

+1
(
c2δ

1
γ

k1

)d−1

δk1 (141)

for all n ≥ 1. Let n ≥ 1. We claim that δkn ≥ δk1 . To see this, recall that xkn ∈ Sσ but
xkn /∈ Dk1 since kn > k1. Therefore, there exists i0 ∈ {1, . . . , d} with

(xkn)i0 ≥ (xk1)i0 +
1

2
c2δ

1
γ

k1
if i0 ∈ {1, . . . , d− 1} (142)

and

(xkn)d ≥ (xk1)d +
1

2
δk1 if i0 = d . (143)

At the same time, since g ∈ Dkn , we have

(xkn)i ≤
1

2
c2δ

1
γ

kn
for all i ∈ {1, . . . , d− 1} (144)

and (xkn)d ≤ 1
2δkn . We deduce that δkn ≥ δk1 . For all n ≥ 1, we have by δkn ≥ δk1 and

xn /∈ Dj for j < n,
∣∣∣∣∣∣
(Dkn ∩ Sσ) \

n−1⋃

j=1

Dkj

∣∣∣∣∣∣
≥ 1

2d

(
c2δ

1
γ

k1

)d−1

δk1 . (145)

Now assume that xk1 , . . . , xk1 are all associated to g and to σ = (0, . . . , 0). By (145),
∣∣∣∣∣Sσ ∩

N⋃

n=1

Dkn

∣∣∣∣∣ =
N∑

n=1

∣∣∣∣∣∣
(Dkn ∩ Sσ) \

n−1⋃

j=1

Dkj

∣∣∣∣∣∣
≥ N

1

2d

(
c2δ

1
γ

k1

)d−1

δk1 . (146)

On the other hand, we have (141) and thus,

N ≤ 2
d−1
γ

+1+d . (147)

Repeating the same argument for every g ∈ G and every σ ∈ {0, 1}d, we find by (136) that

K l
2 := 5 · (2α+ 1)d−1 · 2

d−1
γ

+1+2d
+ 1 ∈ N (148)

is a possible choice. Note that the right-hand side only depends on d, γ.

Covering theorem for A3. This is simply the Besicovitch covering theorem for cubes
and here K l

3 = K l
3(d) ∈ N. �

Definition 4.2 (Choice of a subfamily of oscillatory domains). Let l ∈ {1, . . . , L} and
for every x ∈ Ω̃l ∩ Ωb

1
2

√
dδ0

let δx ∈ (0, δ0], and hence also Dx := Dx(δx), be chosen as
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in Lemma 3.5. Now apply Lemma 4.1 to this collection of oscillatory domains to get
subfamilies F1, . . . ,FKl

of oscillatory domains, where Kl = Kl(d, γ) ∈ N. Write

Kl⋃

k=1

Fk =: {Dj}j∈J . (149)

where J = J1 ∪ J2 ∪ J3 is an index set such that for every m ∈ {1, 2, 3} and all j ∈ Jm the
oscillatory domain Dj satisfies condition (m) in Lemma 3.5. In the following, for every
m ∈ {1, 2, 3} and every j ∈ Jm the point xj ∈ Ω̃l ∩ Ωb

1
2

√
dδ0

is such that Dj = Dxj .

Definition 4.3. Let γ ∈
[
d−1
d , 1

)
. Define s, s′, ω, ζ by

1

s′
:=

1
d

(
d−1
γ + 1

)2
− d

1
d

(
d−1
γ + 1

)2
+ 1

,
1

s
:=

d+ 1

1
d

(
d−1
γ + 1

)2
+ 1

, (150)

and

ω :=

(
d− 1

γ
+ 1

) 1
d

(
d−1
γ + 1

)2
− d

1
d

(
d−1
γ + 1

)2
+ 1

, ζ :=
1

s

(
−β +

d− 1

γ

)
. (151)

We are now ready to prove that the number of oscillatory domains we choose is bounded
by a constant times δ−d

0 .

Lemma 4.4. Let l ∈ {1, . . . , L} and let {Dj}j∈J be chosen as in Definition 4.2. Then

|J | . δ−d
0 . (152)

Proof. Recall that J = J1 ∪ J2 ∪ J3, where each Jm, m ∈ {1, 2, 3} is chosen such that all
Dj with j ∈ Jm satisfy condition (m) in Lemma 3.5. We will show for all m ∈ {1, 2, 3}
that |Jm| . δ−d

0 .

Notation. If j ∈ J and Dj = Dxj (δxj ) for some xj ∈ Ω̃l ∩ Ωb
1
2

√
dδ0

, write

δj := δxj , hj := hxj , aj := axj = min
(
δj , c0 max (hj , c1δj)

1
γ

)
, K := Kl . (153)

Estimate for J1. Recall that if j ∈ J1, then δj = δ0. We have

|J1| ≤ | {j ∈ J1 | aj = δ0} |+
∣∣∣∣
{
j ∈ J1 | aj = c0h

1
γ

j

}∣∣∣∣+
∣∣∣∣
{
j ∈ J1 | aj = c2δ

1
γ

0

}∣∣∣∣
=: |J1,1|+ |J1,2|+ |J1,3| .

Estimate for J1,1. Note that if aj = δ0, then |Dj | = δd0 since by Lemma 2.7(i) and
Lemma 2.8(i), Dj is a cuboid contained in Ωl. Thus,

|J1,1| = | {j ∈ J1 | aj = δ0} | = δ−d
0

∑

j∈J1,1
|Dj | . δ−d

0

∣∣∣Ωl ∩ Ωb√
dδ0

∣∣∣ . δ−d
0 , (154)

where we used the covering lemma (Lemma 4.1) and Dj ⊂ Ωl ∩ Ωb√
dδ0

for all j ∈ J in the

second last step . In the last step, we used that
∣∣∣Ωl ∩ Ωb√

dδ0

∣∣∣ ≤ |Ω| ≤ 1.
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Estimate for J1,2. Recall that if aj = c0h
1
γ

j , then hj ≥ c1δ0 and |Dj | ∼ δ0h
d−1
γ

j by
Lemma 2.8(i). Using these properties, Lemma 2.8(iii) and Lemma 4.1, we get

|J1,2| =
∣∣∣∣
{
j ∈ J1 | aj = c0h

1
γ

j

}∣∣∣∣ ∼ δ−1
0

∑

j∈J1,2
|Dj |h

− d−1
γ

j ∼ δ−1
0

∑

j∈J1,2

∫

Dj

dwh
− d−1

γ
w

. δ−1
0

∫
{
w∈Ωl∩Ωb√

dδ0

∣∣∣∣hw≥ 1
2
c1δ0

} dwh
− d−1

γ
w .

Note that d−1
γ > 1 since d ≥ 2 and γ < 1. We estimate using d−1

γ ≤ d and δ0 ≤ 1

|J1,2| . δ−1
0

∫
{
w∈Ωl∩Ωb√

dδ0

∣∣∣∣ hw≥ 1
2
c1δ0

} dwh
− d−1

γ
w . δ−1

0

∫ ∞

1
2
c1δ0

dhh
− d−1

γ ∼ δ
− d−1

γ

0 ≤ δ−d
0 .

Estimate for J1,3. By aj = c2δ
1
γ

0 , we have hj ≤ c1δ0 for all j ∈ J1,3. Furthermore,

|Dj | ∼ δ0a
d−1
j ∼ δ

d−1
γ

+1

0 . (155)

By Lemma 2.8(iv), we have |hw −hj | ≤ δ0 for all j ∈ J1,3 and all w ∈ Dj . Since hj ≤ c1δ0,
we get

hw ≤ hj + |hw − hj | ≤ c1δ0 + δ0 = (c1 + 1)δ0 for all w ∈ Dj . (156)

We obtain

|J1,3| =
∣∣∣∣
{
j ∈ J1 | aj = c2δ

1
γ

0

}∣∣∣∣ = δ
−
(

d−1
γ

+1
)

0

∑

j∈J1,3
|Dj |

. δ
−
(

d−1
γ

+1
)

0

∣∣∣
{
w ∈ Ωl ∩ Ωb√

dδ0

∣∣∣ hw ≤ (c1 + 1)δ0

}∣∣∣ ∼ δ
− d−1

γ

0 ≤ δ−d
0 ,

where were used (155) in the second step, the covering lemma (Lemma 4.1) and (156) in
the third step, and d−1

γ ≤ d and δ0 ≤ 1 in the last step.

Estimate for J2. Recall that if j ∈ J2, then ‖V ‖
d
2
d
2
,Dj

& 1 if d ≥ 3 and ‖V ‖B,Dj
& 1 if

d = 2. Using the covering lemma (Lemma 4.1), we obtain for d ≥ 3

|J2| =
∑

j∈J2
1 .

∑

j∈J2
‖V ‖

d
2
d
2
,Dj

. ‖V ‖
d
2
d
2
,Ωl∩Ωb√

dδ0

. ‖V ‖
d
2
d
2
,Ω

. δ−d
0 . (157)

For d = 2, using [14, Lemma A.1] we get

|J2| =
∑

j∈J2
1 .

∑

j∈J2
‖V ‖B,Dj

. ‖V ‖B,Ωl∩Ωb√
dδ0

. ‖V ‖B,Ω . δ−d
0 , (158)

Estimate for J3. Recall that if j ∈ J3, then aj = c0 max (hj , c1δj)
1
γ and

‖V ‖p̃p̃,Dj
& max

(
hj
c1δj

, 1

) d−1
γ

. (159)

In the following, we will use s′, s, ω and ζ as defined in Definition 4.3. By

1

s
+

1

s′
= 1 (160)
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and Hölder’s inequality, we have

|J3| =
∑

j∈J3
δωj max

(
hj
c1δj

, 1

)−ζ

δ−ω
j max

(
hj
c1δj

, 1

)ζ

≤


∑

j∈J3
δ

d−1
γ

+1

j max

(
hj
c1δj

, 1

)−ζs′



1
s′

∑

j∈J3
δ−β
j max

(
hj
c1δj

, 1

)−β+ d−1
γ




1
s

, (161)

where we used

ωs′ = 1 +
d− 1

γ
and ωs = β (162)

and the definition of ζ, see Definition 4.3, in the last step. By (159) and Lemma 2.8(v),
we have for every j ∈ J3

δ−β
j max

(
hj
c1δj

, 1

)−β+ d−1
γ

. max (hj , c1δj)
−β ‖V ‖p̃p̃,Dj

. |V |p̃p̃,β,Dj
. (163)

Using the covering lemma (Lemma 4.1), we get by (23)

∑

j∈J3
δ−β
j max

(
hj
c1δj

, 1

)−β+ d−1
γ

.
∑

j∈J3
|V |p̃p̃,β,Dj

. ‖V ‖−p̃
p̃,β . |V |p̃p̃,β,Ω . δ−2p̃

0 . (164)

If we can show that
∑

j∈J3
δ

d−1
γ

+1

j max

(
hj
c1δj

, 1

)−ζs′

. δ0 , (165)

then we get by (161) and (164) that

|J3| . δ
1
s′
0 δ

−2p̃ 1
s

0 = δ−d
0 ,

where we used
−2p̃

1

s
+

1

s′
= −d (166)

in the last step. Hence, it remains to show (165). First note that by aj = c0 max (hj , c1δj)
1
γ

and by Lemma 2.7(ii), we have

|Dj | ∼ δ0a
d−1
j = δ0

(
c0 max (hj , c1δj)

1
γ

)d−1
∼ δ

d−1
γ

+1

0 max

(
hj
c1δj

, 1

) d−1
γ

(167)

for all j ∈ J3. Thus,

∑

j∈J3
δ

d−1
γ

+1

j max

(
hj
c1δj

, 1

)−ζs′

∼
∑

j∈J3
|Dj |max

(
hj
c1δj

, 1

)−
(
ζs′+ d−1

γ

)

=
∑

j∈J3, hj≥c1δ0

|Dj |max

(
hj
c1δj

, 1

)−
(
ζs′+ d−1

γ

)

+
∑

j∈J3, hj<c1δ0

|Dj |max

(
hj
c1δj

, 1

)−
(
ζs′+ d−1

γ

)

=: S1 + S2 .

Estimate for S1. If j ∈ J3 with hj ≥ c1δ0, then we have hj ≥ c1δ0 ≥ c1δj since δ0 ≥ δj .
Thus,

aj = c0 max (hj , c1δj)
1
γ = c0h

1
γ

j . (168)
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By Lemma 2.8(iii), it follows that

S1 ≤
∑

j∈J3, hj≥c1δ0

|Dj |
(
hj
c1δ0

)−
(
ζs′+ d−1

γ

)

∼
∑

j∈J3, hj≥c1δ0

∫

Dj

dw

(
hw
c1δ0

)−
(
ζs′+ d−1

γ

)

.
∫
{
w∈Ωl∩Ωb√

dδ0

∣∣∣∣hw≥ 1
2
c1δ0

} dw

(
hw
c1δ0

)−
(
ζs′+ d−1

γ

)

.
∫ ∞

1
2
c1δ0

dh

(
h

c1δ0

)−
(
ζs′+ d−1

γ

)

= c1δ0

∫ ∞

1
2

dt t
−
(
ζs′+ d−1

γ

)
. δ0 .

Here we used hj ≥ c1δ0, δ0 ≥ δj and

ζs′ +
d− 1

γ
> 1 (169)

in the second step. We explain (169) below. In the fourth step, we used Lemma 2.8(iii)
to get hw ≥ 1

2hj ≥ 1
2c1δ0 and moreover we applied the covering lemma (Lemma 4.1). In

the second last step we used the change of variables t = hw
c1δ0

and in the last step we used
(169) to deduce that the integral is finite.

In order to show (169), note that we have

ζs′ +
d− 1

γ
=

1

s

(
−β +

d− 1

γ

)
s′ +

d− 1

γ
= 1− 2 +

d− 1

γ

d+ 1

1
d

(
d−1
γ + 1

)2
− d

. (170)

Therefore, (169) is equivalent to

d− 1

γ
>

2

d+ 1

[
1

d

(
d− 1

γ
+ 1

)2

− d

]
=

2d

d+ 1

[
1

d2

(
d− 1

γ
+ 1

)2

− 1

]
. (171)

Define

Y :=
1

d

(
d− 1

γ
+ 1

)
(172)

and note that since γ ∈
[
d−1
d , 1

)
, we have d−1

γ ∈ (d− 1, d] and therefore, Y ∈
(
1, d+1

d

]
.

The inequality (171) now reads

dY − 1 >
2d

d+ 1

[
Y 2 − 1

]
. (173)

Using d
d+1 ≤ 1

Y , 2d
d+1 > 1 and d ≥ 2, we have

2d

d+ 1

[
Y 2 − 1

]
≤ 2

Y
Y 2 − 2d

d+ 1
< 2Y − 1 ≤ dY − 1 , (174)

which shows (173) and hence, (169) holds.

Estimate for S2. By (169), we get

S2 =
∑

j∈J3, hj<c1δ0

|Dj |max

(
hj
c1δj

, 1

)−
(
ζs′+ d−1

γ

)

≤
∑

j∈J3, hj<c1δ0

|Dj | . (175)
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Let j ∈ J3 with hj < c1δ0. By the definition of J3, we have aj = c0h
1
γ

j or aj = c2δ
1
γ

j . If

aj = c0h
1
γ

j , then by assumption hj ≤ c1δ0, so we get by Lemma 2.8(iii)

hw ≤ 2hj ≤ 2c1δ0 for all w ∈ Dj . (176)

If aj = c2δ
1
γ

j , we get by Lemma 2.8(iv)

hw ≤ hj + |hw − hj | ≤ c1δ0 + δj ≤ c1δ0 + δ0 ≤ 2c1δ0 for all w ∈ Dj . (177)

In both cases we get hw ≤ 2c1δ0 for all w ∈ Dj . Using this fact, (175) and the covering
lemma (Lemma 4.1), we obtain

S2 ≤
∑

j∈J3, hj<c1δ0

|Dj | .
∣∣∣
{
w ∈ Ωl ∩Ωb√

dδ0

∣∣∣ hw ≤ 2c1δ0

}∣∣∣ . δ0 . (178)

�
4.2. Covering of the interior by cubes. In this subsection, we consider the part of Ω
far enough away from ∂Ω and show that we can choose a family of cubes Dx with centre
x ∈ Ω far enough away from ∂Ω such that

N
(
−∆N

Dx
+ V

)
≤ 1 (179)

and such that the number of cubes we choose is bounded by a constant times δ−d
0 . This

part of the proof mimics the proof strategy of Rozenblum [13], [8, Section 4.5.1].

Definition 4.5. For all x ∈ Ω \ Ωb
1
2

√
dδ0

, define δx ∈ (0, δ0] by

δx := sup

{
δ̃ ∈ (0, δ0]

∣∣∣∣ ‖V ‖
d
2
d
2
,Dx(δ̃)

. 1

}
if d ≥ 3 (180)

and
δx := sup

{
δ̃ ∈ (0, δ0]

∣∣∣ ‖V ‖B,Dx(δ̃)
. 1
}

if d = 2 (181)

where
Dx(δ̃) :=

{
y ∈ Rd

∣∣∣∣ |y − x|∞ <
1

2
δ̃

}
(182)

and where |·|∞ denotes the ∞-norm on Rd. Here the constants in . have to be chosen
small enough depending on d.

Lemma 4.6. Let x ∈ Ω \ Ωb
1
2

√
dδ0

and let δx ∈ (0, δ0] be as in Definition 4.5. Then

D := Dx := Dx(δx) ⊂ Ω and
N
(
−∆N

D + V
)
≤ 1 . (183)

Proof. Since x ∈ Ω \Ωb
1
2

√
dδ0

and δx ≤ δ0, we have dist (x, ∂Ω) ≥ 1
2

√
dδ0. By the definition

of D, we obtain D ⊂ Ω. The bound (183) can be proved as in Lemma 3.4(i). �
Lemma 4.7 (Covering lemma for the interior of Ω). For every x ∈ Ω\Ωb

1
2

√
dδ0

let δx ∈ (0, δ0]

and Dx := Dx(δx) be as in Definition 4.5.
(i) Then there exists K0 = K0(d, γ) ∈ N and subfamilies F1, . . . ,FK0 of oscillatory

domains Dx = Dx(δx) ⊂ Ωl∩Ωb√
dδ0

such that for every k ∈ {1, . . . ,K0} all oscillatory
domains in Fk are disjoint, and moreover,

K0⋃

k=1

⋃̇

D∈Fk

D ⊃ Ω \Ωb
1
2

√
dδ0

. (184)
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(ii) Let J0 be an index set and denote
K0⋃

k=1

Fk =: {Dj}j∈J0 . (185)

Then
|J0| . δ−d

0 . (186)

Proof. Proof of (i). In order to get the desired result, it suffices to apply the Besicovitch
covering lemma for cubes to the family {Dx}x∈Ω\Ωb

1
2

√
dδ0

.

Proof of (ii). For every j ∈ J0, let δj be such that Dj := Dxj (δj) for some xj ∈
Ω \Ωb

1
2

√
dδ0

. Write J0 = J0,0 ∪ J0,1, where J0,0 and J0,1 are chosen such that δj = δ0 for all

j ∈ J0,0, ‖V ‖ d
2
,Dj

∼ 1 for all j ∈ J0,1 if d ≥ 3, and ‖V ‖B,Dj
∼ 1 for all j ∈ J0,1 if d = 2.

This is possible by the definition of δx for x ∈ Ω \ Ωb
1
2

√
dδ0

. By (i), |Dj | = δd0 and |Ω| ≤ 1

for all j ∈ J0,0, so we get |J0,0| . δ−d
0 . Using (i), we obtain

|J0,1| =
∑

j∈J0,1
1 .

∑

j∈J0,1
‖V ‖

d
2
d
2
,Dj

. ‖V ‖
d
2
d
2
,Ω\Ωb

1
2

√
dδ0

. ‖V ‖
d
2
d
2
,Ω

. δ−d
0 (187)

if d ≥ 3 and

|J0,1| =
∑

j∈J0,1
1 .

∑

j∈J0,1
‖V ‖B,Dj

. ‖V ‖B,Ω\Ωb
1
2

√
dδ0

. ‖V ‖B,Ω . δ−d
0 (188)

if d = 2. Thus, we get (186). �

5. Conclusion of Theorem 1.2 and Theorem 1.4

In this section, we conclude Theorem 1.4 and we also prove Corollary 1.5. We remarked
in Section 1.2 that these two results imply Theorem 1.2.

5.1. Proof of Theorem 1.4. In this subsection, we combine the results from the previous
subsections to prove Lemma 1.6. From this, we deduce Lemma 1.7 and Lemma 1.8. As
we have already shown in Section 1.2, we obtain Theorem 1.4 from these lemmata.

Proof of Lemma 1.6. Define K := K0 + K1 + . . . KL, where K0 was defined in Lemma
4.7(i) and Kl for l ∈ {1, . . . , L} was defined in Lemma 4.1. Note that K only depends on
d, γ, L. Denote by F l

k with l ∈ {0, . . . , L} and k ∈ {1, . . . ,Kl} the corresponding families
of oscillatory domains. By Lemma 4.7(i) and Lemma 4.1(i), the oscillatory domains in
each F l

k are disjoint and moreover,

Ω ⊃
L⋃

l=0

Kl⋃

k=1

⋃̇

D∈F l
k

D ⊃
(
Ω \ Ωb

1
2

√
dδ0

)
∪
(

L⋃

l=1

(
Ω̃l ∩ Ωb

1
2

√
dδ0

))
⊃ Ω , (189)

where we used in the last step that by hΩ ≥
√
dδ0 and Lemma 2.3, we have

⋃L
l=1 Ω̃l ⊃

Ωb
1
2

√
dδ0

. This shows (a). For (b), note that by Lemma 4.6 and Lemma 3.4, we have

N
(
−∆N

D + V
)
≤ 1 for all l ∈ {0, . . . , L} , k ∈ {1, . . . ,Kl} and D ∈ F l

k . (190)

For (c), we obtain by Lemma 4.4 and Lemma 4.7(ii)
L∑

l=0

Kl∑

k=1

|Fk| . δ−d
0 . (191)
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�

Proof of Lemma 1.7. By Friedrich’s extension, it suffices to prove that −∆N
Ω+V is bounded

from below with the quadratic form domain H1(Ω). Let K = K(d, γ, L) ∈ N be as in
Lemma 1.6. Denote Ṽ := 4KV and recall ‖V ‖p̃,β <∞. Let F1, . . . ,FK be the families of
oscillatory domains D ⊂ Ω which we got from Lemma 1.6 applied to Ṽ . We compute

−∆N
Ω + V ≥ −1

2
∆N

Ω +
1

2


 1

K

K∑

k=1

(
−∆N

Ω

)
+

K∑

k=1

∑

D∈Fk

2V 1D




≥ −1

2
∆N

Ω +
1

2K

K∑

k=1

∑

D∈Fk

(
−∆N

D +
1

2
Ṽ 1D

)
.

(192)

Let k ∈ {1, . . . ,K}, D ∈ Fk, u ∈ H1(Ω) and uD := 1
|D|
∫
D u ∈ R. Note that for v := u−uD,

we have v ∈ H1(Ω),
∫
D v = 0 and

∫
D |∇u|2 =

∫
D |∇v|2. We get using Ṽ ≤ 0

∫

D
|∇u|2 +

∫

D

1

2
Ṽ |u|2 ≥

∫

D
|∇v|2 +

∫

D

1

2
Ṽ
(
2|v|2 + 2|uD|2

)

=

∫

D
|∇v|2 +

∫

D
Ṽ |v|2 +

∣∣∣∣
1

|D|

∫

D
u

∣∣∣∣
2 ∫

D
Ṽ ≥ 1

|D|

∫

D
Ṽ

∫

D
|u|2.

In the fourth step we used that
∫
D |∇v|2 +

∫
D Ṽ |v|2 ≥ 0 by the choice of the family Fk

and
∫
D v = 0 for the first two summands, and we used Jensen’s inequality and Ṽ ≤ 0 for

the last summand. We deduce that in the sense of quadratic forms,

−∆N
D +

1

2
1DṼ 1D ≥ −

(
1

|D|

∫

D
|Ṽ |
)
1D. (193)

We obtain by (192) and (193),

−∆N
Ω + V ≥ 1

2

(
−∆N

Ω

)
−


 1

2K

K∑

k=1

∑

D∈Fk

1

|D|

∫

D
|Ṽ |


 1Ω, (194)

where the constant in the last part is finite since
∑K

k=1 |Fk| . δ0(V )−d < ∞. It follows
that the quadratic form for −∆N

Ω + V with domain H1(Ω) is well-defined, bounded from
below and its form norm is given by the H1(Ω)-norm. This finishes the proof of the
self-adjointness of −∆N

Ω + V . �

Proof of Lemma 1.8. As at the beginning of the proof of Lemma 1.7, in the sense of qua-
dratic forms, we have

−∆N
Ω +

1

K
V ≥ 1

K

K∑

k=1

∑

D∈Fk

(
−∆N

D + V 1D
)
, (195)

where we used V ≤ 0 and Ω =
⋃K

k=1

⋃
D∈Fk

D in the first step. In the second step, we used
that for every k ∈ {1, . . . ,K} the oscillatory domains D ∈ Fk are disjoint and therefore,∫
Ω |∇u|2 ≥∑D∈Fk

∫
D |∇u|2 for all u ∈ H1(Ω). By Lemma 1.6(b), we have

N
(
−∆N

D + V
)
≤ 1 (196)
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for every k ∈ {1, . . . ,K} and every D ∈ Fk. Hence, by the min-max principle [18, Theorem
12.1, version 2]2, for every k ∈ {1, . . . ,K} and D ∈ Fk there exists a function uD ∈
H1(D) ⊂ L2(Ω) such that

∫

D
|∇u|2 +

∫

D
V |u|2 ≥ 0 for all u ∈ H1(Ω) with

∫

Ω
uDu = 0 . (197)

It follows that if u ∈ H1(Ω) is in the orthogonal complement in the L2(Ω) sense of
span

{
uD | D ∈ Fk, k = 1, . . . K

}
, then

∫

Ω
|∇u|2 +

∫

Ω

1

K
V |u|2 ≥ 1

K

K∑

k=1

∑

D∈Fk

∫

D

(
|∇u|2 +

∫

D
V |u|2

)
≥ 0 . (198)

Since the orthogonal complement of span
{
uD | D ∈ Fk, k = 1, . . . K

}
is a subspace of

L2(Ω) of dimension at most
∑K

k=1 |Fk|, we obtain by the min-max principle [18, Theorem
12.1, version 2] and (195)

N

(
−∆N

Ω +
1

K
V

)
≤

K∑

k=1

|Fk| . δ−d
0 , (199)

where we used Lemma 1.6(c) in the last step. �

5.2. Proof of Corollary 1.5. For the proof of Corollary 1.5, we need the following lemma.

Lemma 5.1 (A subset of the γ with β < 1). Let d ≥ 2.

(i) If γ ∈
[
2(d−1)
2d−1 , 1

]
, then

β = β(d, γ) =
1

d+ 1

(
d− 1

γ
+ 1

)[
1

d

(
d− 1

γ
+ 1

)2

− d

]
< 1. (200)

(ii) If γ ∈ (0, 1) is such that β < 1, then ‖·‖p̃,β . ‖·‖p for all p > p̃
1−β .

Proof. Proof of (i). Let γ ∈
[
2(d−1)
2d−1 , 1

]
. Note that

Y :=
1

d

(
d− 1

γ
+ 1

)
≤ 1

d

(
2d− 1

2
+ 1

)
= 1 +

1

2d
, (201)

so Y 2 − 1 ≤ 1
d

(
1 + 1

4d

)
. Hence, we have

β =
d2

d+ 1
Y
[
Y 2 − 1

]
≤ d2

d+ 1

(
1 +

1

2d

)
1

d

(
1 +

1

4d

)
< 1 .

Proof of (ii). Let q := p
p̃ >

1
1−β > 1 and note that 1

q′ = 1 − 1
q > 1 − (1 − β) = β, so

βq′ < 1. By Hölder’s inequality, we get

|V |p̃p̃,β =

∫
⋃L

l=1 Ωl

dxh−β
x,min|V (x)|p̃ ≤

(∫
⋃L

l=1 Ωl

dxh−βq′
x,min

) 1
q′
(∫

⋃L
l=1 Ωl

dx |V (x)|p̃q
) 1

q

. ‖V ‖p̃p ,

2As the proof [18, Theorem 12.1, version 2] shows, in fact, the subspace M need not be a subset of
H1(Ω) but it suffices to take M ⊂ L2(Ω).
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where we used βq′ < 1 and p̃q = p in the last step. Furthermore, since |Ω| ≤ 1 and
p > p̃ ≥ d

2 , we can apply Jensen’s inequality to get

‖V ‖pp =
∫

Ω
|V |p = |Ω| 1

|Ω|

∫

Ω

(
|V | d2

) 2p
d ≥ |Ω|

(
1

|Ω|

∫

Ω
|V | d2

) 2p
d

= |Ω|1− 2p
d ‖V ‖pd

2

≥ ‖V ‖pd
2

.

For d = 2, we have ‖V ‖p & ‖V ‖B,Ω by [19, Chapter 5.1, Theorem 3, p. 155] and p > p̃ ≥
d
2 = 1. Using Definition 2.4(iii), we obtain ‖V ‖p̃,β . ‖V ‖p for any d ≥ 2. �

Proof of Corollary 1.5. By Lemma 5.1, we have ‖·‖p̃,β . ‖·‖p. Therefore, by Theorem 1.4,

N
(
−∆N

Ω + V
)

.
[
min

(
hΩ√
d
, ‖V ‖−

1
2

p̃,β

)]−d

= max

((
hΩ√
d

)−d

, ‖V ‖
d
2
p̃,β

)

. 1 + ‖V ‖
d
2
p̃,β . 1 + ‖V ‖

d
2
p .

�

6. Weyl’s law for Schrödinger operators (Theorem 1.3)

In this section, we deduce Theorem 1.3 using Theorem 1.2. The main idea is to first reduce
to Weyl’s law for continuous compactly supported potentials, namely

N
(
−∆N

Ω + λW
)
= (2π)−d |B1(0)| λ

d
2

∫

Ω
|W | d2 + o

(
λ

d
2

)
as λ→ ∞. (202)

for all W ∈ Cc(Ω) with W ≤ 0. Using (202) combined with the Cwikel-Lieb-Rozenblum
type bound (Theorem 1.2), we can then deduce Theorem 1.3.

6.1. Reduction to compactly supported potentials. Let V be as in Theorem 1.3.
Assume that we have (202) for 0 ≥W ∈ Cc(Ω). Since |||·||| := ‖·‖p̃,β is a weighted Lp̃-norm
on Ω with p̃ <∞, there exists a sequence (Vn)n∈N ⊂ Cc(Ω) with Vn ≤ 0 such that

‖Vn − V ‖d
2

. |||V − Vn||| → 0 as n→ ∞. (203)

Let δ ∈ (0, 1). Recall that from the min-max principle [18, Theorem 12.1, version 2], one
can deduce that

N(A+B) ≤ N(A) +N(B) (204)

for any two self-adjoint operators A and B defined on the same Hilbert space with the
same quadratic form domain. We have for every n ∈ N and λ > 0

N
(
−∆N

Ω + λV
)
≤ N

(
(1− δ)

(
−∆N

Ω

)
+ λVn

)
+N

(
δ
(
−∆N

Ω

)
+ λ (V − Vn)

)

= N

(
−∆N

Ω + λ
Vn

1− δ

)
+N

(
−∆N

Ω + λ
V − Vn

δ

)

≤ N

(
−∆N

Ω + λ
Vn

1− δ

)
+ CΩ

(
1 + δ−

d
2λ

d
2 |||V − Vn|||

d
2

)
,

(205)
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where we used Theorem 1.2 in the last step. Using (203), (205), (202) for W = Vn
1−δ and

the definition of |||·|||, we get

lim sup
λ→∞

λ−
d
2N
(
−∆N

Ω + λV
)

≤ lim sup
δ→0

lim sup
n→∞

lim sup
λ→∞

λ−
d
2

(
N

(
−∆N

Ω + λ
Vn

1− δ

)
+ CΩ

(
1 + δ−

d
2λ

d
2 |||V − Vn|||

d
2

))

≤ lim sup
δ→0

lim sup
n→∞

(
(2π)−d |B1(0)|

∫

Ω

∣∣∣∣
Vn

1− δ

∣∣∣∣
d
2

+ CΩδ
− d

2 |||V − Vn|||
d
2

)

= (2π)−d |B1(0)| lim sup
δ→0

∫

Ω

∣∣∣∣
V

1− δ

∣∣∣∣
d
2

= (2π)−d |B1(0)|
∫

Ω
|V | d2 ,

(206)

which is the desired upper bound. For the corresponding lower bound, we replace V by
(1− δ)Vn, and we replace Vn by (1− δ)V in (205) to get

N
(
−∆N

Ω + λV
)
≥ N

(
−∆N

Ω + λ(1− δ)Vn
)
−CΩ

(
1 + δ−

d
2 (1− δ)

d
2λ

d
2 |||V − Vn|||

d
2

)
, (207)

and then proceeding as above.

6.2. Weyl’s law for compactly supported potentials. Now we prove (202) for 0 ≥
W ∈ Cc(Ω). This result can also be found in [8, Theorem 4.29] for the Laplacian on Rd.
For the reader’s convenience, we explain the proof below since our setting is slightly dif-
ferent. We follow the proof strategy of Weyl, namely we cover the support of W by small
cubes of side-length independent of λ such that each cube is completely contained in Ω.
We then apply Weyl’s law for constant potentials on cubes.

Let m0 ∈ N be such that √
d2−m0 < dist (suppW,∂Ω) . (208)

Then every cube of side-length at most 2−m0 intersecting suppW is contained in Ω. For
every m ∈ N, j ∈ Zd let

Qm
j := 2−m

(
j + (0, 1)d

)
(209)

be the open cube of side-length 2−m whose bottom left corner is at 2−mj ∈ Rd. For every
m ∈ N let

Jm :=
{
j ∈ Zd

∣∣ Qm
j ∩ suppW 6= ∅

}
. (210)

Upper bound. We claim that for every m ≥ m0, we have

N
(
−∆N

Ω + λW
)
≤
∑

j∈Jm
N
(
−∆N

Qm
j
+ λW

)
. (211)

This can be seen as follows. By the min-max principle [18, Theorem 12.1, Version 2],
we know that for every j ∈ Jm there exists an N(−∆N

Qm
j
+ λW )-dimensional subspace of

L2(Qm
j ), which we call Mj , such that

∫

Qm
j

|∇u|2 +
∫

Qm
j

λW |u|2 ≥ 0 (212)

for all u ∈ H1(Qm
j ) that are in the orthogonal complement of Mj with respect to L2(Qm

j ).
Let M ⊂ L2(Ω) be the span of all Mj for j ∈ Jm, where we extend functions in L2(Qm

j )
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by zero on Ω \Qm
j . Note that M has dimension at most

∑

j∈Jm
N
(
−∆N

Qm
j
+ λW

)
. (213)

By (212), Ω ⊃ ∪j∈JmQj ⊃ suppW and since the cubes Qj are disjoint, we get for every
u ∈ H1(Ω) in the orthogonal complement of M with respect to L2(Ω)

∫

Ω
|∇u|2 +

∫

Ω
λW |u|2 ≥

∑

j∈Jm

(∫

Qm
j

|∇u|2 +
∫

Qm
j

λW |u|2
)

≥ 0. (214)

By the min-max principle [18, Theorem 12.1, version 2], we obtain (211). Therefore, for
every m ∈ N, m ≥ m0

N
(
−∆N

Ω + λW
)
≤
∑

j∈Jm
N
(
−∆N

Qm
j
+ λW

)
≤
∑

j∈Jm
N

(
−∆N

Qm
j
− λ sup

x∈Qm
j

|W (x)|
)
. (215)

By Weyl’s law for constant potentials with Neumann boundary conditions on cubes, see
for example [8, Theorem 3.20],

lim sup
λ→∞

λ−
d
2N
(
−∆N

Ω + λW
)
≤
∑

j∈Jm
lim sup
λ→∞

λ−
d
2N

(
−∆N

Qm
j
− λ sup

x∈Qm
j

|W (x)|
)

=
∑

j∈Jm


(2π)−d |B1(0)|

∣∣Qm
j

∣∣
(

sup
x∈Qm

j

|W (x)|
) d

2


 .

Since W ∈ Cc(Ω), the right hand side agrees with (202) as m→ ∞.

Lower bound. For every m ∈ N, m ≥ m0, we have

N
(
−∆N

Ω + λW
)
≥
∑

j∈Jm
N
(
−∆D

Qm
j
+ λW

)
. (216)

For the proof of (216), note that by the min-max principle [18, Theorem 12.1, Version
3] for every j ∈ Jm there exists an N

(
−∆D

Qm
j
+ λW

)
-dimensional subspace of H1

0 (Q
m
j ),

which we call Mj , such that
∫

Qm
j

|∇uj |2 +
∫

Qm
j

λW |uj|2 < 0 for all 0 6≡ uj ∈Mj . (217)

Since the cubes Qm
j , j ∈ Jm are disjoint and each Mj ⊂ H1

0 (Q
m
j ) ⊂ H1(Ω), if we denote

by M the span of all Mj , then M ⊂ H1(Ω) is a subspace of dimension
∑

j∈Jm
N
(
−∆D

Qm
j
+ λW

)
. (218)

By suppW ⊂ ∪j∈JmQj and (217), we obtain for every 0 6≡ u =
∑

j∈Jm uj ∈ M with
uj ∈Mj for each j ∈ Jm,

∫

Ω
|∇u|2 +

∫

Ω
λW |u|2 =

∑

j∈Jm

(∫

Qm
j

|∇uj |2 +
∫

Qm
j

λW |uj |2
)
< 0. (219)
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By the min-max principle [18, Theorem 12.1, Version 3], we get (216). Using (216) and
Weyl’s law for constant potentials on cubes [2, 3], we get

lim inf
λ→∞

λ−
d
2N
(
−∆N

Ω + λW
)
≥ lim inf

λ→∞
λ−

d
2

∑

j∈Jm
N
(
−∆D

Qm
j
+ λW

)

≥
∑

j∈Jm
lim inf
λ→∞

λ−
d
2N

(
−∆D

Qm
j
− λ inf

x∈Qm
j

|W (x)|
)

=
∑

j∈Jm


(2π)−d |B1(0)|

∣∣Qm
j

∣∣
(

inf
x∈Qm

j

|W (x)|
) d

2


 .

Taking m→ ∞, we conclude (202). The proof of Theorem 1.3 is complete.

Remark 6.1. In dimension d ≥ 3, we can obtain the lower bound in Theorem 1.3 for all
potentials V ∈ L

d
2 (Ω), V ≤ 0 by comparing with −∆Rd + λV and using Weyl’s law for

Schrödinger operators on Rd [8, Theorem 4.46]. However, this is not true in dimension
d = 2, see [8, Remark after Theorem 4.46].

7. Example with non-semiclassical behaviour (Theorem 1.1)

In this section we prove Theorem 1.1. We explain the proof strategy in Section 7.1 and
the details are given in Section 7.2.

7.1. General strategy. In this subsection, we explain for fixed γ ∈
(
d−1
d , 1

)
how to

construct a γ-Hölder domain Ω ⊂ Rd and a potential V : Ω → (−∞, 0] with V ∈ L
d
2 (Ω)

such that (5) holds. We construct the γ-Hölder domain Ω in the same way as Netrusov
and Safarov [10, Theorem 1.10]. The potential V will be chosen such that it grows near
the boundary of Ω. This will allow us for certain values of λ going to infinity to find
significantly more than λ

d
2 negative eigenvalues of −∆N

Ω + λV .

We start by fixing M := 2m, where m ∈ N is chosen large enough depending on γ. The
main part of Ω will be given by the subgraph{(

x′, xd
)
∈ Rd−1 × R

∣∣ x′ ∈ Q(d−1), 0 < xd < f(x′)
}

(220)

of a γ-Hölder continuous function f on the (d− 1)-dimensional unit cube Q(d−1) that van-
ishes on the boundary of Q(d−1). For every j ∈ N we can decompose Q(d−1) into M (d−1)j

small cubes of side-length M−j. The function f will be chosen in such a way that for any
j ∈ N it oscillates on the order of magnitude M−jγ on each of the small cubes of side-length
M−j. Intuitively speaking, f looks no better than a γ-Hölder continuous function on each
of the small cubes for every length scale M−j , j ∈ N.

The potential V will be chosen such that it is large close to the boundary of Ω. We define

V
(
x′, xd

)
:= −c

(
f(x′)− xd

) 2
d
(−1+ε)

for
(
x′, xd

)
∈ Ω ⊂ Rd−1 × R (221)

for a suitably chosen 0 < ε < (d − 1) (1/γ − 1) and a constant c = c(d, γ, ε) > 0. Note
that V ∈ L

d
2 (Ω) since ε > 0. In the following, for fixed j ∈ N, we can for simplicity think

of f as a j-dependent constant c(j) > 0 plus a small spike of height M−jγ on each of the
M (d−1)j (d− 1)-dimensional small cubes of side-length M−j . We denote these small cubes
of side-length M−j by Q(j, k), k ∈

{
1, . . . ,M (d−1)j

}
. Moreover, we define

Ωj,k :=
{(
x′, xd

)
∈ Q(j, k) × R

∣∣ c(j) < xd < f(x′)
}
, (222)
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and uj,k ∈ H1(Ω) by

uj,k
(
x′, xd

)
:= sin

(
M jγ (xd − c(j))

)
1Ωj,k

(
x′, xd

)
. (223)

Note that for fixed j ∈ N, the interior of the support the {uj,k}M
(d−1)j

k=1 are disjoint. One
can show that for

λ(j) :=M2γj(1+ 1
d
(−1+ε)) (224)

we have for every k ∈ {1, . . . ,M (d−1)j}
∫

Ω
|∇uj,k|2 +

∫

Ω
λV |uj,k|2 < 0. (225)

Hence, for every j ∈ N
N
(
−∆N

Ω + λ(j)V
)
≥M (d−1)j . (226)

A computation shows that since ε < (d− 1)(1/γ − 1),

lim
j→∞

λ(j)−
d
2M (d−1)j = ∞. (227)

It follows that
lim sup
λ→∞

λ−
d
2N
(
−∆N

Ω + λV
)
= ∞. (228)

7.2. Details of the proof of Theorem 1.1. Let us now come to the details of the proof
of Theorem 1.1. For the definition of Ω and of the orthogonal set of test functions, we
closely follow [10, Theorem 1.10].

Definition 7.1. Let d ≥ 2, γ ∈
(
d−1
d , 1

)
and let m ∈ N be large enough such that mγ ≥ 1

and m(1− γ) ≥ 4. Define Q(d−1) := (0, 1)d−1 and

ψ : Rd−1 → [0, 1/2] , x′ 7→ 1

2
−
∣∣∣x′ −

(
1

2
, . . . ,

1

2

) ∣∣∣
∞
1Q(d−1)(x′).

For every j ∈ N0 let
Kj :=

{
0, 1, 2, 3, . . . , 2jm − 1

}d−1 (229)
and for k ∈ Kj define

Q(j, k) :=
{
x′ ∈ Rd−1

∣∣∣ 2jmx′ − k ∈ Q(d−1)
}
⊂ Q(d−1). (230)

Define for j ∈ N0 the functions

gj : Q
(d−1) → [0, 1/2] , x′ 7→

∑

k∈Kj

ψ
(
2jmx′ − k

)
, (231)

for n ∈ N0 ∪ {−1}

fn : Q(d−1) → [0,∞) , x′ 7→
n∑

j=0

2−γjmgj(x
′). (232)

We also denote f−1 ≡ 0 and f = limn→∞ fn. Also define for every n ∈ N0, k ∈ Kn

an,k := sup
x′∈Q(n,k)

fn−1(x
′). (233)

Lemma 7.2. (i) f :
(
Q(d−1), |·|∞

)
→ [0,∞) is γ-Hölder continuous with constant 3.

(ii) For every n ∈ N0, k ∈ Kn and x′, y′ ∈ Q(n, k), we have

|fn−1(x
′)− fn−1(y

′)| ≤ 1

8
2−γmn. (234)
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(iii) For every n ∈ N0, k ∈ Kn and x′ ∈ Q(n, k) with 2nmx′ − k ∈ [1/4, 3/4]d−1, we have

f(x′)− an,k ≥ 1

8
2−γmn. (235)

(iv) For every n ∈ N0, k ∈ Kn and x′ ∈ Q(n, k), we have

f(x′)− an,k ≤ 2−γmn. (236)

Proof. Proof of (i). Let x′, y′ ∈ Q(d−1) with x′ 6= y′ and denote by n′ the largest number
in N0 such that 2−n′m ≥ |x′ − y′|∞. In particular,

2−(n′+1)m <
∣∣x′ − y′

∣∣
∞ ≤ 2−n′m. (237)

We have

|f(x′)− f(y′)| =

∣∣∣∣∣∣

∞∑

j=0

2−γmjgj(x
′)−

∞∑

j=0

2−γmjgj(y
′)

∣∣∣∣∣∣

≤
n′∑

j=0

2−γmj |gj(x′)− gj(y
′)|+

∞∑

j=n′+1

2−γmj |gj(x′)− gj(y
′)|

For the first term, we use the Lipschitz continuity of gj , (237) and m(1 − γ) ≥ 4 by
Definition 7.1 to get

n′∑

j=0

2−γmj |gj(x′)− gj(y
′)| ≤

n′∑

j=0

2−γmj · 2jm
∣∣x′ − y′

∣∣
∞

≤
∣∣x′ − y′

∣∣γ
∞ 2−m(1−γ)n′

n′∑

j=0

2m(1−γ)j ≤
∣∣x′ − y′

∣∣γ
∞

n′∑

j=0

2−m(1−γ)j ≤ 2
∣∣x′ − y′

∣∣γ
∞ .

For the second term, we use the Lipschitz continuity of gj , (237) and mγ ≥ 1 to get
∞∑

j=n′+1

2−γmj |gj(x′)− gj(y
′)| ≤ 1

2

∞∑

j=n′+1

2−γmj =
1

2
2−γm(n′+1)

∞∑

j=0

2−γmj ≤
∣∣x′ − y′

∣∣γ
∞ .

Combining these two estimates, we obtain the claim.

Proof of (ii). Let n ∈ N0, k ∈ Kn and x′, y′ ∈ Q (n, k). We have

|fn−1(x
′)− fn−1(y

′)| =

∣∣∣∣∣∣

n−1∑

j=0

2−γmjgj(x
′)−

n−1∑

j=0

2−γmjgj(y
′)

∣∣∣∣∣∣
≤

n−1∑

j=0

2−γmj |gj(x′)− gj(y
′)|

≤
n−1∑

j=0

2−γmj · 2mj
∣∣x′ − y′

∣∣
∞ ≤ 2−mn

n−1∑

j=0

2(1−γ)mj ≤ 1

8
2−γmn ,

where we used Lipschitz continuity of gj in the third step, and m(1−γ) ≥ 4 in the last step.

Proof of (iii). First note that for all y′ ∈ [1/4, 3/4]d−1, we have ψ(y′) ≥ 1/4. Let
n ∈ N0, k ∈ Kn and x′ ∈ Q(n, k) with 2nmx′ − k ∈ [1/4, 3/4]d−1. Then,

gn(x
′) =

∑

k̃∈Kn

ψ
(
2nmx′ − k̃

)
= ψ

(
2nmx′ − k

)
≥ 1

4
. (238)
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Therefore, we have

f(x′)− an,k ≥ fn(x
′)− an,k = fn(x

′)− fn−1(x
′) + fn−1(x

′)− an,k

≥ 2−γmngn(x
′)− |fn−1(x

′)− an,k| ≥
1

4
2−γmn − 1

8
2−γmn =

1

8
2−γmn,

where we used (238), (ii) and (233) in the fourth step.

Proof of (iv). Let n ∈ N0, k ∈ Kn, x′ ∈ Q(n, k). Then by (233), an,k ≥ fn−1(x
′). By

gj(x
′) ≤ 1

2 and mγ ≥ 1, it follows that

f(x′)− an,k ≤ f(x′)− fn−1(x
′) =

∞∑

j=n

2−γmjgj(x
′) ≤ 1

2
2−γmn

∞∑

j=0

2−γmj ≤ 2−γmn.

�
Definition 7.3 (Ω and Ωn,k). Define the γ-Hölder domain

Ω :=
{
x = (x′, xd) ∈ Rd−1 × R

∣∣ x′ ∈ Qd−1, 0 ≤ xd < f(x′)
}
∪
(
(−2, 2)d−1 × (−2, 0)

)

and for all n ∈ N0, k ∈ Kn define

Ωn,k :=
{
x ∈ Ω

∣∣ x′ ∈ Q(n, k), xd ∈
(
fn−1(x

′), f(x′)
)}
. (239)

Definition 7.4 (un,k, b2, b∇, bV and V ). (i) For n ∈ N0, k ∈ Kn, let un,k : Ω → R with

un,k(x) :=

{
sin (2γmn (xd − an,k)) for x′ ∈ Q(n, k), xd ≥ an,k

0 else.
(240)

(ii) Define

b2 := 2−(d−1)

∫ 1
8

0
dt | sin(t)|2, b∇ :=

∫ 1

0
dt | cos(t)|2 and bV := 2

b∇
b2
. (241)

(iii) Let ε ∈ (0, 1). Define V : Ω → R depending on ε by

V (x) :=

{
−bV (f(x)− xd)

2
d
(−1+ε) for x′ ∈ Q(d−1), 0 ≤ xd < f(x′)

0 else.
(242)

Lemma 7.5 (Estimates for un,k). Let n ∈ N0 and k ∈ Kn. Let ε ∈ (0, 1).
(i) Then un,k ∈ H1(Ω). Moreover,

∫

Ω
|un,k|2 ≥ b22

−(d−1)mn · 2−γmn,

∫

Ω
|∇un,k|2 ≤ b∇2

−(d−1)mn · 2γmn.

(ii) For all λ > 0, we have∫

Ω
|∇un,k|2 +

∫

Ω
λV |un,k|2 ≤ b∇2

−(d−1)mn · 2γmn
(
1− 2λ2−2γmn · 2−γmn 2

d
(−1+ε)

)
. (243)

Proof. Proof of (i). A direct computation shows that un,k ∈ H1(Ω). Next, we compute
∫

Ω
|un,k|2 =

∫

Q(n,k)
dx′

∫ f(x′)−an,k

0
ds | sin (2γmns) |2

≥
∫
{
x′∈Q(n,k)

∣∣2mnx′−k∈[1/4,3/4]d−1
} dx′

∫ 1
8
2−γmn

0
ds | sin(2γmns)|2

= 2−(d−1)mn · 2−(d−1)

∫ 1
8

0
dt | sin(t)|22−γmn = b22

−(d−1)mn · 2−γmn,
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where we used Lemma 7.2(iii) in the third step. Moreover, by Lemma 7.2 (iv),
∫

Ω
|∇un,k|2 =

∫

Q(n,k)
dx′

∫ f(x′)−an,k

0
ds 22γmn| cos (2γmns) |2

≤
∫

Q(n,k)
dx′

∫ 2−γmn

0
ds 22γmn| cos (2γmns) |2 = b∇2

−(d−1)mn · 2γmn,

where we used the change of variables t = 2γmns.

Proof of (ii). Let λ > 0. For all x ∈ Ω(n, k), we have xd ∈ (fn−1(x
′), f(x′)), so

by 0 ≤ gj ≤ 1
2 for all j ∈ N0, we get as in the proof of Lemma 7.2 (iv)

f(x′)− xd ≤ f(x′)− fn−1(x
′) =

∞∑

j=n

2−γmjgj(x
′) ≤ 2−γmn. (244)

For all x ∈ supp (V |un,k|2) ⊂ Ωn,k, we have by (244) and ε < 1

|V (x)| = bV
(
f(x′)− xd

) 2
d
(−1+ε) ≥ bV 2

−γmn 2
d
(−1+ε). (245)

Using (ii) and (iii), we get by (241)
∫

Ω
|∇un,k|2 +

∫

Ω
λV |un,k|2 ≤ b∇2

−(d−1)mn · 2γmn − λbV 2
−γmn 2

d
(−1+ε)b22

−(d−1)mn2−γmn

= b∇2
−(d−1)mn · 2γmn

(
1− 2λ2−γmn 2

d
(−1+ε) · 2−2γmn

)
.

�
Remark 7.6. Lemma 7.5(ii) will be the starting point for the example that satisfies (5)
we are looking for in this subsection. If we choose for n ∈ N0

λ := 22γmn · 2γmn
2
d (−1+ε) (246)

in Lemma 7.5(ii), then for all k ∈ Kn, we have
∫

Ω
|∇un,k|2 +

∫

Ω
λV |un,k|2 ≤ b∇2

−(d−1)mn · 2γmn

(
1− 2λ2−γmn

2
d (−1+ε) · 2−2γmn

)
< 0

Now suppose −∆N
Ω +λV was a self-adjoint operator with quadratic form domain H1(Ω). In

fact, this will be shown under suitable assumptions in Lemma 7.7. Then, we deduce by the
min-max principle [18, Theorem 12.1, version 3] and since the {un,k}k∈Kn

have disjoint
interior of their support that

N
(
−∆N

Ω + λV
)
≥ |Kn| = 2(d−1)mn. (247)

If ε = (d − 1) (1/γ − 1), then |Kn| = λ
d
2 . But we can apply Lemma 7.5 with 0 < ε <

(d− 1)(1/γ − 1) < 1 and λ as in (246), then we get

λ−
d
2N
(
−∆N

Ω + λV
)
≥ λ−

d
2 |Kn| = λ−

d
2 2(d−1)mn → ∞ as n→ ∞. (248)

Since λ→ ∞ as n→ ∞, we have shown (5).

Lemma 7.7 (Self-adjointness of −∆N
Ω + λV and ‖V ‖p̃,β = ∞). Let γ ∈

(
d−1
d , 1

)
.

(i) Then there exists 0 < ε < (d − 1) (1/γ − 1) such that V ∈ Lp∗(Ω) ⊂ L
d
2 (Ω) and for

every λ > 0 the operator −∆N
Ω +λV is bounded from below, has finitely many negative

eigenvalues and it is self-adjoint with quadratic form domain H1(Ω).
(ii) For every 0 < ε < (d− 1) (1/γ − 1), we have ‖V ‖p̃,β = ∞.
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Remark 7.8. Lemma 7.7(ii) shows that this example does not contradict Theorem 1.4.

Proof. Proof of (i). Let us first find 0 < ε < (d− 1) (1/γ − 1) such that V ∈ Lp∗(Ω) ⊂
L

d
2 (Ω). Note that Lp∗(Ω) ⊂ L

d
2 (Ω) since Ω is bounded and p∗ > d

2 . By (242), the definition
of V and the boundedness of Ω, it suffices to find 0 < ε < (d− 1) (1/γ − 1) such that

p∗
2

d
(−1 + ε) > −1. (249)

By a continuity argument, it suffices to show that (249) holds for ε = (d − 1) (1/γ − 1),
namely µ(µ− (d+ 1)) > −d with µ := d−1

γ + 1 ∈ (d, d + 1), which is true.

Fix ε = ε(d, γ) as above and let λ > 0 be arbitrary. In order to show the self-adjointness
of the operator −∆N

Ω + λV , we show that the corresponding quadratic form on H1(Ω) is
well-defined, bounded from below and that it has the H1(Ω)-norm as its quadratic form
norm, hence it is closed. The claim then follows from Friedrich’s theorem.

For every x ∈ Ω with xd ≥ 0 and δ > 0, let the oscillatory domain Dx(δ) and ax = a be
defined as in Definition 2.6. Let M := δ/a as in the proof of Lemma 3.4(ii). Then

‖V ‖p∗p∗,Dx(δ)
≤ ad−1

∫ δ

0
dt
∣∣∣bV t

2
d
(−1+ε)

∣∣∣
p∗

=M−(d−1)δd−1|bV |p
∗
∫ δ

0
dt tp

∗ 2
d
(−1+ε)

= C(d, γ)M−(d−1)δd+p∗ 2
d
(−1+ε) → 0 as δ → 0.

(250)

In the third step we used that p∗, bV , ε only depend on d and γ. We also used (249) to
ensure that the integral is finite.

Let K = K(d, γ) be the constant in the covering theorem for oscillatory domains (Lemma
4.1)). By (250), we can choose δ > 0 small enough such that

(4λK)p
∗
C(d, γ)δd+p∗ 2

d
(−1+ε) <

(
1

CPS

)p∗

. (251)

Note that δ only depends on d, γ, λ but not on x. For each x ∈ Ω with xd ≥ 0 let
Dx := Dx(δ) with δ defined in (251). By (251) and (250),

‖4λKV ‖p∗p∗,Dx
Md−1 <

(
1

CPS

)p∗

, (252)

so for every v ∈ H1(Ω) with
∫
Dx
v = 0, we have by (102)

∫

Dx

|∇v|2 +
∫

Dx

4KλV |v|2 ≥ 0. (253)

Let F1, . . . ,FK be the families of oscillatory domains we get from applying the covering
theorem for oscillatory domains (Lemma 4.1) to {Dx}x∈Ω with xd≥0. Note that

K⋃

k=1

⋃

D∈Fk

D ⊃ supp (V ). (254)

Using (253) and (254), we obtain in exactly the same way as in (192) in the proof of Lemma
1.7

−∆N
Ω + λV ≥ 1

2
(−∆N

Ω ) +
1

2K

K∑

k=1

∑

D∈Fk

(−∆N
D + 2λKV 1D)
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≥ 1

2
(−∆N

Ω )− 2λ




K∑

k=1

∑

D∈Fk

1

|D|

∫

D
|V |


 1Ω.

For each k ∈ {1, . . . ,K} and D ∈ Fk, we have

|D| ≥ 1

4
δad−1 ≥ 1

4
δ
(
c0(c1δ)

1
γ

)d−1
=

1

4
cd−1
0 c

d−1
γ

1 δ
1+ d−1

γ . (255)

Since the domains D ∈ Fk for each k ∈ {1, . . . ,K} are all disjoint and Ω is bounded, we
deduce that

∑K
k=1 |Fk| <∞. Thus, since V ∈ Lp∗(Ω) ⊂ L1(Ω), we get

K∑

k=1

∑

D∈Fk

∫

D
|V | 1

|D| <∞, (256)

so −∆N
Ω + λV is a well-defined quadratic form on H1(Ω) that is bounded from below and

has the H1(Ω)-norm as its quadratic form norm. We can deduce as in the proof of Lemma
1.8 that −∆N

Ω + λV has finitely many negative eigenvalues.

Proof of (ii). By the definition of V and of ‖V ‖p̃,β, it suffices to consider the case
ε := (d− 1) (1/γ − 1). Recall that

supp (V ) =
{
x = (x′, xd) ∈ Rd−1 × R

∣∣∣xd ≥ 0
}
∩ Ω. (257)

For all x ∈ Ω with xd ≥ 0 we use the shorthand notation

hx := f(x′)− xd. (258)

By the definition of ‖V ‖p̃,β, it suffices to show |V |p̃p̃,β = ∞. Recall that

|V |p̃p̃,β =

∫

Ω
dx |V (x)|p̃h−β

x =

∫

Ω
|bV |p̃h

p̃ 2
d
(−1+ε)

x h−β
x . (259)

Now, recall that by (238), we have

f(x′) =
∞∑

j=0

2−γjmgj(x
′) ≥ g0(x

′) ≥ 1

4
(260)

for all x′ ∈ [1/4, 3/4]d−1, so

|V |p̃p̃,β = |bV |p̃
∫

Ω
h
p̃ 2
d
(−1+ε)−β

x = |bV |p̃
∫

Q(d−1)

dx′
∫ f(x′)

0
dxd

(
f(x′)− xd

)p̃ 2
d
(−1+ε)−β

≥ |bV |p̃
∫
[
1
4 ,

3
4

]d−1
dx′

∫ f(x′)

0
dt tp̃

2
d
(−1+ε)−β ≥ |bV |p̃2−(d−1)

∫ 1
4

0
dt tp̃

2
d
(−1+ε)−β .

Hence, if we can show that

p̃
2

d
(−1 + ε)− β ≤ −1, (261)

then we have |V |p̃p̃,β = ∞, so ‖V ‖p̃,β = ∞. Recalling (22), the bound (261) is equivalent to

f(µ) =
1

d2
µ2 (µ− (d+ 1)) − 1

d+ 1
µ

[
1

d
µ2 − d

]
≤ −1 (262)

with µ := d−1
γ + 1 ∈ (d, d+ 1). Note that

f ′(µ) =
3µ2

d2(d+ 1)
− 2(d+ 1)

d2
µ+

d

d+ 1
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is a convex function with f ′(d) < 0 and f ′(d+1) < 0. Therefore, f is monotone decreasing
in (d, d + 1), and hence (262) follows from the fact that f(d) = −1. The proof of Lemma
7.7 is complete. �
Proof of Theorem 1.1. Remark 7.6 combined with Lemma 7.7(i) show Theorem 1.1. �
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Weyl formulae for some singular metrics with application to

acoustic modes in gas giants

Yves Colin de Verdière∗, Charlotte Dietze†, Maarten V. de Hoop‡,

Emmanuel Trélat§,

Abstract

This paper is motivated by recent works on inverse problems for acoustic wave propaga-
tion in the interior of gas giant planets. In such planets, the speed of sound is isotropic and
tends to zero at the surface. Geometrically, this corresponds to a Riemannian manifold with
boundary whose metric blows up near the boundary. Here, the spectral analysis of the corre-
sponding Laplace-Beltrami operator is presented and the Weyl law is derived. The involved
exponents depend on the Hausdorff dimension which, in the supercritical case, is larger than
the topological dimension.

AMS classification: 11F72, 58C40.

1 Introduction

1.1 Seismology on gas giant planets

Seismology has played an important role in revealing the (deep) interiors of gas giant planets in
our solar system [6, 24]. Indeed, the acoustic spectra and free oscillations have been studied for
Saturn and Jupiter over the past few decades [33, 20, 18]. The excitation of acoustic modes in gas
giant planets presumably occurs through convection in their interiors. The observation of acoustic
eigenfrequencies, that is, the discrete spectrum can be realized, in principle, through visible pho-
tometry, thermal infrared photometry, Doppler spectrometry, and ring seismology for nonradial
oscillations [25, 26] (in particular, in the case of Saturn). In ring seismology and with the Cassini
mission, one measured the “resonances” in the inner C ring of Saturn with visual and infrared map-
ping spectrometer (VIMS) stellar occultations [22, 14, 17]. The rings are gravitationally coupled
to the acoustic modes of the planet (taking self gravitation into account). Detection of Jupiter’s
acoustic eigenvalues has been attempted with ground-based imaging-spectrometry (seismographic
imaging interferometer for monitoring of planetary atmospheres or SYMPA) by measuring line of
sight velocity [32, 18]. Recently, Juno spacecraft gravity measurements have provided evidence for
normal modes of Jupiter [15].
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1.2 Singular Riemannian metrics

On a gas giant planet, unlike a rocky planet, the speed of sound goes to zero at the boundary.
In the geometric mathematical model that we employ hereafter, the rate at which this happens
follows a power law which determines a specific conformal blow-up rate of a Riemannian metric,
thus defining a singular metric. This rate happens to be slower than on asymptotically hyperbolic
manifolds and the boundary is at a finite distance from interior points. The rate is implied by
an equation of state in the upper part of the planet, in general, in the sense of a fit. (For some
models of the speed of sound of Jupiter and Saturn showing this behavior, see [20, Figure 1]
and [23, Figure 1].) Only for a polytrope is the rate exact. Polytropes, for which the pressure
is proportional to a power of the density of mass, have been viewed as relevant simplifications;
models with variable polytrope index have indeed been applied to planet and material models
[34]. Typically, an equation of state is computed numerically using density functional molecular
dynamics simulations with mixtures of chemical elements: The dominant elements in terms of
mass fraction are hydrogen and helium, but also heavy elements are important. The equation of
state is different for the upper part and the deep interior as the helium fraction can be higher
in the interior due to helium rain (helium becoming immiscible with hydrogen at high pressure).
Equations of state play a vital role in the evolution and realization of structure of gas giant planets
[28, 29].

More specifically, if ge is the Euclidean Riemannian metric on a smooth domainX ⊂ IRn+1, then
the speed of sound c can be encoded by the conformally Euclidean Riemannian metric g = c−2ge.
In local coordinates where the boundary of X is (locally) described by u = 0, the polytropic model
suggests that c ∼ u1/2. Indeed, the natural generalization is c ∼ uα/2, that is, c−2 ∼ u−α; through
previous analysis [13] it appears that restricting α according to α ∈ (0, 2) guarantees the presence of
a discrete spectrum as it has been observed. Thus, the Riemannian geometry lies between standard
geometry with boundary and asymptotically hyperbolic geometry. Some of the phenomena in this
geometry are unlike those seen at either end. The extreme case α = 0 corresponds physically
to solid bodies and mathematically to manifolds with boundary, and the other extreme α = 2
corresponds to asymptotically hyperbolic geometry but is far from all planetary models.

Therefore, following [13, Section 1.1], we model a gas giant planet as a smooth manifold X
with a boundary, endowed with a Riemannian metric g on X \ ∂X such that, near ∂X , we have
g = ḡ/uα where ḡ is a well-defined Riemannian metric up to the boundary, and ∂X = {u = 0}
locally. The fact that ḡ is neither zero nor infinite at ∂X implies a specific blow-up rate for g near
∂X . This conformal power-law blow-up is the key geometric feature of gas giant metrics. The
speed of sound might contain jump discontinuities where phase transitions occur (see [27]), that
is, the metric can contain conormal singularities while the manifold consists of multiple “layers”.
A key interior boundary in gas giants corresponds with the transition from molecular to metallic
hydrogen. Accounting for discontinuities in an asymptotic formalism for gas giant seismology was
developed a few decades ago (see [30]).

The mathematical study of the spectrum associated with gas giants’ acoustic modes was initi-
ated in [13]. In this paper, we analyze the relevant Laplace-Beltrami operator and we compute the
Weyl law. The study of Weyl asymptotics, which reflects some properties of the singular metric,
is a preliminary step towards analyzing some inverse problems, in view of reconstructing some
features of the internal structure of gas giant planets.

2



2 Mathematical model and main results

2.1 Mathematical model

Let X be a smooth compact manifold of dimension n + 1 with a boundary ∂X . Near ∂X , X is
diffeomorphic to [0, 1)×M , whereM is a smooth compact manifold of dimension n > 1 and ∂X is
identified with {0} ×M and also with u = 0 where u is a transverse coordinate, locally near ∂X ,
ranging over [0, 1). As discussed in Section 1.2, we consider on X a singular Riemannian metric g
that is a smooth metric on X \ ∂X , written near ∂X as

g = ḡ/uα

where 0 < α < 2 and ḡ is a smooth (non-singular) Riemannian metric on X , up to the boundary.
Following [13, Proposition 2], which uses a normal form for the metric near the boundary, due to
[19, Lemma 5.2], we have

g = u−α(du2 + g0(u))

where g0(u) is a smooth Riemannian metric onM (pulled back to the level set u = Cst) depending
smoothly on u ∈ [0, 1).

We make a change of variable. Setting x = x(u) =
∫ u

0
s−α/2ds = (1− α

2 )
−1u1−

α
2 , we get

g = dx2 + x−βg1(x) where β =
2α

2− α
(1)

and g1 = g1(x) is a smooth Riemannian metric on M (pulled back to the level set x = Cst)
depending smoothly on x ∈ [0, 1). We note that, since α ∈ (0, 2), β can take any positive value.
We also note that a polytrope (for any index) corresponds to β = βpoly = 2. We have that
g1(x) = C(α)g0(u) for some constant C(α) > 0.

For any x ∈ [0, 1), denoting by dvx1 the volume measure on M associated to the metric g1(x),
the g-volume is dvg = x−βn/2 |dx| dvx1 . The volume is finite if and only if β < βc, where

βc =
2

n
(2)

is a critical value of β. We will see later that this critical value plays a role in the Weyl asymptotics.
At this point, we can note that βpoly > βc for n = 2.

The following three propositions were proved in [13]. The first proposition concerns the Hauss-
dorff dimenion.

Proposition 1. The Hausdorff dimension of (X, g) is

dH = max

(
n+ 1, n

(
1 +

β

2

))
.

We define δH = n(1 + β
2 ), and note that dH > n+ 1 (n+ 1 is the topological dimension of X)

if and only if β > βc. We give in Appendix A.5 a sketch of the proof of Proposition 1, in which we
also show that dH coincides with the Minkowski dimension of (X, g).

Proposition 2. The Laplace-Beltrami operator △g, with core C∞
0 (X \ ∂X), is essentially self-

adjoint if and only if β > βc.

For β < βc, there exist several extensions of △g, with core C∞
0 (X \∂X). In the further analysis,

we consider its Friedrichs extension (that is, “Dirichlet extension”).

Proposition 3. For every β > 0, the spectrum of △g is discrete.
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We denote the eigenvalues of △g by 0 < λ1 6 λ2 6 · · · 6 λj 6 · · · with associated eigenfunc-
tions φj , j ∈ IN∗, normalized in L2(X, dvg). We note that, if the volume of X is infinite, i.e., if
β > βc, we have λ1 > 0, in contrast to the usual Riemannian case. The Weyl counting function is
defined by

N(λ) = #{j ∈ IN∗ | λj 6 λ}
where the eigenvalues are counted with their multiplicity. Our objective is to derive a Weyl law
describing the asymptotics of N(λ) as λ→ +∞.

Remark 1. The following fact will be used in Section 3.5. For any ε > 0, there exists δ > 0
such that the metric g is ε-quasi-isometric (see Appendix A.1) to a singular Riemannian metric g̃
on X , smooth on X \ ∂X and given by g̃ = dx2 + x−βg1(0) on (0, δ) ×M . In order to derive a
Weyl law for (X, g) it suffices to derive the corresponding Weyl law for g̃ for any ε > 0 (see, again,
Appendix A.1 for details). This remark is important, because it implies that we mainly have to
work within the so-called separable case.

Separable case. We say that we are in the separable case if the metric g1(x) on M (defined by
(1)) does not depend on x, i.e., g1(x) = g1(0) for any x ∈ (0, 1); we still denote this metric by
g1. In the sequel, we consider [0, 1)×M instead of [0, δ)×M for simplicity of notation, while the
proofs are similar in both cases.

We denote by △M the Laplace-Beltrami operator on (M, g1). We denote the eigenvalues of
△M by 0 6 ω1 6 ω2 6 · · · 6 ωj 6 · · · with an associated orthonormal basis of eigenfunctions
(ψj)j∈IN∗ . The Weyl counting function for △M is defined by

NM (ω) = #{k ∈ IN∗ | ωk 6 ω}.

Since g1 is a smooth Riemannian metric on M , the classical Weyl law for (M, g1) yields that
NM (ω) = γnVolg1(M)ωn/2 +O

(
ωn/2

)
as ω → +∞ where

γn =
1

(4π)n/2Γ
(
n
2 + 1

) (3)

(see [3, Chapter 3E] for the heat trace and then apply the Karamata tauberian theorem, i.e.,
Theorem 3 in Appendix A.2).

Denoting by dv1 the volume measure on M associated to the metric g1 = g1(0), the g-volume
is dvg = x−βn/2 |dx| dv1. Making the change of function f 7→ x−βn/4f , we get the new volume
form |dx| dv1; the Laplace-Beltrami operator on X1 = (0, 1)×M is now given by

△g = −∂2x +
Cβ

x2
+ xβ△M

where x ∈ (0, 1) and

Cβ =
βn

4

(
βn

4
+ 1

)
.

The proof is straightforward by performing an integration by parts with respect to x in the Dirichlet
form defining the Laplace-Beltrami operator, using the Dirichlet boundary condition at x = 0. We
note that Cβ > 3/4 if and only if the volume of X is infinite. Using the Weyl criterion (see
Appendix A.3), this inequality also implies that Pω defined by (5) below is essentially self-adjoint
for any ω > 0, but not for ω = 0.
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We will need to work first on the non-compact conic manifold X∞ = (0,+∞) ×M endowed
with the metric g = dx2 + x−βg1. Let △∞ stand for the Laplace-Beltrami operator on (X∞, g).
Invoking a separation of variables, we have

△∞ =
+∞
⊕
k=1

(id⊗ πk) (Pωk
⊗ id) (id⊗ πk) (4)

where

Pω = −∂2x +
Cβ

x2
+ ωxβ (5)

is a Schrödinger operator on L2((0,+∞), dx) for any ω > 0, and where πk is the orthogonal
projection of L2(M,dv1) onto the subspace generated by ψk and id denotes the identity operator

on L2(X∞, |dx| dv1) (resp., on L2(M,dv1)). Hence, △∞ is unitarily equivalent to
+∞
⊕
k=1

Pωk
.

2.2 Main results

Recalling that g1 is defined by (1), we set G = g1(0) and denote by vG the corresponding volume
form on M . We also recall that βc is defined in (2) and that γn is defined in (3).

Theorem 1. (Weyl asymptotics)

• If β > βc then
N(λ) ∼ A(β, n)vG(M)λdH/2

as λ→ +∞, with

A(β, n) =
nγn(β + 2)

4Γ(1 + dH/2)

∫ +∞

0

Z1(τ)τ
dH
2 −1dτ

where Z1(τ) = Tr(exp(−τP1)) and P1 is the Schrödinger operator on L2((0,+∞), dx) defined
by (5).

• If β = βc = 2/n then
N(λ) ∼ CnvG(M)λ(n+1)/2 lnλ

as λ→ +∞, with

Cn =
1

(n+ 1)(4π)(n+1)/2Γ ((n+ 1)/2)
.

In particular, C1 = 1/8π.

• If β < βc then
N(λ) ∼ γn+1vg(X)λ(n+1)/2

as λ→ +∞.

Remark 2.

• When M = IR/2πZ and X is diffeomorphic to the hemisphere, endowed with the so-called
Grushin metric, the authors of [4] derived the Weyl law using an explicit computation of the
spectrum. We recover their result as a particular case with n = 1 and β = βc = 2.

• To prove Theorem 1, we make use of heat kernels. Alternatively, it is possible to use Dirichlet-
Neumann bracketing. Both methods allow to treat conormal jump singularities of the metric
ḡ inside X that model layering in the gas planet.
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Remark 3. A natural question is whether β can be determined from the Weyl asymptotics.
Indeed, when n is known, β can be determined in the case where β > βc. When β < βc the
question remains open. To shed light on this, it would be useful and interesting to get the next
term in the small-time heat trace expansion (see Section 3.2.2) when β 6 βc.

We next compute the Weyl measures, which are the probability measures wg on X , defined, if
the limit exists, by ∫

X

fdwg = lim
λ→+∞

1

N(λ)

∑

λj6λ

∫

X

f |φj |2 dvg

for any function f : X → IR that is continuous up to the boundary of X . Such measures have been
introduced in [9, 11] in the framework of sub-Riemannian geometry in order to provide an account
of how the high-frequency eigenfunctions concentrate.

Theorem 2. (Weyl measures)

• If β > βc then the Weyl measure is δx=0 ⊗ dvG/vG(M).

• If β < βc then the Weyl measure is the uniform probability distribution given by the normal-
ized volume of (X, g), that is dvg/vg(X).

Using [11, Corollary 7.1], we obtain the following consequence.

Corollary 1. If β > βc then there exists a density-one subsequence (φjk )k∈IN∗ of the sequence of
eigenfunctions that concentrates on ∂X, meaning that for any compact subset K ⊂ X \ ∂X, we
have

lim
k→+∞

∫

K

|φjk |2 dvg = 0.

3 Proofs of Theorems 1 and 2

Our strategy of proof is the following. We first treat the separable case (Sections 3.1 to 3.4). As a
preliminary, we perform in Section 3.1 a spectral study of the 1D Schrödinger operator Pω defined
by (5), deriving exponential estimates for truncated heat traces. Then, in Section 3.2, we estimate
the small-time asymptotics of the truncated heat trace of △g, near the boundary (actually, on a
cone); the three cases β > βc, β = βc, β 6 βc, must be treated in different ways. In Section 3.3,
using a heat parametrix, we glue together the heat kernel near the boundary and the Riemannian
heat kernel far from the boundary. Finally in Section 3.4 we prove Theorem 1 in the separable
case.

In Section 3.5, we show how to pass from the separable to the general case by using the fact
that the metric g is quasi-isometric to a separable metric. In Section 3.6, we prove Theorem 2.
Our approach uses again heat traces.

3.1 Spectral study of the 1D Schrödinger operators

We consider the family of Schrödinger operators,

P1 = −∂2x + qC,β(x)

where qC,β(x) = Cx−2 + xβ , C > 0 and β > 0, acting on L2((0,+∞), dx). The operators P1 are
essentially self-adjoint if and only if C > 3/4; when C < 3/4 we consider the Friedrichs extension
of P1 with core C∞

0 ((0,+∞)) (see Appendix A.3). The spectrum of P1 is discrete; we denote it by
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0 < µ1 6 µ2 6 µ3 6 · · · . We derive precise semi-classical asymptotics for the associated truncated
heat trace.

Let χ : [0,+∞) → [0, 1] be a smooth decreasing function with χ ≡ 1 on [0, a] with a > 0 and
χ′ 6 0 everywhere. We note that χ ≡ 1 is included. We define the corresponding truncated heat
trace by

Zχ(τ) = Tr
(
e−τP1χ

)
∀τ > 0.

Let γ = max(1/β, 1/2).

Proposition 4. Given any 0 < τ 6 1, we have

Zχ(τ) =
1√
4πτ

∫ +∞

0

e−τxβ

χ(x)dx +O
(
τ−γ

)

and for τ > 1,
Zχ(τ) = O

(
e−µ1τ

)

uniformly with respect to χ in both cases.

The counting function N1(µ) = #{j ∈ IN∗ | µj 6 µ} satisfies N1(µ) ∼ Aµ
1
2+

1
β as µ → +∞

with A =
√

2
π

1
βB(3/2, 1 + 1/β) where B is the Beta function.

Proof of Proposition 4. We first establish an elementary lemma. We denote by QN (resp., QD)
the self-adjoint operator −∂2x on an interval of length 1 with Neumann (resp., Dirichlet) boundary
condition.

Lemma 1. For 0 < τ 6 1 and ⋆ ∈ {D,N}, we have Tr(exp(−τQ⋆)) = (4πτ)−1/2 +O(1).

Proof of Lemma 1. The estimate does not depend on the chosen interval. The spectrum of QN is
{n2π2 | n ∈ IN} and the spectrum of QD is {n2π2 | n ∈ IN∗}. Hence both traces differ by 1, and
it suffices to prove the estimate for QN . Writing

Tr(exp(−τQN )) =
1

2

(
1 +

∑

n∈Z
e−τn2π2

)

and applying the Poisson summation formula gives the result.

We now prove the proposition. We first consider the case where τ 6 1. We are going to apply
Dirichlet-Neumann bracketing with the decomposition (0,+∞) = ∪+∞

j=0Jk where the intervals Jk
are defined below.

Let x0 be defined by qC,β(x0) = min qC,β(x). Then qC,β(x) = Cx−2 + xβ is increasing on
[x0,+∞). Let Jk = [x0 + k, x0 + k + 1] with k > 1 and J0 =]0, x0 + 1]. We have the following
estimates for the Dirichlet and Neumann heat traces Z⋆

k,χ on Jk: for k > 1,

ZN
k,1(τ) 6

(
1√
4πτ

+O(1)

)
e−τq(x0+k) 6

(
1√
4πτ

+O(1)

)∫ x0+k

x0+k−1

e−τqC,β(x)dx

and

ZD
k,χ(τ) >

(
1√
4πτ

+O(1)

)
e−τq(x0+k+1)χ(x0 + k + 1)

>
(

1√
4πτ

+O(1)

)∫ x0+k+2

x0+k+1

e−τqC,β(x)χ(x)dx,

(6)

7



while
ZN

0 (τ) = O(τ−1/2).

The minimax principle implies that each eigenvalue µj is larger than the jth-eigenvalue of the
union for all k of the Neumann problem on the intervals Jk. In this way, we obtain the following
upper bound for the trace with χ = 1:

Z1(τ) 6 O

(
1√
τ

)
+

(
1√
4πτ

+O(1)

)∫ +∞

x0

e−τqC,β(x)dx. (7)

Noting that ∣∣∣∣
∫ +∞

0

(
e−τqC,β(x) − e−τxβ

)
dx

∣∣∣∣ = O(1),

we infer that

Z1(τ) 6 1√
4πτ

∫ +∞

0

e−τxβ

dx+O
(
τ−γ

)
.

Similarly, using the fact that the Dirichlet heat kernel is smaller than the global kernel (see [12,
Theorem 2.1.6]), we get from (6) the following lower bound:

Zχ(τ) > 1√
4πτ

∫ +∞

0

e−τxβ

χ(x)dx +O
(
τ−γ

)
. (8)

Note that the same lower bound is valid when replacing χ by 1− χ.
Now, we use a variant of the fact that

(A+B = A′ +B′, A > A′, B > B′) ⇒ (A = A′, B = B′).

We take A = Zχ, B = Z1−χ, A
′ = (4πτ)−

1
2

∫ +∞
0

e−τxβ

χ(x)dx and B′ = (4πτ)−
1
2

∫ +∞
0

e−τxβ

(1 −
χ(x))dx. By (7), we have

A+B = A′ +B′ +O
(
τ−γ

)

and, from (8),
A > A′ +O

(
τ−γ

)
, B > B′ +O

(
τ−γ

)
.

It follows that A = A′ +O(τ−γ) and B = B′ +O(τ−γ). In particular,

Z1(τ) ∼
1

(4πτ)
1
2

∫ +∞

0

e−τxβ

dx.

Using the Karamata tauberian Theorem (recalled in Appendix A.2), we get

N1(µ) ∼ Aµ
1
2+

1
β

as µ→ +∞, with the constant A defined in Proposition 4.
We now prove the exponential upper bound for τ > 1. We note that Zχ(τ) 6 Z1(τ). Moreover

all eigenvalues µj of P1 are larger than the minimum q(x0) of q. Then, for τ > 1, we have

Z1(τ) = e−τµ1

+∞∑

j=1

e−τ(µj−µ1) 6 e−τµ1

+∞∑

j=1

e−(µj−µ1).

The Weyl law applied to P1 implies that the sum at the right-hand side converges and thus
Zχ(τ) 6 ce−τµ1 for some c > 0.
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Corollary 2. There exists C1 > 0 only depending on C and β but not on χ, such that, setting
J =

∫ +∞
0 χ(x)dx, we have, for every τ > 0,

Zχ(τ) 6 C1√
τ
min

(
J, τ−1/β

)
.

Proof. The bound involving J follows from the estimate e(τ, x, x) 6 (4πτ)−
1
2 which is valid for

any positive potential q (see [12, Theorem 2.1.6]). The other bound follows from Proposition 4

and from the estimate
∫ +∞
0 e−τxβ

dx = O
(
τ−1/β

)
.

Given any ω > 0, we set
Pω = −∂2x + Cx−2 + ωxβ. (9)

Proposition 5. For any ω > 0, the operator Pω is unitarily equivalent to ω2/(2+β)P1. In partic-
ular, the spectrum of Pω is ω2/(2+β) times the spectrum of P1.

Proof. Considering the unitary map U : L2(IR+, dx) → L2(IR+, dx) defined by

Uf(x) = ω
1

2(2+β) f(ω
1

2+β x),

we find that U⋆PωU = ω2/(2+β)P1.

3.2 Truncated heat asymptotics for the cone X∞

In this subsection, we compute the small-time asymptotics of the truncated heat trace,

Z∞,χ(t) = Tr
(
e−t△gχ

)

where χ is as in Section 3.1 and moreover is compactly supported in [0,+∞), and g is the metric
g = dx2 + x−βg1 on the cone X∞ = (0,+∞) ×M . The manifold M is equipped with the metric
g1 that is independent of x. Here, we do not assume that ∂M is empty: this will be useful in the
proof of Theorem 2. We will only use the Weyl asymptotics on M .

Using the direct sum decomposition given in (4), we have

Z∞,χ(t) =

+∞∑

k=1

Tr
(
e−tPωkχ

)
(10)

where we recall that the ωk are the eigenvalues of △M and Pω is defined by (9).
We make the following two preliminary observations:

• For k fixed and t→ 0+, we have Tr(e−tPωkχ) = O(t−1/2). This term will be negligible in the
sequel because the global trace is not less than C/t for some C > 0 (since dim(X) > 2).

• For t > 0 fixed, the smooth function f : ω 7→ Tr(e−tPωχ) has a fast decay at infinity: by
Proposition 5,

f(ω) 6 Tr(e−tPω) = Tr(e−tω2/(2+β)P1).

The claim then follows from the second assertion given in Proposition 4.

We split the sum (10) into two parts,

Z∞,χ(t) =
∑

ωk<1

+
∑

ωk>1

= Z0
∞,χ(t) + Z1

∞,χ(t).

9



The first part, Z0
∞,χ(t), is O(t−1/2) by the first preliminary observation and we thus only have to

estimate the second part, Z1
∞,χ(t). Using Proposition 5 and its proof, we have

Z1
∞,χ(t) =

∑

ωk>1

Tr
(
e−tω

2/(2+β)
k P1χ(·/ω1/(2+β)

k

)
=
∑

ωk>1

Z
χ(·/ω1/(2+β)

k )
(tω

2/(2+β)
k )

and we remark that, for ω > 1, the function χ(·/ω1/(2+β)) is identically equal to 1 on [0, a] (where
a was introduced Section 3.1), so that we can use the estimate of Section 3.1.

Converting this sum into an integral (see Appendix A.2), using the Weyl law on M , we obtain

#{ωk 6 ω} ∼ γnVol(M)ωn/2 as ω → +∞.

Using Proposition 7 and the definition of f , we get

Z1
∞,χ(t) ∼

nγnVol(M)

2

∫ +∞

1

Zχ(./ω1/(2+β))(tω
2/(2+β))ω

n
2 −1 dω.

Making the change of variable τ = tω2/(2+β), we arrive at the following lemma, recalling the δH
was introduced below Proposition 1.

Lemma 2. The following holds,

Z1
∞,χ(t) ∼

nγn(β + 2)Vol(M)

4tδH/2

∫ +∞

t

Z
χ(.

√
t/τ)

(τ)τ
δH
2 −1dτ as t→ 0+ .

The integral,

I(t) =

∫ +∞

t

Z
χ(.

√
t/τ)

(τ)τ
δH
2 −1 dτ (11)

is convergent at τ = ∞ for all β > 0 but, in general, not at τ = 0 because if β 6 βc then
δH
2 − 1 6 1

2 + 1
β − 1. We can compare this with the estimate in Corollary 2.

3.2.1 Case β > βc

We estimate the small-time behavior of I(t) defined by (11). By the monotone convergence theo-
rem, we have

lim
ε→0+

∫ +∞

0

e(τ, x, x)χ(εx) dx =

∫ +∞

0

e(τ, x, x) dx

where e is the heat kernel of P1. Hence, for any τ > 0,

lim
t→0+

Z
χ(.

√
t/τ)

(τ) = Z1(τ).

Using, again, the monotone convergence theorem, we conclude that

lim
t→0+

I(t) =

∫ +∞

0

Z1(τ)τ
δH
2 −1 dτ.

From Corollary 2, we get

Z1(τ)τ
δH/2−1 6 Cτ

n
2 (1+ β

2 )−1− 1
2− 1

β e−µ1τ

and β > βc = 2/n implies n
2 (1 +

β
2 )− 1− 1

2 − 1
β > −1. Thus, the corresponding limit is finite:

lim
t→0+

I(t) =

∫ +∞

0

Z1(τ)τ
δH
2 −1 dτ < +∞.
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3.2.2 Case β 6 βc

By the second estimate in Proposition 4, the contribution to the integral from 1 to +∞ in the
expression for I(t) (which was introduced in Lemma 2) is O(1) uniformly with respect to t and,
hence, the corresponding part of Z1

∞,χ(t) is O(t−δH/2), which will be negligible. We only need to
estimate the asymptotics of

J(t) =

∫ 1

t

Z
χ(.

√
t/τ)

(τ)τ
δH
2 −1 dτ.

Sub-case β < βc. We prove that there exists a δ > 0 such that

Tr
(
e−t△gχ

)
= O

(
Jδt−(n+1)/2

)
(12)

as t→ 0+. We split the integral,

J(t) =

∫ 1

t

Tr
(
e−τP1χ

(√
t/τ.

))
τ

δH
2 −1dτ = J1(t) + J2(t) =

∫ τ0

t

+

∫ 1

τ0

where τ0 satisfies τ
−1/β
0 = J

√
τ0/t, i.e., τ0 =

(
t/J2

)β/(2+β)
with J =

∫ +∞
0 χ(x) dx as in Corollary 2.

We get upper bounds for J1 and J2 using the upper bounds given in Corollary 2 as follows. Using
the first argument in the minimum, we have

J1(t) 6 C
J√
t
τ
δH/2
0 = CJ1−(nβ/2)t(nβ/4)−(1/2)

Similarly, using the second argument in the minimum, we find that

J2(t) 6 C

∫ 1

τ0

τ−1/βτ (δH/2)−(3/2) dτ 6 CJ1−(nβ/2)t(nβ/4)−(1/2).

Finally,
t−δH/2I(t) 6 CJ1−(nβ/2)t−(n+1)/2

so that we can take δ = 1− (nβ/2). We will use this further in Section 3.4 by choosing J small.

Sub-case β = βc. When β = 2/n, we have to estimate the asymptotics of

J(t) =

∫ 1

t

Tr
(
e−τP1χ(·

√
t/τ)

)
τ (n−1)/2 dτ.

Using the estimate of Proposition 4, we get

J(t) ∼ 1√
4π

∫ 1

t

τ
n
2 −1 dτ

∫ ∞

0

e−τx2/n

χ(x
√
t/τ ) dx

modulo terms of smaller order in τ . Using the change of variable y = τx2/n, we get

J(t) ∼ n

4
√
π

∫ 1

t

dτ

τ

∫ ∞

0

e−yy
n
2 −1χ

(√
tτ−(n+1)/2yn/2

)
dy =

n

4
√
π

∫ 1

t

dτ

τ
F
(
τ (n+1)/2/t1/2

)

where the function F , defined by

F (X) =

∫ +∞

0

e−yy
n
2 −1χ

(
yn/2/X

)
dy,
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is smooth and satisfies F (X) = OX→0 (X) and limX→+∞ F (X) = Γ(n/2). Using the new variable
u = τ (n+1)/2/t1/2, we get

J(t) ∼ n

2(n+ 1)
√
π

∫ t−1/2

tn/2

F (u)
du

u
,

and finally

J(t) ∼ nΓ(n/2)

4(n+ 1)
√
π
| ln t|

as t→ 0+.

3.3 The heat parametrix in the separable metric case

We adapt the method of [5] and we use Appendix A.4. We denote by z, z′ some generic points of
X and by z = (x,m), z′ = (x′,m′) generic points of [0, 1)×M ⊂ X . Let χ be as in the previous
sections, vanishing near x = 1 and extended by 0 inside X . Let η ∈ C∞

0 ([0, 1)) so that η = 1 near
the support of χ, and η0 ∈ C∞

0 (X), vanishing near ∂X and equal to 1 near the support of 1 − χ.
We choose a > 0 so that η0 vanishes for x 6 2a. We claim that

p(t; z, z′) = η(x)e∞(t; z, z′))χ(x′) + η0(x)e0(t; z; z
′)(1 − χ(x′))

where e∞ is the heat kernel on the cone X∞ and e0 the Riemannian heat kernel generated by the
Laplacian △g on X \ {x 6 a} with Dirichlet boundary conditions, is a good approximation of the
heat kernel on X as t→ 0.

Proposition 6. Let P (t) be the operator of Schwartz kernel p(t, ·, ·). We have

Tr
(
P (t)− e−t△g

)
= O(t∞)

as t→ 0+.

Proof. We set r(t, z, z′) = (∂t + (△g)z) p(t, z, z
′). The kernel r vanishes if x is small enough. By

the local nature of the small-time asymptotics of Riemannian heat kernels (see Appendix A.4),
e∞(t, ·, ·) and e0(t, ·, ·) are O(t∞) close in C∞ topology on [0, 1)×M . Moreover, if x ∈ supp(η′) or
x ∈ supp(η′0), p(t, ·, ·) and e0(t, ·, ·) are O (t∞) in the C∞ topology, because z 6= z′. It follows that
r(t, ·, ·) = O (t∞) in C∞ topology. Therefore, denoting by R(t) the operator of Schwartz kernel
r(t, ·, ·), the trace norm of R(t) is a O (t∞). By the Duhamel formula, using that P (t) → id as
t→ 0+, we have

P (t)− e−t△g =

∫ t

0

e−(t−s)△gr(s) ds.

The result follows because the operator norm of e−t△g is not greater than 1.

3.4 Completion of the proof of Theorem 1 in the separable metric case

Thanks to the previous section, we only have to estimate the trace of P (t). We use the local nature
of the heat asymptotics to show that the contribution of the term η0e0(t)(1 − χ) is equivalent to
(4πt)−(n+1)/2

∫
X
(1 − χ) dvg. We are left to estimate the term that corresponds to the truncated

cone as in Section 3.2. This gives the conclusion when β > βc.
When β < βc, the first term can be made smaller than εt−(n+1)/2 for any ε > 0 by choosing

J =
∫ +∞
0 χ(x) dx small enough as mentioned in Section 3.2.2.
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3.5 From the separable to the general case

We prove that, for any given ε > 0, the metric g on X is ε-quasi-isometric to a separable metric
gs. We choose δ > 0 so that

|g0(u)− g0(0)| 6 ε(du2 + g0(u))

for any u ∈ [0, δ]. Then, we choose η ∈ C∞
0 ([0, δ)), identically equal to 1 near u = 0. We consider

the separable metric gs which coincides with g outside u 6 δ and is given near ∂X by

gs = ηu−α
(
du2 + g0(0)

)
+ (1 − η)g.

Then ∣∣∣∣
gs
g

− 1

∣∣∣∣ =
∣∣∣∣η
g0(u)− g0(0)

du2 + g0(u)

∣∣∣∣ 6 ε.

Using Appendix A.1, this concludes the proof of Theorem 1 in the general (non-separable) case.

3.6 Proof of Theorem 2

3.6.1 Case β < βc

We consider the heat traces Zf(t) = Tr
(
e−t△gf

)
where f : X → IR is continuous. Let ε > 0.

We choose a smooth function χ : X → [0, 1] that is identically equal to 1 near ∂X and such that∫
X
χdvg 6 ε. Writing g = χf + (1− χ)f , we get

Tr
(
e−t△gf

)
= Tr

(
e−t△g (1− χ)f

)
+Tr

(
e−t△gχf

)
= J(t) +K(t).

By the local nature of the heat trace asymptotics (see Appendix A.4), we have

J(t) ∼ 1

(4πt)(n+1)/2

∫

X

(1− χ)f dvg

as t→ 0+. Besides,
K(t) 6 ‖f‖∞Tr

(
e−t△gχ

)
.

By (12), and since we can choose ǫ > 0 arbitrarily small, it follows that

Zf (t) ∼
1

(4πt)(n+1)/2

∫

X

f dvg

as t→ 0+, which gives the expected result.

3.6.2 Case β > βc

We give the proof in the case β > βc. The case β = βc is treated similarly. Let us first prove that
the support of the Weyl measure is contained in ∂X . If supp(f) ∩ ∂X = ∅, we get again by the
local nature of the heat asymptotics that

Tr
(
e−t△gf

)
= O

(
t−(n+1)/2

)

while, by the Weyl law given in Theorem 1, we have

t−(n+1)/2 = o
(
Tr
(
e−t△g

))

as t → 0+. Hence, it suffices to consider functions f of the form f = 1D where D = [0, a] × D1

with D1 a piecewise smooth domain in M .

13



We recall that, according to [12, Chapter 5, Theorem 2.1.6], we have

0 6 eD(t,m,m) 6 eX(t,m,m) ∀m ∈ D (13)

where eD is the Dirichlet heat kernel on D.
We set D′ = [0, a]× (M \D) and D′′ = X \ [0, a]×M . For any domain K, we denote by ZK

the Dirichlet heat trace and by Z ′
K(t) =

∫
K
ZX(t,m,m) dvg(m). We have

ZD(t) ∼ C Vol(D1)t
−dH/2, ZD′(t) ∼ C Vol(M \D1)t

−dH/2 (14)

and ZD′′(t) = o(t−dH/2) as t → 0+. Note that for (14), we used the proofs in Section 3.2 for
the case where the n-dimensional manifold M (here: D1 and M \ D1) can have a boundary.
The sum (Z ′

D + Z ′
D′ + Z ′

D′′)(t) = ZX(t) is equivalent to C Vol(M)t−dH/2 by Theorem 1. Hence,
(Z ′

D + Z ′
D′)(t) ∼ CVol(M)t−dH/2. On the other hand, thanks to (13) we have

ZD 6 Z ′
D, ZD′ 6 Z ′

D′ , ZD′′ 6 Z ′
D′′ .

It follows that
Z ′
D(t) ∼ CVol(D1)t

−dH/2

as t→ 0+, which yields the desired result.

4 Discussion and open problems

In this article, motivated by the propagation of acoustic waves in gas giant planets, we derived the
Weyl law for the Laplace-Beltrami operator on a smooth compact Riemannian (n+1)-dimensional
manifold X with boundary whose metric blows up near the boundary. Many new questions emerge.
We present some of them.

Quantum Ergodicity and Quantum Limits. We have seen in Corollary 1 that, if β > βc,
then a density-one subsequence of eigenfunctions concentrates on ∂X . This is a preliminary result
towards Quantum Ergodicity (QE).

Recall that, on a locally compact space U endowed with a probability Radon measure µ, given
a self-adjoint nonnegative operator T on L2(U, µ), of discrete spectrum λ1 6 λ2 6 · · · 6 λj 6
· · · → +∞ associated with an orthonormal eigenbasis Φ = (φj)j∈IN∗ of L2(U, µ), a Quantum Limit
(QL) of Φ is a probability Radon measure ν on U that is a weak limit of a subsequence of the
probability measures |φj |2 µ, i.e., there exists a subsequence (jk)k∈IN∗ such that

∫

U

f |φjk |2 dµ −→
k→+∞

∫

U

f dν ∀f ∈ C0
c (U). (15)

We say that QE holds for (T,Φ) if there exists a QL ν on U and a subsequence (jk)k∈IN∗ of density
one such that (15) holds.

One may wonder whether, when β > βc, a QE property on M would imply a QE property
on X . Proving this fact certainly requires fine spectral properties of Schrödinger operators (see
[1]). Besides, inspired by [9, Theorem B], we wonder what can be said on QLs supported on
∂X = {0}×M : are they invariant under the geodesic flow of (M,G) (where G = g1(0))? Defining
QLs on T ⋆M will already be a challenge.

Inverse problems on spectra. A natural question is: does the spectrum of X determine the
spectrum of M? Attacking this problem certainly requires developing appropriate trace formulas,
as in [8].
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Closed geodesics. Recalling that G = g1(0) where g1 is defined by (1), it is natural to view
geodesics on (M,G) as limits, in an appropriate sense, of geodesics on (X, g). A natural question is
then: do there exist some closed geodesics of X accumulating on (converging to) closed geodesics
of ∂X = M? We refer to [7] for a similar question investigated in the framework of contact
sub-Riemannian 3D manifolds. Here again, having appropriate trace formulas might be useful.

Observability properties. The study of the Weyl asymptotics is a first step towards solving
some inverse problems. As explained in Section 1, the knowledge of spectrum properties can already
be used to check the validity of some models, but the main objective in the physical context would
be the ability to reconstruct some features of the internal structure of the planets, based on the
observation of acoustic waves. The feasibility of such an inverse problem is mathematically modeled
by an observability inequality, which can be settled as follows for half-waves. Given any T > 0
and any subset ω of X , we say that the observability property holds true for (ω, T ) if there exists
a positive constant CT (ω) such that

∫ T

0

∥∥∥1ω e
it
√

△gφ
∥∥∥
2

L2(X,dvg)
dt > CT (ω)‖φ‖2L2(X,dvg)

∀φ ∈ L2(X, dvg). (16)

– When β < βc, we expect that (16) holds as soon as ω is open and (ω, T ) satisfies the Geometric
Control Condition (GCC, see [2]), like in the classical case of a non-singular Riemannian metric.

– When β > βc, an obvious necessary condition for (16) to hold is that ω contain an open neigh-
borhood of a subset of ∂X . Indeed, take φ in (16) to be a highfrequency eigenfunction and apply
Corollary 1. We think that this condition is sufficient if moreover (ω, T ) satisfies GCC.

We note that, when X is a closed ball in IRn+1 (an idealized situation for an exactly round
planet), GCC is never satisfied unless ω contains an open neighborhood of the whole boundary of
X , which is certainly not relevant for applications from the physical point of view. In this case
where X is a round ball, it is more interesting to take a small observation subset ω, containing
a small open subset of ∂X . But, as soon as ω is a proper subset of a half-ball, GCC (and thus
(16)) obviously fails due to trapped rays, propagating along a diameter never meeting ω. In
this deteriorated context, we wonder, however, whether (16) is anyway satisfied if we restrict the
inequality to radial waves or to surface waves, which are the most physically meaningful waves to
be observed.

Metrics that are singular on larger codimension submanifolds. In this paper, we have
considered a class of singular metrics blowing up at the boundary of X , where the boundary can
be seen as a codimension-one submanifold of X .

In more general, let X be a smooth compact manifold and let Z be a submanifold of X of
codimension m ∈ IN∗, and consider the class of singular metrics g on X that are smooth on X \Z
and that, near Z, are written as

g = h+ gZ(x)r
−β

in a neighborhood of Z assumed to be diffeomorphic to Z × Bm where Bm is the unit ball of
IRm

x (this holds if the normal bundle of Z is trivial) equipped with the Euclidean metric h and
the polar coordinates (r, σ), and gZ(x) is a metric on Z, parametrized by x ∈ Bm and depending
smoothly on x. The techniques developed in our paper can certainly be extended to compute the
Weyl asymptotics in such cases.
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A Appendix

A.1 Quasi-isometries

Let X be a smooth manifold of dimension n+ 1, with boundary. Two metrics g1 and g2, smooth
on X \ ∂X , are said to be ε-quasi-isometric if

∣∣∣∣
g1
g2

− 1

∣∣∣∣ 6 ε

uniformly on X \ ∂X . For i ∈ {1, 2}, let △gi be the Friedrichs extension of the Laplace-Beltrami
operator on (X, gi) with core C∞

0 (X \ ∂X).
If △g1 has a discrete spectrum (λ1j )j∈IN∗ then △g2 has also a discrete spectrum (λ2j )j∈IN∗ and,

for ε 6 1
2 (this condition is to get bounds on the inverse of gi), there exists C(n) > 0 such that,

for every j ∈ IN∗, ∣∣∣∣∣
λ1j
λ2j

− 1

∣∣∣∣∣ 6 C(n)ε.

Indeed, this estimate follows from the minimax characterization of the eigenvalues and from the
comparison of the Rayleigh quotients, i.e., of the volumes and co-metrics.

A.2 Karamata tauberian theorem and converse

We recall the Karamata tauberian theorem (see [16, Chapter XIII, Theorem 2]).

Theorem 3. Let µ be a positive Radon measure on IR+. If there exists α > 0 such that

∫ +∞

0

e−tλdµ(λ) ∼ At−α (resp., A| ln t|t−α)

as t→ 0+, then

µ([0, λ]) ∼ A

Γ(α+ 1)
λα

(
resp.,

A

Γ(α+ 1)
λα lnλ

)

as λ→ +∞.

We need a converse of Theorem 3. Let f : IR+ → IR+ be a nonincreasing function of class
C1, such that f and f ′ have a fast decay at infinity. Let (λj)j∈IN∗ be a nondecreasing sequence
of positive real numbers. We define the counting function N(λ) = #{j ∈ IN∗ | λj 6 λ}, for any
λ ∈ IR. The objective is to estimate the sum

S =

+∞∑

j=1

f(λj).

Proposition 7. Assume that there exist C > 0 and α > 0 such that N(λ) ∼ Cλα as λ → +∞.
For any ε > 0, there exists K(ε) > 0, depending on the counting function N but not on f , such
that ∣∣∣∣S − Cα

∫ +∞

λ1

f(λ)λα−1 dλ

∣∣∣∣ 6 K(ε)f(λ1) + ε

∫ +∞

λ1

f(λ)λα−1 dλ.

Proof. Given any ε > 0, let Λ0 > 0 such that, for every λ > Λ0,

(1− ε)Cλα 6 N(λ) 6 (1 + ε)Cλα. (17)
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Noting that dN(λ) =
∑+∞

j=1 δλj , using the Stieltjes integral, we have

S =
∑

λj<Λ0

f(λj) +

∫ +∞

Λ0

f(λ) dN(λ).

Now, since
∑

λj<Λ0
f(λj) 6 N(Λ0)f(λ1), we get by integration by parts, using the fast decay of f

at infinity, that

S 6 N(Λ0) (f(λ1)− f(Λ0))−
∫ +∞

Λ0

f ′(λ)N(λ)dλ.

We derive an upper bound for S. A lower bound is obtained similarly. Using (17), integrating
by parts and using that f(Λ0) 6 f(λ1), we obtain

−
∫ +∞

Λ0

f ′(λ)N(λ) dλ 6 −(1 + ε)C

∫ +∞

Λ0

f ′(λ)λα dλ

6 (1 + ε)C

(
f(λ1)Λ

α
0 + α

∫ +∞

Λ0

f(λ)λα−1 dλ

)
.

Therefore,

S 6 f(λ1) (N(Λ0) + C(1 + ε)Λα
0 ) + (1 + ε)Cα

∫ +∞

λ1

f(λ)λα−1 dλ

and the result follows with K(ε) = N(Λ0) + C(1 + ε)Λα
0 .

A.3 Weyl circle-point limit criterion

We consider the Schrödinger operator P = −∂2x + q(x) on C∞
0 ((0,+∞)), where q is a smooth

function on (0,+∞). According to the Weyl circle-point limit criterion (see [31, Theorem X.7]),
P is essentially self-adjoint if and only if there exists at least one solution of Pu = 0 that is not
square integrable at 0 and at least one solution of Pu = 0 that is not square integrable at +∞.

When q(x) = Cx−2 + ωxβ for some C > 0, β > 0 and ω > 0, there is only one solution of
Pu = 0 that is square integrable at +∞. Near 0, the solutions of Pu = 0 are equivalent to linear
combinations of xγ+ and xγ− where γ+ and γ− are the two solutions of −γ(γ − 1) + C = 0. It
follows that P is essentially self-adjoint if and only if γ− 6 − 1

2 , that is, if and only if C > 3/4.

A.4 Local nature of the small-time asymptotics of heat kernels

Let (U, g) be a smooth Riemannian manifold and let △ be the Laplace-Beltrami operator. For our
needs (see Section 3.3), U = X \ ∂X with the metric g .

Let e1 and e2 be two solutions of (∂t + △x)ei(t, x, y) = 0 for t > 0, satisfying ei(t, x, y) =
ei(t, y, x) for all t > 0 and (x, y) ∈ U × U and

lim
t→0+

∫

U

ei(t, x, y)f(y) dvg(y) = f(x) ∀x ∈ U ∀f ∈ C∞
0 (U),

for i ∈ {1, 2}.

Lemma 3. We have e1(t, ·, ·)− e2(t, ·, ·) = O(t∞) as t→ 0+ in C∞ topology on U ×U . Moreover,
denoting by D the diagonal of U × U , for i ∈ {1, 2}, we have ei(t, ·, ·) = O(t∞) as t → 0+ in C∞

topology on U × U \D.
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This result reflects Kac’s principle of “not feeling the boundary”, showing that the small-time
asymptotic behavior of heat kernels is purely local. A detailed proof can be found in [10, Section
3.2.1]. The idea comes from the paper [21]. The proof uses the fact that the Hörmander operator
P = 2∂t +△x +△y is hypoelliptic. Extending the kernels ei by 0 for t < 0, we have Pei = 0 on
IR × U × U \D and P (e1 − e2) = 0 on IR × U × U , in the distributional sense. The result then
follows by hypoellipticity.

A.5 △g as a nonsmooth Hörmander operator

Based on the mathematical model provided in Section 2.1, near any point of the boundary of
X we have X ≃ [0, 1) × IRn with a local system of coordinates (x, y), with x ∈ [0, 1) and y =
(y1, . . . , yn) ∈ IRn, and we can write (locally)

△g = −
n∑

i=0

X∗
i Xi + V (18)

where V (x, y) = C(x,y)
x2 is a potential and the Xi’s are vector fields given by

X0 = a0(x, y) ∂x, Xi = xβ/2ai(x, y) ∂yi , i ∈ {1, . . . , n}.

The functions C and ai, i ∈ {0, . . . , n} are smooth on IR × IRn and C(0, ·) = Cβ and ai(0, ·) = 1
(they can be expressed in terms of the coefficients of the smooth Riemannian metric g1(x) on M
defined by (1)). The separable case corresponds to a0 = 1 and ai not depending on x.

Expressed as (18), the operator △g is then a Hörmander operator, however nonsmooth unless
β ∈ 2IN∗. Because of this lack of smoothness, many classical results cannot be applied here.

When β ∈ 2IN∗, the above vector fields are smooth and define an almost-Riemannian geometry,
in which the Weyl asymptotics of the almost-Riemannian Laplacian △aR = −∑n

i=0X
∗
i Xi (i.e.,

(18) with V = 0), of Grushin type, has been established in [11].
With these preliminary remarks in mind, we then mention a few interesting facts hereafter.

Homogeneity. In the above local coordinates, given any ε > 0, we define the dilation

δε(x, y) = (εx, ε1+β/2y) ∀(x, y) ∈ [0, 1)× IRn.

In the separable case where a0 = 1 and ai does not depend on x, for any i ∈ {1, . . . , n}, we define

X̂i = limε→0 εδ
∗
εXi = xβ/2ai(0) ∂yi , and we have

εδ∗εX0 = X0 and εδ∗εX̂i = X̂i ∀i ∈ {1, . . . , n}.

In sR geometry, X̂i is the nilpotentization of the vector field Xi at the point identified with
(0, 0). Extrapolating results of sub-Riemannian geometry that one can find in [10] to the case
of β > 0, denoting by dg the g-distance on X , one can show that dg((0, 0), (x, y)) divided by
|x|+∑n

i=1 |yi|1/(1+β/2) is bounded above and below by some positive constants in a neighborhood
of (0, 0). Noting that 1/(1 + β/2) = 1 − α/2, we thus recover [13, Proposition 13] and thus the
result of Proposition 1 and the fact that Hausdorff and Minkowski dimensions coincide. In the
non-separable case, we obtain the result by using quasi-isometries.

Weyl law when β ∈ 2IN∗. When β ∈ 2IN∗, we always have β > βc, and β = βc if and only if
n = 1. Since the potential 1/x2 is homogeneous, combining results of [10, 11], we recover the Weyl
law established in Theorem 1.
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Weyl law when β /∈ 2IN∗. To establish the Weyl law in general sub-Riemannian cases, the
approach developed in [11] consists of estimating singular integrals involving the heat kernel, by
performing the so-called (J + K)-decomposition. Applying this approach to the nonsmooth op-
erator in (18) cannot be done directly because we miss a general hypoellipticity theory, valid for
nonsmooth vector fields as above, and a generalization of Lemma 3 (see Appendix A.4) to that
context.
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Isoperimetric inequalities for inner parallel curves

Charlotte Dietze, Ayman Kachmar, and Vladimir Lotoreichik

Abstract. We prove weighted isoperimetric inequalities for smooth, bounded, and simply-
connected domains. More precisely, we show that the moment of inertia of inner parallel curves
for domains with fixed perimeter attains its maximum for a disk. This inequality, which was
previously only known for convex domains, allows us to extend an isoperimetric inequality for
the magnetic Robin Laplacian to non-convex centrally symmetric domains. Furthermore, we
extend our isoperimetric inequality for moments of inertia, which are second moments, to p-th
moments for all p smaller than or equal to two. We also show that the disk is a strict local
maximiser in the nearly circular, centrally symmetric case for all p strictly less than three, and
that the inequality fails for all p strictly bigger than three.

1. Introduction

Let � � R2 be a smooth, bounded and simply-connected domain. For any t � 0, we
define the corresponding inner parallel curve St by

St ´ St .�/ D ¹x 2 x� W dist.x; @�/ D tº. (1.1)

The systematic study of the geometric structure and regularity of inner parallel curves
was initiated in [4, 11, 16], see also [27, 28] and references therein.

By [28, Theorem 4.4.1] and [27, Proposition A.1], the inner parallel curve St is a
finite union of piecewise smooth simple curves for almost every t � 0. Hartman [16,
Corollary 6.1] showed that

jSt j � j@�j � 2�t for almost every t � 0 with St ¤ ¿, (1.2)

where jSt j and j@�j denote the length of St and @�, respectively.

Mathematics Subject Classification 2020: 49Q10 (primary); 51M15, 28A75, 35P15,
58J50 (secondary).
Keywords: inner parallel curves, isoperimetric inequalities, moments of inertia, spectral
inequalities.
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The moment of inertia of the inner parallel curve St computed with respect to its
centroid

c.t/´
1

jSt j

Z
St

x d H1.x/ (1.3)

is given by Z
St

jx � c.t/j2 d H1.x/; (1.4)

where H1 denotes the one-dimensional Hausdorff measure. In this paper, we address
the following question.

Question. Fixing the perimeter of �, what shape of � maximises the moment of
inertia of the inner parallel curve St as defined in (1.4) for given t � 0?

Our main result states that the optimal shape is attained for a disk.

Theorem 1.1 (An isoperimetric inequality for moments of inertia). Let � � R2 be a
smooth, bounded and simply-connected domain. Then, for almost every t � 0,Z

St .�/

jx � c.t/j2 d H1.x/ �

Z
St .B/

jxj2 d H1.x/; (1.5)

where B is the disk centred at the origin and with the same perimeter as�. Here St .�/
and c.t/ are defined in (1.1) and (1.3), respectively. When t 2

�
0; j@�j

2�

�
, the equality

in (1.5) is attained if and only if � is a disk.

Note that c.t/ D 0 if � is a disk centred at the origin. In the setting where St
is a closed curve, the statement of Theorem 1.1 can be deduced from a result due to
Hurwitz [18, pp. 396–397] combined with (1.2). For instance, this argument applies
for convex domains �, see [19, p. 12] for further details. In general, St can consist of
several connected components, see for example Figure 1.1, and Theorem 1.1 is novel
in this case. The classical result by Hurwitz itself provides an isoperimetric inequality
for the moment of inertia of the boundary of a planar domain under fixed perimeter
constraint and essentially coincides with the statement of Theorem 1.1 in the special
case t D 0. The recent contribution [23] proves a quantitative version of the inequality
by Hurwitz and addresses the higher-dimensional setting.

The smoothness assumption for the domain is not optimal. It is used in the proof
for Proposition 2.1 below, see [16], see also [28, Theorem 4.4.1] and [27, Propos-
ition A.1]. For piecewise C 2-domains satisfying a similar result to Proposition 2.1
below, we can also obtain (1.5) using the same rest of the proof. In general, The-
orem 1.1 fails for non-simply-connected domains; see Remark 4.1 below.
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St

Figure 1.1. A schematic representation of the
inner parallel curve St in a dumbbell-like
domain. Note that St can be disconnected.

†t

Figure 1.2. A schematic illustration of the con-
nected curve †t in the case of a dumbbell-like
domain. The proof of Theorem 1.2 will show
that the segment connecting the two connected
components of St is doubly covered.

Our proof of Theorem 1.1 relies on an explicit construction of a closed curve †t .
An illustration for †t is shown in Figure 1.2 (where †t inherits the symmetry of�).

Theorem 1.2 (Covering inner parallel curves with a closed curve). Let � � R2 be
a smooth, bounded and simply-connected domain. Then, for almost every t � 0 with
St ¤ ¿, there exists a closed and piecewise smooth curve †t with

St � †t and j†t j � j@�j � 2�t;

where St was defined in (1.1).

The technical result Theorem 1.2 is of independent interest as we obtain an
improved version of (1.2) taking the distance between different connected compon-
ents of St into account, see Corollary 7.1 below.

More generally, we can consider p-th moments and ask for which p 2 .0;1/ we
have Z

St .�/

jx � c.t/jp d H1.x/ �

Z
St .B/

jxjp d H1.x/ for almost every t � 0, (1.6)

where c.t/ is the centroid of St .�/ and B is a disk centred at the origin with j@�j D
j@Bj. For t � 0 small enough, we have jSt .�/j D jSt .B/j and St .�/ is a closed
curve, see Lemma 2.3 (ii) below, so (1.6) reduces to

.2�/p

jSt .�/jpC1

Z
St .�/

jx � c.t/jp d H1.x/ � 1:
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So we may ask if we have

.2�/p

j�jpC1

Z
�

jxjp d H1.x/ � 1 (1.7)

for all closed Lipschitz curves � with the origin as its centroid.
Note that the centroid c.t/ is independent of t for all centrally symmetric domains

�, or for example for domains with two not necessarily orthogonal axes of symmetry.
To keep things simple, we focus on the centrally symmetric case.

Theorem 1.3 (An isoperimetric inequality for p-th moments). The followings state-
ments hold.

(i) The statement of Theorem 1.1 extends to (1.6) in the case p 2 .0; 2�.

(ii) For p < 3, the boundary of a disk is a strict local maximiser among nearly
circular, centrally symmetric closed Lipschitz curves � of the left-hand side
in the inequality (1.7).

(iii) For p > 3, (1.7) does not hold, not even locally near boundary of the disk.
More precisely, there exists a sequence of nearly circular, centrally symmet-
ric closed Lipschitz curves .�n/n2N converging uniformly to the boundary
of the disk for which

.2�/p

j�njpC1

Z
�n

jxjp d H1.x/ > 1:

This naturally leads to the following conjecture.

Conjecture 1.4. (1.7) holds for all p � 3 and all closed Lipschitz curves � with the
origin as its centroid.

In the case p 2 .0; 2�, Theorem 1.3 follows from Theorem 1.1 and Theorem 1.2
using Jensen’s inequality. For the local optimality for p < 3 in Theorem 1.3 (ii), we
follow a Fuglede-type argument [12]. From these computations, we also obtain The-
orem 1.3 (iii), where symmetry breaking occurs for p > 3.

Theorem 1.1 and Theorem 1.3 are of general interest as (weighted) isoperimetric
inequalities have recently received great attention [1, 3, 7, 10], see also [5, 9, 13, 24,
25] on quantitative isoperimetric inequalities. In the present paper, we consider the
moment of inertia of the inner parallel curves St and compare it with the correspond-
ing quantity for a disk of the same perimeter. This is a relatively unusual setting as
our constraints do not involve the area of the domain �, but only its perimeter. Note
that under fixed area constraint the p-th moment of the boundary is minimised by the
disk for all p � 1 (cf. [3, Theorem 2.1]), which is in contrast to our result under fixed
perimeter.
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In the case of centrally symmetric domains, or more generally for domains �
for which the centroid c.t/ defined in (1.3) is independent of t , we can deduce from
Theorem 1.1 a result going back to Hadwiger [14], see (7.1) by integrating over t .

As an application of Theorem 1.1, we obtain an isoperimetric inequality for the
magnetic Robin Laplacian. More precisely, considering the magnetic Robin Lapla-
cian with a negative boundary parameter ˇ and a sufficiently small constant magnetic
field b, the ground state energy is expressed as follows:

�
ˇ;b
1 .�/ D inf

u2H1.�/
kuk

L2.�/
D1

�Z
�

j.�ir � bA/uj2 C ˇ

Z
@�

juj2 d H1.x/

�
;

where A is a vector field in� with curl AD 1. It was shown in [19, Theorem 4.8] that
the corresponding ground state energies for convex and centrally symmetric domains
� and a disk B of the same perimeter satisfy �ˇ;b1 .�/� �

ˇ;b
1 .B/. Using Theorem 1.1,

we can remove the convexity assumption on �.

Theorem 1.5 (An isoperimetric inequality for the magnetic Robin Laplacian). Let
� � R2 be a smooth, bounded and simply-connected domain. Assume that� is cent-
rally symmetric or, more generally, that the centroid of St .�/ is independent of t
for all t � 0 with St .�/ ¤ ¿. Let ˇ < 0 be the negative Robin parameter, and let
0 < b < b0.j@�j; ˇ/, where b0.j@�j; ˇ/ depends on j@�j and ˇ. Then the lowest
eigenvalue of the magnetic Robin Laplacian on � with constant magnetic field of
strength b and Robin boundary conditions with parameter ˇ satisfies

�
ˇ;b
1 .�/ � �

ˇ;b
1 .B/; (1.8)

where B � R2 is the disk having the same perimeter as�. Equality in (1.8) occurs if
and only if � is a disk.

If j@�j D 2� , then we have the explicit expression b0.j@�j; ˇ/Dmin.1; 4
p
�ˇ/.

Structure of the paper. The rest of the paper is organised as follows. In Section 2,
we introduce some notation and auxiliary results on inner parallel curves. In Section 3,
we prove Theorem 1.2. We use this in Section 4 to prove Theorem 1.1. In Section 5,
we show Theorem 1.3. More precisely, the proof and the precise statement of The-
orem 1.3 (i) can be found in Corollary 5.1 and for Theorem 1.3 (ii), (iii) we refer
to Proposition 5.6. Some background material on the magnetic Robin Laplacian and
the proof of Theorem 1.5 are given in Section 6. In Section 7, we present two simple
applications of Theorem 1.1 and Theorem 1.2, namely Corollary 7.1 on an improved
version of (1.2), and Section 7.2 on moments of inertia of domains.
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2. Preliminaries

2.1. Notation

We introduce for a piecewise-C 1 mapping 
 W Œ0;L�!R2 the length of the closed and
not necessarily simple curve parametrised by 
 ,

`.
/´

LZ
0

j
 0.s/j d s:

We also use the notation 
.Œa; b�/ D ¹
.s/W s 2 Œa; b�º for a; b 2 Œ0; L�, a < b. We
say that 
1; 
2W Œ0; L�! R2 parametrise the same curve if there exists a continuous
bijection  W Œ0; L�! Œ0; L� such that 
1 D 
2 ı  . A subset U � R2 is said to be
centrally symmetric if it coincides with its reflection ¹�xW x 2 U º with respect to the
origin.

2.2. Inner parallel curves

Let � � R2 be a bounded, simply-connected smooth domain. In this subsection we
recall some properties of the inner parallel curves of �.

Parametrisation of the boundary. Let us denote by L D j@�j the perimeter of �.
Consider the arc-length parametrisation of @� oriented in the counter-clockwise
direction,

s 2 R=.LZ/ 7! 
.s/ D .
1.s/; 
2.s//
>
2 R2;

which identifies @� with R=.LZ/ ' Œ0; L/; the function 
 is smooth which matches
with the smoothness hypothesis we imposed on @�.

The vector 
 0.s/ D .
 01.s/; 

0
2.s//

> is the unit tangent vector to @� at 
.s/ and
points in the counter-clockwise direction. The unit normal vector at 
.s/ pointing
inwards the domain � is given by

n.s/ D .�
 02.s/; 

0
1.s//

>:

We introduce the curvature

�.s/´ 
 002 .s/

0
1.s/ � 


00
1 .s/


0
2.s/ (2.1)

of @� at the point 
.s/. In particular, the Frenet formula


 00.s/ D �.s/n.s/; (2.2)
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holds. Recall that, since @� is a smooth closed simple curve, the total curvature iden-
tity [20, Corollary 2.2.2] yields

LZ
0

�.s/ d s D 2�: (2.3)

We remark that within the chosen sign convention the curvature of a convex domain
is non-negative.

Properties of inner parallel curves. We define the in-radius of � by

ri.�/´ max
x2�

�.x/;

where � is the distance function given by

�W�! RC; �.x/´ inf
y2@�

jx � yj: (2.4)

Recall that the inner parallel curve for � is the level set of the distance function

St D ¹x 2 x�W �.x/ D tº; t 2 Œ0; ri.�//:

For almost every t 2 .0; ri .�//, the inner parallel curve St is a finite union of disjoint
piecewise smooth simple closed curves, and the curve St admits a parametrisation as
in Proposition 2.1 below, which was proved in [16], see also [28, Theorem 4.4.1] and
[27, Proposition A.1] for more modern presentations and further refinements.

Proposition 2.1. There exists a subset L � Œ0; ri.�//, whose complement is of
Lebesgue measure zero, such that for any t 2 L, there exist m 2 N and

0 � a1 < b1 < a2 < b2 < � � � < am < bm � L;

such that the inner parallel curve St consists of the union of finitely many smooth
curves parametrised by

Œak; bk� 3 s 7! 
.s/C tn.s/; k 2 ¹1; 2; : : : ; mº;

which forms a union of finitely many piecewise-smooth simple closed curves.

Consider the mapping

.s; t/ 2 R=.LZ/ �
�
0; ri.�/

�
7! ˆ.s; t/´ 
.s/C tn.s/ 2 R2 (2.5)

According to [21, Theorem 5.25], there exists t? 2 .0; ri.�// such that the restriction
of the mapping ˆ in (2.5) to the set R=.LZ/ � .0; t?/ is a smooth diffeomorphism
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onto its range. The range of this restriction is then given by a tubular neighbourhood
of @�. It is not difficult to verify that St D ˆ.R=.LZ/; t/ for all t 2 .0; t?/. However,
for t � t? the same property, in general, does not hold. It can also be easily checked
that for all t 2 .0; t?/, the inner parallel curve St is connected and jSt j D L � 2�t .

Lemma 2.2. Let t 2 L and the associated numbersm 2 N, ¹akºmkD1, ¹bkºmkD1, be as
in Proposition 2.1. Then, for any k 2 ¹1; 2; : : : ;mº and any s0 2 Œak; bk�, it holds that
�.s0/ �

1
t
.

Proof. Let us introduce the notation

m.t/´ 
.s0/C tn.s0/:

By the Frenet formula (2.2), one has 
 00.s0/ D �.s0/n.s0/ and by Taylor’s formula
near s0 we get


.s/ D 
.s0/C .s � s0/

0.s0/C

1

2
.s � s0/

2�.s0/n.s0/CO.js � s0j
3/; s ! s0:

Consequently, using orthogonality of 
 0.s0/ and n.s0/, we get

dist.
.s/;m.t//2 D t2 C .1 � t�.s0//.s � s0/2 CO.js � s0j
3/; s ! s0:

Since m.t/ 2 St , then dist.
.s/;m.t// � t for s in a neighbourhood of s0, which is
possible only when 1 � t�.s0/ � 0.

In the next lemma we provide a simple construction of a closed but not necessarily
simple curve which contains St . The geometric bound as in Theorem 1.2 on its length
will only hold for t not larger than the inverse of the maximum of the curvature for
the curve 
 :

�max.�/´ max
s2R=.LZ/

�.s/

Lemma 2.3. For t 2 .0; ri.�//, the mapping

s 2 R=.LZ/ 7! ˛t .s/´ 
.s/C tn.s/ 2 R2

parametrises a smooth closed, not necessarily simple curve such that

(i) St � ˛t .Œ0; L�/ for all t 2 L;

(ii) `.˛t / D L � 2�t for all t � 1
�max.�/

;

(iii) `.˛t / > L � 2�t for all 1
�max.�/

< t < ri.�/.

Remark 2.4. According to [26], the domain � contains a disk of radius 1
�max.�/

. In
other words, it holds that

ri.�/ �
1

�max.�/
: (2.6)
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The equality occurs for some special types of domains such as a disk or (going beyond
smooth domains) for a convex hull of two disjoint disks of equal radius. The original
work [26] is hardly available and the complete proof can be found in [17, Proposi-
tion 2.1]. Inequality (2.6) shows that, in general, a more sophisticated method than in
Lemma 2.3 is needed to construct for any t 2 .0; ri.�// a closed curve of length not
larger than L � 2�t , which contains the inner parallel curve St .

Proof of Lemma 2.3. Notice that smoothness of 
 on R=.LZ/ ensures that ˛t is
smooth on R=.LZ/ as well. It is also clear from Proposition 2.1 that St � ˛t .Œ0; L�/
for all t 2 L.

Using the identity (2.3), we get for any t � 1
�max.�/

`.˛t / D

LZ
0

j P̨ .s/j d s D

LZ
0

j1 � t�.s/j d s D

LZ
0

.1 � t�.s// d s D L � 2�t:

Analogously, we get for any t 2
�

1
�max.�/

; ri.�/
�

`.˛t / D

LZ
0

j P̨ .s/j d s D

LZ
0

j1 � t�.s/j d s >

LZ
0

.1 � t�.s// d s D L � 2�t:

In the remainder of this subsection we will discuss the properties of St for a
centrally symmetric domain �. The central symmetry of � is inherited by @�. Con-
sequently, if y D 
.s/ 2 @�, we know that �y 2 @� too; moreover the centroid of
@� is the origin, so

LZ
0


.s/ d s D 0:

Lemma 2.5. Let � � R2 be a bounded, simply-connected, centrally symmetric
smooth domain. Then, for all t 2 .0; ri.�//, the inner parallel curve St � � is cent-
rally symmetric.

Proof. Let x 2 St be fixed. Then �.x/ D t and there exists a point y 2 @� such
that jx � yj D t . Observe now that �.�x/ � t , because �y 2 @�. In the case that
�.�x/ < t , there would exist a point z 2 @� such that jz C xj < t . Since �z 2 @�,
we would get that �.x/ < t , leading to a contradiction. Thus, we infer that �.�x/D t
and hence �x 2 St .
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2.3. An auxiliary geometric inequality

The aim of this subsection is to provide a geometric inequality, which will be used in
the proof of Theorem 1.2.

Hypothesis 2.6. Let c1; c2 2 R2 and t > 0 be fixed. Let a smooth simple non-closed
curve � � R2 be parametrised by the arc-length via the mapping 
 W Œs1; s2�! R2,
s1 < s2. Assume that the following properties hold:

(i) pj ´ 
.sj / 2 @Bt .cj / for j D 1; 2;

(ii) 
 0.sj / is tangent to @Bt .cj / in the counterclockwise direction for j D 1;2.y;

(iii) � can be extended up to a closed simple curve so that Bt .c1/ [Bt .c2/ is
surrounded by this extension.

Proposition 2.7. Under Hypothesis 2.6 the following geometric inequality holds:

j�j � jc1 � c2j C t

s2Z
s1

�.s/ d s; (2.7)

where � is the curvature of � defined as in (2.1).

Proof. The proof relies on an abstract result due to Chillingworth [8, Theorem 3.3],
which states that two closed homotopic curves are regularly homotopic if the curves
are direct, that is, the corresponding curves in the covering space are simple.

The curve � is homotopic to its projection † on the convex hull of the two disks.
After modifying† suitably so we avoid nullhomotopic loops, we can extend � and†
to closed direct curves z� , z† using the same extension. By [8, Theorem 3.3], z� and z†
are regularly homotopic, so the integral over their curvatures agree:

R
z�
� D

R
z†
�, see

for example [30]. Since � and † were extended using the same extension, we also
get

R
�
� D

R
†
�. Finally, one can check that † satisfies (2.7) and by j�j � j†j, we

obtain (2.7) for � .

3. Proof of Theorem 1.2 – Covering inner parallel curves

The aim of this section is to prove the following theorem, which yields Theorem 1.2.

Theorem 3.1. Let � � R2 be a smooth, bounded and simply-connected domain and
let St for t � 0 be the corresponding inner parallel curves defined in (1.1). Then
there exists a subset L � Œ0; ri.�// such that .0; ri.�// n L is of Lebesgue meas-
ure zero, and for any t 2 L, there exists a piecewise smooth continuous mapping
�t WR=.LZ/! R2 such that
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(i) St � �t .Œ0; L�/;

(ii) `.�t / � L � 2�t ;

(iii) for centrally symmetric domains �, the curve �t .Œ0; L�/ is centrally sym-
metric too.

In the following, let the set L be as in Proposition 2.1. Let t 2 L be fixed. Then,
there exist m 2 N and

0 � a1 < b1 < a2 < b2 < � � � < am < bm � L

such that the inner parallel curve St is given by

St D

m[
kD1

¹
.s/C tn.s/W s 2 Œak; bk�º:

Without loss of generality, we can always reparametrise the boundary of � so that
a1 D 0. In the following we assume that such a re-parametrisation is performed
and that a1 D 0. Moreover, for the sake of convenience we also set amC1 ´ L and
bmC1´ b1.

The inner parallel curve St , t 2 L, is not necessarily connected and, in general,
it consists of finitely many piecewise-smooth, simple, closed curves. Note that, while
St consists of finitely many piecewise smooth simple closed curves, the pieces Ck´
¹
.s/C tn.s/W s 2 Œak; bk�º are not necessarily closed curves. Our aim is to construct a
piecewise smooth, closed, not necessarily simple curve, which contains St and whose
length is not larger than L� 2�t . The idea is to connect the terminal point of ¹
.s/C
tn.s/W s 2 Œak; bk�º with the starting point of ¹
.s/C tn.s/W s 2 ŒakC1; bkC1�º for all
k 2 ¹1; 2; : : : ; mº.

Using the computation in the proof of Lemma 2.3, and that �.s/ � 1
t

for all s 2
Œak; bk� by Lemma 2.2, we get the following expression for the length of St :

jSt j D

mX
kD1

bkZ
ak

j1 � t�.s/j d s D
mX
kD1

bkZ
ak

.1 � t�.s// d s: (3.1)

Let us define the points

pk D 
.ak/C tn.ak/; qk ´ 
.bk/C tn.bk/; for k 2 ¹1; 2; : : : ; mC 1º;

and the line segments connecting them

	k ´ ¹.1 � s/qk C spkC1W s 2 Œ0; 1�º; k 2 ¹1; 2; : : : ; mº:
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In the case that bm DL, the line segment 	m reduces to a single point. Note that, even
when bk < akC1, the line segment 	k could reduce to a single point. The piecewise
smooth continuous mapping �t WR=.LZ/! R2 defined by

�t .s/ D

8<:
.s/C tn.s/; s 2 Œak; bk� for k 2 ¹1; : : : ; mº;
akC1 � s

akC1 � bk
qk C

s � bk

akC1 � bk
pkC1; s 2 Œbk; akC1� for k 2 ¹1; : : : ; mº;

parametrises a closed, not necessarily simple curve in R2. The property (i) in the
formulation of Theorem 3.1 follows from Proposition 2.1 and the construction of the
mapping �t .

Note that the curve 
.Œbk; akC1�/, k 2 ¹1; : : : ; mº, satisfies Hypothesis 2.6
with c1 D qk and c2 D pkC1. Thus, it follows from Proposition 2.7 and since 
 is
parametrised by arc-length that for any k 2 ¹1; 2; : : : ; mº

j	kj � j
.Œbk; akC1�/j � t

akC1Z
bk

�.s/ d s D akC1 � bk � t

akC1Z
bk

�.s/ d s:

Combining formula (3.1) for the length of St with the upper bounds on the lengths of
line segments ¹	kºmkD1 we get

`.�t / D jSt j C

mX
kD1

j	kj �

mX
kD1

bkZ
ak

.1 � t�.s// d s C
mX
kD1

akC1Z
bk

.1 � t�.s// d s

� L � t

LZ
0

�.s/ d s D L � 2�t;

where we used the total curvature identity (2.3) in the last step. Hence, we get the
property (ii) in the formulation of Theorem 3.1.

Finally, if � is centrally symmetric, then by Lemma 2.5 so is St . Consequently,
to every piece Ck of St joining pk to qk , there corresponds a curve Ck� which is
the symmetric of Ck about the origin. This forces the number m of the curves Ck
to be even, unless it is equal to one, and therefore we get that the corresponding
joining segments .	k/1�k�m constitute a centrally symmetric set. This proves that
the image of �t is centrally symmetric, thereby establishing (iii) in the formulation of
Theorem 3.1. This proves Theorem 1.2.
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4. Proof of Theorem 1.1 – An isoperimetric inequality for moments of
inertia

Let t 2 L and the mapping �t be as constructed in the proof of Theorem 3.1, which
defines a closed curve †t . Since the moment of inertia of a curve about a point p
is minimal when p is the centroid of the curve, it suffices to prove (1.5) with c.t/
the centroid of †t . Let us introduce the notation Lt ´ `.�t / and re-parametrise the
curve†t by the arc-length via the mapping z�t WR=.LtZ/!R2. Clearly, we have z�t 2
H 1.R=.LtZ// thanks to the regularity of �t . Furthermore, by centring the coordinates
at the centroid c.t/ of †t , we can assume that c.t/ D 0, and consequently

LtZ
0

z�t .s/ d s D 0: (4.1)

Using the inclusion St � z†t and applying the Wirtinger inequality [15, Section 7.7],

LtZ
0

jz�t .s/j
2 d s �

jLt j
2

4�2

LtZ
0

jz� 0t .s/j
2 d s; (4.2)

we get Z
St

jxj2 d H1.x/ �

LtZ
0

jz�t .s/j
2 d s �

jLt j
3

4�2
�
.L � 2�t/3

4�2
; (4.3)

where we employed that Lt � L � 2�t in the last step. Therefore, (1.5) is proved.
Assuming that there is equality in (1.5), then we get from (4.3) thatLt DL� 2�t

and there is equality is (4.2). Under the conditions (4.1) and j Q� 0t .s/j D 1, equality
happens in (4.2) if and only if Q�t .s/ D Lt

2�
e˙i2�.s�s0/=Lt for some s0 2 R and †t is

a circle (here we identify C and R2). Moreover, knowing that Lt D L � 2�t and
St D †t , we get that St is the circle of centre 0 and radius L

2�
� t , and consequently,

the domain � with perimeter L contains the disk B of radius L
2�

, hence � D B is a
disk, thanks to the geometric isoperimetric inequality.

Finally, if � is a disk, then St is a circle of radius L
2�
� t and equality in (1.5)

occurs.

Remark 4.1. The hypothesis of simple connectivity is necessary in Theorem 1.1 as
we demonstrate in the following example. Let a 2

�
0; 1
4

�
be a parameter, which we

will send to zero later. Consider the annulus�a´B1�a.0/ nBa.0/, where we denote
by Br.x/ the open disk centred at x 2 R2 of radius r > 0. Then the corresponding
B with the same perimeter as �a is B ´ B1.0/. Furthermore, for all t < 1

4
, we
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have St .�a/D @BaCt .0/[ @B1�.aCt/.0/, and St .B/D @B1�t .0/. Also note that the
centroid of each St .�a/ is the origin. Then

1

2�

Z
St .�a/

jxj2 d H1.x/ D .aC t /3 C .1 � .aC t //3

and
1

2�

Z
St .B/

jxj2 d H1.x/ D .1 � t /3:

Letting a! 0, we find that

1

2�

Z
St .�a/

jxj2 d H1.x/! t3 C .1 � t /3 >
1

2�

Z
St .B/

jxj2 d H1.x/;

where the convergence is uniform for t 2 Œt1; t2� for any 0 < t1 < t2 < 1
4

. This shows
that Theorem 1.1 cannot hold in this case.

5. Proof of Theorem 1.3 – An isoperimetric inequality for p-th
moments

In this section, we study p-th moments of inner parallel curves and prove Theorem 1.3.
We show Theorem 1.3 (i) (extension of Theorem 1.1 to p-th moments, for 0 � p � 2)
in Corollary 5.1 with the help of Jensen’s inequality. Proposition 5.6 yields The-
orem 1.3 (ii) and (iii).

Corollary 5.1. Let p 2 Œ0; 2� and suppose that � � R2 is a smooth, bounded and
simply-connected domain. Then, for almost every t � 0,Z

St .�/

jx � c.t/jp d H1.x/ �

Z
St .B/

jxjp d H1.x/; (5.1)

where c.t/ 2 R2 is the centroid of St .�/ and where B is the disk centred at the
origin and with the same perimeter as�. Here St .�/ is defined in (1.1), and H1 is the
one-dimensional Hausdorff measure. For p 6D 0 and t 2

�
0; j@�j

2�

�
, the equality in (5.1)

is attained if and only if � is a disk

Proof. For p D 0, (5.1) reduces to the well-known bound jSt j � L � 2�t , see (1.2).
Let us take p 2 .0; 2�. Since 2

p
� 1, we write by Jensen’s inequality,� Z

St .�/

jx � c.t/jp d H1.x/

�2=p
� jSt .�/j

2
p�1

Z
St .�/

jx � c.t/j2 d H1.x/:
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To finish the proof, we use that jSt j � L � 2�t , apply Theorem 1.1, and note thatZ
St .B/

jxjp d H1.x/ D 2�
� L
2�
� t
�1Cp

:

Since the inequality in Theorem 1.1 is strict for all t 2
�
0; j@�j

2�

�
when � is not a disk,

this also holds for (5.1).

Secondly, we formulate the corresponding variational problem to Theorem 1.3.

Definition 5.2. Given p > 0, we define

Cp ´ sup
�

Z
�

jxjp d H1.x/Z
@B

jxjp d H1.x/

D sup
�

.2�/p

j�jpC1

Z
�

jxjp d H1.x/, (5.2)

where the supremum is taken over all centrally symmetric, closed Lipschitz curves �
and B is a disk centred at the origin with j@Bj D j�j.

Remark 5.3. By scaling, we find that Cp 2 .0;1/. By testing with � D @B, we find
Cp � 1 for all p. We have already shown that Cp D 1 for all p 2 .0; 2�, see the end of
the proof of Theorem 1.1 (or alternatively the result by Hurwitz [18]) combined with
Jensen’s inequality as in the proof of Corollary 5.1. In fact, using Jensen’s inequality
as in the proof of Corollary 5.1, one can show that Cp is non-decreasing in p.

Remark 5.4 (Existence of an optimising curve in (5.2)). We only sketch a way of
proving the existence of an optimising curve in (5.2) here. First note that by scaling,
we can restrict ourselves to smooth centrally symmetric curves satisfying j�j D 1.
We can approximate these curves by piecewise linear centrally symmetric curves with
j�j D 1, so we can take the supremum over such curves instead. Using a finite-step
mirroring argument, the supremum stays the same if we only consider convex piece-
wise linear centrally symmetric curves with j�j D 1. More precisely, in this context
we say that a piecewise linear curve is convex if it is the boundary of a convex poly-
gon.

Now, consider a sequence of such curves .�n/n2N such that the correspond-
ing expression in the supremum in (5.2) converges to Cp . Assume that the �n are
parametrised by arc-length by 
nW Œ0; 1� ! R2. By j�nj D 1 and the central sym-
metry, we have �n �B1.0/. Due to the arc-length parametrisation of the 
n, we obtain
that up to a subsequence, they converge uniformly to a Lipschitz continuous function

 W Œ0; 1�! R2 with Lipschitz constant at most one. To see this, one can for instance
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use the Arzelà–Ascoli theorem. Since the �n are convex, the corresponding curve �
is convex, too.

Furthermore, we have j�j D 1. Proving this is the key step and it uses the convex-
ity. It can be seen by approximating � by piecewise linear convex centrally symmetric
curves with the same length as � , and then showing that the lengths of these piecewise
linear convex curves have to be close to j�nj D 1. Finally, using that 
 is Lipschitz
continuous with Lipschitz constant at most one and j�j D 1, we get j
 0.s/j D 1 almost
everywhere, so

lim
n!1

Z
�n

jxjp d H1.x/ D lim
n!1

1Z
0

j
n.s/j
p d s D

1Z
0

j
.s/jp d s D
Z
�

jxjp d H1.x/:

Together with j�j D 1, this proves the optimality of the convex curve � . Also note
that any optimal curve needs to be convex.

The next proposition shows that Cp is not constant.

Proposition 5.5. We have Cp > 1 for all p large enough.

Proof. Consider the curve � parametrised by 
 W Œ0; 1�! R2, 
.s/ D .
1.s/; 
2.s//>

with 
2.s/ D 0 for all s 2 Œ0; 1� and


1.s/ D

8̂̂<̂
:̂
�
1

4
C s for s 2

h
0;
1

2

i
;

3

4
� s for s 2

h1
2
; 1
i

� is a closed curve that is parametrised by arc-length, centrally symmetric, its shape
is the doubly covered interval Œ�1

4
; 1
4
� � ¹0º, and its length is j�j D 1. We have

lim
p!1

�Z
�

jxjp d H1.x/

�1=p
D lim
p!1

� 1Z
0

j
1.s/j
p d s

�1=p
D sup
s2Œ0;1�

j
1.s/j D
1

4
;

and therefore, by j�j D 1,

lim
p!1

�
.2�/p

j�jpC1

Z
�

jxjp d H1.x/

�1=p
D
2�

4
> 1.

This proves Cp > 1 for all p large enough.
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This leads to the question of determining the critical value

p�´ sup¹p W p > 0 and Cp D 1º:

The following proposition shows that p� � 3, see (ii), which we conjecture to be
optimal (see Conjecture 1.4) since the disk is a local optimiser for p < 3, see (i)
below.

Proposition 5.6. The following statements hold.

(i) Let p <3. Then the disk is a local optimiser among centrally symmetric curves
in the following sense. If r WR=2�Z! R is continuous with r.�/D r.� C �/
for all � , and the curve �" is parametrised by 
"WR=2�Z! R2 with


".�/ D

�
R".�/ cos.�/
R".�/ sin.�/

�
; where R".�/ D 1C "r.�/, (5.3)

then

.2�/p

j�"jpC1

Z
�"

jxjp d H1.x/ � 1

for all " > 0 small enough; furthermore, the inequality is strict if r is non-con-
stant.

(ii) Let p > 3. Then the disk is not optimal, not even locally: There exists a
sequence of nearly circular, centrally symmetric closed Lipschitz curves
.�n/n2N converging uniformly to the boundary of the disk for which

.2�/p

j�njpC1

Z
�n

jxjp d H1.x/ > 1:

Proof. Consider the curve �" defined by the parametrisation of �" in (5.3). Since we
assume that r.�/ D r.� C �/, the curve �" is centrally symmetric.

It is straightforward to check that with 
" defined as in (5.3),

j
".�/j
p
D 1C "pr.�/C

"2

2
p.p � 1/jr.�/j2 CO."3/;

j
 0".�/j D 1C "r.�/C
"2

2
jr 0.�/j2 CO."3/;

j�"j D 2� C "

2�Z
0

r.�/ d � C
"2

2

2�Z
0

jr 0.�/j2 d � CO."3/:
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With the above formulas in hand, we get

j�"j
pC1

.2�/p
D 2� C ".p C 1/

2�Z
0

r.�/ d �

C "2.p C 1/

�
1

2

2�Z
0

jr 0.�/j2 d � C
p

4�

� 2�Z
0

r.�/ d �
�2�
CO."3/;

and Z
�"

jxjp d H1.x/ �
j�"j

pC1

.2�/p
D
"2p

2
.F .r/CO."//; (5.4)

where

F .r/ D .p C 1/

2�Z
0

jr.�/j2 d � �
p C 1

2�

� 2�Z
0

r.�/ d �
�2
�

2�Z
0

jr 0.�/j2 d �

D

2�Z
0

�
.p C 1/

�
r.�/ �

1

2�

2�Z
0

r.�/ d �
�2
� jr 0.�/j2

�
d �:

We expand r as a Fourier series and notice that the coefficients of the odd indices will
vanish, thanks to the symmetry condition on r . More precisely, we have

r.�/ �
1

2�

2�Z
0

r.�/ d � D
X
n�2

an cos.n�/C
X
n�2

bn sin.n�/;

r 0.�/ D �
X
n�2

nan sin.n�/C
X
n�2

nbn cos.n�/:

By Parseval’s identity, we write

2�Z
0

�
r.�/ �

1

2�

2�Z
0

r.�/ d �
�2

d � D �
X
n�2

�
janj

2
C jbnj

2
�
;

2�Z
0

jr 0.�/j2 d � D �
X
n�2

n2
�
janj

2
C jbnj

2
�
:

Hence,
2�Z
0

jr 0.�/j2 d � � 4

2�Z
0

�
r.�/ �

1

2�

2�Z
0

r.�/ d �
�2

d �; (5.5)
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and consequently, for p < 3

F .r/ � .p � 3/

2�Z
0

�
r.�/ �

1

2�

2�Z
0

r.�/ d �
�2

d � � 0:

For p < 3, F .r/ vanishes if and only if the function r is constant. To conclude the
proof of (i), we take "! 0 and note that the disk is a strict local maximiser if and
only if we have for all non-constant r and " small enoughZ

�"

jxjp d H1.x/ �
j�"j

pC1

.2�/p
< 0:

Taking "! 0 and using (5.4), we obtain the desired result.
For (ii), note that choosing r.�/´ sin.2�/, we have equality in (5.5), which leads

to

F .r/ D .p � 3/

2�Z
0

�
r.�/ �

1

2�

2�Z
0

r.�/ d �
�2

d �:

And for p > 3, we get F .r/ > 0, which yields the claim by (5.4) for " small enough.

Remark 5.7. Proposition 5.6 does not address the case p D 3 since it is a degenerate
case: the quantity F .r/ is zero for the optimal choice r.�/´ sin.2�/.

Note that, by Remark 5.3, Cp is non-decreasing in p. Furthermore, we deduce that
Cp is left-continuous by the continuity in p of the expression inside the supremum
in (5.2) for every fixed � . Hence,

¹p 2 Œ0;1/ W Cp D 1º D Œ0; p��:

So in order to prove Conjecture 1.4, namely that p� D 3, it suffices to show Cp D 1

for all p < 3.

Remark 5.8 (Optimal curve for large p). The curve � considered in the proof of
Proposition 5.5 is the optimal curve in the case p D1 when replacing the Lp norms
by the corresponding supremum norms. For values of p 2 .3;1/, we conjecture the
optimal curve to be a deformed circle that degenerates into the curve from the proof
of Proposition 5.5 as p increases, compare also with the proof of Proposition 5.6 (ii)
above.
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6. Proof of Theorem 1.5 – Applications to the magnetic Robin
Laplacian

In this section, we show that Theorem 1.1 can be used to relax the assumptions on
the domain in the isoperimetric inequality for the lowest eigenvalue of the magnetic
Robin Laplacian on a bounded domain with a negative boundary parameter, recently
obtained in [19] by the second and the third authors of the present paper.

The operator we study involves the vector potential (magnetic potential)

A.x/´
1

2
.�x2; x1/

> .x D .x1; x2//:

and two parameters, b � 0 standing for the intensity of the magnetic field and ˇ � 0,
the Robin parameter, appearing in the boundary condition. Let � � R2 be a bounded
simply-connected smooth domain. Our magnetic Robin Laplacian, Hˇ;b� , is the self-
adjoint operator defined by the closed, symmetric, densely defined and lower semi-
bounded quadratic form

q
ˇ;b
� Œu�´ k.r � ibA/uk2

L2.�IC2/ C ˇkuk
2
L2.@�/

; dom q
ˇ;b
� ´ H 1.�/;

and it is characterised by

domHˇ;b� D¹u 2 H 1.�/ W there exists w 2 L2.�/ such that

q
ˇ;b
� Œu; v� D .w; v/L2.�/ for all v 2 dom q

ˇ;b
� º;

Hˇ;b� u´� .r � ibA/2u D w:

Denoting by � the unit inward normal vector on @�, we observe that functions in
domHˇ;b� satisfy the (magnetic) Robin boundary condition

� � .r � ibA/u D ˇu on @�:

The isoperimetric inequality obtained in [19] concerns the lowest eigenvalue of Hˇ;b� ,
which we express in the variational form as follows:

�
ˇ;b
1 .�/´ inf

u2H1.�/n¹0º

q
ˇ;b
� Œu�

kuk2
L2.�/

:

Denoting by B the disk in R2 centred at the origin, with radiusR and having the same
perimeter 2�R D j@�j as the domain �, it is known that the following inequality
holds (see [19, Theorem 4.8, Corollary 4.9]):

�
ˇ;b
1 .�/ � �

ˇ;b
1 .B/;

provided that
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(i) ˇ <0 and 0<b <min.R�2;4
p
�ˇR�3=2/ (i.e., the magnetic field’s intens-

ity b is of moderate strength); and

(ii) the inner parallel curves of � obey the conditionZ
St

jx � x0j
2 d H1.x/ �

.L � 2�t/3

4�2
(6.1)

for some fixed point x0 2 R2 and almost all t 2 .0; ri.�//. This condition
holds for instance, when � � B or when � is convex and centrally sym-
metric (see [19, Proposition 4.4])

Proof of Theorem 1.5. In view of Theorem 1.1, the condition in (6.1) holds with
x0 D 0 for all bounded centrally symmetric simply-connected smooth domains or,
more generally, with x0 being the centroid of all St .�/ for all simply-connected
smooth domains � such that the centroid of the inner parallel curve St .�/ is
independent of t . Thus, we relaxed the convexity assumption on the domain �. We
obtain Theorem 1.5 with the choice b0.j@�j; ˇ/ D min¹R�2; 4

p
�ˇR�3=2º, where

R´ j@�j
2�

.

7. Some direct consequences of Theorems 1.1 and 1.2

7.1. A refined bound on the length of the disconnected inner parallel curve

In this subsection we use Theorem 3.1 to get a refined upper bound on the length
of the inner parallel curve St in the situation when St consists of several connected
components.

Let��R2 be a bounded simply-connected smooth domain with perimeterL>0.
Let the inner parallel curve St � � be as in (1.1). For any t 2 L, we have by Propos-
ition 2.1 for some N 2 N

St D

N[
nD1

�n; jSt j � L � 2�t;

where ¹�nºNnD1 are piecewise-smooth closed simple curves that are pairwise disjoint.
In the case that St is connected, one has N D 1. However, in general, N can be an
arbitrarily large integer number. In the case that N D 2, we immediately get as a
consequence of Theorem 3.1

jSt j C 2 dist.�1; �2/ � L � 2�t:

This observation can be generalised to the case of arbitrary N 2 N to improve Hart-
man’s bound (1.2), see [16], on the length of the inner parallel curve St .
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Corollary 7.1. For all t 2 L, it holds that

jSt j C

NX
nD1

dist.�n; St n �n/ � L � 2�t:

Proof. The length of the closed piecewise-smooth curve parametrised by the mapping
�t constructed in the proof of Theorem 3.1 is given by

`.�t / D jSt j C

mX
kD1

j	kj:

Every 	k connects some �n.k/ with some �n.kC1/, and for each n 2 ¹1; : : : ;N º there
is at least one k 2 ¹1; : : : ; mº such that n D n.k/. Hence, we get that

mX
kD1

j	kj �

mX
kD1

dist.�n.k/; �n.kC1// �
NX
nD1

dist.�n; St n �n/:

Thus, we conclude that

jSt j C

NX
nD1

dist.�n; St n �n/ � `.�t / � L � 2�t:

7.2. Moments of inertia of domains

In this subsection, we apply Theorem 1.1 to recover an isoperimetric upper bound on
the moment of inertia for the domain� itself leading to an alternative proof of a result
due to Hadwiger [14].

Assume that��R2 is a bounded, simply-connected, centrally symmetric domain.
Then Z

�

jxj2 d x �
Z
B

jxj2 d x; (7.1)

where B � R2 is a disk centred at the origin with the same perimeter as �.

Remark 7.2. The isoperimetric inequality (7.1) can be derived from the inequality
by Hadwiger [14], where only convex domains were considered. Let K � R2 be a
bounded convex domain with a Lipschitz boundary. We can translate the domain K

so that the origin becomes the centroid of K in the sense thatZ
K

x d x D 0:
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Let B 0 � R2 be the disk centred at the origin of the same perimeter as K . It is proved
in [14] that Z

K

jxj2 d x �
Z

B0

jxj2 d x: (7.2)

Let us define the domain K as the convex hull of the bounded simply-connected
centrally symmetric smooth � � R2. Then, the perimeter of K does not exceed the
perimeter of �. This is a well-known fact, whose proof can be found, e.g., in [29].
Moreover, the convex domain K is centrally symmetric as well. Therefore, the origin
is the centroid of K . Hence, we get from (7.2)Z

�

jxj2 d x �
Z
K

jxj2 d x �
Z

B0

jxj2 d x �
Z
B

jxj2 d x;

where we used that the perimeter of � is larger than or equal to the perimeter of K ,
so the radius of B 0 does not exceed the radius of B.

Remark 7.3. If we furthermore assume that � is smooth, we have the following
proof of (7.1) using Theorem 1.1. Recall that� � R2 is a bounded simply-connected
smooth domain with the perimeter L > 0 and the origin being the centroid of St for
almost every t 2 .0; ri.�//, and that B � R2 is the disk of radius R D L

2�
, having

thus the same perimeter as �. By the geometric isoperimetric inequality, we have
j�j � jBj and therefore it holds that R � ri.�/.

Recall the co-area formula in two dimensions (see [2, Theorem 4.20] and [22]).
If A � R2 is an open set, f WA! R is a Lipschitz continuous real-valued function,
and gWA! R is an integrable function, then we haveZ

A

g.x/jrf .x/j d x D
Z
R

Z
f �1.t/

g.x/ d H1.x/ d t: (7.3)

Applying the co-area formula (7.3) with A D �, g.x/ D jxj2 and f .x/ D �.x/ (the
distance function to the boundary of� defined in (2.4)) we get using the inequality in
Theorem 1.1,Z

�

jxj2 d x D

ri.�/Z
0

Z
St

jxj2 d H1.x/ �

ri.�/Z
0

.L � 2�t/3

4�2
d t

�

RZ
0

.L � 2�t/3

4�2
d t D 2�

RZ
0

.R � t /3 d t D
�R4

2
D

Z
B

jxj2 d x:
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Abstract
We derive a family of interpolation estimates which improve Hardy’s inequality and cover
the Sobolev critical exponent. We also determine all optimizers among radial functions in
the endpoint case and discuss open questions on nonrestricted optimizers.

Mathematics Subject Classification 35A23 · 35Q55

1 Introduction

The classical Hardy inequality states that for every dimension d ≥ 3,

h[u] :=
∫

Rd
|∇u(x)|2 dx − (d − 2)2

4

∫
Rd

|u(x)|2
|x |2 dx ≥ 0, ∀u ∈ Ḣ1(Rd). (1)

In this short article we are interested in interpolation inequalities involving the quadratic form
h[u] and L p-norms of u. A classical result in this direction is the Gagliardo–Nirenberg type
inequality

h[u]θ‖u‖2(1−θ)

L2 ≥ C‖u‖2Lq , ∀u ∈ H1(Rd) (2)

for a constant C > 0 independent of u, which holds for every

d ≥ 3, 2 < q < 2∗ = 2d

d − 2
, θ = d

(
1

2
− 1

q

)
.

The inequality (2) can be deduced from the results of Brezis and Vázquez [3, Theorem 4.1
and Extension 4.3]; see [23] for related results. The bound (2) can be also derived from
Sobolev’s embedding theorem and the kinetic estimate

h[u]θ‖u‖2(1−θ)
2 ≥ C‖(−�)s/2u‖22, ∀u ∈ H1(Rd), (3)

for s ∈ (0, 1) and θ = θ(s), which was proved by Frank [6, Theorem 1.2]. Both of (2) and
(3) have been extended to the fractional Laplacian in [6], motivated by applications in the
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184 Page 2 of 14 C. Dietze, P.T. Nam

asymptotic behavior of large Coulomb systems [20] and the stability of relativistic matter [6,
8].

Note that the restriction q < 2∗ in (2) is necessary, namely the quadratic form h[u] is
really weaker than ‖∇u‖2

L2 . Here we are interested in a replacement of (2) which covers the

critical power q = 2∗, with the expense that the L2-norm is replaced by the energy associated
with the inverse square potential. We have

Theorem 1 (Hardy-Sobolev interpolation inequality) If d = 3 and θ = 1/3, then the
inequality

(∫
Rd

|∇u|2 − (d − 2)2

4
sup
y∈Rd

∫
Rd

|u(x)|2
|x − y|2 dx

)θ (
sup
y∈Rd

∫
Rd

|u(x)|2
|x − y|2 dx

)1−θ

≥ C‖u‖2
L2∗

(4)

holds with a constant C = C(d, θ) > 0 independent of u ∈ Ḣ1(Rd). Moreover, (4) does not
hold if d ≥ 4 or if θ �= 1/3.

Remark 1 The bound (4) is invariant under translations and dilations. Note that for the first
term on the left-hand side, Hardy’s inequality (1) is equivalent to

∫
Rd

|∇u|2 − (d − 2)2

4
sup
y∈Rd

∫
Rd

|u(x)|2
|x − y|2 dx ≥ 0, ∀u ∈ Ḣ1(Rd).

For the second term, it is important to include supy∈Rd since otherwise this term can be made
arbitrarily small by translation u 	→ u(· − z) with |z| → ∞.

Remark 2 For all d ≥ 3 and 1 − 2/d ≤ θ ≤ 1 we have

(∫
Rd

|∇u|2
)θ

(
sup
y∈Rd

∫
Rd

|u(x)|2
|x − y|2 dx

)1−θ

≥ C‖u‖2
L2∗ , ∀u ∈ H1(Rd). (5)

This is a consequence of the improved Sobolev inequality involving Morrey norms

(∫
Rd

|∇u|2
)θ

(
sup

R>0,x∈Rd
R−2

∫
B(x,R)

|u|2
)1−θ

≥ C‖u‖2
L2∗ , ∀u ∈ Ḣ1(Rd), (6)

which was proved by Palatucci–Pisante [17, Theorem 1], using subtle weighted L p-estimates
for Riesz potentials in [19] and Calderón-Zygmund type techniques in the spirit of the
Fefferman–Phong argument [5]. The bound (6) is helpful to obtain the compactness of
minimizing sequences of the critical Sobolev inequality; see [17, Theorem 3] for details.
In contrast, our inequality (4) is stronger than (5) and it only holds for the special case
d = 1/θ = 3.

In the next result, we extend (4) by replacing the gradient term ‖∇u‖L2 by ‖∇u‖L p , as
well as replacing the L2∗

-norm by the L p∗,r -Lorentz norm. Recall that (see [9, Definition
1.4.6 and Proposition 1.4.9])

‖u‖L p,r = ‖u‖p,r =
{(

p
∫ ∞
0 sr−1|{|u| > s}|r/p ds)1/r , 0 < r < ∞,

sups>0 s|{|u| > s}|1/p, r = ∞.
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Theorem 2 [Hardy-Sobolev inequalities with Lorentz norms] Let d ≥ 2, p ∈ [2, d), p∗ =
pd/(d − p), r ∈ [p,∞] and

θ ∈
[

p

min(r , p∗)
,
1

p
− 1

r

]
. (7)

Then
(∫

Rd
|∇u|p −

(
d − p

p

)p

sup
y∈Rd

∫
Rd

|u(x)|p
|x − y|p dx

)θ (
sup
y∈Rd

∫
Rd

|u(x)|p
|x − y|p dx

)1−θ

≥ C‖u‖p
L p∗,r

(8)

with a constant C = C(d, p, r , θ) > 0 independent of u ∈ Ẇ 1,p(Rd). The bound (8) does
not hold if θ < p/min(r , p∗) (with arbitrary p ≥ 2), or if θ > 1/p − 1/r and p = 2. In
particular, when p = 2, the range of θ in (7) is optimal.

Theorems 1 and 2 naturally lead to the question of determining optimizers of the relevant
inequalities. We expect that in the non-endpoint cases

p

min(r , p∗)
< θ <

1

p
− 1

r
,

the existence of optimizers of (8) follows from the standard concentration compactness
method. Below we focus on the endpoint cases. While the existence of optimizers in this
case is open in general, we are able to give a partial answer under the restriction to radial
functions. We will limit ourselves to the choice p = 2 and r ∈ {2∗,∞}, for which the right-
hand side of (8) becomes either the usual L2∗

-norm or the L2∗,∞-weak norm. The relevant
functional space is

Ḣ1
rad(R

d) = {u ∈ Ḣ1(Rd) : u is radially symmetric}.
In the radial case, we can work directly with the quadratic form h[u] in (1). We have

Theorem 3 (Radial optimizers) Let d ≥ 3 and p = 2.

(i) Let r = 2∗ = 2d/(d − 2) and θ = 1/p − 1/r = 1/d. Then all optimizers of the
inequality

h[u]θ
(∫

Rd

|u(x)|2
|x |2 dx

)1−θ

≥ Crad,2∗‖u‖2
L2∗ , ∀u ∈ Ḣ1

rad(R
d) (9)

are given by the family

uη(x) = 1

(|x |1−η(1 + |x |2η))(d−2)/2
, η ∈ (0,∞), (10)

up to dilation uη(x) 	→ auη(bx) with a ∈ C, b > 0. Furthermore, (9) does not hold if
θ �= 1/d.

(ii) Let r = ∞ and θ = 1/p − 1/r = 1/2. Then all optimizers of the inequality

h[u]θ
(∫

Rd

|u(x)|2
|x |2 dx

)1−θ

≥ Crad,∞‖u‖2
L2∗,∞ , ∀u ∈ Ḣ1

rad(R
d) (11)

are given by the family

uc(x) =
{

|x |c−d/2+1 , |x | ≤ 1,

|x |−c−d/2+1 , |x | > 1,
c ∈ (0, d/2 − 1], (12)
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184 Page 4 of 14 C. Dietze, P.T. Nam

up to dilation.

Remark 3 The classification of all optimizers in Theorem 3 (i) is consistent with Terracini’s
study in [21] where all radial positive solution of the Euler-Lagrange equation

−�u(x) − (d − 2)2

4
(1 − η2)

u(x)

|x |2 = u2
∗−1(x), x ∈ Rd , (13)

with a given constant η > 0, were derived. In particular, according to [21, Eq. (4.6)], the only
regular solutions (i.e., belonging to L2∗

), up to rescaling, are of the form (d(d−2)η2)(d−2)/4uη

with uη given in (10).

Remark 4 We leave the following open questions: Do optimizers of (4) exist? And if exist,
are they radial? The same questions for the simpler inequality (5) in the endpoint case
θ = 1 − 2/d remain unsolved. Note that both in (4) and (5), all quantities scale in the same
way. Moreover, by taking several bubbles travelling far from each other, one can construct
optimizing sequences that do not converge weakly to a nonzero limit after any choice of
dilations and translations. It seems that a novel concentration-compactness argument will be
needed to resolve the existence problem of optimizers for these inequalities.

We prove Theorem 3 in Sect. 2, and then prove Theorems 1 and 2 in Sect. 3.

2 Radial case

In this section we prove Theorem 3. Let u ∈ H1
rad(R

d) with d ≥ 3.
Proof of (i): Using the ground state representation for Hardy’s inequality (see e.g. [7, Eq.

(2.14)]), we denote

u(x) = f (|x |)
|x |(d−2)/2

(14)

and rewrite∫
Rd

|u|2∗ = |Sd−1|
∫ ∞

0

| f (r)|2∗

r
dr ,

∫
Rd

|u(x)|2
|x |2 dx = |Sd−1|

∫ ∞

0

| f (r)|2
r

dr ,

∫
Rd

|∇u|2 − (d − 2)2

4

∫
Rd

|u(x)|2
|x |2 dx =

∫
Rd

|∇ f (x)|2
|x |d−2 dx = |Sd−1|

∫ ∞

0
| f ′(r)|2r dr .

Here |Sd−1| is the surface area of the unit sphere in Rd . Thus (9) is equivalent to

(∫ ∞

0
r | f ′(r)|2dr

)θ (∫ ∞

0

| f (r)|2
r

dr

)1−θ

≥ Crad,2∗ |Sd−1|2/2∗−1

(∫ ∞

0

| f (r)|2∗

r
dr

)2/2∗

.

(15)

The bound (15) can be interpreted as a Caffarelli–Kohn–Nirenberg type inequality [4],
namely

‖|x |1/2∇ f ‖θ
L2(R+)

‖|x |−1/2 f ‖1−θ

L2(R+)
≥ √

Crad,2∗ |Sd−1|1/2∗−1/2‖|x |γ f ‖Lr (R+) (16)

with r = 2∗ = 2d/(d − 2), γ = −1/r . Actually it is a limiting case as 1/r + γ /n = 0 in
dimension n = 1, which does not seem available from the literature (see [13, Theorem 3.1],
[14, Theorem 1.2] and [15, Theorem 2.2] for recent results in the limiting case).
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Inspired by [21], we make the following changes of variables

f (r) = ψ(log r), s = log r ∈ R, ds = dr

r
,

which give
∫ ∞

0

| f (r)|2
r

dr =
∫

R
|ψ(s)|2 ds,

∫ ∞

0

| f (r)|2∗

r
dr =

∫
R

|ψ(s)|2∗
ds,

∫ ∞

0
| f ′(r)|2r dr =

∫
R

|ψ ′(s)|2 ds.

Therefore, (15) is equivalent to the Gagliardo–Nirenberg interpolation inequality
(∫

R
|ψ ′(s)|2 ds

)θ (∫
R

|ψ(s)|2 ds
)1−θ

≥ Crad,2∗ |Sd−1|2/2∗−1
(∫

R
|ψ(s)|2∗

ds

)2/2∗

.

(17)

The optimal constant of the one-dimensional inequality (17) was already obtained by Nagy
in 1941 [16], with 2∗ = 2d/(d − 2) replaced by a general positive power. The existence and
uniqueness of optmizers of the analogue of (17) in higher dimensions are also well-known;
we refer to the classical works ofWeinstein [24] andKwong [11] for instance. The uniqueness
of optimizers of (17) can be translated straightforwardly to the classification of optmizers of
(9) as stated in Theorem 3 (i); we refer to [21, Eq. (4.6)] for a similar analysis.

Remark 5 In the special case d = 3 (which is relevant to Theorem 1), the interpolation
inequality (17) with 2∗ = 6 goes back to the (1D, one-body) Lieb–Thirring inequality
[12] as well as Keller’s lower bound on the lowest eigenvalue of the Schrödinger operator
− d2/ dx2+V (x) on L2(R) [10]; see also [1, Section 2] for a simple derivation of the optimal
constant in this special case.

Unique choice of θ for (9): Consider (15) with the trial function

f (r) =
{
rε, r ∈ (0, 1],
r−ε, r ∈ [1,∞),

(18)

where ε > 0 is a parameter. Then we have
∫ ∞

0
r | f ′(r)|2 dr = ε,

∫ ∞

0

| f (r)|2
r

dr = 1

ε
,

∫ ∞

0

| f (r)|2∗

r
dr = 2

2∗ε
. (19)

Therefore, (15) requires to have

εθ ε−(1−θ) ≥ Cε−2/2∗
(20)

for all ε > 0. By letting ε → 0 and ε → ∞, we find that

θ = 1 − 2/2∗

2
= 1

d
.

Thus, (9) holds only if θ = 1/d .
Proof of (ii): Let us consider (11). Using again the ground state representation (14), we

have

‖u‖L2∗,∞ = sup
t>0

t |{x : |u(x)| > t}|1/2∗ = sup
t>0

t |{x : | f (x)| > t |x |d/2∗ }|1/2∗
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≤ sup
t>0

t |{x : ‖ f ‖L∞ > t |x |d/2∗ }|1/2∗ = |B(0, 1)|1/2∗‖ f ‖L∞ . (21)

Here |B(0, 1)| is the volume of the unit ball in Rd . Therefore, (11) holds if we can show that
(∫ ∞

0
r | f ′(r)|2 dr

) (∫ ∞

0

| f (r)|2
r

dr

)
≥ C2

rad,∞|Sd−1|−2|B(0, 1)|4/2∗‖ f ‖4L∞ . (22)

From (14) and u ∈ Ḣ1(Rd), we deduce that the function f : (0,∞) → [0,∞) is continuous
and satisfies

lim
r→0

f (r) = 0, lim
r→∞ f (r) = 0.

Therefore, up to dilation, we may without loss of generality assume that

f (1) = ‖ f ‖L∞ .

By the Cauchy-Schwarz inequality and the fundamental theorem of calculus, we have
(∫ ∞

0
r | f ′(r)|2 dr

) (∫ ∞

0

| f (r)|2
r

dr

)
≥

(∫ ∞

0
| f ′(r) f (r)| dr

)2

=
(
1

2

(∫ 1

0

∣∣∣∣ ∂

∂r
(| f (r)|2)

∣∣∣∣ dr +
∫ ∞

1

∣∣∣∣ ∂

∂r
(| f (r)|2)

∣∣∣∣ dr
))2

≥ | f (1)|4 = ‖ f ‖4L∞ .

(23)

Thus (22) holds, and consequently (11) holds, with

C2
rad,∞|Sd−1|−2|B(0, 1)|4/2∗ = 1. (24)

To have the equality in (11), we need to ensure all equalities in (21) and (23). The bound
(23) contains two inequalities where the first equality occurs if there exists a constant c > 0
such that

r | f ′(r)|2 = c
| f (r)|2

r
, a.e. r ∈ (0,∞),

while the second equality occurs if | f |2 is monotone increasing on (0, 1) and monotone
decreasing on (1,∞). Thus, we have all equalities in (23) if and only if

f (r) =
{
rc , r ∈ (0, 1],
r−c , r ∈ [1,∞).

(25)

It remains to determine the range of c in (25) to get the equality in (21). If 0 < c ≤
(d − 2)/2, then the function

u(x) = f (|x |)|x |− d−2
2 =

{
|x |c− d−2

2 , |x | ≤ 1,

|x |−c− d−2
2 , |x | ≥ 1

(26)

is radially symmetric decreasing, and the equality in (21) occurs since

‖u‖L2∗,∞ = sup
t>0

t |{x : |u(x)| > t}|1/2∗ ≥ |{x : |u(x)| > 1}|1/2∗ = |B(0, 1)|1/2∗
. (27)

On the other hand, if c > (d − 2)/2, then the inequality in (21) is strict: since u defined in
(26) is bounded by 1, we have

‖u‖2∗
L2∗,∞ = sup

0<t<1
t2

∗ |{x : |u(x)| > t}|
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= sup
0<t<1

t2
∗
(|{|x | ≤ 1 : |u(x)| > t}| + |{|x | > 1 : |u(x)| > t}|)

= sup
0<t<1

t2
∗ (

|{x : 1 ≥ |x | > t
2

2c−(d−2) }| + |{x : t− 2
2c+d−2 > |x | > 1}|

)

= |B(0, 1)| sup
0<t<1

t2
∗ (

t−
2d

2c+d−2 − t
2d

2c−(d−2)

)
< |B(0, 1)|,

where the latter estimate can be easily seen using the fact that

2∗ = 2d

d − 2
>

2d

2c + d − 2
.

Thus, in summary, (11) holds with the optimal constant Crad,∞ given in (24), and all
optimizers are uniquely characterized up to dilation by (26) with c ∈ (0, (d − 2)/2].

The proof of Theorem 3 is complete.

3 General case

In this section we prove Theorem 1 and Theorem 2.

3.1 Proof of Theorem 1

We divide the proof into two parts. First, we prove (4) for d = 3 = 1/θ . Then we show that
the condition d = 3 = 1/θ is necessary.

Proof (Proof of (4) for d = 3 = 1/θ ) Let u ∈ Ḣ1(Rd) and denote

A =
∫

Rd
|∇u|2, B = (d − 2)2

4
sup
y∈Rd

∫
Rd

|u(x)|2
|x − y|2 dx .

We consider two cases.
Case 1: (1 − θ)A ≥ B. Then using

B ≥ (d − 2)2

4
sup

r>0,y∈Rd

∫
B(y,r)

|u(x)|2
|x − y|2 dx � sup

r>0,y∈Rd

1

r2

∫
B(y,r)

|u|2,

and A − B ≥ θ A, we conclude from (6) (see [17, Theorem 1]) that

(A − B)θ B1−θ � ‖∇u‖θ
L2

(
sup

r>0,y∈Rd

1

r2

∫
B(y,r)

|u|2
)1−θ

� ‖u‖2
L2∗ .

Case 2: (1 − θ)A < B. Then B 	→ (A − B)θ B1−θ is monotone decreasing since

d

dB
((A − B)θ B1−θ ) = ((1 − θ)A − B)(A − B)θ−1B−θ < 0.

Moreover, by the Hardy-Littlewood and Pólya-Szegö rearrangement inequalities (see e.g. [2,
Lemma 1.6 and Theorem 4.7]) we have

B∗ = (d − 2)2

4

∫
Rd

|u∗(x)|2
|x |2 dx ≥ B, A∗ = ‖∇u∗‖2L2 ≤ A,
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where u∗ denotes the radially symmetric decreasing rearrangement of u. Therefore,

(A − B)θ Bθ ≥ (A − B∗)θ (B∗)1−θ ≥ (A∗ − B∗)θ (B∗)1−θ .

Thus it remains to consider (4) in the case when u is radially symmetric decreasing. In this
case,

sup
y∈Rd

∫
Rd

|u(x)|2
|x − y|2 dx =

∫
Rd

|u(x)|2
|x |2 . (28)

by the Hardy-Littlewood rearrangement inequality. Now the desired bound has been already
proved in Theorem 3 (i).

Thus in all cases, (4) holds for d = 3 = 1/θ . ��

Proof (Proof of the necessity of d = 3 = 1/θ ) Let us show that (4) fails if d ≥ 4 or if
θ �= 1/3. First, the necessity of θ ≤ 1/d can be seen from the radial case as explained in
Theorem 3 (i). To be precise, we consider the example in (18) with ε > 0 small. In this case,
u is radially symmetric decreasing, and hence (28) holds. Therefore, (4) requires (20) for
ε > 0 small, which implies that θ ≤ 1/d .

In order to complete the proof, we consider another (non-radial) example. Fix ϕ ∈
C∞
c \{0}, z ∈ Rd\{0} and choose

uN (x) =
N∑

n=1

ϕ(x + nNz)

with N → ∞. Then by replacing u by uN , we find that

A ∼ N , B ∼ 1, ‖u‖2∗
L2∗ ∼ N .

for large N . Therefore, (4) requires

N θ � N 2/2∗
,

which implies that θ ≥ 2/2∗ = 1 − 2/d. Combining with the upper bound θ ≤ 1/d and the
constraint d ≥ 3, we find that the only possibility is d = 3 and θ = 1/3. ��

The proof of Theorem 1 is complete.

3.2 Proof of Theorem 2

We first prove (8) and then explain the necessity of the constraint of θ .

Proof (Proof of (8)) Let d ≥ 2 and p ∈ [2, d). Assume that r ∈ [p,∞] and
p

min(r , p∗)
≤ θ ≤ 1

p
− 1

r
. (29)

Fix a small constant ε = ε(d, p, r , θ) ∈ (0, 1). We consider two cases.
Case 1: Assume

(1 − ε)

∫
Rd

|∇u|p ≥
(
d − p

p

)p

sup
y∈Rd

∫
Rd

|u(x)|p
|x − y|p dx . (30)

123



Hardy–Sobolev interpolation inequalities Page 9 of 14 184

From [17, Theorem 1], see also [18, Eq. (1.4)], we have

(∫
Rd

|∇u|p
)p/p∗ (

sup
y∈Rd ,R>0

1

Rp

∫
B(y,R)

|u(x)|p dx
)1−p/p∗

� ‖u‖p
L p∗ . (31)

A simplified proof of (31) based on sharp maximal functions can be obtained by following
the analysis in [22]. We can extend this bound to the Lorentz norm on L p∗,r with r ∈ [p, p∗],
namely

(∫
Rd

|∇u|p
)p/r

(
sup

y∈Rd ,R>0

1

Rp

∫
B(y,R)

|u(x)|p dx
)1−p/r

� ‖u‖p
L p∗,r . (32)

To prove (32), let us use the standard dyadic decomposition: recalling that ϕ : R → R is a
smooth function supported on the annulus 1/2 ≤ |t | ≤ 2 such that

∑
j∈Z

ϕ(2− j t) = 1, ∀t ∈ R\{0},

we write

u =
∑
j∈Z

u j , u j = uϕ(2− j |u|).

Then

‖u‖p∗
L p∗,r ∼

⎛
⎝∑

j∈Z
‖u j‖rL p∗

⎞
⎠

p∗/r

�

⎛
⎝∑

j∈Z

(∫
Rd

|∇u j |p
)r/p∗ (

sup
y∈Rd ,R>0

1

Rp

∫
B(y,R)

|u j (x)|p dx
)r/d

⎞
⎠

p∗/r

,

where we used (31) for u j and the fact that (1 − p/p∗)r/p = r/d (as 1/p − 1/d = 1/p∗).
On the other hand, using

sup
y∈Rd ,R>0

1

Rp

∫
B(y,R)

|u j (x)|p dx � min

{∫
Rd

|∇u j |p, sup
y∈Rd ,R>0

1

Rp

∫
B(y,R)

|u(x)|p dx
}

and splitting the power

r/d = r(1/p − 1/p∗) = (1 − r/p∗) + (r/p − 1),

we find that
(

sup
y∈Rd ,R>0

1

Rp

∫
B(y,R)

|u j (x)|p dx
)r/d

�
(∫

Rd
|∇u j |p

)1−r/p∗ (
sup

y∈Rd ,R>0

1

Rp

∫
B(y,R)

|u(x)|p dx
)r/p−1

.
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Here we used the constraint r ∈ [p, p∗] to ensure that both (1 − r/p∗) and (r/p − 1) are
nonnegative. Thus, we obtain

‖u‖p∗
L p∗,r �

⎛
⎝∑

j∈Z

(∫
Rd

|∇u j |p
) (

sup
y∈Rd ,R>0

1

Rp

∫
B(y,R)

|u(x)|p dx
)r/p−1

⎞
⎠

p∗/r

�

⎛
⎝

(∫
Rd

|∇u|p
) (

sup
y∈Rd ,R>0

1

Rp

∫
B(y,R)

|u(x)|p dx
)r/p−1

⎞
⎠

p∗/r

,

which is equivalent to (32).
From (31), (32) and the obvious bound ‖u‖p

L p∗ � ‖u‖p
p∗,r for r ≥ p∗, we get

(∫
Rd

|∇u|p
) p

min(r,p∗)

(
sup
y∈Rd

∫
Rd

|u(x)|p
|x − y|p dx

)1− p
min(r,p∗)

� ‖u‖p
p∗,r . (33)

By Hardy’s inequality and the condition θ ≥ p/min(r , p∗), we also get

(∫
Rd

|∇u|p
)θ

(
sup
y∈Rd

∫
Rd

|u(x)|p
|x − y|p dx

)1−θ

� ‖u‖p
p∗,r . (34)

Combining (30) and (34), we obtain
(∫

Rd
|∇u|p −

(
d − p

p

)p

sup
y∈Rd

∫
Rd

|u(x)|p
|x − y|p dx

)θ (
sup
y∈Rd

∫
Rd

|u(x)|p
|x − y|p dx

)1−θ

≥
(

ε

∫
Rd

|∇u|p
)θ

(
sup
y∈Rd

∫
Rd

|u(x)|p
|x − y|p dx

)1−θ

� ‖u‖p
p∗,r .

(35)

Case 2: Assume

(1 − ε)

∫
Rd

|∇u|p ≤
(
d − p

p

)p

sup
y∈Rd

∫
Rd

|u(x)|p
|x − y|p dx .

Thenby amonotonicity argument as in the proof ofTheorem1,we can reduce to the casewhen
u is radially symmetric decreasing. We have for radially symmetric decreasing functions u,

‖u‖sq,s ∼
∫

Rd

|u(x)|s
|x |α dx (36)

if s/q = 1 − α/d (see e.g. [7, Lemma 4.3] for the case q = p∗, s = p). In particular, for
q = p∗ = dp/(d − p) and s = α = d , we obtain

‖u‖sp∗,s ∼
∫

Rd

| f (x)|s
|x |d dx ∼

∫ ∞

0

| f (r)|s
r

dr (37)

with u(x) = |x |1−d/p f (x). Moreover,∫
Rd

|u(x)|p
|x |p dx =

∫
Rd

| f (x)|p
|x |d dx ∼

∫ ∞

0

| f (r)|p
r

dr ,

and by the ground state representation [7, Eq. (2.14)] (here we use that p ≥ 2)∫
Rd

|∇u|p −
(
d − p

p

)p ∫
Rd

|u(x)|p
|x |p dx �

∫
Rd

|∇ f (x)|p
|x |d−p

dx ∼
∫ ∞

0
| f ′(s)|ps p−1 ds.
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By Hölder’s inequality, we have, with 1/p + 1/p′ = 1,

(∫ ∞

0
| f ′(s)|ps p−1 ds

)1/p (∫ ∞

0

| f (s)|p
s

ds

)1/p′

≥
∫ ∞

0
| f ′(s)|| f (s)|p−1 = p−1

∫ ∞

0
|( f p(s))′| ds �p ‖ f ‖p∞. (38)

Under the constraint (29), there exists r̃ ∈ [p, r ] such that θ = 1/p − 1/r̃ . Let β ≥ 0 such
that r̃ = p(1 + β). Then

(∫ ∞

0
| f ′(s)|ps p−1 ds

)β/p (∫ ∞

0

| f (s)|p
s

ds

)1+β/p′

≥ p−1‖ f ‖β p∞
∫ ∞

0

| f (s)|p
s

ds = p−1
∫ ∞

0

| f (s)|r̃
s

ds ∼ ‖u‖r̃p∗,r̃ � ‖u‖r̃p∗,r , (39)

where we used (37) with s = r̃ and r̃ ≤ r . This implies (8) by the choice of r̃ . ��
Proof (Proof of the necessity of the range of θ ) Let us explain why (8) fails for certain values
of θ as indicated in Theorem 2. First we consider θ < p/min(r , p∗) for general p ≥ 2
where we split into two cases r ≥ p∗ and r < p∗, and then we focus on the case p = 2.

Counterexample for the case r ≥ p∗ and θ < p/min(r , p∗) = p/p∗. The idea is to
consider N ∈ N identical bubbles that travel away from each other and to let N → ∞. Let
0 �= ϕ ∈ C∞

c (B(0, 1)), 0 �= z ∈ Rd and choose

uN (x) =
N∑

n=1

ϕ(x + nNz) (40)

for every N ∈ N. The translation by Nz ensures that the functions {ϕ(· + nNz)}Nn=1 have
disjoint support for N large. We have

sup
y∈Rd

∫
Rd

|uN (x)|p
|x − y|p dx = sup

y∈Rd

∫
Rd

|ϕ(x)|p
|x − y|p dx + o(1) as N → ∞ (41)

and∫
Rd

|∇uN |p −
(
d − p

p

)p

sup
y∈Rd

∫
Rd

|uN (x)|p
|x − y|p dx = N

∫
Rd

|∇ϕ|p + O(1) as N → ∞.

(42)

Moreover, it is straightforward to see that for N large

‖uN‖p∗,r = p∗
∫ ∞

0
sr−1|{|uN | > s}|r/p∗

ds = Nr/p∗
p∗

∫ ∞

0
sr−1|{|ϕ| > s}|r/p∗

ds,

(43)

if r < ∞, and

‖uN‖p∗,∞ = sup
s>0

s|{|uN | > s}|1/p∗ = N 1/p∗
sup
s>0

s|{|ϕ| > s}|1/p∗
. (44)

if r = ∞. Hence, if (8) holds, then by taking u = uN , we get

N θ � N
p
p∗ (45)
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for N large, which implies that θ ≥ p/p∗.
Counterexample for the case r < p∗ and θ < p/min(r , p∗) = p/r . Let 0 �= ϕ ∈

C∞
c (B(0, 1)), 0 �= z ∈ Rd and define

vN (x) =
N∑
j=1

2 jϕ(2p
∗ j/d(x + j N z)) (46)

for every N ∈ N. The scaling is chosen such that ‖2 jϕ(2p
∗ j/d ·)‖L p∗ (Rd ) = ‖ϕ‖L p∗ (Rd ) for

all j , and similarly all relevant terms in (8) are invariant when changing ϕ 	→ 2 jϕ(2p
∗ j/d ·).

Again, the translation by Nz ensures that the supports of the functions {2 jϕ(2p
∗ j/d(· +

j N z))}Nj=1 are far away from each other for N large. Then
∫

Rd
|∇vN |p = N

∫
Rd

|∇ϕ|p, sup
y∈Rd

∫
Rd

|vN (x)|p
|x − y|p dx ∼ sup

y∈Rd

∫
Rd

|ϕ(x)|p
|x − y|p dx ∼ 1

and

‖vN‖p
L p∗,r ∼

⎛
⎝∑

j

‖2 jϕ(2p
∗ j/d ·)‖r

L p∗ (Rd )

⎞
⎠

p/r

∼ N p/r .

Thus inserting vN in (8), we find that for N large,

N θ � N p/r ,

which requires θ ≥ p/r .
Counterexample for the case p = 2 and θ > 1/p − 1/r . Define u : Rd → R by

u(x) = f (|x |)
|x |(d−p)/p

. (47)

where f (r) is chosen as in (18) with ε > 0 small. Then u is radially symmetric decreasing
and hence (28) holds. Therefore,

sup
y∈Rd

∫
Rd

|u(x)|p
|x − y|p dx =

∫
Rd

| f (|x |)|p
|x |d dx = |Sd−1|

∫ ∞

0

| f (r)|p
r

dr = |Sd−1| 2

εp
.

(48)

We also have by the ground state representation for p = 2,
∫

Rd
|∇u|p −

(
d − p

p

)p

sup
y∈Rd

∫
Rd

|u(x)|p
|x − y|p dx =

∫
Rd

| f (|x |)|p
|x |d−p

dx = ε p−1|Sd−1| 2
p
.

(49)

Note that the analogue of (49) is more complicated for p �= 2 (see [7]), which is why our
counterexample only works for p = 2.

By (36), we have for r < ∞

‖u‖r
L p∗,r =

∫
Rd

| f (x)|r
|x |d dx = |Sd−1|

∫ ∞

0

| f (s)|r
s

ds = |Sd−1| 2
εr

.

Moreover, for r = ∞, by (21) and (27),

‖u‖p∗,∞ = |B(0, 1)|1/p∗
.
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Therefore, if (8) holds, then

ε(p−1)θ ε−(1−θ) � ε−p/r , (50)

for ε > 0 small, which requires that pθ − 1 ≥ −p/r namely

θ ≥ 1

p
− 1

r
.

The proof of Theorem 2 is complete. ��
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