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Abstract 

In eukaryotes, genetic information is stored in mitochondria and the nucleus as long strands of 

deoxyribonucleic acid (DNA) (1). Nuclear DNA extends for roughly 6.3 million base pairs (bp) with 

a total length of about 2 meters (1). As the nucleus is only 10 µm in diameter (2), DNA needs to be 

highly compacted to fit inside, which is a challenging task for eukaryotic cells. DNA compaction and 

organisation are accomplished by a variety of different DNA-interacting proteins, which additionally 

regulate genome accessibility and, hence, gene expression in different cells, tissue types and 

organisms (3–7).  

To study DNA-protein interactions a single-molecule assay based on total internal fluorescence 

microscopy called DNA curtains is applied (8). Here hundreds of recombinantly expressed and 

fluorescently labelled proteins can be visualised on parallelly aligned DNA molecules 

simultaneously, which will be explained in more detail in Chapter I 2.. 

Polymerases bind to and translocate on DNA to copy genetic information during DNA replication 

and transcription, requiring accessible DNA (9). This is influenced by DNA sequence, other proteins 

and the activity of the polymerase itself, which I present in Chapter II 1. and Chapter II 4..  

In the nucleus, DNA is normally wrapped into nucleosomes, composed of 146 bp of DNA wound 

around an octameric protein complex (10). DNA in this conformation, called chromatin fibre, is 

compacted and less accessible to regulatory proteins (11). Accessibility depends on the positioning 

and spacing of nucleosomes and in Chapter II 2. I analyse nucleosome positioning depending on 

DNA sequence.   

In addition to chromatin fibre formation, additional compaction is required to fit the whole DNA into 

the nucleus. In the next compaction step DNA is folded into spatial domains called topologically 

associating domains (TADs) by a process called loop extrusion (12–15). TADs are characterised 

by shorter three-dimensional (3D) genomic distances, increasing regulatory interactions within 

them while decreasing interactions with neighbouring regions (16, 17). They are formed by the ring-

shaped cohesin complex, which generates DNA loops and the architectural protein CCCTC-binding 

factor (CTCF) residing on its genomic binding sites as an anchor point for these loops (18, 19). 

Cohesin additionally functions in cell division, preventing early separation of sister chromatids (20).  

Chapter II 3. shows that cohesin can form tethers between two DNAs and stable bridges on single 

DNA molecules, revealing potential mechanisms for holding sister chromatids together and for loop 

formation. CTCF’s high stability on its DNA binding site and its ability to recruit secondary binding 

partners like cohesin’s SA subunit and ribonucleic acid (RNA) are displayed in Chapter II 4..  

Chromatin domains further assemble into higher-order chromatin compartments, referred to as A- 

(transcriptionally active) or B- (transcriptionally inactive) compartments (21). Their formation 

depends on phase separation, a process in which the interaction of specific nucleic acids and 

proteins leads to the formation of dynamic phases segregated from the surrounding liquid (22–26). 

Phase-separating proteins often contain intrinsically disordered regions (IDRs) and nucleic acid-

binding domains (27, 28), as is the case for CTCF (29, 30). Chapters II 4. and 5. display that CTCF 

forms oligomers under physiological conditions, enabling it to form clusters with DNA and capture 

RNA, which might create an interaction hub for phase-separating proteins.  

This study reveals mechanistic insights into genome organisation involving transcription, chromatin 

formation and the different layers of genome architecture by studying protein-DNA interactions and 

higher-order complex formation on a single-molecule level. Additionally, it sheds light on the mutual 

interplay of these complex processes.  
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I Introduction 

 

I 1. Biological background  
 

One of the most fundamental and complex questions in cellular biology is how the enormous 

amount of genetic information (2 m of DNA (11, 24)) is both compacted into the small space of the 

nucleus and at the same time accessible to allow a variety of nuclear processes like replication 

(31), transcription (32), gene regulation (33) and DNA repair (34) to occur. To achieve a better 

understanding of these different cellular activities, genome architecture can be divided into different 

hierarchies, starting with a single strand of DNA and ending up with the division into chromatin 

territories, which is depicted in Figure 1A. A huge breakthrough in revealing these different layers 

was the development of chromosome conformation capture techniques, allowing probing 3D DNA-

DNA interactions between non-neighbouring chromatin and displaying interaction frequencies in 

genome contact maps (2, 35, 36).   

At the largest scale, chromosomes fold into distinct territories (37), with more frequent intra – than 

interchromosomal interactions (38), visible as squares corresponding to the size of each 

chromosome on genome contact maps (39) (Figure 1B). Chromosome territories are divided into 

A- (transcriptionally active) and B- (transcriptionally inactive) compartments, forming long-range 

interactions with regions containing the same epigenetic features, leading to a checkboard-like 

interaction pattern (21, 39) (Figure 1C). Within compartments, DNA is organised into TADs, defined 

by an increased frequency in 3D DNA-DNA interactions within them observed as squares on 

genome contacts maps and less frequent interactions with neighbouring regions (16, 19, 40) 

(Figure 1D). Strong interactions where the two boundaries of each TAD meet are visible as dots 

in genome contact maps (16, 19, 40) (Figure 1D).  Lamina-associated domains (LADs) are also 

defined by increased DNA self-interactions but contain mostly transcriptionally inactive regions, 

more frequently found in B-compartments and are usually positioned close to the nuclear lamina 

(41–43). LADs and TADs are further subdivided into smaller compartmental domains and loops, 

which form small strong interaction points visible as dots on genome contact maps (40, 44) (Figure 

1E). At the smallest scale, DNA is wrapped around histone octamers, forming a compacted 

structure resembling “beads on a string” (45) (Figure 1A). In the following chapters, I will describe 

the proteins involved in these different layers of genome architecture.  

 

1.1 The chromatin fibre and nucleosome remodelling 

 

1.1.1 Nucleosome formation  

Nucleosomes are formed by 146 bp of DNA wrapping in 1.75 left-handed superhelical turns around 

a histone octamer containing two copies of histones H2A, H2B, H3 and H4 each (10, 46, 47) 

(Figure 2A). H3 and H4 form a tetramer at the centre of the DNA, while histones H2A and H2B 

form two dimers closer to the ends of the DNA turns, and are therefore more accessible for 

interaction with regulatory proteins (10, 48, 49). The energy required for wrapping DNA comes from 

electrostatic interactions formed at roughly every 10 bp via main chain amide nitrogens and arginine 

and lysine side chains with the DNA phosphate backbone at positions where the DNA minor groove 

is facing towards the histone octamer (10, 50).  In human cells, nucleosomes form at roughly every 

200 bp, which is called nucleosome repeat length (NRL), which can however differ based on cell 
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type and the genomic region (51, 52). It further differs between organisms as NLRs are 175 bp in 

C. elegans (53) and 165 bp in yeast cells (54, 55).  

 

Figure 1: Genome organisation across multiple scales. A) The DNA double helix is wrapping around 

histone octamers, forming the chromatin fibre. On the intermediate scale, DNA is further compacted 

by the formation of loops facilitated by genome architecture proteins, which leads to the creation of 

sub-TADs, TADs and LADs, with increased chromatin self-interactions within these domains. 
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Chromatin is further organised into segregated A/B compartments, differing in DNA accessibility 

and transcriptional activity. On the largest scale, there are chromosome territories defined by the 

position of each chromosome and more frequent intra- than interchromosomal interactions (38). 

Figure adapted from (37). B) Genome contact maps visualise DNA-DNA contact frequencies as a 

heatmap. Genomic positions are displayed on both x- and y-axis. The interactions between regions 

directly next to each other on the DNA strand therefore lead to a diagonal of high contact 

frequencies. More frequent intra- then interchromosomal interactions lead to additional squares of 

high contact frequency corresponding to the size of each chromosome. Figure from (39). C) A/B 

compartments form almost no contacts with neighbouring regions of the opposite type (A/B) but 

colocalise with distant compartments of the same epigenetic type leading to a patchwork-like 

pattern in genome contact maps. Figure from (39). D) Squares of high contact frequency along the 

diagonal visualise the shorter 3D DNA-DNA distances within TADs and increased distances to 

neighbouring TADs. TAD boundaries can be observed as dots of strong contact frequency between 

the two ends of each TAD. Figure from (39). E) Smaller loops within TADs are observed as small 

dots of high contact frequency. Figure from (39). 

Nucleosomes are not uniformly distributed and the exact positioning depends on different factors 

like DNA sequence (56–58), histone modifications and the interaction with other proteins (59). For 

genomic DNA nucleosome-bound sequences often display a characteristic recurrence of 

dinucleotides at every 10  bp (60–62) and the same periodicity can be observed in artificial 

sequences selection-optimised for high-affinity nucleosome formation like the 601 site in vitro (63). 

In contrast, AT-rich regions can destabilise histone-DNA interactions (64) and nucleosomes display 

a low occupancy on AT-rich regions in yeast, leading to the formation of nucleosome-free regions 

(NFRs) around transcription start sites (TSSs), which could increase accessibility for transcription 

factors (TFs) (54, 56, 65, 66). They are also depleted from GC-rich upstream regulatory regions 

(CpG islands) in mammals (51, 67, 68), which are instead often bound by TFs (68–73). Accurate 

positioning of nucleosomes might therefore also be involved in controlling genomic processes like 

transcriptional regulation (74).  

1.1.2 Epigenetic features of histones  

Nucleosome positioning and therefore transcriptional regulation are further controlled by epigenetic 

modifications (75). Methylation of the C5-atom at CpG positions changes the DNA structure leading 

to a narrower minor groove, favouring the above-mentioned electrostatic interactions with arginine 

side chains (76, 77). This can lead to both stronger histone-DNA contacts and increased 

nucleosome occupancy, resulting in decreased DNA accessibility and transcriptional activity (78–

80) (Figure 2B).  

 

Figure 2: The nucleosome structure. A) Nucleosomes are formed by 146 bp of DNA wrapped in 

1.75 turns around a histone octamer with histone DNA contacts occurring roughly every 10 bp. 
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Histone octamers consist of two copies H3 (yellow) and H4 (red) forming a tetramer closer to the 

centre of the structure and two copies of H2A (green) and H2B (blue) forming two dimers. Figure 

from (81). B) Histones contain basic tails, which can be posttranslationally modified, which 

influences nucleosome spacing and therefore gene accessibility. Methylation of certain histone tails 

is most often associated with a more condensed chromatin state switching off nearby genes. 

Additionally, methylation of DNA strengthens electrostatic interactions with histones, leading to a 

higher occupancy. Acetylation of histone tails weakens histone-DNA contacts leading to a more 

open chromatin state allowing transcription of nearby genes. Figure from (82) 

(https://openstax.org/books/biology-2e/pages/16-3-eukaryotic-epigenetic-gene-regulation).  

Histones contain basic tails, protruding from the nucleosome core, and the post-translational 

modifications (PTMs) of these tails control chromatin folding and nucleosome self-association (83–

85). Histone acetylation, regulated by histone acetyltransferases, weakens the binding to the 

negatively charged DNA and also reduces interactions between nucleosomes, leading to a more 

open chromatin formation called euchromatin with increased accessibility for other DNA-binding 

proteins (6, 83, 86, 87) (Figure 2B). Therefore histone acetylation most often occurs at 

transcriptionally active genomic regions and leads to increased accessibility for TFs at 

transcriptional regulatory elements like promoters and enhancers and therefore to increased 

transcriptional activity for example at genes required for cellular differentiation (88–92). 

Additionally, histone acetylation leads to enhanced recruitment of chromatin remodelling 

complexes (CRCs) involved in the formation of more accessible chromatin (93, 94) (Chapter I 

1.1.3), which further increases accessibility for polymerases and TFs (94, 95).      

Histone methylation can lead to both increased or decreased transcriptional activity dependent on 

the methylated amino acid residue. On the one hand trimethylation of lysine 4 in histone H3 results 

in interactions with parts of the transcription machinery and remodellers involved in creating an 

open chromatin state allowing gene expression (96–99). On the other hand di- and trimethylation 

of lysine 9 (H3K9me2/3) of histone 3 creates binding sites for proteins writing further repressive 

chromatin marks (100) and for proteins involved in DNA compaction and nucleosome bridging 

leading to a more condensed nucleosomal structure called heterochromatin (22, 101–105) 

therefore reducing DNA accessibility for TFs (Figure 2B). This condensed chromatin state and the 

reduced accessibility are required for the gene silencing in certain genomic regions for example at 

transposable elements (106), as expression of these repetitive sequences can lead to their 

repositioning (107) causing mutations and genomic instability (108). Heterochromatin formation is 

also required at centromeric regions (109) enabling the binding of proteins required for sister 

chromatid cohesion (110) and preventing chromosome segregation errors (111). Furthermore, 

gene silencing is required at pericentric regions, where gene expression is associated with cellular 

stress and diseases like cancer and age-related diseases (112–115).  

Besides the modification of histones, genome accessibility is also regulated by the appearance of 

non-allelic histone isoforms, which differ in the amino acid sequence of their basic tails and 

therefore in PTMs (116). Histone variants, including for example H2A.X and H2A.Z (117, 118), can 

be switched into and out of already formed nucleosomes via histone dimer exchange (119–121), 

allowing the dynamic regulation of chromatin accessibility. In mammals DNA damage induces 

phosphorylation of serine 139 in H2A.X (122), forming immobile chromatin domains around double-

strand breaks (DSBs) (123), to which it recruits DNA repair proteins like Rad50 and Rad51 (124, 

125). H2A.Z also functions in DNA repair, as it is exchanged onto nucleosomes at DSBs, increasing 

chromatin accessibility and enabling further PTMs and the binding of repair proteins (126). 

Furthermore, the incorporation of H2A.Z is required for the RNA Pol II recruitment and therefore for 

the activity of certain enhancers (127) and H2A.Z deposition at promoters can enhance the binding 

of both transcriptional activators and repressors (128). Additionally to the genomic positioning of 

nucleosomes, the presence of different histone variants and PTMs therefore further impacts DNA 
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accessibility and different processes (6) like transcriptional regulation (129, 130), DNA replication 

(131), DNA repair (132), and cellular differentiation (133).  

1.1.3 Chromatin remodelling   

Nucleosome positioning influences multiple processes like transcription, during which the first 

nucleosome within the gene often causes Pol II pausing (134),  and replication by regulating the 

accessibility of DNA for components of the replication machinery (135). The positioning and 

spacing of nucleosomes at certain genomic sites, like enhancers, promoters, replication origins as 

well as the exchange of histone variants are controlled by CRCs (37, 136). CRCs contain Snf2-

type ATPase subunits, allowing them to perform their various functions by translocating along the 

DNA (37, 137, 138). Upon interactions with histones, they can weaken histone-DNA contacts (139) 

and can slide histones along the DNA (140), remove them from DNA (141) or exchange histone 

variants (119, 142). For these functions, they contain domains for nucleosome binding, recognition 

of histone variants, ATPase regulatory domains, and domains that allow them to interact with other 

chromatin regulatory factors or TFs (136).  

They are involved in transcriptional regulation by accurately positioning highly conserved 

nucleosomal arrays downstream (+1,+2,+3…) and upstream (-1,-2,-3 …) of the TSS, controlling 

the formation of NFRs around promoters (5, 59, 143, 144). Nucleosome remodelling is required for 

the binding of TFs to their promoter binding site in both yeast and mammals (145–147). In higher 

eukaryotes, accurate nucleosome spacing is also required for epigenetic regulation as differences 

in DNA accessibility for TFs binding to enhancer elements can lead to changed gene expression 

patterns in different cell types (148). In yeast, Rap1 cooperates with the CRC RSC to remove 

nucleosomes from promoters creating NFRs (149–151), showing that TFs can also regulate 

nucleosome positioning. Accurate positioning of histones around TSSs leads to an increase in RNA 

polymerase binding (52), further displaying its requirement for transcriptional activation.  

Apart from transcription nucleosomal occupancy also influences replication, as conserved spacing 

of nucleosomes is also found at replication origins (152), and an open chromatin state leads to 

efficient replication initiation (135). Furthermore, during DNA replication the CRCs Isw1 and Chd1 

are required for the repositioning of nucleosomes behind the replication fork (153). Additionally, 

CRCs are required for the removal of nucleosomes from DSBs, allowing the loading of DNA repair 

proteins (154). Nucleosome architecture and the activity of CRCs, therefore, play important roles 

in multiple genomic processes, including transcription, DNA replication and DNA repair.  

 

1.2 The roles of CTCF and cohesin in genome organisation   

 

1.2.1 TAD formation 

During genome organisation, the chromatin fibre folds into loops, which are involved in the 

formation of TADs (13, 155). TADs are defined by more frequent 3D DNA-DNA interactions 

happening within a TAD domain compared to interactions occurring with neighbouring domains 

(16, 17, 156). TADs can therefore down- or upregulate expression by controlling interactions 

between regulatory DNA elements in 3D space (157). An example is interactions between 

promoters, start points of transcription initiation, and enhancers, which can be positioned far away 

from the promoter and regulate transcription by long-range DNA interactions, by recruiting 

additional TFs, CRCs and components of the transcription machinery (158–161). On the one hand, 

the folding of DNA into TADs and resulting decreased genomic distances of regulatory domains 

enables enhancer-promoter colocalisation and gene expression (16, 162–169).  On the other hand, 

TAD boundaries can downregulate genes by preventing the interaction of promoters and enhancers 

not positioned within the same TAD (170–177). Loss of TAD boundaries can consequently lead to 

the activation of previously silent genes and is therefore associated with phenotypic changes 
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involved in a variety of diseases (178) like for example cancer in case of oncogene activation or 

defects in extremities formation in case of changed expression patterns of signalling factors 

involved in embryogenesis (172, 176, 179–181). Genome contact map data has shown that TADs 

are formed by the interaction of two proteins, CTCF and cohesin (18, 19, 40, 155), which will be 

further discussed below.  

1.2.2 Cohesin entraps DNA in an ATP-dependent manner  

The structural maintenance of chromosome (SMC) complex cohesin (16, 156) is a tripartite ring-

shaped protein complex formed by the ATPase head, coiled-coil and hinge containing subunits 

SMC1 and SMC3 and the α-kleisin subunit RAD21 (4, 182) (Figure 3A). A HEAT-repeat subunit 

SA1 or SA2 binds cohesin by interactions with the RAD21 and SMC subunits (183, 184) and is 

required for targeting certain genomic sites like telomers, centromeres and enhancers (185–187). 

Cohesin gets recruited by another HEAT-repeat containing protein the cohesin loader complex 

Scc2/4 (NIPBL/MAU2 in humans) to centromeres (188), from where it translocates with an ATP-

dependent mechanism to pericentromeric regions (189). Apart from Scc2/4 (190), topological 

cohesin loading (entrapment of DNA within the cohesin ring) requires functionally active SMC 

ATPase subunits (191). Whether topological loading is facilitated by hinge-opening (192) or if the 

RAD21-SMC3 interface functions as a gate (193, 194) is however still under debate. 

Cohesin has been shown to be required for TAD formation as the number of loops and the amount 

of intra-TAD contacts drastically decrease upon degradation of the cohesin’s RAD21 subunit (18, 

155) (Figure 3B). Cohesin’s role in TAD formation requires an ATP-dependent process called loop 

extrusion (13), which has been demonstrated recently in vitro (14, 15) and depends on the cohesin 

loader. During loop this process, cohesin captures small DNA loops and gradually enlarges them 

moving along the DNA (14, 15). This DNA movement is different to well-studied DNA translocases, 

like polymerases or helicases (195, 196), which take only steps of one base pair at a time. Cohesin 

can move in steps of hundreds of bps (12) and is able to bypass obstacles attached to the DNA 

(197, 198). This indicates that cohesin does not move directly along the DNA strand, but instead 

overcomes large distances and DNA-bound obstacles by binding a second distant DNA position.  

As cohesin’s function is essential for genome architecture and TAD formation (18, 155) loop 

extrusion and DNA unbinding are regulated by the interaction with additional binding partners 

similar to cohesin loading. NIBPL can be replaced by the HEAT-repeat containing PDS5, which in 

complex with WAPL removes cohesin from DNA (18, 199) by creating an exit gate via dissociation 

of the N-terminal part of RAD21 from SMC3 (193). Depletion of WAPL therefore allows cohesin to 

be longer attached to and consequently form larger loops on genomic DNA (200). CTCF creates 

anchor points for loops created by cohesin, by a direction-dependent binding to its CTCF-binding 

sites (CBSs), explained in further detail below (12, 13, 18, 19, 40, 201).  

1.2.3 CTCF targets specific sequences 

The transcriptional regulator CTCF has originally been identified as an insulator, blocking promoter-

enhancer interactions for example at the β-globulin locus (3) and the Igf2/H19 locus (202, 203) by 

binding to specific target sequences positioned between promoter and enhancer. CBSs contain a 

core and an upstream motif as well as less sequence-specific downstream DNA (204, 205). CTCF 

engages these binding sites via its eleven zinc fingers (ZFs) (30, 206), which are flanked by two 

unstructured termini (29) (Figure 3C).  

The ZFs contain a C2H2 motif, found in many TFs targeting specific sequence motifs (207). 

Domains from this group contain a β‐hairpin (consisting of two antiparallel β-strands) followed by 

an α‐helix in a left-handed ββα-fold, with a Zn atom coordinated between two cysteine and two 

histidine residues (30, 207–209). The α-helix side chains form hydrogen bonds with the major 

groove of the DNA (207, 208), as is the case for CTCF ZF 3-7, which follow the twist of the DNA 

and interact with 2 or 3 bases of the CTCF core motif each (30, 206).  
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Figure 3: CTCF and cohesin shape TADs.  A) Cohesin subunits SMC1, SMC3 and RAD21 form a 

ring structure, which additionally associates with the HEAT-repeat protein SA. Interaction with 

NIBPL/MAU2 enables cohesin DNA loading while the interaction with PDS5-WAPL can lead to 

cohesin unbinding. CTCF can interact with cohesin via SA and Rad21. B) Genome contact maps 

before and after 120 min of auxin-induced degradation of RAD21 for human chromosome 12 (top) 

or CTCF for human chromosome 4 (bottom). Figure from (18). C) Top: CTCF consists of eleven 

ZFs flanked by two unstructured termini. The C-terminus contains an RNA-binding region (RBR). 

Bottom: X-ray structures of CTCF ZFs 3-11 and CTCF ZFs 1-7 binding to DNA (PDB: 8SSQ and 

8SSS (30)), with ZF 1 (red) binding downstream DNA, ZFs 3-7 (blue) binding the major groove of 

the CTCF core motif and ZFs 9-11 (green) binding an upstream motif. Upstream motif figure from 

(210). Core motif figure from (205). D) Cryo-EM structure of the human cohesin-CTCF-DNA 

complex (PDB: 7W1M (201)). The DNA molecule is bound by the cohesin trimer and NIPBL, both 

interacting with the HEAT-repeat protein SA1, which itself loosely binds the DNA via three positively 

charged regions. CTCF binds the CBS on the other end of the DNA with its eleven ZFs in a 

direction-dependent manner, causing CTCF’s N-terminus to point towards cohesin interacting with 

the SA1 and RAD21 subunits via its YDF motif (201). E) Top: Cohesin extrudes DNA into loops 

until it encounters a CTCF molecule but only if it reaches the N-terminus of CTCF first (convergence 

rule). Bottom: Apart from a direct biochemical interaction, CTCF might perform its role in TAD 

formation by sterical blocking via oligomerisation (left) or RNA binding (right).  

ZF8 interacts with the phosphate backbone for 7-8 bp, acting as a spacer and allowing ZFs 9-11 to 

form hydrogen bonds with the major groove of the upstream motif via α-helix side-chains, with only 

1 or 2 bases each (30, 206). ZF1 interacts with the major groove at a downstream triplet, while ZF2 

also acts as a spacer and does not form any bp-specific interactions (30).  

Across the genome, CBSs can often be found at TAD boundaries (16, 40), which leads to the 

assumption that CTCF has an important role in TAD formation. In line, depletion of CTCF decreases 

TAD boundary strength as in genome contact maps corner dots mostly disappear (18, 19).  

Additionally, contacts are not as clearly restricted to specific domains anymore leading to a less 

defined square structure (Figure 3B) (18, 19), showing that while cohesin’s main function is in 

decreasing genomic distances within TADs, CTCF’s main function is to act as a boundary factor. 

Deletion of CBSs consequently leads to boundary loss and the creation of new promoter-enhancer 

contacts with the above-mentioned effects on phenotypic changes and disease-related gene 

expression (171–173, 175, 176, 179, 181).  

1.2.4 Loop anchoring  

It is still under debate how CTCF acts as a boundary factor and constrains loop extrusion, as it 

could depend on a direct biochemical interaction between CTCF and cohesin or on CTCF creating 

a physical barrier preventing the cohesin ring from moving past it. CTCF’s high sequence specificity 

allows it to bind in a direction-dependent manner (205, 206) and most CBSs at TAD boundaries 

are oriented convergently with CTCF’s N-terminus pointing towards the inside of the TAD (40, 211) 

(Figure 3D,E), suggesting that a biochemical interaction might depend on CTCF’s N-terminus.  

Consequently, a direct interaction between CTCF’s N-terminus with cohesin’s RAD21 and SA 

subunit has been observed and mutations in CTCF’s N-terminus impede TAD formation (201, 212, 

213) (Figure 3D), further showing that CTCF’s N-terminus is involved in creating anchor points for 

cohesin loop extrusion. This SA-binding site is shared by CTCF and WAPL (212, 214), and CTCF 

can facilitate the formation of long-lived cohesin loops by preventing WAPL-mediated cohesin 

unbinding at CBSs (215), which proposes a mutually exclusive binding of these proteins to cohesin 

and might explain how CTCF stably anchors cohesin to its CBSs. However in vivo SA was shown 

to directly interact with CTCF in the absence of other cohesin subunits (216) and another study 

showed SA to interact with CTCF’s C-terminus independently of RAD21 (217), unlike the Rad21-

dependent N-terminal interaction (201, 212).  
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Apart from a direct biochemical interaction between cohesin and CTCF (212), CTCF might form a 

physical barrier for loop extrusion, as such a physical barrier has for example been observed by 

multiple closely bound Rap1 molecules blocking loop extrusion of the ring-shaped condensin 

complex (218). CTCF’s termini form an elongated conformation (29) and could protrude from the 

DNA-bound ZFs blocking loop extruding cohesin. The cohesin ring in a fully open conformation has 

a 35 nm diameter (219), however, cohesin has also been shown to form a collapsed state with a 

smaller diameter (197), in which it was able to move past small DNA-bound obstacles of 10.6 nm 

diameter but not past larger obstacles of 19.5 nm diameter or more (197). In both cases, the termini 

(N-terminus 10.2 nm diameter, C-terminus 7.4 nm diameter) of a single CTCF molecule are most 

likely too small to block cohesin. Another study showed that cohesin can incorporate even 200 nm 

particles into its formed loops (198), further excluding a physical barrier by a single CTCF. 

Additionally, single CTCFs were found to be imperfect barriers (12, 220), indicating that 

approaching cohesin complexes do not necessarily have to bind CTCF even if approaching it from 

the N-terminal site. CTCF oligomerisation (Figure 3E) observed in vitro (221, 222) and in vivo (223, 

224) could increase barrier strength by forming large physical barriers preventing the cohesin ring 

from moving past them. CTCF oligomerisation has also been linked to RNA binding (225, 226) and 

recruiting RNA could be another mechanism for how CTCF blocks cohesin, possibly by creating a 

larger physical barrier binding long RNAs (227) or by creating a biochemical interaction with 

cohesin’s RNA-binding SA subunit (216, 228) (Figure 3E). Stalling of loop extrusion at CBSs and 

therefore TAD insulation could therefore be a combination of multiple mechanisms including a 

direct biochemical interaction of cohesin with CTCF, which can stabilise cohesin on DNA by 

protecting it from WAPL (212, 214), sterical blocking by oligomerisation and the recruitment of 

additional cofactors like RNA.  

In this thesis, potential mechanisms of CTCF anchor site formation are analysed, showing a direct 

interaction between CTCF’s ZFs and SA as well as a CTCF oligomerisation-dependent mechanism 

for RNA capture (229). Additionally, it is shown that cohesin can form force-resistant bridges on 

singular DNAs in cis in an ATPase-dependent manner, revealing a potential mechanism for cohesin 

loop formation (230).  

1.2.5 Cohesin’s roles in sister chromatid cohesion and DNA repair  

Apart from its role in TAD formation, cohesin also has other important roles in cell division and DNA 

repair (20, 231–233). During S-phase, acetylation of cohesin leads to the replacement of NIBPL by 

Pds5 (234). Cohesin subsequently holds sister chromatids together inside its ring structure until 

the onset of anaphase (20), when the protein ring is cleaved by separase (235). To perform sister 

chromatid cohesion, cohesin must, therefore, be able to bridge two DNA molecules in trans. 

Thereby, either a single cohesin complex might entrap both DNA molecules inside its ring in the 

“embrace” or “ring” model (182) or two interacting complexes might entrap one sister chromatid in 

the “handcuff” model (236). In the first model, cohesin must be able to either allow passage of a 

second double-stranded DNA (dsDNA) into its ring or capture a single-stranded DNA (ssDNA) 

during DNA replication (237), while the second depends on cohesin-dimer formation via its Rad21 

subunit (236).  

Cohesin is enriched at DSBs, depending on its interaction with the cohesin loader, DNA repair 

proteins and the phosphorylation of histone H2A.X in yeast (232, 238). How exactly cohesin 

functions in DNA repair remains unknown, but by holding sister chromatids together and reducing 

DNA mobility, cohesin may reduce the risk of using non-sister chromatid DNA as donors during 

recombination (232, 239). Interestingly cohesin can still perform this function of keeping sister 

chromatids together for DNA repair during late mitosis even after the kleisin Scc1 is cleaved for 

sister chromatid segregation, which most likely requires loading of additional cohesin onto 

chromatin containing uncleaved Scc1 (240). Additionally, cohesin enables DNA repair by keeping 

the DNAs on both sides of the DSB in close contact by entrapping them within its ring (241).   
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This thesis contains mechanistic insights into how cohesin might hold two different DNAs at DSB 

sites (241) and sister chromatids together, required for directed DNA damage repair (239) and 

preventing early separation of sister chromatids during cell division (20). Cohesin is shown in 

Chapter II 3. to bridge two parallel DNAs in the presence of Scc2/4 and ATP. These tethers formed 

by cohesin can move along the two DNAs and resist high forces (230).  

1.2.6 CTCF functions in epigenetic regulation   

While CTCF’s genomic function in TAD boundary formation depends on targeting its CBS (13, 16, 

18, 40), it is further influenced by additional DNA- and RNA-binding properties of CTCF as well as 

PTMs. CTCF genomic binding positions differ between cell types depending on DNA modifications 

such as DNA methylation (242), which causes changes in CTCF binding during cellular 

differentiation of mouse embryonic stem cells and can lead to CTCF boundary loss and increased 

gene expression in differentiated cells (7). Two of the cytosines within the CTCF core motif are part 

of a CpG or CpA dinucleotide, meaning that the 5-carbon atom of the cytosine is often methylated 

in vivo (243–245). Methylation of one of the two sites leads to a significant reduction in CTCF 

binding affinity (244), which can lead to loss of CTCF-mediated boundaries and increased 

oncogene expression in some cancer cell lines (180, 246). Additionally, it reveals a function of 

CTCF in genomic imprinting for a CBS positioned between the H19 enhancer and the Igf2 gene 

(202). In the maternal allele, CTCF binds the unmethylated CBS, blocking the promoter-enhancer 

contact inactivating the Igf2 gene and leading instead to activation of the more close-by H19 gene. 

In the methylated paternal gene, CTCF binding is inhibited, leading to Igf2 gene activation by the 

H19 enhancer (202). Furthermore, DNA methylation plays a role in alternative splicing. CTCF can 

cause Pol II pausing at the CD45 exon 5, leading to exon inclusion, which is inhibited by DNA 

methylation preventing CTCF from binding to its CBS (247). CBS methylation can therefore lead to 

changes in gene expression in different cell types by influencing CTCF boundary function as well 

as the generation of different protein isoforms by influencing RNA splicing.  

In addition to DNA modifications, CTCF is also regulated by different PTMs. Phosphorylation of 

CTCF’s C-terminal domain does not influence DNA binding in vitro but leads to changes in gene 

expression, suggesting that it might be involved in interactions with other proteins (248). Stress-

induced phosphorylation of CTCF’s ZFs on the other hand impedes DNA binding to some of its 

CBSs preventing loop-formation and activation of genes involved in cell growth (169). Another 

common CTCF PTM poly(ADP-ribosyl)ation of CTCF’s N-terminus explains the presence of two 

molecular weight variants 130 kilodalton (kDa) CTCF and 180 kDa CTCF, the first containing no or 

only a few and the second multiple ADP-ribose residues (249, 250). CTCF’s CBSs are bound by 

both variants, but there are also genomic binding sites without a CBS bound by only the CTCF 180 

variant, suggesting that this variant can bind to and control gene expression at some genomic 

regions by binding a different motif or by being recruited by other proteins (250). This transcriptional 

regulation by different CTCF variants most likely includes genes involved in growth control as 

CTCF 180 is exclusively present in healthy human breast cells, which are cells associated with low 

proliferation, whereas tumour cells contain a large amount of the less ADP-ribose containing 

CTCF 130 (251, 252). CTCF and its PTMs therefore play important roles in regulating cellular 

signalling pathways and proliferation.  

1.2.7 Most of CTCF’s genomic functions are influenced by RNA binding   

Additionally to its DNA binding function, CTCF also interacts with RNA via its ZFs 1,10 and 11, an 

RNA-binding domain on its C-terminus and possibly also via central ZFs (112, 225, 226, 253, 254). 

Interaction with RNA is required for many of CTCF’s roles in X-chromosome inactivation, gene 

regulation and genome architecture (227, 253).  

The choice of the inactive X-chromosome appears to be random in placental mammals (255) but 

requires the interaction of the two X-chromosomes (256), mediated by CTCF binding to non-coding 

RNAs (ncRNAs) (227). During X-chromosome inactivation the long ncRNA Xist covers the X-
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chromosome, leading to repression of transcription (257, 258). A positive regulator of 

X-chromosome inactivation the long non-coding RNA (lncRNA) Jpx can bind to CTCF and thereby 

cause CTCF unbinding from the the Xist promoter, leading to Xist expression and the initiation of 

X-chromosome inactivation (259).  

Jpx RNA can therefore compete with DNA for CTCF binding and has been shown to have an impact 

on TAD positioning being able to cause CTCF unbinding from genomic DNA depending on CTCF’s 

affinity for the bound DNA sequence (260). On the one hand interaction with RNA can therefore 

lead to the removal of CTCF boundaries, while on the other hand, it can also be required for 

boundary formation as the ncRNA SRA enables SA2-mediated cohesin-CTCF interaction at the 

Igf2/H19 locus required for CTCF’s function in preventing aberrant gene expression at this locus 

(261). Additionally to boundary formation, interactions with RNA are required for CTCF-mediated 

enhancer-promoter looping and gene activation, for example via R-loops formed by the ncRNA 

HOTTIP (166). RNA requirement for DNA loop and TAD formation is further displayed as the 

expression of ncRNAs close to CTCF boundaries leads to increased CTCF binding and increased 

gene expression within respective TADs while the ncRNA expression also leads to reduced 

interactions across CTCF boundaries (168).  

Genome contact maps of RNA-binding deficient CTCF mutants display a loss of TAD boundaries 

resulting in changed gene expression due to both newly formed genomic contacts across CTCF 

boundaries as well as lost promoter-enhancer loops (226, 253). One of the studies showed that not 

all TADs are dependent on CTCF’s RNA-binding function (226), suggesting different mechanisms 

for RNA-dependent and RNA-independent boundary formation at different TADs. CTCF has been 

shown to form large clusters with RNA in vitro (225) and RNA-binding deficiency reduces CTCF 

clustering in vivo (226), suggesting that RNA-dependent TAD formation involves CTCF 

oligomerisation.  

This shows that interactions with RNA can both weaken CTCF’s interaction with genomic DNA as 

well as enhance CTCF recruitment to certain sites and increase TAD boundary strength, depending 

most likely on CTCF’s DNA affinity at the given interaction site and CTCF oligomerisation (168, 

226, 260). In Chapter II 4. I show that CTCF can oligomerise in the absence of RNA but its 

interaction with RNA depends on CTCF oligomerisation, as monomeric CBS-bound CTCF was 

unable to perform secondary capture of RNA. Additionally, I show that CTCF binds to RNA 

transcripts on DNA curtains, however with a lower affinity compared to its CBS, suggesting that in 

vivo it might not only be recruited to CBSs but also to sites of active transcription.  

1.2.8 CTCF- and cohesin-related diseases   

Due to their important roles in genome architecture and transcriptional regulation, CTCF and 

cohesin play a role in multiple diseases. Mutations in cohesin or its associated proteins like the 

cohesin loader cause developmental syndromes called cohesinopathies, like the Cornelia de 

Lange Syndrome and Roberts Syndrome, associated with intellectual disabilities, growth defects 

leading to changes in stature and facial structures as well as defects in extremities formation (231, 

262, 263). The Cornelia de Lange Syndrome is most often caused by dysregulated gene 

expression including for example genes required for nerve cell function and intellectual 

development or signalling pathways in embryonic development and proliferation and is usually 

associated with NIBPL mutations (263–265).  

SA1 and SA2 containing cohesins display different genomic binding positions, with SA2- cohesin 

more often bound at sites of active transcription (186, 187) and cohesin’s SA subunit is required 

for interaction with CTCF at TAD boundaries (212), showing a critical role of SA2 in regulating gene 

expression. Consequently, loss of or deficient expression of SA2 and subsequent changes in 

enhancer-promoter contacts leading to increased oncogene expression are involved in the 

formation of different forms of cancer (266, 267).  
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Mutations in CBSs lead to changes in TAD boundary positions, promoter-enhancer interactions 

and therefore in gene expression (172, 176, 178, 179, 181, 268). CBS mutation-associated 

expression changes of transcriptional regulators, receptors and signalling factors involved in 

cellular differentiation and proliferation during embryonic development lead to defects in extremities 

formation (172, 268). Changes in oncogene expression lead to different types of cancer (179, 269) 

and can be used to identify DNA positions that are frequently mutated in cancer patients by machine 

learning (270).  

Loss-of-function mutations of CTCF are rare as they probably cause low survivability (271, 272). 

Due to dysregulations in interactions between enhancers and gene promoters of a wide range of 

genes, CTCF mutations can cause a variety of disorders (272) like microcephaly, intellectual 

disability and growth retardation (272–274) as well as different forms of cancer (275, 276).  

A better understanding of how CTCF and cohesin perform their functions inside the nucleus 

regulating genome architecture and transcription is therefore critical for the treatment of various 

diseases.  

 

1.3 Higher-order compartments and chromosome territories   

 

1.3.1 A- and B-compartments 

Additionally to TADs, genome organisation is shaped by two compartments containing 

transcriptionally active and inactive chromatin (21, 277). The compartmentalisation of DNA was 

first detected almost a hundred years ago, when microscopy revealed two different structures, 

euchromatin and heterochromatin, with the second being more compacted, visible as dark 

condensed spots of DNA (278).  

Transcriptionally inactive regions, marked by repressive histone modifications such as H3K9me2/3 

and H3K27me3 (279, 280) and hypoacetylation (281), causing less accessibility for other proteins 

(282) and a more condensed structure (283) are defined as heterochromatin (280, 284–286). 

Heterochromatin forms self-interacting domains at the nucleolus and nuclear lamina called 

nucleolus-associated domains (NADs) and lamina-associated domains (LADs), which are rich in 

repetitive sequences and repressive histone marks and contain fewer and less active genes than 

euchromatin regions (41–43, 163, 287, 288). 

Gene-rich euchromatin is more often positioned at the nuclear interior (289–293) and associated 

with active genes marked by histone acetylation (294–298). Acetylation prevents DNA compaction 

(83, 299, 300), allows increased TF and CRC binding (92, 301, 302) and leads to enhanced 

transcription (299, 303, 304). 

This spatial separation of euchromatin (nuclear interior) and heterochromatin (nuclear lamina and 

nucleoli) (42, 291) can be observed by the formation of two compartments (A/B-compartments 

containing mostly euchromatin/heterochromatin respectively) within individual chromosomes in 

genome contact maps (21, 277). These compartments form less frequent interactions with 

neighbouring regions (regarding the position along the DNA strand) of the opposite epigenetic type 

and long-range interactions with regions of the same epigenetic type (21, 277) (Figure 1C). 

1.3.2 Chromosome territories 

At the largest genome organisation scale, chromosomes fold into distinct territories, containing 

condensed chromosomal DNA separated by interchromatin space (305). These territories of 

individual chromosomes to a lesser extent also form interchromosomal interactions between 

certain chromosome pairs (306). Similar to compartments, the distribution of chromosome 

territories inside the nucleus is linked to transcriptional regulation, as chromosomes containing a 
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high amount of genes are found in the inner parts of the nucleus, while territories with poor gene 

density are more often associated with the nuclear lamina (37, 38, 289, 307–310). In the genome 

contact map, most signals are restricted to squares on the matrix, displaying the more frequent 

interactions within individual chromosomes and less frequent interchromosomal interactions 

(Figure 1B) (39, 311).  

1.3.3 Compartments are shaped by phase separation 

In contrast to TAD formation, which as explained above is caused by CTCF boundaries and by 

cohesin-mediated loop extrusion, the formation of higher-order chromatin compartments seems to 

be mainly driven by phase separation (22, 23, 32, 312, 313) and independent of cohesin, cohesin 

cofactors and CTCF (18, 155, 163, 314). Proteins inside the nucleus can form dense and compact 

networks, segregated from the surrounding liquid, by forming multiple molecular interactions, 

including oligomerisation or recruitment of other proteins, RNA, nucleosomes and DNA (22, 23, 25, 

27, 28, 315–317). In order for phase separation and therefore the formation of membrane-less 

compartments to occur the energetic gain from these molecular interactions must be larger than 

the loss of entropy from creating different phases (28, 317).  

Phase-separated droplets form frequent regulatory interactions within them, while also leading to 

less frequent interactions with molecules outside of them, causing the separation of different 

chromosomal compartments (22, 27, 28, 312, 318). On the one hand, this promotes frequent 

genomic interactions of components of the transcription machinery in regions of euchromatin 

facilitating gene expression in these regions (25, 313, 319) (Figure 4). On the other hand reducing 

the access of euchromatin-associated factors by DNA compaction, condensate formation and 

increased interactions between nucleosomes can play a role in gene silencing in heterochromatin 

regions (22, 23, 105, 320–322). Silencing of heterochromatin regions is important for genome 

stability as expression of transposable elements can cause their repositioning and thereby induce 

genomic mutations (106–108), while aberrant expression in centromeres and telomeres can cause 

defects during cell division (323–325). Changes in transcription of these regions can lead to 

different diseases like cancer (101, 326) and age-related diseases (112, 327).  

 

Figure 4: The role of phase separation in genome compartmentalisation. Different epigenetic 

regions along the DNA strand (euchromatin: red, heterochromatin: green), are separated from each 

other presumably by the formation of phase-separated condensates leading to increased 

interactions within these genomic regions and reduced interactions with the surrounding solvent. 



15 
 

Heterochromatin is dense in nucleosomes, bridged by HP1 and displays strong DNA compaction. 

Euchromatin is in a more open conformation, which enables gene expression by condensate 

formation mediated by transcriptional coactivators and RNA Pol II. Figure based on (27).  

Important for heterochromatin-associated condensate formation is HP1, which forms phase-

separated droplets and causes DNA compaction in vitro by bridging DNA via its positively charged 

and disordered hinge and forming dimer-dimer contacts via phosphorylation-dependent 

interactions between its hinge and N-terminus (22, 23, 328–330). HP1 colocalises with 

heterochromatin regions via interactions with trimethylated histones H3 (H3K9me3) (101–103), a 

common mark for repressive chromatin, suggesting that its phase-separation and DNA compaction 

properties are required for the maintenance of condensed heterochromatin in vivo and the reduced 

accessibility of heterochromatin (322). The isoform HP1β forms condensed complexes selectively 

with H3K9me3 containing chromatin in vitro (105), which might lead to further compaction of 

heterochromatin regions.  

Another example is the Polycomb-repressive complex 1, which can form droplets in vitro (331) and 

its condensates colocalise with the repressive H3K27me3 histone PTM and lead to the formation 

of further repressive chromatin marks, suggesting that it is involved in the spreading of 

heterochromatin (332). It can also lead to the formation of large clusters by forming bridges to other 

Polycomb-repressive complex 1 containing regions (333), which could therefore contribute to the 

genome-wide compartmentalisation into A- and B-compartments.  

MeCP2 forms dense clusters with nucleosome-containing DNA in vitro (334) and forms 

condensates in the presence of DNA, which preferentially incorporate proteins associated with 

heterochromatin phase separation over proteins associated with euchromatin phase separation 

(321), suggesting that it might prevent the access of transcriptional activators to regions of 

heterochromatin.  

Heterochromatin is, therefore, maintained by interactions between histone tails and proteins 

involved in phase separation processes leading to the formation of dense compacted networks 

reducing DNA accessibility and excluding euchromatin-associated factors (22, 23, 27, 277, 321, 

335).  

 

1.4 Interplay of transcription and genome architecture   

 

1.4.1 Impact of transcription on compartments    

Phase separation is not limited to repressed B-compartments and can be shaped by transcriptional 

processes (27, 28, 32, 312). Condensates often contain RNA-binding proteins (RBPs) (336), which 

form hydrophobic interactions with themselves, other RBPs and transcription-associated factors 

and electrostatic interactions with transcription-produced RNA (28). One example is the 

transcriptional regulator FUS, which contains an RNA-binding domain required together with RNA 

for phase separation and a prion-like domain influencing droplet size (315). FUS interacts with the 

C-terminal domain of RNA Pol II (337) and incorporates it into its formed droplets in vitro (338). 

Since condensate-dependent phosphorylation of RNA Pol II’s C-terminal domain is required for 

forming an actively transcribing elongation complex (EC) (339–341), this suggests a role of FUS 

condensates in transcription activation.  

A type of ncRNA produced at enhancers (eRNA) can increase promoter-enhancer contacts and 

stimulate expression of nearby genes (342–344), which might require additional transcriptional 

cofactors as the transcriptional regulator BRD4 is recruited to enhancers by RNA leading to gene 

activation (345). BRD4 and MED1, a subunit of the large transcriptional coactivator complex 
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Mediator, contain large IDRs and form condensates in vitro, with MED1 also being able to form 

dense Pol II and BRD4 enriched condensates in nuclear extracts (24, 319). These condensates 

are also relevant for the function of these proteins in vivo as the Mediator complex and Pol II enrich 

in large stable protein clusters in living cells (25). They are involved in the formation of super-

enhancers (313) (Figure 4), characterised by high cooperativity between multiple enhancers, 

increased gene expression and transcriptional bursting and often associated with cell-type specific 

genes (313, 346, 347). RNA Pol II can form condensates via its intrinsically disordered C-terminal 

domain (CTD) together with proteins causing CTD phosphorylation and enabling promoter release 

(339, 340) and the phosphorylated CTD to form condensates with proteins involved in RNA splicing 

(348). The TF Oct4 only forms droplets in the presence of MED1 in vitro and the TFs Oct4 and 

GCN4 colocalise with Mediator condensates in vivo, suggesting that these super-enhancer 

condensates recruit additional TFs for gene activation (316). Colocalisation of multiple enhancers, 

TFs, coactivators and polymerases at promoters can therefore cause the quick and strong 

activation of genes (burst expression) (313), which depends on close distances between the gene 

and the formed condensate (349). Cell-type specific gene expression in super-enhancers is 

mediated by TFs and transcriptional regulators involved in various cellular signalling pathways, 

which are recruited to Mediator condensates via their IDRs in vitro and colocalise with super-

enhancer regions in vivo (350). Euchromatin is therefore organised by multiple contacts between 

factors associated with the transcription machinery, its produced RNA and their formed 

condensates (32, 163, 312, 313, 351).  

CTCF can directly interact with Pol II (352), and CTCF oligomers are required for the formation of 

RNA Pol II transcriptional condensates (353). Super-enhancers controlling expression of cell-type 

specific genes in mammalian cells are frequently positioned between CBSs (354) and super-

enhancer regions are enriched in both CTCF and cohesin (355) which raises the question, if 

CTCF’s RNA-binding domains (226, 253) or IDRs (29) are directly involved in the formation of 

super-enhancer condensates. In this thesis, I analyse CTCF’s ability to oligomerise and form 

droplets in vitro.  

1.4.2 Impact of transcription on TADs 

Additionally to compartment formation, transcription can also influence TAD formation (163). 

Organisms which do not express CTCF (e.g. C. elegans and different species of yeast and bacteria) 

still form self-interacting domains (163, 356–361), and their boundaries are often shaped by 

replication or transcription processes (44, 356–358). In organisms that contain CTCF like 

Drosophila, most TADs do not depend on the presence of convergently orientated CBSs and are 

unaffected by CTCF loss (44, 362) and some TAD boundaries remain after CTCF loss in mice (19), 

while in both cases many TAD boundaries are found at promoters of highly active genes (16, 44, 

163, 363, 364), suggesting that transcriptional processes or produced RNA might take over the role 

of CTCF in TAD boundary formation. In humans, a combined role of transcription and CTCF might 

shape TAD formation as transcription of ncRNAs that can interact with CTCF leads to less frequent 

interactions across CTCF boundaries as well as to more frequent enhancer-promoter interactions 

within TADs and therefore to the activation of genes within respective TADs (168).  

At the same time, transcription and transcription-produced RNAs can also cause CTCF unbinding 

and thereby indirectly determine TAD positioning by removing CTCF from some boundaries (259, 

260, 365). Additionally, simulation data combined with HiC experiments suggest that transcribing 

RNA polymerases might take over the role of CTCF in the positioning of TADs by acting as 

boundaries slowing or stopping loop-extruding cohesin and even repositioning it during 

transcription (366). This is consistent with previous results which show that cohesin positioning 

depends on active transcription as it might be pushed by polymerases after initial loading in both 

yeast and mammals (163, 367–369). Moreover, transcription can influence DNA accessibility, as 

removal of cohesin from CBSs by transcribing polymerases can lead to a more open chromatin 
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formation (370). This means that transcription and produced RNAs influence cohesin positioning 

(368), CBS selection (259, 260) and TAD boundary strength (168) and therefore regulate CTCF 

and cohesin-mediated genome architecture.  

In this thesis, a single-molecule transcription assay was developed to directly study the impact of 

a transcribing RNA polymerase on architectural proteins like CTCF or SA. Additionally, 

the recruitment of these proteins by transcription-produced RNA was observed as well as eviction 

from DNA by RNA in the case of SA, displaying how transcription and transcription-produced RNAs 

can influence the localisation of architectural proteins.  

1.4.3 Polymerase pausing and protein roadblocks  

While transcription plays a role in shaping TAD/LAD boundaries and chromatin compartments, 

nucleosomes stay attached to chromatin during transcriptional processes (371–373), which raises 

the question of what happens when transcribing polymerases encounter roadblocks like 

nucleosomes (374) but also other roadblocks like TFs, genome architecture proteins or stalled 

polymerases.   

RNA release frequently occurs during the early stages of transcription before the transition from 

the RNA polymerase initiation complex (IC) to the efficiently transcribing EC in a process called 

abortive cycling (375–379). It can be caused by the reannealing of DNA at the downstream end of 

the transcription bubble (380), reducing the length and therefore the stability of the DNA:RNA hybrid 

or by a mechanism in which the polymerase enlarges the transcription bubble by pulling 

downstream DNA past its active centre without moving on DNA causing instability of the IC (381) 

(Figure 5A). Additionally, it has been shown that abortive cycling can also include dissociation of 

the polymerase (382). It has been observed in eukaryotes (376), bacteria (378) and viruses (380) 

and depends on promoter sequence as purine-rich segments in the non-template strand stabilise 

the IC and reduce abortive cycling (378). Transition into a more stable EC and promoter escape 

require multiple conformational changes including reannealing of the upstream part of the 

transcription bubble causing a release from promoter-bound TFs in eukaryotes (376).  

After promoter escape eukaryotic polymerases can be caused to pause by a promoter-proximal 

CTCF site (383), and CTCF plays a role in the recruitment of two cofactors NELF and DSIF known 

to cause an early pause during transcriptional elongation required for RNA processing (384). NELF 

causes the polymerase to pause by binding to the polymerase funnel (385) and DSIF halts the EC 

by tightly binding the exiting RNA and DNA (386) (Figure 5B). CTCF also causes the binding of 

P-TEFb, which induces a restart by phosphorylation-induced pause factor release (383, 387–389). 

Interestingly NELF cannot only downregulate transcription by causing Pol II pausing but also lead 

to enhanced gene expression as NELF-mediated Pol II pausing is associated with decreased 

nucleosome formation at promoter regions and an increased presence of nucleosome 

modifications associated with open chromatin (390).  

Promoter proximal pausing is also influenced by nucleosome positioning as insertion of a promoter-

proximal artificial 601 site led to increased pausing and NELF recruitment (391) and this pause 

factor recruitment might explain why the +1 nucleosome causes more frequent pausing than other 

nucleosomes within the gene (134). As nucleosomes within gene bodies are frequent obstacles for 

polymerases moving along the DNA track RNA polymerases have developed a mechanism to 

overcome them called template looping model (374) (Figure 5C), in which the RNA polymerase 

destabilises some DNA-histone dimer interactions while pausing (392), which can cause the loss 

of an H2A/H2B dimer in some cases (393), followed by the formation of a DNA loop, which enables 

the histones to be repositioned past the polymerase from downstream to upstream DNA and new 

nucleosome assembly behind the polymerase (374, 393–396). While nucleosomes remain bound 

to DNA this leads to their repositioning (393, 394, 396–398). Accurate nucleosome spacing could 

then be reestablished by CRCs (59, 399). Polymerase encounters with nucleosomes are 
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additionally regulated by CRCs as FACT can reduce the pause timing, which requires an interaction 

with the H2A/H2B dimer, suggesting that FACT weakens dimer-DNA contacts (374, 400) and 

multiple CRCs are involved in accurate positioning of nucleosomes around the TSS required for 

efficient transcriptional elongation (59, 143, 144, 401).  

 

Figure 5: Different pausing and unbinding events occurring during transcription. A) During initiation 

polymerases frequently undergo cycles of releasing short RNAs and restarting transcription. This 

can be caused by reannealing of the downstream end of the transcription bubble weakening 

DNA:RNA interaction. Alternatively, it can be caused by polymerases pulling in downstream DNA 

leading to a destabilisation of the transcription bubble. Figure based on (380, 381). B) CTCF can 
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regulate promoter-proximal pausing by recruiting NELF (red) binding to the polymerase funnel and 

DSIF (pink) binding exiting DNA and RNA causing pausing. CTCF-mediated P-TEFb recruitment 

leads to phosphorylation of the polymerase and pause factors causing unbinding of NELF and 

turning DSIF into an elongation factor. Figure based on (383). C) Polymerases frequently have to 

bypass nucleosomes during transcription requiring weakening histone-DNA contacts, which can 

potentially include H2A/H2B dimer loss, DNA looping and nucleosome reassembly on upstream 

DNA. Figure based on (374). D) Collisions with other proteins often cause backtracking of 

polymerases. This can be overcome by multiple polymerases working together pushing the 

backtracked polymerase forward or by additional cofactors stimulating RNA transcript cleavage by 

the polymerase and thereby causing realignment of RNA to the active site. Figure based on (402, 

403). E) Polymerases are frequently caused to terminate upon collision with a roadblock. However, 

the lack of a strong binding motif or inversion of the motif has been shown to enable the polymerase 

to move past roadblocks (404).  

RNA polymerase pausing induced by a collision with nucleosomes or with other DNA-bound 

proteins (134, 405, 406) often results in backtracking with the 3’ end of the RNA being no longer 

properly aligned to the template strand and the polymerase moving along the DNA strand without 

nucleotide addition (407) (Figure 5D). Polymerases require a mechanism to realign the RNA to the 

active site (404), which requires cofactors like GreA and GreB in bacteria (403, 405, 408), which 

stimulate the endonucleolytic RNA transcript cleavage of the misaligned 3’ end by the RNA 

polymerase with subsequent transcription restart upon polymerase movement by one base pair 

leading to the generation of a new active site (403). Alternatively, paused or backtracked 

polymerases can be assisted by trailing elongating polymerases pushing leading polymerases after 

roadblock collision and enabling them to move past the roadblock (402, 409).  

Polymerase pausing is therefore regulated by nucleosome positioning (391) and transcription-

associated factors (385), but can also be regulated by genome architecture proteins. Cohesin can 

influence promoter-proximal pausing by causing a reduced super elongation complex formation at 

promoters, which leads to impaired release from NELF-mediated pausing (410). Analysing 

genomic positioning of a transcribing polymerase at different time points showed that RNA Pol II 

often colocalises with and therefore presumably stops at CTCF- and RAD21-bound sites (411), in 

contrast to results suggesting the displacement of cohesin and in some cases also CTCF by 

transcribing polymerases (370). DNA-bound CTCF can cause Pol II pausing at a CBS, which leads 

to exon inclusion, while methylation of the CBS inhibits CTCF binding and consequently leads to 

exon exclusion (247). This shows that while transcription can shape genome architecture by 

influencing the genomic positioning of CTCF and cohesin (Chapter I 1.4.2) genome architecture 

proteins also directly influence the movement of transcribing polymerases.  

Transcription termination includes slower transcription at the poly(A) recognition site, followed by 

cleavage of the RNA 5’ end and degradation of RNA, causing a release of the less stably bound 

RNA transcript (412–416). DNA-bound roadblocks can however also lead to transcription 

termination (404), which can have important regulatory functions, as the TF Cbf1 acts as a 

roadblock binding to its target DNA at centromeres and preventing readthrough transcription into 

centromeres, while increased transcription would impair kinetochore formation (417, 418). Another 

example is the transcriptional activator Reb1p binding NFRs around TSS and preventing 

transcriptional readthrough from the previous gene via blockage of RNA Pol II and causing 

subsequent degradation of both RNA and polymerase (406). Roadblocking can depend on DNA 

sequence as in bacteria, it has been shown that roadblock-binding to low-affinity sites enables the 

polymerase to cause unbinding of the roadblock (419) (Figure 5E). It can also depend on the 

orientation of sequence motifs (404), with the transcriptional regulator Rap1p reducing expression 

of a gene containing its binding site with the effect however being lost upon motif inversion, which 

seems to allow the polymerase to push off the roadblock (420).  
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Polymerases therefore frequently pause or are terminated when encountering roadblocks, which 

can have important regulatory functions for example preventing exon exclusion, protecting 

centromeres or preventing transcriptional readthrough, but also have mechanisms to bypass these 

obstacles for example by looping mechanisms or by cooperativity of multiple polymerases (247, 

374, 402, 404, 409, 417). To study the influence of roadblocks on transcription, collisions between 

multiple polymerases were analysed in this thesis as well as collisions with architectural proteins 

like CTCF or SA (229), with different CBS orientations.  

1.5 A single-molecule approach to study the different layers of genome architecture  

To achieve a better understanding of how CTCF, cohesin, nucleosomes and transcribing 

polymerases shape the chromatin landscape and regulate gene expression, a more detailed 

understanding of how they individually interact with DNA is required (Figure 6). Here, a method 

called DNA curtains can be applied to visualise hundreds of DNA molecules at the same time and 

study their interaction with individual proteins or protein complexes on a single-molecule level (8). 

A more detailed explanation of DNA curtains will follow in Chapter I 2..  

 

Figure 6: The variety of genome organisation investigated with DNA curtains. The DNA inside 

eukaryotic genomes is organised by transcribing polymerases and transcription-produced RNA 

(Chapter II 1.), nucleosome spacing (Chapter II 2.) and formation of the chromatin fibre. Higher 

levels of genome organisation include TAD formation by chromatin loops (Chapter II 3.) (230), the 
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formation of DNA/RNA/protein networks (Chapter II 4.), oligomerisation of architectural proteins 

(Chapter II 5.), phase-separated condensates and finally the division into A- and B-compartments. 

Figure based on (24). 

As explained above, DNA-bound proteins can act as roadblocks for transcribing polymerases, 

causing backtracking, pausing or transcription termination (404). Additionally, transcription 

influences many processes in the nucleus, such as the positions and strength of TAD boundaries, 

phase separation and the formation of compartments (28, 163, 168, 313). It is hence of great 

interest to understand what influences the DNA interaction of RNA polymerases on a molecular 

level. Eukaryotic RNA polymerases are large multi-subunit protein complexes (413), which require 

cofactors for each transcription step, making single-molecule measurements time-consuming and 

error-prone. A common model to study transcription in vitro is the T7 polymerase, a rapidly 

transcribing single-subunit bacteriophage RNA polymerase (421). In Chapter II 1. A high 

throughput single-molecule assay to study transcription, I developed a single-molecule 

transcription assay to analyse DNA binding, IC to EC transition, transcription velocities, 

transcription termination and collisions between multiple polymerases.   

DNA-binding properties of proteins are influenced by the fact that DNA inside the nucleus is not 

naked but wrapped around nucleosomes (11, 422, 423). This influences DNA accessibility, so 

chromatinized DNA is hence a more qualified substrate to study proteins involved in transcription, 

replication and repair (31, 135, 424–429). I produced chromatinized DNA by inserting 19 

nucleosome positioning sequences into the DNA used for nucleosome assembly with 

recombinantly expressed and fluorescently labelled histone octamers. The results are summarised 

in Chapter II 2. “Nucleosome assembly on DNA curtains”.   

Architectural proteins play a major role in genome organisation. Cohesin shapes TADs by extruding 

loops in a fast and dynamic fashion (13–15) while also holding sister chromatids together during 

cell division (20, 235), which requires stable and long-lasting protein-DNA interaction. This raises 

the question of whether these different kinds of DNA interactions can be visualised on DNA 

curtains. The study (230) in Chapter II 3. analyses cohesin’s DNA-binding activity, DNA-tether 

formation, lifetime and movement on DNA. Additionally, optical tweezers are applied to study 

cohesin's ability to form bridges in cis (on the same DNA molecule), resembling DNA loops and in 

trans (between two DNA molecules), resembling sister chromatid cohesion.  

The second architectural protein that I was focusing on during my work was the transcriptional 

insulator CTCF. This protein acts as an anchor of cohesin-mediated looping by recognition of a 

specific CBS on DNA (18, 19, 204). The study (229) in Chapter II 4. uses fluorescently labelled 

CTCF and truncation mutants to reveal which parts of CTCF are required for CBS recognition. To 

understand the molecular basis of loop extrusion, combined measurements with SA and CTCF 

were performed. Additionally, the single-molecule transcription assay established in Chapter II 1. 

was applied with previous CTCF enrichment on its CBS to study how CTCF influences transcription 

and vice versa. CTCF-RNA cluster formation previously observed in vitro (225) was analysed by 

performing single-step photobleaching experiments of CTCF and analysing interactions with 

fluorescently labelled RNA.  

Condensates are often enriched in RBPs (28), and CTCF was shown to also form condensates 

(221, 224, 430). In Chapter II 5. CTCF forms oligomeric structures with and without 

nucleotides CTCF's ability to form oligomers was analysed using mass photometry, CTCF 

condensate formation with an in vitro droplet assay and formation of larger clusters with DNA using 

atomic force microscopy (AFM).   

 

 



22 
 

I 2. Methodological introduction  
 

Single-molecule techniques can be applied to study the molecular mechanisms of biological 

interactions, by displaying binding dynamics and conformational changes of individual molecules 

instead of averaging a large number of events, like in bulk measurements (431, 432). This allows 

the visualisation of individual subunits of large complexes and of conformations which are short-

lived or occur less frequently and which therefore would be concealed by averaging (431, 432). 

Single-molecule measurements often depend on measuring molecular forces (433) for example in 

the case of optical tweezers (434) and AFM (435), further explained below. They can also depend 

on optical imaging (433) for example in the case of mass photometry (436) and total internal 

reflection fluorescence microscopy (TIRFm) (437), as described below, or in the case of super-

resolution microscopy including stochastic optical reconstruction microscopy (STORM) and 

stimulated emission depletion (STED) (438–440).  

 

2.1 Mass photometry  

A single-molecule technique applied in this study is mass photometry, used for measuring the 

masses of individual biomolecules in a solution. In mass photometry the binding and unbinding 

events of these molecules, for example, proteins or nucleic acids, to a glass surface are detected  

(436) (Figure 7A). Binding events lead to the scattering of laser light, and the contrast between the 

scattered light and the light reflected from the glass surface is recorded (interferometric contrast) 

(436, 441). This contrast is directly proportional to the polarizability, which depends on both 

the volume and refractive index of the studied molecule (441). By using a calibrant of the same 

biomolecule class (for example, BSA for proteins), assuming the same refractive index, one can 

quantify the mass of single biomolecules in solution from their volume (436). Mass photometry has 

been used to determine the domain composition of protein complexes like cohesin or the 

proteasome (442), the oligomerisation dynamics of actin (443) and nucleic acid binding for Cas9 

(444). In Chapter II 5., mass photometry was acquired to study the concentration-dependent 

oligomerisation of CTCF. Mass photometry is, hence, a powerful tool to examine all aspects of 

protein interactions (436) but does not provide details about molecular mechanisms or 

conformational changes. 

 

2.2 AFM 

AFM is an imaging technique that tracks the surface of a biomolecule to provide information about 

its shape and size (433, 445) (Figure 7B). To obtain structural information, changes in vertical 

distance are measured by recording the deflection of a laser from a cantilever (433). Different 

measurement modes exist for AFM imaging. In the contact mode, the AFM-tip is in constant contact 

with the sample while recording sample height, which can, however, lead to the damaging of soft 

biological samples (445). This can be circumvented by two different dynamic imaging modes (AC 

modes) in which the cantilever oscillates (445). In the intermittent mode or tapping mode, changes 

in oscillation frequency caused by changes in sample height and changes in the phase of the 

frequency wave depending on sample softness are recorded, significantly reducing sample 

damage by forming only very short contacts with the sample (445, 446). In the non-contact mode, 

repulsive and attractive forces from the sample surface lead to changes in oscillation frequency 

and the tip never actually touches the surface (445). Unlike other common methods in structural 

biology, like X-ray crystallography and cryogenic electron microscopy, AFM can work in solution 

under physiological conditions preventing sample preparation artifacts and allowing protein 

dynamics and reaction kinetics to be visualised (447). Unlike fluorescence microscopy, it does not 

require labelling of biomolecules, which is time-consuming, requires additional purification steps 



23 
 

and can lead to changes in protein function or folding (447). AFM measurements at ~1 nm 

resolution (447) can be applied to gain insights into biomolecular structures (448), explore the 

mechanisms and conformational changes upon DNA, RNA and ssDNA binding of proteins (228, 

435, 449) and even study dynamic processes like loop extrusion (450). In Chapter II 5., AFM was 

applied to visualise how oligomeric CTCF forms large clusters with DNA.  

 

Figure 7: Different single-molecule methods. A) Mass photometry binding events lead to changes 

in light scattering caused by single molecules or oligomers binding to and unbinding from the glass 

surface. Figure from (441). B) Sample structure is obtained during AFM imaging by recording the 

laser signal deflected from a cantilever raster scanning the sample surface. Different imaging 

modes are contact mode (top) and dynamic mode (bottom). Figure from (445). C) Optical tweezer 

experimental setup. A DNA molecule is attached to a micron-sized bead trapped in a laser beam 

on one end and attached to a second bead (top left), attached to a bead captured by a micropipette 

(top right), or to the sample surface (2nd from top left) on the other end (451). Combining optical 

tweezers with confocal microscopy allows simultaneous visualisation and force manipulation of 

single molecules (2nd from top, right) (451). Two DNAs can be caught simultaneously to test if a 

protein (green) can bridge DNAs in trans (bottom left). A quadruple trap is used to test the force 

stability of trans-tethers formed by a protein (green) (bottom right). Figure from (451).  

2.3 Optical tweezers  

To achieve sub-piconewton resolution, a different force manipulation method called optical 

tweezers can be applied (451). In dual-trap optical tweezers, micron-sized beads can be trapped 

within the focus of the laser beams (451). The beads are functionalised to allow the site-specific 

attachment of biomolecules between the beads in a dumbbell geometry (434, 452) (Figure 7C top 

left). Other standard setups use a tethering between one trapped bead and either a captured 
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second bead using a micropipette (Figure 7C top right) or the surface (433, 451) (Figure 7C 2nd 

from top left). These setups can be used to measure force-extension curves to study protein 

unfolding or to study DNA compaction, as the beads can be pulled together by the interacting 

molecules (453, 454).  

Additionally, by combing optical tweezers with confocal microscopy, binding dynamics and kinetics 

of fluorescently labelled proteins on the tethered DNA can be tracked (Figure 7C 2nd from top 

right) (451). This was, for example, used to study the force stability of different DNA compaction 

states caused by a ssDNA-binding protein while also being able to track differences in its diffusion 

speed at different conformational states (455). It can also be applied to visualise proteins involved 

in DNA repair by force-dependent opening of DNA strands, creating parts of ssDNA and 

ssDNA/dsDNA junctions (452). Further optical tweezers can be combined with smFRET, which, for 

example, revealed that a single UvrD repair helicase can bind to and move on DNA, but that 

dimerisation is required to generate the molecular force for unwinding large stretches of DNA (456).       

Confocal microscopy combined with optical tweezers was applied in Chapter II 3. to show that 

cohesin forms two different kinds of bridges on DNA molecules: force-sensitive reversible bridges 

and force-resistant permanent bridges. Additionally, two DNAs were trapped (Figure 7C bottom 

left) to analyse the trans-tethering of cohesin. A quadruple trap optical tweezer setup was applied 

(Figure 7C bottom right) to study the stability of formed tethers.  

A clear advantage of this method is that studied biomolecules can be simultaneously visualised 

and force-manipulated (451, 457). Additionally, measurements can be performed at physiological 

buffer conditions and unlike for TIRFm, measurements are not disturbed by unspecific surface 

interactions. However, measurements can be time-consuming, and it can be hard to acquire 

statistically meaningful data.  

 

2.4 DNA curtains 

In DNA curtain measurements hundreds of DNA-protein interactions can be visualised in one 

measurement, overcoming the problem of low sample throughput in single-molecule techniques 

(8). This allows the analysis of protein-binding positions, binding kinetics, movement on DNA, 

protein oligomerisation and interactions with additional binding partners (8). Additionally, this 

method is ideally suited to analyse the impact of proteins involved in genome architecture, as 

protein-DNA interactions can be studied in real-time on a single-molecule level. 

DNA curtains use total internal reflection fluorescence microscopy (TIRFm).  If laser light travels in 

a medium with a higher refractive index n1 (e.g. glass) encountering a medium with a lower 

refractive index n2 (e.g. water or buffer) at an incidence angle above the critical angle θc, it is no 

longer refracted into the second medium but totally reflected (458). θc is given by the following 

equation:  

 

θc = arcsin⁡(
n2

n1
)  (1) 

 

When total internal reflection occurs, an electromagnetic wave - called an evanescent wave - is 

created at the surface, which has the same wavelength as the laser light and exponentially decays 

in intensity with increasing distance from the surface (458). This means that only fluorophores 

within ~ 100 nm distance to the surface are excited, while most molecules within the sample 

chamber are not, which drastically reduces the fluorescent background (458, 459). In the case of 

DNA curtains, this allows us to visualise single fluorescent molecules interacting with the DNA, 

which is attached close to the surface (8).  
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Figure 8: Overview of the DNA curtains method. A) Scheme of the setup for TIRFm. Three different 

lasers are aligned using dichroic mirrors and silver mirrors and focused onto a glass prism above 

the critical angle. Three wavelengths can be used by alternating laser excitation (ALEX), which 

allows multi-coloured single-molecule experiments. Depending on the used fluorophores and 

lasers, different long path filters, a 560 nm or 640 nm dichroic mirror and different bandpass filters 

for red and green channels are used before the light is detected on CCD cameras. B) Example 

picture of DNA curtains showing YOYO-1-labelled DNA in the 488 nm laser green channel (top), 

Alexa-Fluor 660-labelled CTCF in the 640 nm laser red channel (centre) and an overlay (bottom). 

C) Generation of chromium barriers by e-beam lithography. A thin layer of polymethylmethacrylate 

(PMMA) (green) followed by a thin layer of electra 92 (E92) (blue) is applied on fused silica slides 

by spin coating. Afterwards, barrier and anchor structures are exposed by the electron beam (grey 

area within PMMA). The E92 is washed off, and the PMMA is developed. Using an evaporator, a 

25 nm chromium layer (black) is applied to create the Chromium-nanostructures before the 

remaining PMMA is washed off with acetone. Figure adapted from (460). D) Model of DNA curtain 

measurements. Modified DNA is attached with biotin-streptavidin interactions to a lipid bilayer. By 

applying a flow, the DNA is pushed against the chromium barriers. The DNA can be double-
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tethered to the chromium anchor structures separated by 13 µm from barriers, via a digoxigenin-

antidigoxigenin interaction. A typical flow cell contains nine measurement areas of multiple barrier 

and anchor structures each. Measurement solutions can be injected via a microfluidics system. 

Figure adapted from (460). E) Applications of DNA curtains. Single-tethered (ST) DNA curtains- 

lacking anchor structures- are applied to measure DNA resection and DNA compaction. F) Double-

tethered (DT) DNA curtains are applied to measure protein-binding kinetics, preferred binding sites, 

protein movements like diffusion or translocation, protein oligomerisation by photobleaching 

experiments and interaction with secondary protein binding partners like other proteins or RNA.  

In the TIRF setup (Figure 8A), three different light sources (Coherent® OBIS™ 1220123 | 488 nm 

LX 150 mW Laser; Coherent® OBIS™ 1280720 | 561 nm LS 150 mW Laser; TOPTICA Photonics 

iBeam smart-S 640-S) are used, which are aligned using two silver mirrors and two dichroic mirrors 

(488 LPXR and 568 LPXR). The laser light passes through a fused silica prism onto a microfluidic 

flow cell, at an angle at which it is totally reflected to generate an evanescent wave (8). Emitted 

photons pass through a microscope objective (Nikon Ti2-e), with a 60x magnification, which can 

be combined with a 1.5x magnification lens. Depending on the measurement mode, an LP 514 

filter to block 488 nm laser light or an LP 575 filter to block both 488 nm and 561 nm laser light is 

used. Light is split into two different channels by a 560 nm or 640 nm dichroic mirror and further 

filtered using 525/50 nm, 585/65 nm, 605/50 nm or 700/75 nm filters, depending on the used 

fluorophores. Finally, CCD cameras (iXon Life 897 ANDOR) are used for detection. An example 

picture of DNA curtains measurements with fluorescently labelled DNA (top), CTCF binding to two 

4 x CBSs (centre) and an overlay of both channels (bottom) is given in (Figure 8B). 

The DNA curtains approach relies on the 48.5 kbp bacteriophage λ-genome (461). This has several 

advantages: λ-DNA possesses sticky ends (12 bp overhangs), which can be used to attach biotin 

and digoxigenin modifications via short complementary oligomers (461, 462). Additionally, λ-DNA 

allows the insertion of specific DNA sequences, like protein-binding sites,  into different sites of the 

λ-genome by restriction enzyme digestion and subsequent ligation (463, 464). In this work, I used 

two cloning sites to insert T7 promoter sequences, CBSs or nucleosome positioning sequences, 

positioned between NgoMIV (20040) and XbaI (24508) or XhoI (33498) and NheI (34679) 

restriction enzyme sites. The modified λ-DNA needs to be between 38 and 52 kbp in size to produce 

viable molecular hybrids that can be packed into λ-phages (463–465), which then can be used to 

infect Escherichia coli (E. coli) strains (463, 464, 466) for DNA amplification and subsequent 

purification.  

Besides illumination and DNA constructs, the DNA curtains approach relies on a microfluidic flow 

cell, which contains chromium-nanostructures as diffusion barriers and anchor structures for the 

alignment of DNA. To manufacture these flow cells, multiple preparation steps are required. First, 

two holes are drilled into fused silica slides, which are later required for the application of 

measurement solutions via a microfluidic system. After the removal of organic material using 

peroxymonosulfuric acid, nanostructures are created using e-beam lithography (EBL). A thin layer 

of PMMA, topped by a thin layer of the conductive resist E92, is spin-coated on the slides (Figure 

8C). Next, an electron beam is used to write nanostructures into the coating. The exposed pattern 

is further developed using methyl isobutyl ketone (MIBK) to create gaps in the coating of the slides, 

which creates a mask for the deposition of a 25 nm chromium layer. Finally, PMMA is removed by 

an acetone wash, and only the chromium-nanostructures remain on the fused silica slide. A 

measurement channel is formed by placing double-sided tape around the chromium-

nanostructures, which are overlaid by a cover slip (Figure 8D). Nanoports are glued to the holes 

on the opposite side and connected to outlet tubing. Inside the measurement channel are 3x3 

measurement areas containing the chromium-nanostructures.  

A main disadvantage is the PMMA autofluorescence and the scattering of the excitation beam by 

the chromium-nanostructures, as observed in our case for the 640 nm laser, reducing the signal-

https://andor.oxinst.com/products/ixon-emccd-cameras?gclid=Cj0KCQjwp86EBhD7ARIsAFkgakhBtlwLIFNv15k-2pZPEn_aU--IFIBYfH3RvGhKLrj8NQGJisqCx6YaAtBYEALw_wcB
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to-noise ratio (467). An alternative to chromium barriers is hydrogen silsesquioxane (HSQ). It can 

be lithographically patterned directly on fused silica slides, which makes them easier to produce 

than chromium barriers and is transparent across the ultraviolet to infrared spectrum, which is a 

clear advantage over scattering metallic barriers (468). Both chromium and HSQ structures can be 

reused by applying multiple wash steps to remove surface-bound proteins, lipids, DNA, RNA and 

glue from previous experiments. However, chromium-nanostructures can become damaged over 

time causing holes in the diffusion barriers and reducing the tethering efficiency to chromium 

anchors. Furthermore, organic remnants often stick to the glass surface and can negatively impact 

further measurements. Unlike chromium-nanostructures, for which we use ethanol, acids and 

bases, HSQ structures are thereby damaged in even mild solvents (467). As a more resistant 

alternative nano-trench patterns can be used, which apply a combination of EBL and etching to 

create sawtooth-patterned holes in the glass surface as diffusion barriers (467). They have the 

additional advantage of avoiding PMMA autofluorescence and the scattering of chromium-

nanostructures (467). However, DNA molecules need to be stretched by constant buffer flow when 

only using a single diffusion barrier. This leads to high sample consumption and the requirement of 

a constant force applied to the studied molecules during visualisation (469), which might influence 

their binding dynamics and movement on DNA. A clear advantage of using a combination of 

chromium diffusion barrier and anchor structures is the ability to permanently stretch the DNA in 

the absence of buffer flow. Additionally, this allows us to study many protein properties that cannot 

be visualised when just using a single diffusion barrier, which I will explain in further detail below.  

For DNA curtain measurements the λ-DNA is immobilised on the flow cell surface via attachment 

to a lipid bilayer. The lipids are in part biotinylated, which interacts with streptavidin and enables 

the binding of biotinylated DNA (Figure 8D). The lipids function in surface passivation, reducing 

hydrophobic interactions between the studied molecules and the glass surface (470, 471). In 

contrast to other methods like polyethylene glycol (PEG) passivation (472) or using proteins like 

bovine serum albumin (BSA) or casein (473, 474), lipid bilayers are fluid and allow diffusion of 

attached molecules (8, 470, 471). Slides for single-tethered (ST) DNA curtains possess “zic-zac”-

shaped chromium-nanostructures (Figure 8D,E), which form separated wells for the DNA 

molecules (8, 460, 475) and serve as diffusion barriers. In case a hydrodynamic force, like a buffer 

flow, is applied all lipid-attached DNAs will move in the same direction (8). DNA can, therefore, be 

pushed against the barriers, which stop the movement of the DNA (8). This allows simultaneous 

visualisation of multiple DNA strands, which are aligned parallelly and are all in the same orientation 

as the biotin-attached DNA end is positioned inside the well (8, 460, 471). To visualise protein-DNA 

interactions in the absence of buffer flow, DT DNA curtains can be used, which contain additional 

chromium-nanostructures called anchors, spaced 13 µm from the barriers (Figure 8D). Here, DNA 

is attached on one side to the lipids and pushed against the diffusion barriers, while the opposing 

end is additionally attached to the anchor structures (Figure 8D,F). Double-tethering requires an 

incubation with anti-digoxigenin (anti-dig), which binds unspecifically to chromium anchor 

structures (Figure 8D) and specifically recognises DNA, which is end-modified with digoxigenin. 

Small gaps between anchor structures ensure that no DNA is trapped between the barrier and 

anchor structures. The 48.5 kbp bacteriophage λ-genome has a contour length of 16.5 µm 

(assuming 0.34 nm per base pair) (476), meaning that it is stretched to about 79% of its length in 

DT DNA curtains measurements. 

On DNA curtains, the exact binding positions of proteins can be analysed. This can be used to 

identify position-specific binding depending, for example, on AT-ratios (197, 229), on specific 

sequence motifs (229, 477–479) or the presence of DNA secondary structures, like R-loops (201, 

480) and sites of DNA damage (452, 469, 479, 481, 482). For ST curtains measurements, DNA is 

only attached on one end, which allows the visualisation of certain properties of DNA-binding 

proteins like the ability to compact (22, 329, 483, 484) or to resect DNA (485) (Figure 8E). On 

double-tethered (DT) DNA curtains, bound molecules can be tracked to study the translocation of 
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motor proteins (229, 479, 486, 487) or to study the one-dimensional (1D)-diffusion behaviour of 

proteins along the DNA strand at different salt concentrations (197, 230, 480–482). Additionally, 

binding and unbinding events can be observed in real-time to study binding kinetics on different 

sequences and at varying buffer conditions (197, 201, 230, 478, 487) (Figure 8F). Collisions and 

interactions with other DNA-bound proteins can be visualised (197, 469, 479, 482). Protein 

oligomerisation on DNA can be verified by photobleaching (229, 478) or dual-colour experiments 

(452). Additional DNA, RNA or other proteins can be applied via the microfluidic system to analyse 

possible interactions with already DNA-bound proteins (201, 229, 452). This makes DNA curtains 

an ideal tool to study the proteins introduced in Chapter I 1. and the properties and DNA-binding 

mechanisms underlying their various roles in genome architecture and transcription, like CTCF 

sequence recognition and lifetime on DNA, SA diffusion, T7 polymerase translocation, or tethering 

of two DNAs by cohesin. 
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II Results 

 

II 1. A high throughput single-molecule assay to study transcription 
 

 

Summary:  

T7 polymerase is a rapidly transcribing single-subunit RNA polymerase, frequently used for 

recombinant gene expression. Due to its importance for biological research as well as the 

biotechnological industry, its properties have been extensively studied for many years, revealing 

different conformational states during transcription initiation, elongation and termination and the 

presence of different promoter, pause and termination sequences. However many details remain 

unknown, for example, how different DNA sequences as well as different buffer conditions influence 

successful transcription initiation as well as velocity and processivity during transcriptional 

elongation.  

In this study, I use a high-throughput single-molecule assay to analyse initiation to elongation 

complex transition, transcription velocity, processivity and collisions between multiple polymerases. 

Here, I display that lowering nucleotide concentrations leads to lower transcription velocities and 

increases the fraction of not starting polymerases. There have been mixed results on whether 

DMSO (dimethyl sulfoxide), a common buffer additive for in vitro transcription, enhances 

transcription. I show that it slightly reduces transcription velocities but leads to a reduction of not 

starting polymerases, showing that it can increase the efficiency of in vitro transcription reactions.  

Additionally, I use promoters with two different transcription initiation but identical promoter binding 

sequences. I thereby show that promoter sequence has an impact on the fraction of promoter 

unbinding vs. successful transcription initiation by influencing the stability of promoter-bound T7. I 

show that DNA sequence further influences T7 polymerase during elongation since T-rich 

sequences lead to an increase in transcription termination. This can be used to optimise DNA 

sequences used for recombinant gene expression for efficient T7 transcription.  

I then utilised this behaviour to study the collisions of transcribing polymerases on DNA, showing 

that actively transcribing T7 polymerase can push stalled polymerases off or along the DNA, 

revealing a mechanism of how polymerases can clear the DNA of stalled complexes at highly 

transcribed genes.  

This study therefore reveals how DNA sequence and buffer conditions influence the different stages 

of T7 transcription and how polymerases can deal with stalled complexes.  

 

Author contributions: 

Joelle-Deplazes Lauber and Sarah Zernia performed protein expression, purification and labelling. 

Jonas Huber carried out DNA curtains measurements. Johannes Stigler and Jonas Huber analysed 

DNA curtains measurements. Jonas Huber wrote the manuscript with input from all other authors.  
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Abstract: 

T7 polymerase is an enzyme frequently used in the biotechnological and pharmaceutical industry 

as well as biological research since it only consists of a single subunit and allows for fast and highly 

processive transcription. To optimise recombinant gene expression, it is therefore of exceeding 

importance to analyse the mechanism of T7-transcription steps as well as the influence of reaction 

and buffer conditions. Since T7 is used for the expression of a large number of different genes the 

influence of DNA sequence on transcription was analysed using a single-molecule assay called 

DNA curtains, allowing simultaneous visualisation of multiple DNA-protein interactions. High 

T-content led to increased polymerase unbinding during transcription initiation and impaired T7 

processivity. Lowering nucleotide concentrations also had a negative influence on successful 

transcription initiation, while DMSO, a common buffer additive, had a positive effect. A dual-colour 

labelling approach revealed how polymerases can clear genes by pushing stalled complexes off or 

along the DNA.     

 

1.1 Introduction  

 

Highly efficient recombinant gene expression is required for both biochemical characterisation in 

life science as well as for medical and agricultural applications in industrial processes (488). E. coli 

is often used as a host for recombinant gene expression due to the simplicity and low costs of 

growth conditions and its well-characterised genetics (489). T7 polymerase-based vectors are 

thereby most frequently used (489) since they can be applied as an orthogonal expression system 

in E. coli, meaning that E. coli polymerases do not transcribe any genes in the control of the T7 

promoter and T7 polymerase does also not transcribe E. coli genes (490).  

T7 polymerase is a single-subunit RNA polymerase without the requirement for any cofactors for 

efficient transcription (421, 491), transcribing the largest part of the viral genome during E. coli 

infection (491–494). T7 polymerase consists of an N-terminal domain and a polymerase domain, 

the second being further divided into thumb, finger and palm (495, 496) (Figure 1A). T7 promoters 

consist of two motifs, an upstream binding region (positions −17 to −5), bound by the T7 polymerase 

N-terminal domain and specificity loop and a downstream initiation region (-4 to +6) initially opened 

up by the enzyme at positions -4 to -1, forming the initiation complex (IC) (496–500) (Figure 1B). 

The template strand is positioned in a deep and highly positively charged pocket and RNA 

synthesis starts by binding of a GTP at position +1 (496, 498, 501).  
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Figure 1: Structure and transcription cycle of the T7 polymerase. A) X-ray structure of a T7 

polymerase IC (PDB: 1QLN) with individual subunits shown in the respective colours. The N-

terminal domain and specificity loop are required for the interaction with the upstream promoter 

binding sequence and the palm, fingers, thumb, N-terminal domain and specificity loop all form the 

positively charged active site containing the melted DNA and three bases of RNA. Structure from 

(496). B) During transcription T7 polymerase binds the upstream part of the promoter DNA in 

multiple cycles and produces short abortive transcripts in the less stable IC conformation, while a 

conformational change leading to the transition to the more stable EC conformation allows highly 

processive transcription elongation until a termination sequence is reached. Figure from (499).  

The IC forms less stable transcripts than the elongation complex (EC), which leads to the 

production of short RNAs released from the T7 polymerase during the early (2-8 nt) and late 

initiation phase (9-12/13 nt) with subsequent transcription restart, called abortive cycling (379, 380) 

(Figure 1B). A specificity loop of T7 polymerase (Figure 1A), positioned between finger and palm 

subdomains is involved in promoter recognition in the IC and after a conformational change in 

stabilising the EC presumably by binding to RNA transcripts at an RNA length of 9 nucleotides 

(498, 500). The N-terminal domain also undergoes large conformation changes during 

the transition to the EC, no longer binding to upstream promoter DNA and allowing the formation 

of an RNA exit channel  (491, 502–504).  

The more processive EC is then able to produce long RNAs until reaching a termination sequence 

(499, 501). There are two types of termination signals for T7 polymerase. Class I can be found in 

the viral genome and depends on stem-loop formation followed by further destabilisation via 

multiple Us, while for class II, a direction-dependent 7 bp conserved sequence causes pausing, 

which in the presence of additionally destabilising T-rich sequences causes unbinding (505–512). 

Since Class II causes frequent polymerase pausing (505, 510–513) complexes paused at Class II 

sites could resemble roadblocks for trailing elongating polymerases. In E. coli it has been shown 

that multiple polymerases can cooperate to overcome pausing and roadblocks (402, 409, 514). 

However, whether such a mechanism also exists for T7 polymerase or if instead colliding 

polymerases inhibit transcription remains unclear.  

Due to its simplicity, a large amount of technologies (501) including for example DNA-sequencing 

(515), RNA-sequencing (516), vaccine production (517) and protein production by coupling to in 

vitro translation (518) use the T7 polymerase system and therefore depend on optimised T7 

polymerase reaction conditions. The impact of reaction components like nucleotide concentration, 

pH, NaCl and MgCl2 concentration and several buffer additives like spermidine, DMSO or different 

non-ionic detergents have been extensively studied both in bulk (519) and to some extent also in 

single-molecule experiments (520, 521). Decreasing nucleotide concentrations leads to a decrease 

in transcription speeds (520, 521) and leads to an increased time spent in the IC (382). Increased 

RNA production by T7 polymerase was observed in the presence of up to 20 % DMSO (522), 

however, other studies found no influence of DMSO on transcription (519, 523). How the different 

stages of transcription initiation, elongation and termination are influenced by DMSO remains 

unclear.  

Most T7 promoters contain a common binding sequence from position -17 to -5, however, the 

promoters can differ in the initiation sequence from -4 to +6 nucleotide position (497, 498). It has 

been shown that sequence differences in the initiation region can influence transcription efficiency 

(497, 501, 519), which could be a cause of multiple mechanisms including slowed IC to EC 

transition, more frequent RNA release and unbinding from promoter DNA (379, 380, 382, 524, 525).  

Here, I apply DNA curtains to study the influence of two different promoter sequences on 

transcription initiation. I show that while T7 polymerases bind to both promoters, efficient 

transcription initiation is only observed for one initiation sequence, while the other causes frequent 
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polymerase unbinding. I display that this is caused by a decreased polymerase lifetime on the 

second initiation sequence. Additionally, I show that DNA sequence also impacts transcription 

elongation with T-rich sequences leading to more frequent pausing and unbinding. I use a dual-

colour single-molecule assay to study collisions between paused polymerases and differently 

labelled trailing polymerases. Trailing polymerases most often stop when colliding with a paused 

leading polymerase but can also push leading polymerases off or along the DNA revealing a 

potential mechanism for efficient transcription by clearing genes of stalled proteins. I also analysed 

buffer conditions to display that while DMSO has only a marginal influence on transcribing 

polymerases, it increases the efficiency of the IC to EC transition, causing less unbinding of T7 

polymerases.  

 

1.2 Material and methods 

 

Protein expression and purification  

T7 polymerase was cloned from the Escherichia phage T7 (Bacteriophage T7) genome (bp 3171-

5822) with an N-terminal 6xHis and a ybbR-tag into a pQE-30 expression vector. T7 polymerase 

was expressed in E. coli LOBSTR for 3 h at 37 °C and the expression was induced between OD 

0.4 and 0.6 with 0.5 mM isopropyl-beta-D-thiogalactopyranoside (IPTG). Cells were harvested by 

10 min centrifugation at 3500 rotations per minute (rpm) and 4 °C, followed by resuspension in 

residual LB and a second centrifugation at 3900 rpm and 4 °C for 10 min.  Cells from 1 L expression 

were resuspended in 35 ml lysis buffer (50 mM NaPi pH 8.0, 300 mM NaCl, 1 mM dithiothreitol 

(DTT), 0.5 mM phenylmethylsulfonyl fluoride (PMSF)) and 6 mg/ml lysozyme (Carl Roth #8259.1) 

was added. Cells were sonicated for 3 x 6 min at 50 % on-rate and 45 % amplitude on ice before 

centrifugation at 15000 g for 30 min at 4 °C. The supernatant was applied to a gravity column 

containing 4 ml Ni-NTA slurry (Macherey-Nagel #745400.100). The column was washed with 10 

column volumes (CV) nickel wash buffer (50 mM NaPO pH 8.0, 300 mM NaCl, 10 % glycerol, 10 

mM imidazole, 1 mM DTT, 20 µg/ml PMSF). The protein was eluted in 2 x 2.5 ml fractions using 

nickel elution buffer (50 mM NaPi pH 8.0, 300 mM NaCl, 10 % glycerol, 200 mM imidazole, 1 mM 

DTT). Afterwards, protein-containing fractions were pooled and concentrated to 600 µl by 

centrifugation at 4 °C and 3900 rpm with Amicon filters with a 30 kilodalton (kDa) molecular weight 

cut-off (MWCO). 

For ybbr-tag labelling, Sfp (made in house, plasmid was kindly provided by the Gaub-lab, LMU 

Munich) was mixed with T7 polymerase in a molar ratio of 1:1 and a 1.25 excess of LD555- or 

LD655-CoA dye (Lumidyne) as well as 10 mM MgCl2 in a total volume of 600 µl. Labelling was 

carried out at 4 °C o/n followed by centrifugation at 10 krpm and 4 °C for 10 minutes to remove 

precipitated proteins. Proteins were then further purified on a Superose 6 column in T7 polymerase 

buffer (50 mM NaPO pH 8.0, 300 mM NaCl, 10 % glycerol, 1 mM DTT). Peak fractions containing 

fluorescently labelled protein were pooled, frozen in liquid N2 and stored at -80 °C.  

λ-DNA constructs for DNA curtains  

Wild‐type λ‐DNA was purchased from NEB. For generation of 2x T7‐4xCBSs λ‐DNA, a cassette 

containing one of two different T7 promoter sites (5’‐TAATACGACTCACTATAGGAGGA‐3’ and 

5’‐TAATACGACTCACTATAGGTGTG‐3’) were cloned at two positions into λ‐DNA using 

NgoMIV/XbaI and XhoI/NheI sites. The ligation product was then packaged, amplified, 

functionalised with biotin and digoxigenin and finally purified via size-exclusion chromatography 

according to a previous protocol (229).  

Single-molecule DNA curtains experiments 

Flow cell preparation for DNA curtains measurements was performed as described previously  

(229). Single-molecule measurements were performed in T7 measurement buffer (40 mM Tris 
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pH 7.5, 1 mg/ml BSA, 6 mM MgCl2, 10 mM DTT, 2 mM spermidin) including an oxygen scavenger 

system containing glucose‐oxidase (Carl Roth), catalase (Sigma Aldrich) and 0.8 % glucose. To 

this end 3.8 nM LD555 fluorescently labelled polymerase was incubated for 5 minutes at 40 °C in 

the presence of 200 µM or 1 mM ATP, CTP, GTP and UTP in T7 measurement buffer and then 

directly loaded onto the flow cell. If indicated 10 % DMSO was added to the reactions. NIS Elements 

(Nikon) was used for video recording and Igor Pro 8 (Wavemetrics) custom-written code for 

analysis. To visualise the polymerase, a 561 nm laser (140 mW, 0.98 µW/µm2) with 50 ms or 

100 ms illumination times and frame delays of 52 ms or 102 ms, respectively, was used. Videos 

were recorded for 15 minutes at 1 mM and 30 minutes at 200 µM nucleotide concentration. In the 

case of dual-colour experiments, 3.8 nM of both LD555- and LD655-labeled T7 polymerase was 

added to the reaction mix and videos were recorded for 30 minutes using alternative single frame 

light excitation of 640 nm and 561 nm lasers at 140 mW (0.98 µW/µm2) with 100 ms illumination 

times and 376 ms frame delays.  

Data analysis  

To detect T7 polymerase binding and transcription events fluorophores were localised and tracked 

as described (526, 527). This was used to analyse run lengths (distance from T7 polymerase 

binding position to position of unbinding or final stop). Run lengths were plotted in a histogram 

containing 40 bins.  

To correct velocities for pauses, transcription events were divided into pause and transcription 

segments using a Markov chain Monte Carlo (MCMC) algorithm and mean velocities of individual 

transcription segments were then plotted in a histogram containing 100 bins and fitted with a double 

Gaussian.  

The fraction of not starting T7 polymerases (T7 polymerases just consisting of a single pause at 

the T7 promoter site) was determined. The overall amount of promoter-binding polymerases was 

counted and normalised to 1 nM concentration.  

Lifetimes were analysed using a single or double exponential decay according to formulas (1) and 

(2) with τ1 < τ2. The fraction of short-lifetime polymerases Fs was calculated according to formula 

(3).   

𝑦 = 𝐴𝑒
−𝑥

𝜏  (1) 

𝑦 = 𝐴1𝑒
−𝑥

𝜏1 +⁡𝐴2𝑒
−𝑥

𝜏2  (2) 

𝐹𝑠 =⁡
𝐴1

𝐴1+𝐴2
 (3)  

 

For dual-colour experiments kymogram data was analysed to detect collisions between paused 

leading polymerases and a transcribing trailing polymerase with a different fluorescent label and 

collisions were counted for cases in which the difference in X- and Y-position during an observed 

colocalisation event were smaller than one point-spread-function (PSF) 215 nm or 1.21 pixel (pxl). 

Three different events for paused polymerases (pushed off DNA, pushed along the DNA, or 

remaining at pause site for at least 50 sec or until tether rupture/combined unbinding/secondary 

collision event/end of video) and two different events for transcribing polymerases (continuing 

transcription or stopping at the position of the leading polymerase for at least 50 sec or until tether 

rupture/combined unbinding/secondary collision event/end of video) were counted.  
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1.3 Results 

 

The transcription initiation sequence determines transcription efficiency  

While T7 starts from a common binding sequence (498) at position -17 to -5, there are differences 

in transcription efficiency depending on initiation sequences (497, 501, 519). I therefore set out to 

investigate the influence of different initiation sequences on T7 transcription on a single-molecule 

level using a high-throughput TIRF-based method called DNA curtains. I analysed individual 

fluorescently labelled T7 polymerases transcribing from two promoter sequences (P1 and P2), 

which I cloned into two different positions of the λ-DNA used for DNA curtains measurements. The 

two promoters contain the identical T7 polymerase binding sequence. However, there is a 

difference in transcription initiation sequence with 5’-TATAGGTGTG-3’ for P1 and 

5’-TATAGGAGGA-3’ for P2 respectively (+1 codon marked in bold).  
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Figure 2: Promoter initiation sequence determines transcription efficiency. A) Left: Kymograms of 

representative T7 polymerase transcription events. One T7 polymerase (orange) is starting from 

promoter P1 and one from promoter P2. Right: Representative microscope image of T7 

polymerases. More polymerases are transcribing from the lower promoter P2. B) All tracks of one 

transcription experiment. Transcription events starting from P1 are marked in pink, and transcription 

events starting from P2 are marked in blue. C) Amount of binding events normalised to 1 nM 

concentration for P1 (pink) and P2 (blue) (p = 0.30, N = 5, t-test). D) Fraction of binding but not 

starting polymerases for P1 (pink) and P2 (blue) (p < 0.00001, N=5, t-test). E) Bar graph showing 

transcription velocities for P1 (pink) and P2 (blue) (p = 0.53, N = 217 for P1 N = 2281 for P2, z-

test). F) Histograms of transcription velocities for P1 (left, pink) and P2 (right blue) displaying the 

Gaussian fit for transcribing polymerases. 

I calculated kymograms of individual DNA strands (Figure 2A, left) and observed individual T7 

polymerases binding to the upper promoter P1 or the lower promoter P2 and moving along the 

DNA in a directed manner. I interpret this movement as active transcription. I recognised that many 

more transcription events started from the lower promoter P2 compared to P1 (Figure 2A, right 

and 2B). I quantified the number of binding events and the fraction of polymerases binding without 

starting transcription and found that 2.4 times more polymerases bind to P2 compared to P1 with 

however no statistically significant difference (Figure 2C) (p = 0.30).  Strikingly, on P1 more than 

60 % of the polymerases failed to start transcribing on DNA (Figure 2D), which is 9 times more 

than at P2 (p < 0.00001). However, once the polymerase started, transcription velocities were 

comparable for both promoters (Figure 2E+F) (p = 0.53).  

Our results suggest that this difference in transcription initiation sequence causes an alteration in 

transcription initiation efficiency, which dramatically reduces the number of processive transcription 

events. This shows how minor changes in the DNA sequence influence the performance of the T7 

polymerase.  

Low transcription efficiency is caused by low stability on the initiation sequence 

To get a better understanding of what causes the difference in the amount of transcription events I 

analysed lifetimes of bound polymerases. The survival plots (Figure 3A) displayed a double 

exponential decay for both promoters. This means that there are two kinds of polymerase species, 

one falling off very quickly after binding (short lifetime) and another one staying bound (long 

lifetime). The number of polymerases with a short lifetime was much higher for P1 than for P2 

(Figure 3B, p < 0.00001). 

Furthermore, the average short lifetime was significantly reduced at P1 compared to P2 (Figure 

3C, p = 0.0002). In contrast, no significant difference in long lifetimes was observed (Figure 3D, p 

= 0.82), showing that the initiation sequence has no influence on the lifetimes of transcribing 

polymerases.  

Our results show that the reduction in starting polymerases is caused by a reduced lifetime of the 

polymerases on the unfavoured DNA sequence. I assume that the reduced stability increases the 

chance of polymerase unbinding before having time to complete the IC to EC transition (379, 382). 

A possible explanation could be that P1 contains more Ts which might lead to more unstable base-

pairing between uracil-RNA and DNA (528).  

I conclude that the lower stability of polymerases on P1 causes a decrease in the amount of actively 

transcribing polymerases but has no influence on polymerase lifetime or velocity once transcription 

has successfully started.  
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Figure 3: Increased lifetime at promoter P2 causes higher transcription efficiency. 

A) Survival plots of polymerases binding to P1 (left, pink N =193) and P2 (right, blue, N=583) fitted 

with a double exponential decay. B) Fraction of polymerases displaying a short lifetime in the 

double exponential fit from A) for P1 (left, pink) and P2 (right, blue) (p < 0.00001, z-test). C) Short 

lifetimes of the double exponential fit from A) for P1 (left, pink) and P2 (right, blue) (p = 0.0002, z-

test). D) Long lifetimes of the double exponential fit from A) for P1 (left, pink) and P2 (right, blue) 

(p = 0.82, z-test).  

 

DMSO and nucleotide concentration influence the initiation-elongation transition of T7 

polymerase 

As T7 polymerase is commonly used in both industry and research (491), optimisation of T7 buffer 

conditions was analysed in bulk (519) and, to some extent, also in single-molecule (520, 521). 

However, whether DMSO does (522) or does not (519, 523) change transcription efficiency is still 

not clear.   

I next wondered how common alterations in polymerase buffer conditions influence polymerase 

performance in the single-molecule transcription assay. I therefore added either 10 % DMSO in the 

reaction buffer or reduced the nucleotide concentration by 5-fold (200 µM instead of 1 mM). As the 

amount of transcription events on P1 is rare, I thereby focused the analysis on transcription events 

starting from P2.  

The addition of DMSO led to a slight but significant decrease in transcription velocities (Figure 4A) 

(p < 0.00001), while lowering the nucleotide concentration, as expected, drastically decreased 

transcription velocities (p < 0.00001). This also shows that the polymerases that I investigate here 

are indeed actively transcribing complexes that require nucleotides for their directed motion.  

I next analysed how the transcription initiation is influenced by buffer additives. DMSO had a 

positive impact, as the amount of non-starting polymerases was significantly reduced to less than 
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2 % of all binding events (Figure 4B, p = 0.04). Since, in the case of DMSO, almost all polymerases 

start transcribing, I consequently also observed a survival plot with a single exponential decay, 

displaying no short lifetime fraction (Figure 4C).  

In contrast, lower nucleotide concentrations led to a 3.5-fold increase (p = 0.03) in polymerase 

unbinding (Figure 4B), possibly prolonging IC to EC transition (379, 382) due to slower velocities 

and, therefore, increasing the chance of unbinding during initiation. Consequently, I also found a 

higher (p < 0.00001) fraction of short lifetime polymerases (Figure 4C,D). These displayed a higher 

(p < 0.00001) lifetime than at standard nucleotide concentrations (Figure 4E), which agrees with 

the theory of prolonged IC to EC transition by slower nucleotide addition rates. In all three cases, 

the lifetimes of transcribing polymerases are around 4-5 min (Figure 4F).  

I conclude that lower nucleotide concentrations decrease transcription efficiency by causing a 

decrease in velocity and successful transcription initiation. In contrast, DMSO leads to a slight 

reduction in velocities but increases transcription efficiency by almost completely preventing 

unbinding during initiation.  
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Figure 4: DMSO increases, and lower nucleotide concentration decreases transcription efficiency.  

A) Transcription velocities (N = 2281 for standard, N = 4852 for DMSO and p < 0.00001, N = 520 

for 20 % Nuc and p < 0.00001, z-tests) of P2 starting polymerases at three different buffer 

conditions. B) Fraction of not starting polymerases (N = 5 for standard, N = 4 for DMSO p = 0.04, 

N = 4 for 20 % Nuc p = 0.03, t-tests). C) Survival plots of P2 starting polymerases for three different 

buffer conditions fitted with a double exponential decay in case of standard buffer conditions (N = 

583) or 20 % nucleotide concentration (N = 177) and a single exponential decay in case of DMSO 

(N = 538). D) Fraction of short lifetime from the double exponential fit from C). (p < 0.00001 z-test). 

E) Lifetimes of short-binding polymerases from the double exponential fit from C) (p < 0.00001, z-

test). F) Lifetimes of long-binding polymerases from the double exponential fit from C) (p = 0.82 for 

DMSO, p = 0.45 for 20 % Nuc, z-tests). Statistical significance was calculated in comparison to 

standard buffer conditions for all experiments.  

 

A T-rich site causes more frequent transcription termination 

To explore whether transcription elongation is determined by the sequences of the λ-DNA 

substrate, I analysed kymograms of transcribing T7 polymerases and realised that not all 

transcription events were unperturbed but instead, polymerases were pausing during transcription 

initiation (start pause), during transcription (intermediate pause) and before unbinding (end pause, 

Figure 5A).  

 

Figure 5: Polymerase frequently unbinds at a T-rich termination region downstream of the P2 

promoter. A) Kymograms of T7 polymerases (orange) starting from P1 or P2 and displaying pauses 

at the start of transcription (marked with a green arrow), during transcription (marked with red 

arrows) or at the end of transcription (cyan arrow). White arrows show the run length of transcription 

events. B) Tracks of all transcription events starting from promoter P2 for a single experiment. 

Polymerases frequently pause at a T-rich termination region. C) Histogram of run lengths of all 
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transcription events starting from P2 at standard buffer conditions. T-ratio is plotted as a black line 

on the right axis. Possible termination sites predicted with ARNold are shown as green triangles. 

Class II terminator sequence shown as a blue triangle. D) As C) but with 10 % DMSO in the reaction 

buffer.  

When summarising all tracks of starting polymerase of a single experiment (Figure 5B), it became 

clear that end pauses and transcription termination without a previous pause frequently occurred 

at a region approximately 12 kbp downstream of P2. This region is characterised by a high T-ratio. 

I next calculated a histogram of run lengths of transcribing polymerases from P2 to the position of 

termination (Figure 5C) and again observed a peak at this high T-ratio region, meaning that in this 

region, frequent unbinding occurred. Note that in the presence of 10 % DMSO, the same peak was 

observed (Figure 5D).  This could again be caused by the weaker interaction for uracil-RNA base 

pairs (bps) (528). I additionally predicted terminator regions using a web tool called ARNold (529) 

and found two possible hairpin-forming regions directly in front of the mentioned T-rich region and 

one at the end, which might lead to dissociation of the upstream region in the DNA:RNA hybrid 

during dissociation on the T-rich region. Additionally, the conserved sequence motif of class II 

terminator sequences (ATCTGTT (505)) shown as a blue triangle is present at the latter part of the 

peak, which can further increase the number of early terminations.  

I hence conclude that while DNA sequence in the promoter initiation region influences successful 

transcription initiation, T-ratio within the gene can additionally impact T7 polymerase processivity.  

 

T7 polymerase can push stalled polymerases off or along the DNA  

As I observed polymerase pauses and early terminations, I wondered what happens to paused 

polymerases (leading polymerases) if a second polymerase (trailing polymerase) transcribing on 

the same DNA strand collides with it. In vivo, after the production of T7 polymerase by the host 

polymerase most other genes required for virus assembly are transcribed by the T7 polymerase 

(491–494), and collision between multiple polymerases transcribing on the same gene might 

frequently occur. To analyse such collisions in vitro, I labelled T7 polymerases with two different 

fluorescent dyes, LD555 and LD655 and performed transcription experiments using alternating 

laser excitation with two different laser sources (Figure 6A). 

For clarity, the leading polymerase is always marked in pink and the trailing in cyan, independently 

of the fluorescent label, and the collision event is marked with a yellow star (Figure 6B). For the 

collision event, average X – and Y – position differences of the two polymerases were calculated 

(Figure 6C), and collisions for which one or both of the two differences was larger than 1 PSF of 

the tracked particles (215 nm or 1.21 pxl) were excluded (9 out of 41 events).  

In 43.8 % of the cases, the leading polymerase remained at the pause site during the collision 

(Figure 6D and Figure 6E top kymogram). In these cases it also caused the trailing polymerase 

to stop, therefore resembling a roadblock. In fewer cases (37.5 %) the leading polymerase was 

pushed off the DNA (Figure 6E centre kymogram). In all but one of these cases, it also resembled 

a roadblock, causing the trailing polymerase to stop. In the least number of cases (18.8 %), the 

trailing polymerase pushed the leading polymerase along the DNA while continuing to transcribe 

(Figure 6E bottom kymogram).  

I conclude that polymerases can clear genes of other stalled polymerases by pushing them off or 

along the DNA. However, when not pushing the leading polymerase along the DNA, trailing 

polymerases are almost always stopped themselves, showing that transcription pause sites impair 

transcription by not only causing the pausing of single polymerases but also leading to collision 

events detrimental to efficient elongation.  
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Figure 6: Trailing polymerases can push leading polymerases off or along the DNA.  

A) Scheme illustrating laser illumination of 561 nm laser (cyan) and 640 nm laser (pink) during dual-

colour experiments. B) Representative kymogram showing a collision event (yellow asterisk) 

between a paused leading polymerase (pink) and a transcribing trailing polymerase (cyan).  

C) Average X (left) - and Y (right) - position differences for analysed collision events. If the 

difference was larger than one PSF of the tracked particles (1.21 pxl or 215 nm) displayed as a red 

bar, collision events were not counted. D) Fraction of the different events for the trailing polymerase 

including stopping after collision (red), removed after collision (yellow) or being pushed along the 

DNA (green). E) Representative kymograms of remaining leading polymerase (top), removed 

leading polymerase (centre) and pushed leading polymerase (bottom).  
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1.4 Discussion 

 

Sequence differences in the initiation region of T7 polymerases can influence transcription 

efficiency (497, 501, 519). A study using high-throughput sequencing and cDNA amplification 

identified 5’-TATAGGGATAAT-3’ as the most and 5’-TATAGGGTTCCC-3’ as the least efficient 

initiation sequence (501). Here, I showed that these differences might be caused by differences in 

the stability of T7 polymerase binding to varying promoter sequences (Figure 7A). I observed 

similar amounts of binding but a drastic difference in successful transcription initiation on two 

promoters with identical binding but different transcription initiation sequences. This is caused by a 

decreased T7 polymerase lifetime on the transcription initiation sequence with a higher T-content, 

and I assume that this high T-content might lead to more unstable base pairing between uracil-

RNA and DNA (528). The sequences of the study above (501) suggest that this might additionally 

depend on the positioning of the T’s and might be more detrimental during the first nucleotide 

additions when the DNA:RNA hybrid is shorter.  

It has been shown that abortive cycling during transcription initiation is not always caused by the 

polymerase releasing the produced RNA (379, 380) but can also include dissociation of T7 

polymerase (382). As RNA was not labelled I can only detect the second case in which both RNA 

and T7 polymerase unbind from the promoter. RNA release without T7 unbinding shows a different 

sequence dependence with tight interactions between upstream DNA and T7 polymerase slowing 

progression into the EC and increasing abortive cycling (524, 525). Therefore unsuccessful 

initiation depends on two different DNA sequence-dependent mechanisms, abortive RNA release, 

favoured by tight binding to the promoter sequence stalling transition to the EC (524, 525) and as 

I show here complete T7 polymerase dissociation depending on different lifetimes on different 

promoter sequences. I show that lower nucleotide concentration leads to more frequent T7 

polymerase promoter unbinding, and in good agreement, it has also been shown to lead to a higher 

fraction of the second case of abortive cycling in which both RNA and T7 polymerase unbind (382).  

 

Figure 7: Model for transcription initiation and transcription collisions caused by T7 pausing.  

A) Promoter P1 and P2 have the same binding sequence but a different transcription initiation 

sequence, causing a higher off-rate at P1, where the polymerase unbinds before changing from 

initiation to elongation conformation. At P2, the polymerase starts transcribing with the nucleotide-

dependent rate constant k(t), adopting an elongation conformation. B) Different events during 

polymerase collisions. If the leading polymerase (brown) remains on the pause site (red box), it 

resembles a roadblock, causing a stop of the trailing polymerase (orange) at the T-rich pause site 
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(red, Poly-T). Alternatively, the trailing polymerase can push off the leading polymerase leading to 

a stop of the trailing polymerase in almost all cases (yellow box). In the fewest cases, it was able 

to continue transcribing by pushing the leading polymerase along the DNA (green box).  

Additionally, I showed that a region with a high T-content also leads to more frequent pausing and 

transcription termination. For E. coli RNA polymerase termination, a forward translocation 

mechanism has been proposed, which requires melting of the DNA duplex downstream, for 

example, at destabilising T-rich sequences and upstream RNA hairpin formation pushing the 

polymerase forward without nucleotide addition, resulting in a shortening of the DNA:RNA hybrid 

(530, 531). This mechanism can also lead to dissociation of halted T7 polymerase (532). There are 

two types of termination signals for T7 polymerase. Class I requires a stem-loop-forming sequence 

and subsequent DNA:RNA hybrid destabilisation by the presence of multiple Us, while class II 

contains a conserved 7 bp sequence and unbinding is further increased by the destabilisation via 

downstream Us (505–507, 510), agreeing well with my result of T-rich sequences causing more 

frequent unbinding. The here used λ-DNA construct does not contain the class I τΦ terminator (507) 

and no class II VSV or PTH small terminator (505, 509, 533). However, the class II conserved 

sequence motif (ATCTGTT) (505, 506, 510) is present at the end of the region of observed 

increased termination. Additionally, there are three hairpin-forming structures predicted by ARNold 

(529) followed by runs of U within this region, which might lead to the observed increased 

termination.  

I additionally used a dual colour labelling approach to test what happens to paused T7 polymerase 

complexes when a trailing polymerase collides with them (Figure 7B). While most of the time the 

leading polymerase resembled a roadblock (Figure 7B, red box), trailing polymerases were also 

able to clear the DNA of leading polymerases by pushing them off the DNA (Figure 7B, yellow 

box) or along the DNA (Figure 7B, green box), possibly causing a transcription restart. It has been 

shown that additional transcription reactions on the same DNA template can remove T7 

polymerases stalled at DNA damage sites (534). Here, I showed that this can happen by pushing 

stalled complexes off or along the DNA. Strikingly, while the trailing polymerase was able to push 

off the leading polymerase, the opposite never occurred, in good agreement with a previous study 

showing that a trailing polymerase can push off leading polymerases at positions of at least 20 bp 

from the transcription start sites (TSS) (535). Interestingly, a viral protein called T7 lysozyme binds 

to the T7 polymerase and inhibits IC to EC transition and also causes increased pausing and 

termination (513), leading to the assumption that the structural rearrangements happening during 

IC to EC transition (502) are reversed during pausing or transcription termination (505, 511–513).  

Paused complexes might, therefore, be in a less stable IC-like conformation (502, 504, 511, 536) 

and more easily pushed off. During the T7 infection cycle, T7 polymerase and T7 lysozyme are 

produced by the host polymerase and subsequently, all other genes are transcribed by T7 

polymerase  (491–494). For efficient transcription of these genes, the virus would require a 

mechanism to clear its genome of these paused polymerases. Here two mechanisms are revealed, 

with T7 polymerase being able to both push stalled leading complexes off the DNA or similar to 

bacterial polymerases (409, 514) push them along the DNA while continuing transcribing 

themselves.  

Additionally, the above results can be applied to optimise promoter and gene sequences for 

recombinant gene expression and in vitro transcription reactions in the biotechnological industry 

relying on T7 polymerase for example, by the addition of DMSO and usage of promoter sequences 

with low T-content to enhance transcription initiation and by optimising codons in a way to keep 

stretches of T to a minimum preventing early termination and pausing.  
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II 2. Nucleosome assembly on DNA curtains  
 

 

 

Summary: 

DNA of eukaryotic genomes inside the nucleus is not naked but compacted into nucleosomes, a 

repetitive structure consisting of ~146 bp of DNA wrapped in 1.75 turns around a histone octamer. 

Nucleosomes are thereby not equally distributed across the genome with their positioning 

depending on a variety of different factors including interactions with regulatory proteins, DNA 

sequence and epigenetic modifications. Positioning of nucleosomes impacts most nuclear 

processes as regions with high nucleosome occupancy are less accessible for other proteins 

involved in transcription, DNA replication and DNA repair. 

The aim of this project was to assemble nucleosomes on λ-DNA used for a high-throughput single-

molecule method called DNA curtains, to be able to study the influence of DNA sequence on 

nucleosome positioning, while also creating a DNA substrate more closely resembling nuclear DNA 

for single-molecule in vitro studies of other proteins.  

To this end, human histones were recombinantly expressed, reconstituted to histone octamers, 

fluorescently labelled and purified. A λ-DNA construct containing nineteen 601 sites (optimised 

sequences for nucleosome assembly (63)) was created and used to assemble fluorescently 

labelled histone octamers into nucleosomes. Successful nucleosome assembly was verified by 

micrococcal nuclease (MNase) digestion. DNA curtain measurements revealed that nucleosomes 

not only enrich on 601 sites but also form more frequently on GC-rich than on AT-rich regions on 

λ-DNA.  

This enables analysing the influence of transcription factors, polymerases and chromatin 

remodelling complexes (CRCs) on this positioning in the future and in return also the influence of 

a more in vivo-like DNA construct on the DNA-binding dynamics of these complexes.   

 

 

 

Author contributions: 

Sigrun Jaklin performed histone expressions. Sigrun Jaklin and Jonas Huber performed histone 

purifications. Jonas Huber fluorescently labelled histone H2B and reconstituted octamers. Jonas 

Huber prepared a λ-DNA construct containing 19 x 601 sites, assembled nucleosomes and 

performed MNase assays and single-molecule measurements.  
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Abstract: 

DNA curtains are an ideal tool to analyse protein-DNA interactions as hundreds of fluorescently 

labelled proteins can be visualised on parallelised DNA simultaneously. However, these studies do 

not accurately represent in vivo conditions as eukaryotic DNA inside the nucleus is not naked but 

forms repetitive structures called nucleosomes, consisting of 146 bp of DNA wrapped around a 

histone octamer. Nucleosomes therefore regulate DNA accessibility and impact the binding 

behaviour of other proteins involved in many nuclear processes like transcription, replication and 

repair. Here a λ-DNA construct containing artificial nucleosome positioning sites was created and 

used to assemble recombinantly expressed and fluorescently labelled histone octamers into 

nucleosomes for DNA curtains measurements. Nucleosomes were thereby not only enriched on 

artificial positioning sites but also preferred GC- over AT-rich regions. This enables the study of 

both the influence of other DNA-binding proteins on this positioning as well as the influence of a 

more in vivo-like DNA substrate on protein-DNA binding dynamics using DNA curtains.   

 

2.1 Introduction  

 

The chromatin structure formed by nucleosomes impacts the DNA-binding positions and dynamics 

of regulatory proteins and, thereby, multiple genomic processes such as transcription, DNA 

replication and DNA damage repair (5, 134, 135, 152, 153, 537, 538). Nucleosomes are formed by 

~146 base pairs (bps) of DNA positioned in a left-handed superhelix around a histone octamer, 

consisting of two copies H2A, H2B forming two dimers and two copies H3 and H4 forming a 

tetramer (10, 45, 46).  

During nucleosome assembly a high amount of bending energy is required to wrap 146 bp of DNA 

in 1.75 turns around a histone octamer, varying with the underlying DNA sequence, and DNA 

sequence therefore influences nucleosome positioning (10, 539–541). Nucleosomes have been 

shown to preferentially form on DNA sequences which display a repetitive reoccurrence of certain 

dinucleotides at roughly every 10 bp both on genomic DNA (60–62) and on artificial 601 sites (63). 

Histones form hydrogen bonds via arginine and lysine side chains as well as main chain amide 

nitrogens with the DNA at roughly every 10 bp when the minor groove is pointing towards the 

nucleosome (10, 50, 542, 543). On the one hand, it has been shown that arginines preferentially 

interact with narrow minor grooves found at AT-rich sequences (76), which could explain the 

periodic reappearance of A/T-containing dinucleotides in 601 sites (63) leading to a higher 

energetic gain from these interactions and could lead to nucleosomes preferentially forming on AT-

rich regions. However, GC-rich sequences are more prone to bend than AT-rich sequences (544–

547) explaining the out-of-phase periodic reappearance of G/C-containing dinucleotides in the 601 

sites at positions where the major groove points towards the histone octamer reducing the energetic 

costs of DNA wrapping (50, 62, 63, 544, 545). This raises the question if apart from optimised 

sequences nucleosomes would preferentially form on AT- or GC-rich regions.   

In vivo, nucleosomes are not randomly arranged on DNA but have a defined spacing. Nucleosomes 

form at roughly every 200 bp in humans (51, 52) and 165 bp in yeast (54, 55) called nucleosome 

repeat length (NRL). It depends on DNA sequence, as for example in yeast AT-rich regions at 

transcription start sites (TSSs) are mostly depleted from nucleosomes as well as most transcription 

factor (TF)-binding sites (54, 66, 548). This means that either DNA occupancy by TFs and 

transcribing polymerases limits nucleosome assembly or causes nucleosome removal or that these 

DNA sequences are by themselves unfavourable for nucleosomes due to for example AT content. 

To answer this question, nucleosome occupancy was studied on purified yeast genomic DNA (56), 

which also displayed less nucleosome occupancy on AT-rich sequences showing for example that 

for five base pair sequences, AAAAA yields the lowest occupancy (56). A high preference for a 
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10 bp periodicity of dinucleotides was observed, displaying that nucleosomes form on specific 

sequences even in the absence of TFs and CRCs (56). However, the nucleosome depletion at 

TSSs was smaller than in vivo, especially at positions of highly expressed genes (56) and another 

study showed the positioning of nucleosomal arrays to mostly not depend on intrinsic DNA 

sequence preferences (549). In recent years, it has been established that CRCs play an important 

role in forming arrays of nucleosomes with a conserved spacing around TSSs (59, 143, 144). 

Additionally to AT-rich sequences, GC-rich sequences can also cause nucleosome depletion (68), 

as in mammals, nucleosomes are depleted from GC-rich CpG islands (51, 58, 67), which are bound 

by different TFs (68–73). This is in contrast to in vitro measurements showing increased enrichment 

on GC-rich compared to AT-rich regions (550) and on simulation data based on the above-

mentioned yeast genomic DNA study also predicting GC-rich DNA to favour nucleosome assembly 

(551). What exactly determines nucleosome positioning therefore remains not completely resolved 

as it depends on many aspects including interactions with TFs (149), action of CRCs (59), intrinsic 

nucleosome DNA sequence preferences (56) and the action of transcribing polymerases (552).   

Different histone variants exist that influence genome accessibility and recruitment of regulatory 

factors and therefore regulate DNA repair (122), transcription (296) and replication (553). H2A.Z, 

one of the most common histone H2A variants, plays a role in many nuclear processes (554, 555), 

including the regulation of transcription (127, 128, 134, 296, 556–559) and DNA accessibility at 

DNA damage sites (126, 142, 560). H2A/H2B to H2A.Z/H2B dimer exchange frequently occurs 

around double-strand breaks (DSBs) increasing chromatin accessibility, and the absence of H2A.Z 

inhibits binding of the repair protein Ku70/80, functioning in non-homologous end joining (126). 

Additionally, H2A.Z removal is then required for the loading of additional repair proteins (142). 

H2A.Z seems to play an important role in transcriptional regulation as it is commonly found around 

promoters (561) and enhancers (127) leading to increased binding of TFs and RNA polymerase 

(127, 128) and acetylated H2A.Z is commonly found around active genes (296). Positioning of an 

H2A.Z containing dimer at the (+1) nucleosome (first nucleosome within the gene body), at which 

the polymerase more frequently pauses than at other nucleosomes within the gene, might lead to 

increased gene expression and reduced pausing as it is more easily removed from the octamer by 

the polymerase (134, 554, 559). The yeast CRC SWR1 facilitates H2A/H2B to H2A.Z/H2B 

exchange reactions, by inducing a conformational change in which the DNA is partly unbound from 

the nucleosome weakening H2A/H2B dimer interactions with the DNA (119, 120). A similar 

mechanism for the opposite exchange reaction, weakening H2A.Z/H2B dimer contacts with DNA 

by pushing DNA towards the nucleosome is observed for the CRC INO80 (562), however, INO80’s 

exact roles in H2A.Z positioning in vivo are still under debate (563–567). H2A.Z removal within 

gene regions is caused by transcribing RNA polymerases (568), raising the question if this includes 

a direct nucleosome disassembly by the force of the motor or requires the recruitment of additional 

cofactors.  

Here, we reconstituted both H2A as well as H2A.Z containing histone octamers and fluorescently 

labelled them via an H2B cysteine mutant with two different dyes, enabling us to study histone 

dimer exchange or eviction reactions by different CRCs or polymerases in the future. We 

assembled fluorescently labelled nucleosomes on modified λ-DNA containing 19 x 601 sites and 

performed single-molecule measurements on this λ-DNA construct. This showed that nucleosomes 

formed preferentially on 601 sites while also being more depleted from AT-rich compared to 

GC-rich regions. This will allow us to study the influence of CRCs like INO80, TFs like CTCF and 

transcribing polymerases like T7 polymerase on the positioning of assembled nucleosomes in the 

future as well as the impact of changed DNA accessibility caused by nucleosome occupancy on 

the DNA-binding positions of these complexes.  
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2.2 Material and methods 

 

Expression and purification of human histones  

Histones were purified according to a previously established protocol (550). Homo sapiens (hs) 

histone sequences (generously provided by the group of K.P. Hopfner) for H2B, H2A, H2A.Z, H3 

and H4 were inserted into pet21a vectors and cloned into E. coli Rosetta (DE3) RIL cells or E. coli 

Rosetta (DE3) pLySS for H4. A threonine119-cysteine (T119-C) mutant of hsH2B was generated. 

E. coli Rosetta (DE3) RIL cells were grown to an optical density (OD) of 0.6 – 0.8 before the 

expression was induced for 4 h at 37 °C using 0.4 mM IPTG. Cells were centrifugated for 10 min 

at 3000 rpm and RT. The pellet was solved in 20 ml resuspension buffer (50 mM Tris-HCl, 10 % 

sucrose and 1 mM benzamidine), frozen in liquid N2 and stored at -80 °C. After thawing, the volume 

was adjusted to 45 ml, and cells were sonicated for 2 x 45 sec with 40 % output and 40 % duty 

cycle. After centrifugation at 16 krpm for 20 min at 4 °C pellets were resuspended in TE-100 buffer 

(50 mM Tris pH 7.5, 100 mM NaCl, 1 mM EDTA, 5 mM β-mercaptoethanol (β-ME), 1 mM 

benzamidine) with 1 % Triton. The step was repeated two times in TE-100 buffer without Triton. 

After final centrifugation, the supernatant was discarded, and pellets were frozen in liquid N2 and 

stored at -80 °C.  

For purification, cells were resuspended in 6.5 ml unfolding buffer (20 mM Tris, 7 M guanidine 

hydrochloride, 10 mM DTT) and shaken for 1 h at RT. After 20 min centrifugation at 16 krpm, pellets 

were rinsed with 2.5 ml unfolding buffer, centrifugation was repeated, and supernatants were 

combined. Cells were dialysed using 6-8 kilodalton (kDa) molecular-weight cut off (MWCO) tubings 

for 2-3 at room temperature (RT) in 0.5 L urea buffer (10 mM Tris pH 8.0, 7 M urea, 1 mM EDTA 

pH 8.0, 5 mM β-ME, 100 mM NaCl, deionised by 25 g/L AG 501-X8 resin) followed by dialysis at 

4 °C o/n in 1 L urea buffer. For ion-exchange chromatography, 2 x 1 ml Capto Q followed by 2 x 1 

ml Capto S ion exchange columns were set up. Columns were equilibrated in a ratio of 90 %/10 % 

histone buffer 0 (10 mM Tris, 7 M Urea, 1 mM DTT, 1 mM EDTA) / histone buffer 1000 (histone 

buffer 0 + 1 M NaCl) for H2A, H2A.Z and H2B T119-C and 80 %/20 % histone buffer 0/histone 

buffer 1000 for H3 and H4 purifications. Protein samples were applied at a flow rate of 0.5 ml/min 

following a 20 ml wash step in the same buffer ratios as for equilibration. During the last 5 ml of the 

wash step, the Capto Q column was removed. Histones H2A, H2A.Z, and H2B T119-C were eluted 

in a 45 ml gradient from 10 % to 55 % histone buffer 1000 followed by 6 ml and 15 ml final elutions 

at 55 % and 100 % histone buffer 1000 respectively. Histone H3 and H4 were eluted by a 40 ml 

gradient from 20 % to 60 % histone buffer 1000, followed by 6 ml and 15 ml final elutions at 60 % 

and 100 % histone buffer 1000. Fractions were analysed using SDS-PAGE, and peak fractions 

were pooled. Histones were dialysed 4 x against Tris dialysis buffer (10 mM Tris pH 8.0), 2 x with 

5 mM β-ME and 2 x without β-ME over 48 h in total using 6-8 kDa MWCO tubings. Samples were 

frozen in liquid N2 and lyophilised over 48 h before storage at -20 °C.  

Histone octamer reconstitution 

Octamers were reconstituted similarly to a previously established protocol (550). Purified and 

lyophilised histones were dissolved in unfolding buffer (20 mM Tris–HCl pH 7.5, 7 M Guanidinium-

HCl, and 10 mM DTT) with gentle mixing for 2-3 h at RT. Histones were mixed in approximately 

equimolar ratios (10–15% molar excess of H2A or H2A.Z and H2B relative to H3 and H4), and the 

concentration was adjusted to 1 mg/ml. For H4, instead of purified H4, commercial H4 (The histone 

source #HH4) was used. The mixture was then dialysed against refolding buffer (10 mM Tris–HCl 

(pH 8.0), 2 M NaCl, 1 mM EDTA) using 3.5 kDa MWCO dialysis tubing. The first step (5 h) was 

carried out using 5 mM β-ME as a reducing agent. For steps 2-4 (8 h or o/n), 5 mM tris(2-

carboxyethyl)phosphine (TCEP) was used as a reducing agent. The last dialysis step was carried 

out for 1 h with 0.2 mM TCEP as a reducing agent. Aggregates were then removed by centrifugation 

at 4 °C and 3900 rpm for 10 min. Octamers were concentrated to 600 µl by centrifugation at 4 °C 
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and 3900 rpm using 10 kDa MWCO amicons. A 10x molar excess of Alexa Fluor 568 – maleimide 

(Thermo Fisher Scientific A20341) or AF647 maleimide (Jena BioScience APC-009-1) over 

H2B-T119C was added drop by drop, and octamers were labelled at 4 °C o/n. Aggregates were 

removed by a 10 min centrifugation step at 10 krpm and 4 °C before separating histone octamers 

from remaining aggregates, tetramers, dimers and free dye on a Superdex 200 size exclusion 

column. Fractions were analysed on an SDS gel, the octamer peak was pooled, aliquoted and 

stored at -20°C after the addition of 50 % glycerol.  

Generation of 19 x 601 λ-DNA 

Wild‐type λ‐DNA was purchased from NEB. For generation of 19 x 601 λ‐DNA, a cassette 

containing a total of nineteen 147 bp 601 sites separated by 53 bp spacer sequences was cloned 

into the λ‐DNA NgoMIV/XbaI site. The ligation product was then packaged, amplified, and 

functionalised with biotin and digoxigenin according to a previous protocol (229). Instead of size-

exclusion chromatography polyethylene glycol (PEG) precipitation was used for subsequent 

purification to generate higher concentrations of λ‐DNA used for nucleosome assembly. To this 

end, 100 µl of freshly dissolved 30 % PEG-8000 solution was added to 600 µl of the ligation 

reaction. After addition of 9 µl 1 M MgCl2 solution and o/n incubation at 4 °C, the DNA was 

centrifugated at 14000 g and 4 °C for 5 min. The supernatant was carefully removed, the position 

of the DNA pellet was labelled, and the pellet was washed two times with 1 ml 70 % 4 °C cold 

ethanol solution by centrifugation at 14000 g and 4 °C for 1 min. The supernatant was carefully 

removed, and the DNA was air-dried at room temperature for 30 – 60 min. Afterwards λ-DNA was 

resolved in 100 µl TE 150 buffer.  

Nucleosome assembly 

For nucleosome assembly, different ratios of labelled histone octamers (60 : 1 / 150 : 1 / 300 : 1 / 

500 : 1 molar excess) and 730 pM 19 x 601 λ-DNA were mixed in TE buffer containing 2 M NaCl 

and 5 mM β-ME in a volume of 30 µl in custom build dialysis tubings with a 3.5 kDa MWCO.  Salt 

concentration of 300 ml TE 2000 buffer + 5 mM β-ME was reduced during dialysis by adding 2.7 L 

of TE 50 buffer + 5 mM β-ME at a speed of 3 ml/min using a peristaltic pump. Assembled 

nucleosomes were stored for up to 1 week at 4 °C before performing DNA curtains or MNase 

measurements.  

MNase assay 

For MNase assays, nucleosome assemblies were diluted to 60 µl using TE 150 buffer + 5 mM 

β-ME. Then 7 µl of MNase Master Mix was added (93.5 µl NEB Cut-Smart, 5 µl 1 M CaCl2 and 

1.5 µl NEB MNase #M0247S). NEB λ-DNA was used as a negative control. Samples were 

incubated at 37 °C for 15 min. After the addition of 67 µl MNase stop buffer (20 mM Tris pH 8.0, 50 

mM ethylene glycol-bis(β-aminoethyl ether)-N,N,N′,N′-tetraacetic acid (EGTA), 50 mM EDTA, 1 % 

SDS) and 3 µl proteinase K (NEB #P8107S) samples were incubated at 50 °C for 1 h. DNAs were 

purified using a modified protocol of the NEB PCR purification kit (#T1030), adding 6 volumes of 

ethanol and 2 volumes of NEB DNA cleanup binding buffer to 100 µl of the sample. To 10 µl of 

eluted sample, 4 µl of 40 % glycerol was added, and samples were analysed on a 1.2 % agarose 

gel.  

Nucleosome measurements on DNA curtains  

DNA curtain experiments were carried out as described previously (229). Here, 3 µl of nucleosomes 

assembled on 19 x 601 λ-DNA were diluted to 1 ml in measurement buffer (BSA buffer containing 

150 mM NaCl and 1 mM DTT) and added in four 5 min incubation steps to the flow cell. For 

measurements, an oxygen scavenger system containing glucose‐oxidase (Carl Roth), catalase 

(Sigma Aldrich), and 0.8 % glucose was added as well as 200 nM YOYO-1 (Fisher Scientific 

#10594233) for DNA visualisation. For nucleosome measurements, videos were recorded with 

150 mW (1.05 µW/µm2) 561 nm laser with 100 ms illumination time and 180 ms frame delay.  
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Enrichment was determined by selecting particles that moved with the DNA upon applied buffer 

flow using single-tethered (ST) DNA and by creating normalised position data histograms 

containing 40 bins dividing them into three regions (601 sites, GC-rich and AT-rich) and calculating 

the enrichment compared to the other two regions. Significance was determined with a two-tailed 

t-test.  

 

2.3 Results  

 

Reconstitution of fluorescently labelled H2A and H2A.Z containing histone octamers 

In order to study nucleosomes on DNA curtains, human histones were purified using tandem ion 

exchange chromatography (Figure 1A-E), according to a previously established protocol (550). 

SDS gels of purified histones are displayed in Figure 1F. H2A eluted between roughly 150 mM and 

330 mM NaCl (A10-D9) and yielded about 32 mg protein. H2B-T119C eluted between 165 and 345 

mM NaCl (B1-D12) and also yielded about 32 mg protein. H3 eluted between 240 and 380 mM 

NaCl (A9-C11) and yielded 10 mg protein. H4 eluted between 400 mM and 450 mM NaCl (D4-

D12), giving a comparatively low yield of roughly 0.4 mg. For octamer reconstitution, commercially 

available H4 was therefore used. H2A.Z eluted between 290 mM and 330 mM NaCl (D1-D9) and 

gave a yield of about 4 mg protein.  
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Figure 1: Ion exchange chromatography of human histones. Human histones were purified via 

tandem ion exchange chromatography, passing a Capto Q column in front of a Capto S column. 

The Capto Q column was removed before salt gradient elution. A) H2A (14.1 kDa) ion exchange 

chromatography fractions showing UV280-absorption in blue (left axis), fractions as red bars, and 

elution buffer concentration in green (right axis). B) Same as A) but for H2B-T119C (13.9 kDa). C) 

Same as A) but for H3 (15.4 kDa). D) Same as A) but for H4 (11.4 kDa). E) Same as A) but for 

H2A.Z (13.6 kDa). F) Representative SDS-gel lanes for purifications of different histones (molecular 

weights of marker bands displayed by black bars).  

Octamer reconstitution was performed using histones H3, H4 and 10-15 % molar excess of H2B 

T119-C and either H2A or H2A.Z, minimising H3-H4 tetramer contaminations in the octamer peak 

during size exclusion chromatography (550). To be able to study the differences between H2A and 

H2A.Z octamers and visualise histone exchange reactions the cysteine in H2B was labelled with 

different dyes after octamer assembly (Figure 2). H2A containing octamers were labelled with 

Alexa Fluor 568 maleimide, which can be visualised by a 561 nm laser and H2A.Z with AF647 

maleimide, which can be visualised by a 640 nm laser on the DNA curtains setup. Size exclusion 

chromatography (Figure 2A,B) of reconstituted octamers displayed 4 peaks. The first peak 

contains aggregated histones, followed by an octamer peak, a dimer peak and a broad peak with 

two shoulders containing monomers and free dye. Labelling efficiency was 95.5 ± 8.5 % for Alexa 

Fluor 568-labelled and 67.5 ± 10.4 % for AF647 maleimide labelled H2B-T119C. SDS-PAGE 

(Figure 2C) confirmed the presence of all 4 histones in the purified histone octamers.  

 

Figure 2: Purification, labelling and MNase tests of human histone octamers. A) Size exclusion 

chromatography of H2A containing octamers (UV 280nm in green) labelled with H2B T119-C Alexa 

Fluor 568 (UV 578 nm in cyan). B) same as A) for H2A.Z containing octamers (UV 280 nm in green) 

labelled with AF647 maleimide (UV 648 nm in purple). C) SDS-PAGE of reconstituted and labelled 

histone octamers left: Alexa Fluor 568 labelled H2A containing octamers; right: AF647 labelled 

H2A.Z containing octamers. (molecular weights of marker bands displayed by black bars). 

 D) Different H2A-octamer to 19 x 601 λ-DNA ratios (60:1 to 500:1) were tested for nucleosome 

assembly by MNase assay. As control (con.) λ-DNA without octamers was used. In one case (2x), 
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λ-DNA and octamere concentration were doubled (DNA ladder: Thermo Scientific O’GeneRuler 1 

kb). 1N, 2N and 3N labels describe the size of DNA being protected from digestion by a single, two 

or three nucleosomes, respectively.  

Nucleosomes are enriched on 601 sites and GC-rich regions on λ-DNA 

The next step was to assemble nucleosomes on λ-DNA used for DNA curtain measurements. To 

achieve this, a DNA fragment containing nineteen 601 sites was cloned into λ-DNA, which was 

then multiplied by lytic growth and purified by PEG-precipitation and phenol-chloroform extraction. 

Octamers were mixed with DNA at high salt, and nucleosomes were assembled using salt gradient 

dialysis. Assembly was verified by MNase digestion, followed by proteinase K treatment. Different 

molar ratios between 60:1 and 500:1 nucleosome:DNA were used  (Figure 2D). As a control (con.), 

salt gradient dialysis was performed without histone octamers. A ratio of 60:1 (roughly 3:1 molar 

octamer:601 site ratio) displayed a characteristic band at 147 bp, which is the size of DNA being 

protected from MNase digestion by a single nucleosome (1N). A ratio between 150:1 and 500:1 

(between 8:1 and 26:1 octamer:601 site ratio) displayed additional weaker bands at 294 bp and 

441 bp, corresponding to two (2N) or three (3N) nucleosomes next to each other on DNA. Since 

ratios above 150:1 sometimes led to aggregation, for DNA curtain measurements, a 60:1 or 150:1 

ratio was most frequently used.   

 

Figure 3: Nucleosomes enrich on 601 sites and are depleted from AT-rich regions on DNA curtains. 

A) Schematic representation of a flow cell. Buffer-, DNA- and protein-solutions can be applied to 

the flow cells by attached inlet- and outlet-tubings. The flow cells contain multiple 

chromium-nanostructures forming diffusion barriers for λ-DNA. λ-DNA containing 19 x 601 sites is 

end-labelled with biotin (yellow diamond) bound to a lipid bilayer via biotin-streptavidin (blue star) 

interaction and transiently stretched by buffer flow. TIRF-image of the DNA curtains displaying most 

nucleosomes (cyan) are assembled on the 19 x 601 sites on λ-DNA (green), less on GC-rich 



51 
 

regions and fewest on AT-rich regions. B) Histogram of nucleosome assembly positions along the 

DNA (N = 575). GC-ratio is plotted on the right axis. The start and end of the 19 x 601 sites inserted 

into λ-DNA are marked by a blue square. Most nucleosomes are assembled on the 19 x 601 sites, 

fewer on GC-rich regions and only few on AT-rich regions. C) log2 enrichment of nucleosome 

assembly on the 601 sites compared to on GC-rich λ-DNA regions (> 50 % GC excluding 601 sites) 

and on AT-rich λ-DNA regions. Nucleosomes are significantly more enriched on 601 sites 

compared to GC-rich regions (p = 0.0001) and AT-rich regions (p = 0.0005) and more depleted 

from AT-rich compared to GC-rich regions (p = 0.008). 

For DNA-curtain measurements, nucleosomes are assembled on λ-DNA end-labelled with biotin 

and containing 19 x 601 sites. The biotinylated end is attached via streptavidin to biotinylated lipids 

and stretched by buffer flow (Figure 3A). A representative image of DNA curtains (Figure 3A) 

displays that most nucleosomes are assembled on the 19 x 601 sites on λ-DNA, fewer on the GC-

rich regions at the upper end of the DNA, and almost none on the lower AT-rich end. Nucleosome 

positions were further analysed in a histogram (Figure 3B), again showing enrichment on the 19 x 

601 sites. Enrichment was quantified by splitting the DNA into three regions (601 sites/GC-rich/AT-

rich) and comparing the enrichment of each to the other two regions. This shows (Figure 3C) that 

nucleosomes show a significantly higher occupancy on 601 sites than on other sites on DNA 

(roughly 4-fold enrichment), that they display around average occupancy on GC-rich regions and 

that they are significantly depleted from AT-rich regions (Figure 3C).  

 

2.4 Discussion 

 

Here we successfully created a λ-DNA construct containing fluorescently labelled nucleosomes, 

which will allow us to study the influence of nucleosome occupancy on transcribing polymerases, 

genome architecture proteins and CRCs in the feature. Nucleosome assembly was verified using 

MNase assays showing the assembly of mono- di and trinucleosomes on λ-DNA (Figure 2D). 

For DNA curtain measurements as expected a clear enrichment of nucleosomes was detected on 

the 19 x 601 site, showing that the observed binding events are indeed assembled nucleosomes 

and not unspecifically bound histones (Figure 3B,C). This could for example be used to study the 

T7 transcription system developed in Chapter II 1. to test if nucleosomes on their own directly 

cause RNA polymerase pausing. In vivo, insertion of a 601 site at the position of the +1 nucleosome 

causes increased polymerase pausing and reduced RNA production, which might be caused by 

the tight nucleosome binding to the 601 site but also depended on additional pause factors (391). 

In contrast to the 601 sites, we observed almost no nucleosome assembly on the AT-rich segments 

of our λ-DNA. This is caused by the stiffness of AT-rich regions disfavouring DNA-bending 

preventing wrapping of DNA around the histone octamer (545), which seems to outweigh 

favourable energetic interactions of arginine side-chains with narrower minor grooves at AT-rich 

regions (76). Lower occupancy at AT-rich DNA segments is in good agreement with a previous 

study on nucleosome assembly on DNA curtains (550) and a result showing that AT-rich segments 

weaken histone-DNA contacts allowing the binding of other proteins to DNA (64). This can explain 

the decreased assembly of nucleosomes to AT-rich promoter sequences observed in vivo (54, 56, 

66) and on purified genomic DNA (56) even so in vivo additional factors like the spacing of 

nucleosomes around TSSs by CRCs (59), polymerases maintaining nucleosome-free regions 

(NFRs) by promoter-proximal pausing (390) and TFs involved in creating a more open nucleosome 

structure (149, 569, 570) play a role in generating NFRs around TSSs.  

In comparison to the depleted AT-rich regions, GC-rich regions favour nucleosome assembly (51, 

551), in good agreement with our data showing more nucleosome assembly at GC-rich than AT-rich 



52 
 

segments. In contrast, in vivo CpG islands display decreased nucleosome occupancy (51, 67) 

depending on GC content (58). CpG islands are frequently non-methylated (571) and could 

therefore cause increased TF binding (68, 69, 72, 572), which could inhibit nucleosome formation 

(68). Alternatively, as our GC-rich λ-DNA segments contain an average of 56 % GC content 

nucleosome enrichment might be observed up to a certain GC richness and disfavoured at even 

higher GC contents as for example observed for the +1 nucleosome at mice promoters in vivo with 

an optimal GC content for nucleosome assembly of 58 % (58).  

Most TF-binding sites are positioned at genomic regions of low nucleosome occupancy (573, 574) 

and most TFs display decreased binding to nucleosome-containing DNA (428) and therefore some 

TFs require nucleosome remodelling to bind their target sequence (575–577). However, there are 

also some TFs which bind to histones or to specific DNA sequences within nucleosomes (570, 578) 

and increase DNA accessibility of previously condensed chromatin (570). Those pioneer 

transcription factors initially open up chromatin for example by reducing contacts between 

nucleosomes or weakening histone-DNA contacts of individual nucleosomes (149, 569). However, 

in some cases, pioneer transcription factors require the action of additional CRCs or histone 

chaperones for further increasing DNA accessibility and efficient gene expression (149, 150, 579). 

This makes nucleosome-containing DNA curtains an interesting tool to study different binding 

positions of TFs depending on DNA sequence, nucleosome occupancy and the TFs ability to bind 

DNA within nucleosomes as well as the remodelling activities of these pioneer transcription factors.  

In summary, we show that in vitro nucleosomes are preferentially assembled on 601 sites and also 

to a lesser extent on GC-rich regions while being mostly excluded from AT-rich regions, allowing 

us to study the influence of other proteins on this positioning. This could include T7 polymerases, 

to analyse if they can push nucleosomes along the DNA, similar to what we observed for T7 

polymerases pushing CTCF and CTCF-SA complexes off CBSs (229). It could also include CTCF 

to analyse if nucleosomes interfere with the observed enrichment on the GC-rich CBSs (229) and 

in return to see if a TF like CTCF influences nucleosome positioning. CBSs in vivo are surrounded 

by nucleosomes with a conserved spacing similar to TSSs (580), raising the question if this is 

established by CTCF directly or by other interacting factors. It could also include remodelling 

pioneer transcription factors or CRCs to analyse how they perform their target-site search for 

nucleosome-bound DNA positions and to study the kinetics of dimer exchange reactions and 

nucleosome repositioning (119, 120, 140, 149, 570).  
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II 3. A conserved ATP- and Scc2/4-dependent activity for cohesin in tethering 

DNA molecules 
Pilar Gutierrez-Escribano, Matthew D. Newton, Aida Llauró, Jonas Huber, Loredana Tanasie, 

Joseph Davy, Isabel Aly, Ricardo Aramayo, Alex Montoya, Holger Kramer, Johannes Stigler, David 

S. Rueda, Luis Aragon (230) 

Summary: 

The ring-shaped cohesin complex functions in sister chromatid cohesion preventing early 

separation of sister chromatids during cell division. It is also required for the formation of 

topologically associating domains, regulating gene expression and DNA compaction, presumably 

by capturing a DNA loop inside its ring and enlarging it in a process called loop extrusion. Here we 

analysed cohesin’s cis- and trans-DNA bridging and loop-extrusion capability in vitro and their 

dependence on cohesin’s ATPase activity and the cohesin loader by using two single-molecule 

assays DNA curtains and optical tweezers.  

Cohesin’s ATPase activity depended on the simultaneous presence of the cohesin loader and DNA, 

however, ATPase activity was not required to topologically entrap (capture DNA inside its ring) 

plasmid DNA. DNA curtain measurements allow simultaneous visualisation of fluorescently labelled 

proteins on parallelly stretched λ-DNA molecules, displaying that cohesin preferentially bound 

AT-rich DNA sequences and diffused in a salt-dependent but nucleotide-independent manner. 

Lifetimes displayed a double-exponential decay suggesting two different conformational states of 

DNA-bound cohesin. Cohesin was able to contract two parallel DNAs, possibly by their entrapment 

inside its ring, as tethering persisted after washing of non-topologically bound cohesin.   

Bridging and tethering behaviour was further analysed using optical tweezer measurements, which 

are used to apply a force on a DNA molecule tethered between two beads. Force-extension curves 

of λ-DNA displayed a sawtooth pattern showing rupture events of the DNA compacted by cohesin, 

which was forming intramolecular DNA bridges in the presence of loader and ATP. Bridges at low 

salt most often did not withstand extension-relaxation cycles and hence compaction is likely caused 

by protein-protein interactions instead of ring entrapment. In contrast at high salt, permanent 

entrapment of two DNA segments took place, resisting multiple DNA extensions at high force. 

Cohesin was able to capture spatially close-by DNA segments on relaxed DNA simultaneously but 

was unable to capture a second DNA on relaxed DNA after it had previously been bound to 

stretched DNA. Cohesin was also unable to compact DNA against an opposing force, suggesting 

that intramolecular bridges are not formed by motor activity (loop extrusion). However, it can 

compact single-tethered DNA at low flow rates (low hydrodynamic force) on DNA curtains, most 

likely a consequence of either loop extrusion or bridging DNA by protein-protein interactions. 

Performing an assay with two parallel DNAs between four beads displayed that ATPase active 

cohesin forms bridges in trans, which can move along the DNAs and resist high forces.  

This study therefore sheds light on both cellular roles of cohesin. ATPase active cohesin was able 

to bridge two DNA segments in cis by capturing them simultaneously. As cohesin did not slide off 

during repeated measurement cycles it captured DNA segments in two different ring compartments 

or by two interacting cohesin molecules, two potential mechanisms behind TAD formation. It was 

able to form bridges between two DNA molecules resisting high forces, displaying how cohesin can 

stably entrap sister chromatids during cell division.  

Author contribution:  

Together with Loredana Tanasie, I performed and analysed ATPase assays of the cohesin tetramer 

in the presence/absence of DNA and the cohesin loader Scc2/4.  I supported Johannes Stigler in 

measuring cohesin diffusion coefficients on DNA curtains. Together with Loredana Tanasie, I 

prepared and performed measurements on flipped λ-DNA validating AT-rich binding of cohesin. I 

was involved in discussions about the data and wrote the ATPase assay method section.  
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II 4. Single-molecule imaging reveals a direct role of CTCF’s zinc fingers in SA 

interaction and cluster-dependent RNA recruitment  
Jonas Huber, Nicoleta-Loredana Tanasie, Sarah Zernia, Johannes Stigler (229) 

Summary: 

CTCF plays a fundamental role in genome architecture by acting as an anchor point for loop 

extruding cohesin at boundaries of topologically associating domains (TADs) (12, 18, 19). These 

domains control 3D genomic interactions between transcription regulatory domains, with 

interactions occurring more frequently within TADs than with neighbouring regions (16, 354). TAD 

boundary formation depends on a biochemical interaction of cohesin’s RAD21 and SA subunits 

with CTCF’s N-terminus (212, 213) and in some cases additionally requires CTCF clustering and 

RNA binding (168, 226, 253). However, an interaction between CTCF’s C-terminus and SA has 

also been observed (217) and it has been shown that CTCF colocalised with SA in vivo 

independently of other cohesin subunits (216). The exact mechanism of CTCF-cohesin interaction 

and TAD boundary formation at CTCF-binding sites (CBSs), therefore, remains elusive.  

Single-molecule fluorescence microscopy with parallelised λ-DNA strands containing multiple 

CBSs (DNA curtains) revealed that CTCF is enriched on CBSs by a higher lifetime and slower 

diffusion on CBSs compared to unspecific DNA. CTCF’s lifetime was not influenced by the 

cooperativity of CTCFs on multiple close-by CBSs. Truncation mutants showed that enrichment 

depends on both the inner and outer zinc fingers (ZFs) but not on CTCF’s termini. Cohesin’s SA 

subunit was enriched on AT-rich regions by faster diffusion and a lower lifetime on GC-rich regions. 

If preincubated with CTCF, SA was localised at CBSs by a direct CTCF ZF-mediated interaction, 

increasing SA’s lifetime and salt stability on DNA curtains. This suggests a recruitment mechanism 

of cohesin to TAD boundaries via its SA subunit since SA can diffuse on DNA until it is stabilised 

at positions of CBS-bound CTCF.  

DNA-bound CTCF was able to additionally bind RNA, which stabilised CTCF even on unspecific 

sites. Photobleaching experiments revealed that this capture depends on CTCF oligomerisation. 

CTCF oligomers could therefore play a role in recruiting additional RNA-binding proteins like 

cohesin’s SA subunit to CBSs, since SA was enriched on RNA structures on DNA curtains and 

evicted from curtains DNA by flushing in RNA, therefore having a higher affinity for RNA than DNA.  

Finally, this study displayed that CTCF and CTCF-SA complexes are pushed off CBSs by 

transcribing T7 polymerases. Pushing CTCF only mildly influenced transcription speeds but led to 

an increased number of polymerase pauses and snapbacks, possibly via bridging of multiple 

DNAs/RNAs by CTCF. This shows that CTCF can directly influence transcription and also that 

transcriptional processes can relocate CTCF boundaries and thereby impact TAD formation.  

We propose a mechanism for TAD boundary formation in which CTCF can stabilise SA on CBSs 

by the observed direct interaction with CTCF’s ZF or possibly also indirectly via SA binding the 

RNA captured by CTCF oligomers. SA could then recruit additional cohesin subunits and CTCF’s 

long lifetime on CBSs facilitates the stable anchoring of cohesin at TAD boundaries. 

Author contribution:  

I purified CTCF and SA variants and fluorescently labelled them. I performed CTCF and SA DNA 

curtains measurements and analysed enrichment data. I analysed the DNA curtains' lifetime data 

together with Johannes Stigler and supported Loredana Tanasie and Johannes Stigler in analysing 

diffusion data. Loredana Tanasie and I performed single-molecule T7 polymerase measurements. 

I analysed single-molecule transcription experiments and performed bulk transcription 

experiments. I performed RNA capture measurements and analysed photobleaching and 

enrichment data of CTCF-RNA clusters. Together with all other authors, I wrote the paper.   
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Appendix - switchSENSE® measurements of CTCF target specificity  

In this appendix, I will present experiments carried out at the switch sense switchSENSE® 

instrument from Dynamic Biosensors GmbH with support from Veronika Bobinger (Dynamic 

Biosensors GmbH) and Dr. Günther Woehlke (TUM). SwitchSENSE® measurements can provide 

accurate binding affinities and kinetics of DNA-binding proteins to different oligonucleotide 

substrates. With this approach, I verified the site-specific binding of recombinantly purified CTCF 

to the designed CTCF consensus motif, which set the basis for single-molecule experiments in the 

DNA curtains set-up (Chapter II 4.). 

Material and methods 

To perform switchSENSE® measurements, DNA strands (see below) containing a sequence motif 

(core motif: blue, upstream motif: green) as well as a single-stranded DNA (ssDNA) overhang 

(underlined) were mixed to a concentration of 5 µM and heated up to 95 °C, before slowly cooling 

down to RT at 1 °C per min in TE50 buffer (50 mM NaCl, 10 mM Tris pH 7.5, 1 mM EDTA). 

Afterwards, 250 nM double-stranded DNA (dsDNA) was hybridised to 200 nM fluorescently labelled 

Ra1 or Ra2 DNA nanolever from Dynamic Biosensors GmbH (AS-1-Ra, AS-2-Ra) (Figure 7A) via 

the ssDNA overhang by incubation at 25 °C for 1 h in the dark. 

Control DNA:  

5'-GGT AGC GAG TGA GAC TAC TAC ATC GCT TCA GGA TCG ACA AGA TCT GTA CAC ACA 

GAC CGA GTA G-3' 

5'- CTA CTC GGT CTG TGT GTA CAG ATC TTG TCG ATC CTG AAG CGA TGT AGT AGT CTC 

ACT CGC TAC CAT CAG TAC TTG TCA ACA CGA GCA GCC CGT ATA TTC TCC TAC AGC 

ACT A -3’ 

CTCF site:  

5'-CGA TCG GTG ATG ACG ATA GGC TTT TTG GTG CCC TCT GCT GGC CAG TTT TGG AAC 

TGC AGT TTA G-3' 

5’-CTA AAC TGC AGT TCC AAA ACT GGC CAG CAG AGG GCA CCA AAA AGC CTA TCG TCA 

TCA CCG ATC GAT CAG TAC TTG TCA ACA CGA GCA GCC CGT ATA TTC TCC TAC AGC 

ACT A -3’ 

Core motif:  

5'-CGA TCG GTG ATG ACG ATA GGC TTT TTG GTG CCC TCT GCT GGC CCT GTA CAC ACA 

GAC CGT TTA G-3' 

5'-CTA AAC GGT CTG TGT GTA CAG GGC CAG CAG AGG GCA CCA AAA AGC CTA TCG TCA 

TCA CCG ATC GAT CAG TAC TTG TCA ACA CGA GCA GCC CGT ATA TTC TCC TAC AGC 

ACT A-3' 

Upstream motif:  

5'-CGA TCG GTG ATG ACG ATA GGC TTC GCT TCA GGA TCG ACA AGA TAG TTT TGG AAC 

TGC AGT TTA G-3’ 

5'-CTA AAC TGC AGT TCC AAA ACT ATC TTG TCG ATC CTG AAG CGA AGC CTA TCG TCA 

TCA CCG ATC GAT CAG TAC TTG TCA ACA CGA GCA GCC CGT ATA TTC TCC TAC AGC 

ACT A-3' 

One Ra1- and one Ra2-annealed oligo were mixed to a final DNA concentration of 100 nM each. 

The switchSENSE® gold chip (ADP-48-2-0) contains two measurement chambers with 

complementary ssDNAs 1/2 for Ra1 or Ra2, respectively, enabling two simultaneous 
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measurements. Before each switchSENSE® experiment, a Chip-test was carried out to ensure the 

proper functioning of the gold surface. The gold surface was then functionalised by hybridisation of 

Ra1 and Ra2 DNA to short ssDNAs. Measurement chambers were treated with passivation solution 

(Dynamic Biosensors GmbH SOL-PAS-1-5) and then equilibrated with CTCF measurement buffer 

(25 mM Hepes pH 7.8, 225/300 mM NaCl, 5 % glycerol, 0.05 % Tween-20, 100 µM ZnCl2, 1 mM 

MgCl2, 1 mg/ml BSA). For 2 minutes, 100 nM CTCF wild-type (WT) or ΔRBR was incubated in 

CTCF measurement buffer in the measurement chamber. Next, CTCF dissociation was monitored 

for 10 minutes by incubation using CTCF measurement buffer without protein. Due to CTCF surface 

sticking, the measurement chambers were treated with 6 M guanidinium chloride after each 

measurement and a new round of measurements was started with a new functionalisation with Ra1 

or Ra2 DNA nanolevers.  

Binding and unbinding curves were fitted with exponential curves to determine kon (app) and koff 

and finally kon (equation (2)) with protein concentration c(prot). WT unbinding from the sequence 

motifs was fitted with a double exponential fit to correct for a buffer jump. KD was determined from 

koff and kon (equation (3)).  

𝑘𝑜𝑛 ⁡= ⁡
⁡𝑘𝑜𝑛(𝑎𝑝𝑝)−⁡𝑘𝑜𝑓𝑓

𝑐(𝑝𝑟𝑜𝑡)
 (2) 

𝐾𝐷 ⁡= ⁡
𝑘𝑜𝑓𝑓

𝑘𝑜𝑛
⁡ (3) 

Results and discussion 

In order to test both the functionality of my CBS designed from the CTCF consensus motif (204) 

and of my purified and fluorescently labelled CTCF WT and CTCF ΔRBR constructs, I performed 

affinity measurements on a helix switchSENSE® setup from Dynamic Biosensors GmbH. Thereby 

the respective CTCF construct is flushed into a flow chamber (Figure 7A,B) - previously 

functionalised with fluorescently labelled DNA - and binding kinetics can be observed due to 

quenching of the fluorophore by CTCF association. After an equilibrium is reached, unbinding is 

recorded by flushing in the measurement buffer without protein. Due to problems with CTCF 

sticking to the gold surface at low salt concentrations, relatively high salt concentrations were 

chosen for WT (300 mM NaCl) and ΔRBR (225 mM NaCl) (Figure 8A). Additionally, the surface 

was freshly functionalised after each measurement, since surface sticking led to a remaining 

quenching signal even at the end of the measurement (Figure 8A).  

Affinities (Figure 8B) for CTCF WT (top) and ΔRBR (bottom) for the complete CBS and the core 

motif were calculated from binding and unbinding kinetics according to formulas (2) and (3). The 

measured KD-values (249.5 ± 166 nM WT at 300 mM NaCl, 191.0 ± 16 nM ΔRBR at 225 mM NaCl) 

are thereby much higher than concentrations of CTCF used for single-molecule measurements 

(1-20 nM). However, for single-molecule measurements, CTCF was bound at 50 mM NaCl and 

only afterwards, salt concentration was increased to 300 mM to enrich CTCF on its target sites, the 

lower salt concentration explaining why CTCF was able to bind at lower protein concentrations.  

Verifying the CTCF consensus sequence 

Binding to the designed CBS or the CTCF core motif (Figure 7A) was observed for WT and ΔRBR 

under given salt concentrations (Figure 8A). Surprisingly, the affinity for the complete CBS 

compared to the core motif was slightly higher for ΔRBR (p = 0.0092, z-test) but not for the WT 

(p =  0.83, z-test), even though the WT contains more of the outer ZFs interacting with the upstream 

motif (30). No binding was observed for DNA containing only the CTCF upstream motif or to control 

DNA. This tells us, that my designed sequence from the CTCF consensus motif (204) is functional 

for site-specific CTCF binding and was cloned into λ-DNA for DNA curtains measurements. 
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Figure 7: Protein-DNA binding kinetics measured with switchSENSE® (Dynamic Biosensors 

GmbH). A) Gold chips contain two measurement chambers with ssDNA 1 or 2 attached. Two DNA 

sequence motifs previously annealed to DNA nanolever Ra1 or Ra2 can be measured 

simultaneously. Both Ra1 and Ra2 contain an attached fluorophore. DNA fluorescence is quenched 

upon protein binding to the DNA sequence motif. Four different motifs containing the CBS, control 

DNA, the core motif or the upstream motif were measured. Figure adapted from Dynamic 

Biosensensors GmbH (Bruker Biosensors) (29.09.2024) (https://www.dynamic-

biosensors.com/switchsense/) (581). B) During the measurement, CTCF is injected, leading to a 

decrease in fluorescence and association kinetics are monitored until an equilibrium is reached. 

Afterwards, CTCF measurement buffer without protein is flushed in, leading to an increase in 

fluorescence due to CTCF unbinding. Dissociation kinetics are monitored until the protein is 

unbound. Figure adapted from Dynamic Biosensensors GmbH (Bruker Biosensors) (29.09.2024) 

(https://www.youtube.com/watch?v=RxIonG2cRJU switchSENSE® Dynamic Response Sensing 

0:52 Bruker Biosensors) (582). 

Central and outer ZFs are important for binding specificity 

According to the switchSENSE® measurements, the effect of the upstream motif seems to be 

negligible for binding specificity. This agrees well with previous data showing CTCF to have a 

higher affinity for the core motif compared to the upstream motif (583). In line, the ZF9-CT construct 

containing only the upstream motif-binding ZFs was not enriched on the CBS during my single-

molecule measurements (Chapter II 4., Figure 2), but instead bound to AT-rich regions. However, 
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the ZF4-7 construct containing only the core motif-binding ZFs was not enriched either (Chapter II 

4., Figure 2). The ΔRBR mutant missing only two of the three upstream motif-binding ZFs and one 

downstream DNA-binding ZF (30) and the CTCF WT with all eleven ZFs show CBS-binding 

specificity in bulk as well as in my single-molecule data (Chapter II 4., Figure 1,2), showing that a 

combination of core and outer motif-binding ZFs is required for CBS recognition.  

Additionally, the ΔRBR mutant displayed a lower lifetime than the WT in single-molecule assays 

(Chapter II 4., Figure 2). The outer ZFs, therefore, seem to be required to additionally stabilise the 

core motif-binding ZFs. Although CTCF’s ZF9-ZF11 bind to a distinct upstream motif in vivo (204), 

I observed instead binding to AT-rich regions for the ZF9-CT construct (Chapter II 4., Figure 2), 

suggesting that the narrower minor grooves of AT-rich DNA (76, 544) might increase binding affinity 

for arginine and lysine residues in CTCF’s outer ZFs. The fact that in vivo, some binding sites 

contain an additional upstream motif while others do not (204) might be due to CTCF’s interactions 

with additional binding partners interacting with flanking DNA like, for example, the SA subunit of 

the cohesin complex (Chapter II 4. Figure 3). I conclude that the core motif-binding ZFs are 

stabilised by additional outer ZFs without the requirement for an additional sequence motif. 

 

Figure 8: CTCF WT and ΔRBR bind the core motif and CBS but not the upstream motif. 

A) Fluorescence intensity over time for measurements with CTCF WT (top) and ΔRBR (bottom) on 

different DNA sequence motifs (CBS, control DNA, core motif and upstream motif in red, black, 

blue and green respectively). Binding and unbinding were fitted with a single exponential. In the 

case of the CTCF WT – CTCF site a bimodal unbinding was observed due to a buffer jump and 

fitted with a double exponential. Fits are displayed as black dashed lines. B) KD of CTCF WT (top) 

and ΔRBR (bottom) on a complete CTCF site (red) or the core motif (blue) at 300 mM NaCl or 225 

mM NaCl respectively. 
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II 5. CTCF forms oligomeric structures with and without nucleotides 
 

 

Summary: 

The transcriptional regulator CTCF controls interaction frequency between regulatory DNA 

domains enhancing interactions by bridging DNA segments, which are far apart on the DNA strand, 

while also being able to prevent interactions of close-by domains by acting as a boundary factor. 

Both of these processes have been linked to CTCF oligomerisation. This oligomerisation might 

enable CTCF to form phase-separated condensates since it contains both intrinsically disordered 

regions as well as nucleic acid-binding domains commonly associated with droplet formation. 

CTCF’s role in nuclear phase separation depends on the interaction with additional proteins and 

nucleic acids. Here I analyse if CTCF can form oligomers and phase-separated droplets on its own 

in vitro and how this influences its DNA-binding properties.  

Mass photometry experiments display that CTCF forms oligomeric structures on its own in the 

absence of both DNA and RNA. Furthermore, oligomerisation occurred at physiological salt and 

protein concentrations. Truncation mutants of CTCF revealed that this oligomerisation depends on 

CTCF’s zinc fingers (ZFs) but not on the unstructured termini.  

Facilitated by the molecular crowder polyethylene glycol (PEG)-8000 CTCF was also able to form 

mobile droplets at physiological conditions. However, the droplets were both salt- and 1,6-

hexanediol stable and did not fuse. Therefore, I assume that CTCF cannot perform phase 

separation, but CTCF oligomers might instead act as an interaction hub for other proteins involved 

in transcriptional regulation and genome architecture.  

I tested if CTCF oligomers interact with nucleic acids. AFM imaging revealed that CTCF oligomers 

integrate DNA into their structures. Furthermore, when I overexpressed CTCF in eukaryotic cells it 

formed clusters containing nucleic acids. CTCF’s ability to form oligomers might therefore enable 

it to form larger complexes with DNA and thereby spatially control nuclear interactions.   

  

 

 

Author contributions:  

Jonas Huber performed protein purifications and bright field microscopy. Sarah Zernia performed 

mass photometry measurements. Michael Scheckenbach and Johann Bohlen performed AFM 

measurements. Jonas Huber wrote the manuscript with help from all other authors.  
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Abstract:  

The process of phase separation is fundamental for all organisms, regulating cellular reactions by 

separating specific proteins and other biomolecules from the surrounding liquid. Inside the nucleus, 

phase separation modifies chromatin density, thereby controlling DNA accessibility for regulatory 

factors involved for example in DNA repair and gene expression. The transcriptional insulator CTCF 

is assumed to participate in the formation of nuclear condensates, especially in the context of 

transcription by RNA Pol II. CTCF contains eleven nucleic acid-binding domains as well as two 

unstructured termini, both features that are known to promote phase separation. Here mass 

photometry was applied to show that CTCF can form oligomers at physiological protein- and salt 

concentrations independent of nucleic acids or other proteins. Analysis of different CTCF constructs 

thereby revealed that the concentration-dependent oligomerisation relies on the ZFs but not the 

unstructured termini. These oligomers formed droplets under crowded conditions and were able to 

form clusters with DNA in AFM measurements. CTCF also formed clusters with nucleic acids when 

overexpressed in eukaryotic cells. CTCF oligomerisation might, therefore, enable it to form compact 

DNA structures inside the nucleus and regulate genomic contacts in a cohesin-independent 

manner.  

 

5.1 Introduction 

 

Compartmentalisation plays an important role in many biological processes, separating 

biomolecules and thereby only allowing specific interactions and reactions to occur at certain time 

points (584). The most prominent example is the cell, which is further compartmentalised into 

membrane-bound or membrane-less structures called organelles (26, 584). As an example of 

membrane-bound organelles, the nucleus separates transcription from translation during protein 

biosynthesis and allows for the regulation and modification of RNA transcripts by RBPs (26, 585). 

Multiple membrane-less compartments exist within the nucleus (e.g. nucleolus, paraspeckles, 

nuclear stress bodies, Cajal bodies, cleavage bodies, histone locus bodies…), which are important 

in controlling transcription, regulating mRNA splicing and modifying protein functions and properties 

by posttranslational modifications (PTMs) (26, 28, 340, 348).  

The physiochemical forces that drive the formation of membrane-less organelles have remained 

unknown for a long time until in 2009 it was shown that nucleoli are liquid phase-separated droplets 

formed by RNA and proteins (26, 586). Phase separation thereby mostly depends on intrinsically 

disordered regions (IDRs) and prion-like domains involved in protein homo-oligomerisation and on 

the formation of larger networks with nucleic acids (315, 345, 587–589). For phase separation to 

occur the energetic gain from these interactions must be larger than the loss of entropy from forming 

segregated phases, which depends on the concentration of these macromolecules as well as on 

the physical and chemical properties of the surrounding liquid (28, 317). Phase separation allows 

the formation of separate reaction rooms inside the nucleus, for example of highly and weakly 

expressed genomic regions ensuring efficient gene expression in euchromatin, while at the same 

time upkeeping genome stability by preventing expression in for example centromeric or 

transposon-rich heterochromatin regions (23, 102, 312, 313, 590).  

Different kinds of phase separation have been defined based on the physiochemical properties of 

the separated phase (318). For liquid-liquid phase separation (LLPS), multiple electrostatic 

interactions between proteins and nucleic acids lead to the formation of a droplet with the phase 

properties of a liquid (318). This enables the molecules to quickly diffuse and interact with each 

other within the droplet while also leading to reduced interactions with molecules outside of the 

droplet (318). Another example of a phase-separation process is liquid-gel phase separation 

(LGPS), which involves protein or polysaccharide chains crosslinked into networks that incorporate 
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large amounts of water and form gel-like structures used for different applications in cell cultures, 

biomedicine and food industry (318, 591–593). A third type of phase separation is polymer-polymer 

phase separation (PPPS), which appears when attractive forces between polymer chain segments, 

for example between multiple DNA-bound proteins in the formation of dense heterochromatin, are 

stronger than interactions with the surrounding liquid, causing a strong compaction of the polymer 

segments (318, 594). LGPS and PPPS display slower diffusion within the separated phase than 

LLPS but faster exchange with the environment (318). However, droplets formed by either of the 

three can merge to form larger droplets (318).  

One prominent example of nuclear condensates are Pol II and transcriptional regulator containing 

super-enhancers, controlling the expression of a large number of genes  (313, 351). These 

condensates are formed by the IDRs of the transcriptional coactivator Mediator as well as by Pol II 

(25, 347, 350), which can form condensates via its intrinsically disordered C-terminal domain (25, 

340) and other IDR-containing coactivators like BRD4 (319). Genes controlled by super-enhancers 

are often positioned between CTCF-binding sites (CBSs) (354). Deletion of these CBSs leads to 

increased expression of non-target genes outside of CTCF-mediated super-enhancer boundaries, 

which implies that CTCF is important for regulating super-enhancer activity (173, 174, 595). 

However, CTCF sometimes forms imperfect boundaries with leaky expression even in the presence 

of CBSs (173). Whether this regulation is mediated by monomeric or oligomeric CTCF and if its 

caused by CTCF’s acting as a boundary factor on its CBS or by CTCF directly influencing the 

condensate formation properties of these super-enhancers remain interesting open questions.  

CTCF contains eleven nucleic acid-binding domains, disordered regions and different PTMs (29, 

30, 225, 248, 250), which are all structures commonly found among droplet forming RNA-binding 

proteins (RBPs) (28), suggesting a role of CTCF in nuclear phase separation. Furthermore, CTCF 

droplet formation has already been observed in vitro (221, 224, 430) as well as in vivo (221, 224). 

However, how CTCF-nucleic acid interactions, CTCF oligomerisation and its interaction with other 

proteins influence droplet properties is still under debate.  

This study shows that CTCF forms oligomers in a concentration-dependent manner, even in the 

absence of nucleic acids or other cofactors. These oligomers form droplets under crowded 

conditions at physiological salt and protein concentrations. AFM reveals that CTCF oligomers form 

large clusters with DNA. Additionally, CTCF formed clusters with nucleic acids when overexpressed 

in eukaryotic cells. By creating truncation-mutants of CTCF’s unstructured regions or ZFs, it is 

shown that CTCF oligomerisation mainly depends on its ZFs.  

 

5.2 Material and methods 

 

CTCF-cluster purification  

Monomeric CTCF wild-type (WT) and CTCF mutant purifications and labelling was performed 

according to a previous publication (229). Here an alternative purification strategy was also applied 

to obtain CTCF WT clusters instead of monomeric CTCF WT. In this case, a CTCF construct 

containing an N-terminal glutathione S-transferase (GST)-tag followed by an HRV3C cleavage site 

and a Flag-tag was used. Cell pellets were resuspended in cluster resuspension buffer (25 mM 

Hepes pH 7.9, 200 mM NaCl, 150 mM KCl, 5 % glycerol, 0.05 % Tween, 100 µM ZnCl2, 1 mM 

TCEP, 1 mM PMSF, protease inhibitor tablet (Roche), 10 µg/ml RNase (Roth 7156.1)). Cells were 

sonicated for 60 sec at 20 % amplitude and 40 % duty cycle. In contrast to purification for 

monomeric CTCF, here, no room temperature pierce nuclease digestion step at low salt allowing 

for efficient nucleic acid cleavage was applied after sonication. After centrifugation (17 krpm, 4 °C, 

30 min) followed by ultracentrifugation (42 krpm, 4 °C, 1 h), the supernatant was filtered through 

0.45 µm and 0.22 µm polyethersulfone (PES) filters (Fisher Scientific). The supernatant was then 
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applied to a Cytiva 5 ml GS-trap previously equilibrated in cluster resuspension buffer. After a 25 ml 

cluster resuspension buffer wash step, the protein was eluted in a 25 CV gradient to 20 mM 

glutathione without a high salt wash step. CTCF was dialysed for 1 h against HRV3C cleavage 

buffer (50 mM Tris pH 7.0, 150 mM NaCl, 5 % Glycerol, 0.05 % Tween, 1 mM TCEP) containing 

100 µM ZnCl2, and 1h HRV3C cleavage buffer without ZnCl2 before concentration to 100 µl using 

30 kilodalton (kDa) MWCO amicons and cleavage overnight at 4 °C using 100 µg HRV3C protease 

(made in house). The protein sample was further purified using a superose 6 size-exclusion column 

(Cytiva) in cluster resuspension buffer without protease inhibitors. Samples were stored at -70 °C.  

Mass photometry 

Mass photometry measurements were performed as described previously (229). A histogram with 

60 bins was calculated from all measured masses and Gaussian fits were applied to individual 

protein peaks using Igor Pro 8 (Wavemetrics). 

Bright-field microscopy 

For the preparation of a measurement chamber, borosilicate glass slides were cleaned by rinsing 

with millipore water and dried with N2. Two 1 cm wide parafilm stripes were arranged on top of the 

glass forming a 1 cm wide channel. Parafilm was melted on a hot plate for 20 sec at 130 °C and a 

coverslip was fixed on top to cover the chamber. CTCF was diluted in phase separation buffer 

(25 mM Hepes pH 8.3, 0.05 % Tween, 5 % Glycerol, 100 µM ZnCl2, 150 mM NaCl, 1 mM DTT) 

before 350 mg/ml PEG solution was added to final concentrations of 90 – 3000 nM CTCF and 

10 or 100 mg/ml PEG. After 5 min incubation time droplet stability was tested by increasing the salt 

concentration from 150 to 2 M NaCl or addition of 10 % 1,6-hexanediol (Sigma-Aldrich). Droplet 

formation was analysed in 20 s videos using a Nikon Eclipse Ti2 with a small white light placed 

above the microscope, the electron multiplier gain set to 0 and the illumination time to 1 s. In some 

cases, CTCF labelled with Halo-Tag TMR (Promega #G8251) was used. In these cases, videos 

were recorded as described above but instead of using a white light a Coherent® OBIS™ 1280720 

| 561 nm LS 150 mW laser was used at 10 mW (0.1 µW/µm2).  

Atomic-force microscopy 

AFM measurements were performed similarly to a previous protocol (596) on a NanoWizard® 3 

ultra AFM (JPK Instruments AG). The mica surface (Quality V1, Plano GmbH) was incubated with 

a 10 mM solution of NiCl2 for 3 minutes followed by three ultrapure water washing steps. After 

drying with N2, the surface was then incubated for 3 min with 10 nM unlabelled CTCF WT, 2.5 nM 

944 bp DNA containing four CBSs (two times 5’-TGCAGTTCCAAAACTGGCCAGCAGAGGGC 

ACCAAA-3’ and two times 5’-TGCAGTTCCAAAAGCGGCCAGCAGGGGGCGCCCAA-3’ spaced 

by 129 bp each), or a mixture of CTCF WT and DNA in imaging buffer (40 mM Tris pH 7.5, 20 mM 

NaCl, 12.5 mM MgCl2). This was followed by three washing steps with 300 µl imaging buffer before 

measurements were performed in 1.5 ml imaging buffer. A BioLeverMini cantilever (νres = 110 kHz 

air / 25 kHz fluid, kspring = 0.1 N/m, Bruker AFM Probes) was used to scan different area sizes 

between 0.4 x 0.4 µm and 3 x 3 μm in AC mode. Cross-section heights of characteristic structures 

were analysed using the software JPKSPM data processing.  

 

5.3 Results  

 

CTCF oligomerisation is concentration-dependent  

CTCF clustering has been observed in vitro (221, 222, 225) and in vivo (221, 223, 353) and is 

linked to genome organisation (223, 226), transcription (223), DNA compaction (221) and 

condensate formation (224, 353). To test at which conditions CTCF forms oligomers we performed 

mass photometry measurements of CTCF WT and four different CTCF variants at two different 

protein concentrations (2 nM and 20 nM) (Figure 1).  
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Figure 1: CTCF oligomerisation depends on protein concentration and CTCF’s ZFs. A)-E) Mass 

photometry of CTCF variants. Histograms were fitted with a multi-Gauss function. F) FWHM (full-

width at half maximum) of Gauss fits of mass photometry data of CTCF variants. 

At 2 nM concentration, CTCF WT displays a normal distribution with a mean of 85.9 ± 0.4 kDa 

(Figure 1A) and an FWHM of 41.5 ± 0.4 kDa (Figure 1A,F), which can be assigned to monomeric 

CTCF (122.2 kDa). In contrast at 20 nM concentration, CTCF WT displays a much broader single 

peak (FWHM = 113.7 ± 2.4 kDa) at a much higher molecular weight of 278.2 kDa ± 0.9 kDa. The 

shift to a mass much higher than monomeric CTCF therefore suggests oligomerisation and the 

peak width the presence of multiple oligomeric states, which cannot be distinguished from each 

other. CTCF WT is therefore able to form oligomers at a concentration of at least 20 nM, which is 

around 8 times lower than CTCF’s concentration inside the nucleus (597). To determine which 

domains are required for CTCF oligomerisation, measurements were repeated with different 

truncation mutants. Since IDRs are often involved in phase separation processes (26), the role of 

CTCF’s unstructured termini was analysed. Surprisingly, mutants missing one or both termini 

(Figure 1B-D) displayed very similar behaviour compared to the CTCF WT. At 2 nM concentration, 

the variants displayed a mass peak at monomeric protein size (CTCF ΔN: 89.9 ± 0.5 kDa/90.9 kDa, 



130 
 

CTCF ΔC: 93.2 ± 0.4 kDa/105.0 kDa, CTCF ΔNC: 85.2 ± 0.4 kDa/74.7 kDa measured/actual 

mass), which, at 20 nM, shifted to higher masses (CTCF ΔN: 283.1 ± 1.1 kDa, CTCF ΔC: 286.3 ± 

1.3 kDa, CTCF ΔNC: 243.9 ± 0.9 kDa) (Figure 1B-D) as seen for the CTCF WT. This implies that 

these three mutants also form oligomers at sub-cellular concentrations and that the termini are not 

required for this process.  

Instead, oligomerisation might happen via the CTCF’s ZFs. Mass photometry measurements were 

hence repeated with a variant missing all eleven ZFs (ΔZF) (Figure 1E). Indeed, only monomeric 

protein (84.2 kDa) at 2 nM (88.7 ± 0.4 kDa) and 20 nM (108.8 ± 0.9 kDa) was observed, and FWHM 

increased only by a minor extent (24 %), in contrast to all other constructs (for which FWHM 

increased by 156 – 183 %) (Figure 1F).  Although the slight increase in molecular mass and FWHM 

might suggest that this mutant can also form oligomers, oligomerisation is clearly impeded 

compared to CTCF WT. Therefore, CTCF’s ZFs play a vital role in CTCF oligomerisation.  

In summary, CTCF WT can form oligomers at nuclear salt and protein concentrations without the 

requirement of additional cofactors like other proteins or nucleic acids and this oligomerisation 

mainly depends on its ZFs.  

CTCF forms mobile droplets under crowded conditions   

Having shown that CTCF forms oligomers at below physiological concentrations, I next analysed 

whether this oligomerisation leads to the formation of phase-separated droplets using bright-field 

microscopy.  

To simulate the crowded environment in living cells, I added PEG 8000 as a molecular crowder to 

my CTCF samples. I observed the formation of mobile droplets with 3 µM CTCF (Figure 2A). I 

used fluorescently labelled CTCF, to confirm that these droplets contain CTCF. Note that only the 

droplets which are in the focal plane display fluorescence.  

Droplet formation was tested at different PEG- and CTCF concentrations (Figure 2B). At low 

protein and  PEG concentrations, no droplet formation was observed (Figure 2B, left image). At 

180 nM CTCF, which corresponds to the physiological CTCF concentration inside the nucleus 

during G1 (188 nM) and G2 (167 nM) (597), droplet formation was observed at a PEG-

concentration of 100 mg/ml (Figure 2B centre image). At CTCF concentrations higher than 180 

nM (e.g. 375 mM, 750 nM and 3 µM), droplets formed at both PEG concentrations. Higher protein 

and PEG concentrations led to increased droplet formation (Figure 2B right image).  

To analyse the influence of electrostatic and hydrophobic interactions on droplet formation, 

2 M NaCl or 10 % 1,6-hexanediol was added to pre-formed droplets. Interestingly, CTCF droplets 

remained stable after the addition of either NaCl or 1,6-hexanediol (Figure 2C). This is surprising, 

as these additives are known to disrupt electrostatic or hydrophobic interactions, which made us 

question if the observed droplets actually resemble LLPS. In line with this, droplets were also 

unable to fuse in optical tweezer experiments (data not shown), which is another essential feature 

of all kinds of phase separation (318). The observed droplets might, therefore, not be condensates 

but large CTCF oligomers, scattering light in bright-field microscopy.  

CTCF can, therefore, form large oligomers, which form droplets under crowded conditions at 

cellular salt and protein concentrations.  
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Figure 2: CTCF forms droplets under physiological salt and protein concentrations. A) CTCF WT 

droplet formation was measured using a 561 nm laser (left) and bright-field microscopy (centre) 

and superimposed (right). The scheme of the CTCF WT is displayed in green. B) Phase diagram 

of CTCF WT droplet formation is displayed using transparent circles in case of no droplet formation 

(left picture), faint pink circles in case of weak droplet formation (central picture) and pink circles in 

case of strong droplet formation (right picture). C) Droplets were tested for stability by adding 10 % 

1,6-hexanediol (left) or 2 M NaCl (right) after droplet formation. Droplets remain stable under both 

conditions. The size of the scale bar is 20 µm for all images. 

CTCF integrates nucleic acids into oligomeric structures   

So far, it has been shown that CTCF can form oligomers and mobile droplets even in the absence 

of nucleic acids at physiological salt and protein concentrations. However, CTCF clustering has 

been linked to DNA compaction (221) and network formation with DNA (222). Therefore, the 

influence of nucleic acids on CTCF cluster formation was analysed. First, I investigated whether 

CTCF interacts with nucleic acids during protein expression in insect cells. Hence, I applied two 

different purification protocols to CTCF, with only one including a pierce universal nuclease 

treatment at RT, a high salt wash step and a heparin purification step, the other just the addition of 

RNAse A. In both cases, CTCF was afterwards further purified by size exclusion chromatography, 

and purity was analysed by SDS-PAGE as well as agarose gel electrophoresis. 

For nuclease- and salt wash-treated CTCF WT, the chromatogram showed a single protein peak 

at 13.8 ml with an OD 260/280 ratio of 0.59, which suggests that CTCF could be purified as a 

monomer without significant nucleic acid contamination (598). (Figure 3A). SDS-PAGE displayed 
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a single band between 150 kDa and 200 kDa, which is higher than the expected mass of 122.2 kDa. 

As CTCF-termini have been shown to behave like higher molecular weight structures in gel 

electrophoresis and size exclusion chromatography before (29), it is likely that full-length CTCF 

also runs differently. Alternatively, the higher molecular weight could be a cause of poly(ADP-

ribosyl)ation (249). Purified CTCF was additionally analysed on a 1 % agarose gel stained with 

SYBR gold, which revealed no significant nucleic acid contamination.  

 

Figure 3: CTCF binds nucleic acids in cell extracts. A) CTCF was purified with a pierce universal 

nuclease digestion step, nickel-column high salt wash, and heparin column purification before 

performing size-exclusion chromatography (left). Absorption at 260 nm (red) and 280 nm (blue) is 

plotted against the elution volume. SDS-gel (molecular weights of marker bands displayed by black 

bars) showing the CTCF peak fraction (labelled with a black star) is shown to the right. Peak 

fractions were analysed on 1 % agarose gel showing SYBR-gold staining in green. B) Same as A) 

but CTCF purification was performed without nuclease digestion, high salt wash and heparin 

purification step. CTCF elutes in the void peak during size-exclusion chromatography.  

In contrast, CTCF purified without salt wash and pierce universal nuclease treatment showed a 

drastically different size exclusion elution profile (Figure 3B). No peak at 13.8 ml was observed. 

Instead, CTCF eluted in the void fraction, which was displayed by SDS-PAGE. The OD 260/280 

ratio was 1.93, suggesting high nucleic acid contamination, which was confirmed by agarose gel 

electrophoresis and SYBR-gold staining. The presence of nucleic acids, therefore, led to cluster 

formation of CTCF, which resulted in an early elution from the gel filtration column. This shows that 

CTCF interacts and forms large clusters with nucleic acids in eukaryotic cells. I, therefore, wanted 

to test if nuclease-treated CTCF can form clusters with DNA in vitro.  
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Figure 4: CTCF oligomers form larger clusters with DNA. A) Representative AFM image for DNA 

alone. Positions at which a cross-section was taken are marked by a green line in the image, and 

the cross-section height is plotted to the right of the image. B) Same as A) but for CTCF alone. 
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Cross-sections of CTCF monomers (cyan line) and oligomers (black line) were taken and cross-

section heights were plotted to the right. C) same as A) but for DNA and CTCF combined. CTCF 

forms clusters with DNA as shown by cross-sections displayed in the images by red and pink lines 

with cross-section height plotted to the right. 

AFM measurements were performed to further characterise CTCF oligomerisation. Thereby either 

DNA alone, CTCF alone, or both were incubated for 3 min on a dried NiCl2 treated mica-surface 

before washing off the unbound sample and performing measurements in AC mode. With isolated 

DNA, nicely separated strands spread on the mica surface were observed (Figure 4A left). Cross-

section analysis (Figure 4A right) revealed a height of around 2.5 nm, a typical value for DNA in 

solution (599).  

With CTCF, roundish particles of different sizes were observed (Figure 4B). The measured height 

for the small particles was slightly above 3 nm, which is lower than the assumed diameter of 6.6 nm 

in the case of CTCF forming a perfect sphere (600) and smaller than the height observed for an 

11 ZF construct measured in AFM (222). A possible explanation could be the cantilever tip 

deforming the protein. Additionally, it is likely that CTCF is not in a globular shape when bound to 

a surface, as the unstructured termini (29) possibly extend along the surface, which would result in 

a smaller particle height. However, we were confident to assign the small particles to monomeric 

CTCF. Cross-sections of the bigger particles revealed a height of more than 10 nm suggesting that 

these were CTCF oligomers. In agreement with the mass photometry results, this shows that CTCF 

can form higher oligomeric structures even in the absence of nucleic acids.  

Next, CTCF was incubated with DNA and imaged using AFM. Smaller and bigger particles were 

again observed, which were assigned to monomeric and oligomeric CTCF species (Figure 4C, 

left). Oligomeric CTCF had DNA incorporated, forming bigger clusters, and it seemed that these 

clusters contained multiple DNA strands. Cross-sections (red and pink curves) showed variable 

heights of CTCF-DNA clusters. Note that these clusters differ from CTCF oligomers without DNA 

as here the centres are flanked by multiple smaller peaks of slightly above 2 nm in case of 

incorporated DNA and slightly above 3 nm, indicating that monomeric CTCF bound to the outer 

parts of the CTCF-DNA cluster (Figure 4C, right). CTCF is, therefore, able to form large clusters 

together with nucleic acids both in cell extracts and by purified CTCF in vitro.     

 

5.4 Discussion  

 

CTCF oligomerisation has been observed both in vitro (221, 222, 225) and in vivo (221, 223, 353). 

It has thereby been linked to RNA binding (226, 253), DNA network formation and compaction (221, 

222) and is known to influence transcription (223, 353) as well as genome architecture (223, 226). 

Additionally, most conserved topologically associating domain (TAD) boundaries consist of multiple 

CBSs (601, 602), suggesting a mechanism in which CTCF clustering and crosslinking of DNA could 

strengthen TAD formation. Here, multiple bulk and single-molecule methods, including mass 

photometry, bright-field microscopy and AFM, are applied to show that CTCF is able to form 

oligomers even in the absence of nucleic acids. These oligomers form at physiological salt 

concentrations and below physiological protein concentrations (597). Using different truncation 

mutants, it was shown that CTCF’s ZFs, but not its unstructured termini, are required for 

oligomerisation (Figure 1), which is in line with previous results (221, 222).  

Furthermore, it was shown that oligomerisation enables CTCF to form mobile droplets at 

physiological protein and salt concentrations in the presence of a molecular crowder. These 

droplets were resistant to high-salt and 1,6-hexanediol treatment, which usually resolves droplets 

formed by LLPS (603). CTCF clusters formed in vivo have also been shown to be only modestly 
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(353) or partly (224) affected by 1,6-hexanediol treatment. As droplets also did not fuse, I assume 

that they are also not formed by other phase-separation processes like LGPS or PPPS (318). Since 

CTCF droplets, once formed seem to be highly stable, they might undergo a liquid-to-solid state 

phase transition, as it has been observed for other proteins (26, 604). However, since CTCF’s 

interaction with chromatin is highly dynamic (605), I believe this to be rather unlikely.  

It is, therefore, more likely that the observed droplet formation is not a phase separation process, 

but light-scattering of large CTCF oligomers. However, this oligomerisation plays an important role 

as it influences the DNA and RNA interaction of CTCF. AFM experiments (Figure 4) revealed that 

CTCF oligomers and DNA form clusters, similar to a previous AFM study on CTCF’s ZFs showing 

the formation of circular complexes and networks (222). In vivo, CTCF and cohesin form 

colocalised clusters, with CTCF clusters mostly unaffected by cohesin degradation (223), 

suggesting that CTCF oligomerisation and cluster formation with DNA might enable CTCF to 

upkeep genomic contacts initially formed by its interaction with cohesin. CTCF’s RNA binding, 

which I showed to depend on CTCF oligomerisation (Chapter II 4., Figure 5), strengthens 

insulation at TAD boundaries (168, 226, 253) and is involved in SA-dependent cohesin recruitment 

(261). CTCF’s ability to oligomerise might therefore be required for CTCF acting as an anchor point 

for loop-extruding cohesin complexes and for forming large complexes with DNA even in the 

absence of cohesin.  

While our results suggest that CTCF cannot form condensates on its own in vitro, in vivo 

condensate formation might depend on additional cofactors as CTCF was shown to form 

condensates by colocalisation with the transcriptional coregulator RYBP, which are required for 

long-range chromatin interactions leading to gene activation (224, 606).  

However, it is also likely that CTCF does not form condensates itself but regulates transcription by 

forming oligomers required for the condensate formation of other proteins. A study has shown that 

CTCF forms clusters in vivo and that loss of these clusters upon CTCF degradation led to an almost 

complete disappearance of MED1, BRD4 and Pol II condensates (353). These CTCF clusters are 

hexanediol-stable (353) agreeing with our result that CTCF does not form condensates on its own 

(Figure 2). Instead, the fact that CTCF can form oligomers on its own and subsequently capture 

RNA (Chapter II 4., Figure 5) might enable interaction with other RBPs including for example 

BRD4, which is recruited to genomic sites by RNA (345). It could then regulate the positioning of 

condensates formed by transcription-associated proteins by binding with a high lifetime to its CBS 

(Chapter II 4., Figure 1) and by bringing multiple DNA segments in close contact by the formation 

of large complexes with DNA (Figure 4) thereby facilitating further regulatory interactions of 

promoter or enhancer bound proteins. A study showed that deletion of a nearby CTCF site led to a 

loss of super-enhancer-mediated gene expression, which depended on short spatial distances 

between condensate and gene (349), further suggesting that CTCF oligomerisation might regulate 

condensate positioning. 

CTCF’s oligomerisation and the formation of larger complexes with DNA might therefore allow it to 

regulate the genomic positioning of transcriptional condensates (353) or form condensates on its 

own in the presence of other cofactors (224). This could provide a model for CTCF’s well-

established roles in both enabling promoter-enhancer contacts (162, 164–168) within such a 

condensate or insulating promoter-enhancer contacts (3, 171–173, 175, 176, 179, 181, 203, 607) 

if either promoter or enhancer is positioned outside of the condensate.  

  



136 
 

III Discussion 

  

In this thesis, I have characterised proteins involved in different layers of genome organisation 

including nucleosome formation, gene regulation and gene expression. This discussion will focus 

on how the studied proteins influence nuclear processes. The impact of general properties like 

sequence-specific DNA binding, binding stability or interactions with secondary binding partners 

will be outlined. In addition, cellular consequences of roadblocking and displacement events 

between mobile and stationary proteins will be discussed. Furthermore, a model displaying the 

mutual influence of genome architecture and transcription, depending on oligomerisation and 

RNA-binding properties of studied protein constructs, is developed.  

 

III 1. Impact of specific sequence motifs and DNA flexibility on DNA binding 
 

By studying the DNA interactions of different protein constructs presented in this thesis, two 

different binding modes could be resolved. Either binding to specific target sites, which was found 

for nucleosomes and CTCF, or sequence-specific movement along the DNA, which was found for 

cohesin complexes as well as for cohesin’s SA subunit, causing an accumulation on AT-rich 

regions. 

These observations represent two general interaction modes of DNA-binding proteins (76): 

hydrogen bonding with specific base pairs (bps) via the DNA major groove leading to targeting of 

specific sequence motifs and apart from that interactions of positively charged residues with the 

DNA minor groove depending on the groove width (76). Preferential binding to narrower minor 

grooves is caused by stronger electrostatic interactions between positive amino acid residues, most 

often arginine, and the negatively charged DNA (76). Arginine is a stronger base than lysine with a 

higher isoelectric point and is therefore positively charged at higher pHs (608) and the guanidinium 

group of arginine is larger than the amino group of lysine, which means that less energy is required 

to disrupt the interactions with the surrounding solvent when the amino acid is positioned inside the 

minor groove (76, 609, 610). In addition, arginine can also form more hydrogen bonds than lysine’s 

amino group in three different directions allowing more conformational freedom and stronger 

interactions inside the DNA minor groove (76, 611). Groove width influences these interactions and 

depends on AT content (76) since AT content influences the mechanical properties of DNA.  

GC-rich sequences show increased short-range bending, while AT-rich sequences are more prone 

to melt and to form curved, looped and circular structures on a larger length scale (curvature) (546, 

547). The program BEND predicts bending and curvature using common DNA geometry 

parameters like twist, slide, roll and tilt (612) (Figure 9A) based on existing models for gel migration 

behaviours and structural data of different DNA sequences (546). A model based on nucleosome 

positioning data thereby predicts a roll that narrows the major groove for GC-rich sequences 

(positive roll) and a roll that narrows the minor groove for AT-rich sequences (negative roll) (60, 

546). Similarly, gel mobility assays display that GC-rich DNA bending towards the major groove 

and AT-rich DNA bending towards the minor groove will cancel each other out leading to non-

curved DNA if separated by roughly one helical turn (613).  

Crystal structures also display rolling into the major groove for GC segments (614, 615) and lower 

minor groove width but no local bending for AT segments (616, 617), suggesting that larger scale 

curvature stems from intervening G or C nucleotides in AT-rich DNA (618). Interestingly rolling into 



137 
 

the major groove has also been observed for a TA step, which might therefore widen the narrow 

minor grooves in AT-rich segments (618).  

This ability of DNA bps to be changed in their positions or angles with respect to straight B-DNA 

has been quantified as the TRX score, which evaluates different phosphate backbone angle 

conformations BI (ε-ζ⁡<⁡0°) and BII (ε-ζ⁡>⁡0°) based on NMR and crystallographic structures (544, 

545). The TRX score is defined as the average BII population of the two opposite phosphates of 

each dinucleotide segment (544, 545). AT-rich segments contain overall more BI conformations, in 

which bps are constrained in their positioning with regard to the helical axis (low shift and slide), 

display almost no bending (close to zero roll), and no large deviations from B-DNA twist angles, 

leading to rigid DNA structures with narrow minor grooves (544, 545). In contrast, GC-rich 

segments often contain alternating BI and BII conformations with BII conformations allowing bps to 

be positioned towards or bend into the major groove (544, 545) (Figure 9B, top), leading to 

shallower major grooves and wider minor grooves (544) (Figure 9B, bottom) and explaining higher 

flexibility of GC-rich regions (544, 547). These sequence properties regarding groove width and 

flexibility (76, 544, 545) could therefore help to understand some of the here studied protein-DNA 

interactions.  

A typical DNA-binding motif that targets AT-rich regions is the AT-hook, which contains an 

Arg-Gly-Arg core forming electrostatic interactions with the minor groove (619–622), which might 

be preferential for narrower minor grooves (76). The AT-hook motif enables SA1 to target telomeric 

sequences but is absent in SA2 (623). However, our study (229) revealed AT-rich binding for both 

SA1 and SA2.  

Both consist mainly of HEAT-repeat domains, required for the interaction with Rad21, WAPL, CTCF 

and DNA therefore influencing both loop-anchoring and DNA-unbinding of cohesin (18, 183, 200, 

212, 214, 624, 625). The cohesin loader subunit Scc2/NIPBL also consists mainly of HEAT-repeats 

which form interactions with the cohesin ring and DNA (99, 626). HEAT-repeats are composed of 

parallel stacks of two antiparallel amphiphilic α-helices linked by a short loop each, that form 

flexible, curved, superhelical or C/U-shaped structures enclosing DNA by forming electrostatic 

interactions with the DNA backbone (183, 627–630). SA1 binds to DNA through multiple lysines 

and arginines in an extended loop and an α-helix (183). The yeast ortholog Scc3 forms a positive 

surface with the kleisin Scc1 targeting the phosphate backbone via multiple lysines (625), which in 

both cases might favour narrow minor DNA grooves (76). SA2 contains multiple positively charged 

surfaces that preferentially target DNA secondary structures (214, 435), and most DNA-binding 

interfaces of NIPBL are unspecific interactions with the phosphate backbone via positively charged 

lysine and arginines (183), which could explain the absence of specific sequence motifs for all 

HEAT-repeat cohesin cofactors and instead favour AT-rich binding (183, 214, 435, 625). Further 

examples can be found in other SMC complexes like condensin. The condensin HEAT-repeat 

subunit YCG1 contains a DNA-binding cleft (631), much like SA1, suggesting a paradigmatic role 

of HEAT-repeat-mediated DNA-binding for SMC complexes (625, 632). HEAT-repeat proteins like 

the cohesin loader or Scc3 (SA in humans) binding preferentially to AT-rich regions could therefore 

cause AT-rich binding of the cohesin complex in vivo, observed for example in Saccharomyces 

cerevisiae (369, 633). Additionally, cohesin preferentially binds to AT-rich promoters before it is 

translocated by transcribing polymerases (634) and the loading of cohesin onto centromeric 

sequences (188, 189, 635), could be caused by AT-rich centromeric DNA (636). The single-

molecule experiments performed in Chapter II 3. and Chapter 4. show that cohesin and SA target 

AT-rich regions in vitro, in line with a previous study (197), which showed AT-rich binding for S. 

pombe cohesin and the cohesin loader, suggesting that the two HEAT-repeat cohesin cofactors 

SA and the cohesin loader cause AT-rich binding of cohesin.  

Another group of minor-groove binders are high mobility group (HMG) box proteins (637–639). 

Electrostatic and hydrophobic interactions with the minor groove are mediated by an L-shaped 
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structure formed by three α-helices, which upon binding cause a widening of the minor groove 

resulting in DNA bending of up to 110° (638, 640, 641). HMG box proteins display a low lifetime on 

cellular DNA (642), which by cycles of unbinding and rebinding could allow them to quickly scan 

the DNA for secondary DNA structures appearing during DNA replication and DNA repair (637–

640, 643). In our study (229), SA also displayed a low lifetime at physiological salt concentrations 

and quantitative photobleaching analysis revealed that short-lived DNA binding can be found 

among many DNA-binding proteins in the nucleus (642). Additionally, I showed (229) that SA 

enriches on AT-rich regions by faster diffusion on GC-rich regions. AT-rich sequence targeting by 

diffusion has also been shown for cohesin (197) and this diffusive behaviour might enable cohesin 

to accumulate on DNA-repair sites (241, 644), by moving along the DNA until reaching sites of DNA 

damage recognised by SA2 (435).  

Further examples of proteins scanning the DNA are sliding repair glycosylases and hopping/sliding 

Endonuclease V, which share a similar mechanism of being able to push a wedge motif between 

DNA strands at DNA lesions during diffusion along the DNA allowing them to slow down at these 

DNA damage sites (645–649). Another example is the DNA polymerase processivity factor UL42, 

which binds the DNA backbone by electrostatic interactions and moves along the DNA by hopping 

while being able to wait for polymerase arrival by an increased lifetime on DNA ends (650, 651).  

Taken together weaker electrostatic interactions with wider minor grooves in GC-rich regions seem 

to lead to fast diffusion and shorter binding to DNA. This might enable proteins to quickly scan 

chromosomal DNA for other protein binding partners or sites of DNA damage. 

Besides the recognition of AT-rich DNA regions, proteins can also recognise specific DNA 

sequences. An important sequence-specific DNA-binding motif are zinc fingers (ZFs), which 

recognise three-bp sequences and are found in many DNA-binding proteins involved in 

transcriptional regulation and DNA repair (207, 652, 653).  

ZFs can be divided into many different folding groups (207). Interestingly different DNA interactions 

can be observed for the same class of ZFs, like for the Zn2/Cys6-like fingers (207, 654). While 

most family members like Gal4 and PPR1 bind spaced GC-rich triplets by hydrogen bonds with the 

major groove, PUT3 additionally widens the minor groove by inserting a β-strand resulting in DNA 

bending of a sequence between two bound GC-rich triplets (654). Similarly, while most treble clef 

fingers interact with the major groove, the endonuclease I-TevI interacts with the minor groove and 

phosphate backbone, displaying less sequence-specific binding (207, 655, 656) again showing 

different interaction modes for the same class of ZFs.  

The C2H2 ZF motif is a common feature of many TFs and DNA‐binding proteins, which target 

specific sequence motifs (207). A computational tool has been developed to predict position weight 

matrices (PWMs) of different C2H2 ZFs, including a PWM for ZFs 2-11 of CTCF (657). PWMs 

display the DNA positions of a protein target site on the x-axis and show the probability of each of 

the four DNA bases occurring at each given position on the y-axis. Interestingly, the simulation data 

PWM displays a good agreement with in vivo data for the core motif but a less good prediction for 

the CTCF upstream motif (204, 657). Strikingly, in (229) I show that a mutant containing only the 

upstream motif-binding ZFs 9-11 is enriched on AT-rich sequences on DNA. CTCF’s outer ZFs are 

presumed to bind to a sequence-specific upstream motif (204), by forming hydrogen bonds 

between arginine and glutamine residues with conserved bps of this motif (206). However, these 

three ZFs contain a total of 40 arginine and lysine residues and might show a preference for narrow 

DNA minor grooves by additional electrostatic interactions with the minor groove (76). Our study 

(229) shows that these electrostatic interactions outweigh sequence-specific hydrogen-bond 

formation since CTCF’s outer ZFs did not recognise the upstream motif in our λ-DNA construct in 

the absence of core motif-binding ZFs (229). The existence of specific upstream motifs in vivo (204) 

can have different causes than ZF sequence specificity, like interaction with other binding partners 



139 
 

or DNA occupancy by other proteins. In contrast, full-length CTCF displayed sequence-specific 

binding in our study (229). It was enriched on CTCF-binding sites (CBSs) by an increased lifetime 

and salt stability on these CBSs compared to unspecific DNA (229). This reveals different binding 

modes, sequence-motif-specific major groove binding as well as binding to AT-rich sequences, 

existing for the same class of ZFs and even within the same molecule.  

 

Figure 9: AT-ratio of λ-DNA influences its flexibility, which can be quantified by the TRX score.  

A) DNA geometry is based on 6 parameters. In B-DNA the twist angle (rotation around the helical 

axis) is around 34.3° (10.5 bps for a 360° turn) and the step size between bps is around 0.34 nm 

(rise). Bps can rotate around their bond (roll) or around an axis perpendicular to their bond and the 

helical axis (tilt). Positive rolls narrow the major and negative rolls the minor groove. Tilting causes 

the rise between the two consecutive bps to differ for the two DNA strands. Additionally, the bases 

can be displaced along the direction of their bond (slide) or perpendicular to it (shift). Figure based 

on (658). B) Top: BI steps (in blue) differ in phosphate backbone torsion angles (ε-ζ < 0°) from BII 

steps (ε-ζ > 0°) (in green). For BI segments bps are positioned close to the centre of the helix (red) 

leading to a deeper major groove compared to BII segments, for which bps are positioned further 

towards (shift) and bend into the major groove (roll) (544, 545). Bottom: BI-rich DNA (left) contains 

a narrower minor groove (mG), leading to stronger electrostatic interactions with amino acid side 

chains, and a deeper major groove (MG) compared to the BII-rich DNA (right), with BI segments 

coloured in blue and BII segments coloured in green (76, 544). X-Ray structures: PDB: 1EHV, left 

and PDB: 3GGI, right  (544). Figure from (544). C) Top: The λ-DNA construct contains a GC-rich 

region (high TRX scores) and an AT-rich region (low TRX scores). The 19 x 601 sites in between 
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display a periodicity between high and low TRX scores. (545) Bottom: Zoomed curve of the 19 x 

601 sites.  

In our study, CTCF enriched on CBSs displayed a higher lifetime (229) than measured previously 

(12, 201) and remained stably bound to its CBS at even above physiological salt concentrations. 

This high stability of CTCF at topologically associating domain (TAD) boundaries enables CTCF to 

form long-lived DNA-loops together with cohesin (215). However static binding with a high lifetime 

might impede target-site search. This is known as the speed-stability paradox (659, 660). A model 

dependent on two different binding modes (specific vs. unspecific with different dissociation rates) 

shows that proteins can overcome the speed-stability problem if unbinding, 3D-diffusion and 

rebinding are accompanied by movement along the DNA (1D-diffusion) (659). TFs display different 

mechanisms to find their target site efficiently (661–663). This does include lower lifetimes on 

unspecific sequences allowing unbinding and rebinding until a specific sequence is found (3D-

search) (664–668), which is however slow and can on its own not explain the fast target search of 

many TFs (662, 669). It can also include 1D diffusion along unspecific DNA, which can be either 

sliding along the DNA or moving in small jumps of dissociation and reassociation to the DNA 

(hopping) (664, 665, 670–673). Furthermore, transient bridging of two DNA segments followed by 

rebinding to the second segment (intersegment transfer) enables fast scanning of different DNA 

segments as well as overcoming roadblocks (674–679). Finally, the formation of protein/nucleic 

acid clusters leads to faster DNA association by high local concentrations of the TF, enables 

intersegment transfer via protein oligomerisation and increases the chance of rebinding a target 

site within a cluster after dissociation (662, 666, 677, 680, 681).  

In (229) we show that CTCF molecules can perform target-site search by significantly faster 

1D-diffusion on non-CBSs, compared to its relatively static binding to CBSs. This can be explained 

by two different binding modes with a different number of formed hydrogen bonds, since hydrogen 

bond formation depends on the interaction with specific bases along the CBS inside the DNA major 

groove (30). Alternatively, transient unbinding of single or multiple ZFs from unspecific sequences 

would reduce the binding stability resulting in a significantly lowered lifetime and faster diffusion on 

non-CBSs. The existence of CTCF motifs without the upstream motif (204) implies that unbinding 

of outer ZFs could be a frequent phenomenon in vivo. This could also enable CTCF intersegment 

transfer, which has been observed for another C2H2 ZF Egr-1 (660, 674). Egr-1 can change into a 

search mode, in which the least stably bound of three ZF unbinds from the first DNA segment and 

then rebinds to transiently bridge two DNA molecules before Egr-1 continues its search on the 

second DNA segment (674). Additionally, I showed that CTCF forms oligomeric structures that form 

clusters with RNA (Chapter II 4.) and DNA (Chapter II 5.). This oligomerisation can enhance target-

site search, since single particle tracking combined with simulations has shown that CTCF diffusion 

in vivo is restricted to certain regions, possibly caused by RNA-mediated clustering, increasing the 

CBS association rate, while preventing localisation to non-CBS regions (680). Therefore the 

formation of multiple hydrogen bonds with the DNA major groove allows for a long lifetime on 

specific target sites, but additional DNA-binding properties, like clustering, intersegment transfer by 

the existence of multiple binding sites or lower lifetime and faster 1D diffusion on unspecific sites 

are required for fast target-site search.  

Similar to CTCF, histone octamers recognise specific DNA sequences. Nucleosomes showed a 

clear enrichment on the 601 sites (Chapter II 2., Figure 3B,C), which contain a 10 bp periodicity 

between high and low TRX scores (Figure 9C) (544, 545). Regions of high TRX scores at positions 

where the major groove faces towards the octamer allow for stronger bending of DNA and base 

pair shifting towards the major groove, therefore reducing the energetic costs of nucleosome 

wrapping (544, 545). AT-dinucleotides causing lower TRX-scores in between increase the 

energetic gain from electrostatic interactions at positions of inwards pointing minor grooves with 

histone octamer arginine side chains (10, 50, 76). Reduction of bending energy by GC-rich 
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sequences is the more crucial factor as Chapter II 2 shows that nucleosomes not only target a 

specific sequence motif but additionally favour GC-rich over AT-rich sequences, in contrast to other 

proteins like SA or cohesin, which are shown in this thesis to favour AT-rich sequences. A study 

(58) displayed that nucleosome occupancy in vivo increases until a certain GC content from where 

it starts to decline again, which can be explained by the large loss of entropy when the DNA is 

tightly wrapped around the histone octamer for sequences with very high GC content (545). For 

example at the +1 nucleosome in mice, the maximum for nucleosome occupancy was found to be 

slightly below 60 % GC content (58) a value close to many GC-rich regions and 601 sites in my 

single-molecule measurements (Chapter II 2., Figure 3B), which displayed higher nucleosome 

occupancy than AT-rich regions.  

The binding of other DNA-bending proteins has also been shown to depend on GC content. For 

example, the GC-rich target sequence of the TF PU.1 adopts a bend conformation that allows for 

stronger electrostatic interactions, with TF binding leading to an even stronger DNA bending (682). 

The transcriptional regulator bovine papillomavirus E2 protein binds two major grooves of a GC-

rich recognition site by two α-helices with additional interactions being formed with the phosphate 

backbone by bending the DNA in between around a β-barrel (683). A strikingly different example 

of DNA bending is the TATA-box-binding protein TBP which binds the AT-rich TATA-box and 

causes DNA melting by inducing an 80°C bend (684–687). Thus, DNA bending might be either 

facilitated by the higher bendability of GC-rich regions (544–547) or by a reduced energetic cost of 

DNA melting for AT-rich sequences (547, 688, 689).  

Low nucleosome occupancy levels can be found in AT-rich regions in yeast around TSSs (54, 56) 

but also on CpG islands (51, 67). CpG islands are GC-rich sequences often found near mammalian 

promoters and enriched in TF-binding sites (68) and in CBSs (73). These CpG islands form multiple 

long-range contacts with each other, suggesting that CTCF binding to CpG islands causes DNA 

cluster formation involved in CTCF’s role in genome organisation (73). On the one hand, 

nucleosome instability on CpG islands and increased DNA accessibility (51, 67) might, therefore, 

allow increased TF binding (68), since TFs display faster association rates and higher lifetimes 

when DNA is not covered by nucleosomes (690). On the other hand, TFs binding to GC-rich cis-

regulatory elements (652) and CpG islands (68–72) could also prevent nucleosome formation (68). 

This could be caused by a specific class of TFs called pioneer transcription factors, which can 

enhance DNA accessibility by interacting with histones or nucleosome-bound DNA weakening 

histone-DNA interactions or contacts between nucleosomes (149, 569, 570, 578). TFs 

preferentially binding to GC-rich regions and CpG islands might be caused by the strong 

interactions between arginines and guanines (691, 692) as observed for CTCF forming multiple 

hydrogen bonds with arginines of ZFs 3-7 and the guanines of the core motif (30, 206). 

In summary, there are many structural and functional differences for proteins targeting specific DNA 

sequence motifs. Sequence-specific hydrogen bonds with the DNA major groove like for CTCF’s 

ZFs (30) lead to static and highly stable DNA binding. This allows the formation of long-lived 

complexes but might also impede target-site search due to slower sampling or diffusion depending 

on the stability of the protein on unspecific sites (659). In contrast, AT-rich binders, like cohesin’s 

SA subunit, display a more diffusive and less stable DNA-binding behaviour, which results in faster 

scanning for protein binding partners, AT-rich sequences or secondary DNA/RNA structures but 

prevents targeting of specific sequence motifs and formation of long-lived entities on DNA. This 

fast scanning can enable SA and/or cohesin to interact with different structures along the DNA, 

which could include R-loops, CTCF, telomers, or DNA repair structures (216, 228, 435, 623). 

Finally, nucleosome assembly on GC-rich regions or regions with alternating GC content depends 

on both the strength of electrostatic interactions and DNA bendability (10, 63, 76, 545). As 

discussed for ZFs, these different binding modes do not seem to be restricted to certain protein 

families (207, 654).  
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III 2. Revealing interactions of colliding molecules on DNA curtains   
 

In this chapter, I take a closer look at specific protein-protein interactions happening on the DNA 

track: Collision of diffusing proteins or molecular motors with statically DNA-bound proteins like 

CTCF or paused polymerases, are frequent but not well-understood scenarios, which can influence 

nuclear processes like transcription, replication and TAD formation (247, 365, 404, 693, 694). 

As there are 55,000 to 65,000 CBSs in mammalian genomes (695), collisions of translocating or 

diffusing proteins with static CBS-bound CTCFs are frequent nuclear events. Our study (229) 

displayed that diffusing CTCF molecules were mostly blocked and continued their diffusive 

behaviour on the same site of a CBS-bound CTCF. Rarely CTCF was able to pass the roadblock 

but was unable to push CTCF off its CBS or stay bound to the CBS-bound CTCF. This is 

contradicting to CTCF oligomerisation in solution (Chapter II 5.). Since oligomerisation was 

dependent on CTCF’s ZFs, which are accessible and not saturated in solution, DNA-bound CTCF 

might be inhibited in oligomerisation due to the occupied ZFs.    

For SA most diffusing molecules interacted with and stayed bound to the CTCF roadblock (229). 

This might be a mechanism of how SA can interact with CTCF in vivo, independently of cohesin 

(216) and lead to direct SA-mediated loading of cohesin at CBSs. Furthermore, diffusing SAs were 

mostly blocked by CTCF and bypass happened only rarely. This demonstrates that roadblocks can 

indeed constrict diffusion and lead to SA and possibly cohesin being confined in their diffusion to 

CBS-defined regions. However, the observed bypassing events indicate that DNA-bound proteins 

can be imperfect barriers and that additional binding partners can be required for a complete 

blockage at TAD boundaries. Recently, it was reported that CTCF acts as an imperfect barrier and 

that blockage was direction- and tension-dependent (12). This raises questions about the actual 

mechanism behind TAD insulation (18, 19, 40) and indicates that boundary-associated RNAs and 

transcription can impact TAD insulation (166, 168, 226, 253, 261) by, for example, increasing 

roadblocking efficiency through the formation of larger complexes and steric blocking.  

However, not all DNA-bound molecules can be confined by roadblocks, which would drastically 

impede most nuclear processes. Possible mechanisms are hopping over protein obstacles, like 

DNA repair glycosylases (696), or intersegment transfer observed, for example, for argonaute 

proteins (697). Argonaute proteins perform 1D diffusion on DNA for target-site search but can also 

jump to DNA segments close in 3D space and thereby overcome obstacles (697), displaying a 

different intersegment transfer mechanism than explained above for Erg1, which uses multiple 

binding sites (674). The nucleotide excision repair protein Rad23B displayed salt-dependent 1D 

diffusion on DNA by hopping short distances and was able to pass over small obstacles by jumping 

over them (481).  Similar to SA proteins, XPC-Rad23B enriched on AT-rich regions by slowed 

diffusion at these regions (481). Slowed diffusion at partially melted AT-rich regions (698–700) 

together with the ability for obstacles passage can allow the fast search for DNA-damage sites 

(481) and could be a common mechanism for XPC-Rad23B, SA and other proteins involved in DNA 

repair.  

The ring-shaped mismatch repair protein Mlh1–Pms1 complexes can move past each other and 

past obstacles larger than their ring size, which requires switching between a closed and an open 

ring configuration (479, 701). Cohesin complexes also form ring-like structures, which can bind 

DNA in its lumen (191). This topologically bound cohesin can overcome small roadblocks fitting 

through its large ring size, like nucleosomes or restriction enzymes, by diffusion (197). This 

suggests sliding over obstacles as a bypass mechanism (197) instead of ring-opening. In addition, 

cohesin was found to bypass also very large obstacle during loop extrusion (198), which suggests 

a different, non-topological binding mode for cohesin and a controlled DNA handover of different 

binding sites to achieve processive movement (702). This implies that loop extrusion is another 
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possibility to overcome obstacles, which is a processive movement in 3D space along the DNA 

with large step sizes (12). Structural features like forming large or transiently opened rings around 

DNA, the presence of multiple DNA-binding domains allowing intersegment transfer, or jumping 

over obstacles by dissociation and subsequent rebinding can therefore enable diffusing molecules 

to overcome roadblocks.  

Besides diffusing molecules, the encounter of roadblocks is a major challenge for molecular motors 

moving directionally on the DNA track, where obstacle bypass is not possible. These scenarios 

happen frequently in transcription elongation, DNA replication or DNA repair (693). The bacterial 

helicase and nuclease RecBCD can efficiently clear the DNA track by pushing molecules like lac 

repressor, stalled RNA polymerases, nucleosomes, or EcoRIE111Q over long distances along the 

DNA before causing them to unbind (693, 703), which could allow it to quickly translocate to and 

then start unwinding DNA at both potentially lethal double-strand breaks (DSBs) (704, 705). In 

contrast, the bacterial translocase FtsK displayed different collision behaviours, including pausing 

and direction reversal, but also passing, presumably by ring-opening, and roadblock removal 

stimulated by FtsK cooperativity (487). During bacterial replication, the helicase Rep undergoes 

cycles of unbinding and rebinding from the replisome and removes roadblocks in an ATPase-

dependent manner including R-loops formed by inactivated Cas9, which in the absence of Rep 

inhibit DNA replication (694). Similarly in eukaryotic replication, the accessory helicase Pif1 was 

shown to be required for replication to proceed past inactivated Cas9 roadblocks, by removing both 

RNA and Cas9 (706). As R-loops are common byproducts of transcription these accessory 

helicases therefore play important roles in resolving transcription-replication conflicts in multiple 

organisms. These examples show that clearing the DNA of roadblocks seems to be a common 

mechanism for motor proteins (693), which increases DNA accessibility for DNA downstream 

processes in replication and repair.  

Apart from replication and DNA-repair roadblocks also impair transcription processes. DNA-bound 

roadblocks often cause early termination, which can have important regulatory functions like 

preventing read-through into a second gene or protecting weakly expressed genomic regions (406, 

417). RNA polymerases can also be forced to wait for roadblock dissociation or in the presence of 

GreA undergo cycles of backtracking, GreA-stimulated transcript cleavage and restart until they 

are able to cause roadblock unbinding (405). Additionally to the presence of cofactors, cooperativity 

is also often required for bacterial RNA polymerases. A second trailing polymerase can cause the 

restart of a paused or backtracked leading polymerase and help it overcome the roadblock (402, 

409, 514).  

Eukaryotic RNA polymerases frequently need to bypass nucleosomes on their DNA track and a 

mechanism has been proposed that includes transient pausing while weakening 

histone dimer-DNA interactions before DNA-loop formation leads to the new assembly of the 

nucleosome behind the polymerase (374, 392). The passage might include H2A/H2B dimer 

unbinding (393, 398) and require the activity of CRCs weakening histone dimer-DNA interactions 

(400) as in vitro polymerases display pausing when encountering nucleosomes depending on the 

stability of the nucleosome on the bound DNA (395). This suggests that polymerases might wait 

for partial unbinding of the DNA from the H2A/H2B dimer (395). RNA polymerases therefore often 

pause, stop and backtrack when encountering roadblocks and might require help from cofactors or 

additional polymerases.  

In Chapter II 4. I show that both CTCF alone and CTCF-SA complexes are pushed off by 

transcribing T7 polymerases, although both are very stably bound to the DNA. The speed of the 

polymerases is not or only marginally changed during encounters. This shows that transcribing T7 

polymerases are efficient at removing protein roadblocks, similar to the above-mentioned examples 

in replication and repair. Previously, T7 bulk experiments suggested that during polymerase 

collisions in most cases, a trailing polymerase can push off a leading polymerase by “collision-
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induced bumping”, but only after the leading polymerase has cleared the promoter (535). In 

contrast, I showed that in most cases, the trailing polymerase would pause after a collision. 

However, the leading polymerase did not always remain at the pause site but was in some cases, 

also removed from the DNA. In fewer cases, the stalled leading polymerase was pushed along the 

DNA by the trailing polymerase, with both polymerases continuing to move along the DNA. This 

displays a mechanism of how multiple polymerases starting from the same promoter can clear 

genes of stalled complexes. This is important for efficient transcription during the T7 infection cycle, 

since after T7 polymerase and T7 lysozyme expression other genes required for virus assembly 

are subsequently transcribed by the T7 polymerase (491–494) and T7 polymerase is required for 

primer formation for viral genome replication (513, 707).  

In summary, roadblocks impede transcription by causing stalling, backtracking or termination of 

transcribing polymerases (404), which can be overcome by the cooperativity of polymerases or by 

the presence of additional cofactors (402, 403, 405, 409). 

In conclusion, DNA-binding proteins, as described for CTCF, act as roadblocks for diffusing 

proteins, confining their 1D target-site search to a constricted region. However mechanisms to 

overcome roadblocks have been shown including transient ring-opening (479, 487, 701), hopping 

(696) or intersegment transfer (697). In addition, motor proteins can efficiently remove obstacles 

from DNA, enabling DNA repair or replication (693). For transcribing bacterial polymerases, 

synergistic action is required to overcome roadblocks (402, 409) and a second T7 polymerase can 

push paused complexes off or along the DNA (this thesis), enabling efficient transcription.  

 

III 3. Transcriptional regulation is shaped by protein oligomerisation  
 

After describing DNA interactions on the level of single molecules, this chapter will focus on how 

higher-order complex formation impacts DNA-binding behaviour. Protein homo-oligomerisation 

plays an important role in many cellular processes (708, 709). For example, it is critical for 

the function of membrane-pore-forming proteins (710–712). This often relies on hydrophobic 

interactions (713) or on interactions between unstructured and elongated protein segments called 

intrinsically disordered regions (IDRs) (714). In the nucleus, homo-oligomerisation is often found 

among DNA binders and is required for targeting specific sequence motifs (715) or forming protein-

DNA networks (716).  

Consequently, homo-oligomerisation contributes to different transcription regulation processes. For 

example, the herpesvirus protein LANA oligomerises on viral terminal repeats forming a higher-

order DNA complex with many binding sites bridged into one large network, leading to 

transcriptional repression and therefore autoregulation of LANA (717). The transcription repressor 

Proline-Rich Homeodomain protein (PRH/Hex) is able to form oligomeric complexes in solution, 

which are then able to form compacted DNA fibres on DNA segments containing multiple 

PRH-binding sites (718). Both cases show that homo-oligomerisation enables DNA-binding 

proteins to drive distant DNA sites in close proximity. This establishes homo-oligomerisation as an 

alternative or at least an additional mechanism of DNA loop formation for the establishment of 

TADs. For CTCF, homo-oligomerisation led to the formation of large complexes with DNA (Chapter 

II 5). This would analogously bring distance genomic sites into close contact, independently of 

cohesin, which can be confirmed by in vivo observations of CTCF clusters remaining stable after 

Smc3 degradation (223). The formation of higher order-complexes by CTCF may enable CTCF to 

perform its role as a transcriptional insulator by spatially separating certain genomic regions from 

each other (3, 171–173, 175, 176, 179, 181, 203, 607) or enable the formation of promoter-

enhancer contacts within these large complexes (162, 164–169).  
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Figure 10: Model of the interplay between genome architecture and transcription. A) Transcription 

regulation mediated by cohesin and CTCF. Cohesin gets recruited to CTCF-bound sites via a direct 

interaction between its SA subunit and CTCF’s ZFs or via SA binding to CTCF-bound RNA. 
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Promoter-enhancer interaction frequency could be increased by cohesin-mediated DNA bridges 

(230) and by DNA/RNA-protein interaction hubs formed by CTCF oligomerisation. CTCF oligomers 

can then interact with RNAs and recruit other RBPs. Additionally, CTCF can locally increase 

polymerase concentration by causing an increased number of polymerase pauses and snapbacks 

contributing to the formation of clusters of enhanced transcription. B) Independently of CTCF, SA 

binding to RNA structures can enable transcription-regulated TAD formation. Transcribing 

polymerases can displace SA and CTCF, which would affect the positions of TAD boundaries. 

CTCF oligomers were stabilised on unspecific positions by RNA, which could lead to the formation 

of DNA/RNA-protein clusters at sites of active transcription.   

Additionally, I showed (229) that homo-oligomerisation allows CTCF to perform secondary RNA 

capture while already being bound to DNA. CTCF clustering and interaction with RNA can enhance 

CTCF target-site search (680) by restricting diffusion to confined spaces and help CTCF overcome 

the above-mentioned speed-stability paradox (659) and oligomerisation by itself can facilitate 

target-site search by enabling intersegment transfer (677). Additionally, by enabling RNA binding, 

oligomerisation allows CTCF to interact with different nuclear RNAs including ncRNAs, which is 

required for forming strong TAD boundaries (168, 226, 253) and can facilitate cohesin recruitment 

by CTCF (261). RNA-capture via CTCF oligomerisation is therefore critical for CTCF finding its 

CBS and for forming strong anchor points for TAD formation.  

Besides cluster formation, phase separation is another phenomenon leading to the assembly of 

large structures tightly associated with nuclear regulatory processes (27). The human single-

stranded DNA binding protein (hSSB), required for multiple DNA repair pathways and genome 

stability, forms condensates via an IDR and a nucleic acid-binding domain preferentially with single-

stranded DNA (ssDNA) (719, 720). Besides DNA repair, condensate formation is associated with 

transcriptional regulation. Many transcriptional regulators contain IDRs and a model has been 

proposed in which super-enhancers activate genes by the formation of large condensates enriched 

in components of the transcription machinery (25, 313, 319). They are characterized by the 

regulation of cell type-specific genes and burst expression patterns since the positioning of a gene 

within or outside of a condensate leads to quick gene activation or inactivation respectively (313, 

347, 349, 350, 721).  

The phase-separation abilities of these nuclear proteins depend on IDRs, nucleic acid-binding 

domains or both. As CTCF contains nucleic acid-binding domains (30) as well as IDRs (29), it might 

be involved in nuclear phase separation and condensation processes. However, the droplet 

experiments (Chapter II 5.) suggest that CTCF is not able to perform phase separation on its own.  

A recent study showed that CTCF clusters are required for BRD4, MED1 and RNA Pol II 

transcriptional condensate formation in vivo (353), which are all three involved in the formation of 

super-enhancer condensates (25, 313, 319). The here detected high stability on CBSs (Chapter II 

4.) and its ability to form oligomers on its own (Chapter II 5.), which could then form clusters with 

DNA and RNA, could explain how CTCF can act as this observed start point for the formation of 

transcriptional condensates (353). The positioning of CBSs can then determine the localisation of 

CTCF clusters and possibly of super-enhancer formation.  

I therefore propose that CTCF oligomerisation plays an important role in transcription regulation 

(Figure 10A). Oligomerisation, RNA capture (Chapter II 4.), and formation of larger complexes 

with DNA (Chapter II 5.) by CTCF could provide a platform for the recruitment of other RNA-binding 

proteins involved in the regulation of gene expression like the above-mentioned BRD-4, which is 

recruited by enhancer-RNAs (345). I observed (229) that oligomerisation and subsequent RNA 

capture stabilise CTCF even on unspecific binding positions. Transcription-produced RNA might 

therefore allow CTCF to stably bind to low-affinity CBSs in vivo, which seem to function mostly in 

transcriptional regulation (33), in contrast to high-affinity CBSs, which are involved in genome 

architecture by regulating heterochromatin spreading and being more often colocalised with 
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cohesin (33, 722). Our transcription experiments revealed that CTCF increases the frequency of 

polymerase pausing and snapbacks (229) which could lead to a local increase in polymerase 

concentrations within these interaction hubs. CTCF can recruit SA to these interaction hubs (216, 

229) and SA-mediated cohesin loading can then lead to the formation of DNA loops by bridging 

DNA in cis as displayed in Chapter II 3. (230), enabling further promoter-enhancer interactions. 

 

III 4. Transcription influences genome architecture 
 

After outlining how architectural proteins can regulate transcription, the influence of transcribing 

polymerases on genome architecture will be described for different organisms in this chapter (163). 

In Saccharomyces cerevisiae, where CTCF is not present, TAD boundaries are associated with 

enhanced transcription (723) and polymerases can push cohesin along the DNA (367, 634), 

suggesting that transcription can replace the architectural role of CTCF in yeast.  

In human and mouse genomes, a subset of TAD boundaries overlap with factors associated with 

active promoters instead of CBSs (16) and transcribing polymerases were shown to be able to take 

over the role of CTCF in mice acting as moving TAD boundaries (366), showing that transcription 

is sufficient for blocking cohesin loop extrusion even in organisms expressing CTCF.  

In Drosophila, inter-TAD regions are commonly found at positions of accessible and strongly 

transcribed chromatin and TAD boundaries at positions where architectural protein binding sites 

colocalise with promoters of active genes (44, 363, 364). Therefore TAD boundaries in Drosophila 

are mainly regulated by transcription (44, 363), while CTCF boundary function is only required for 

a small subset of Drosophila TADs (362, 364).  

CTCF-independent TAD formation could be explained by preferential loading of cohesin to sites of 

active transcription by the presence of R-loops (216). Our DNA curtain experiments (229) reveal 

that cohesin’s SA subunit has a higher lifetime on secondary RNA structures than on DNA. In line, 

SA preferentially binds to secondary RNA structures in AFM measurements (228) and colocalises 

with R-loops in vivo (216), which could lead to cohesin complex loading at sites of active 

transcription (Figure 10B).  

Additionally to TAD formation, transcription also influences TAD positioning. Transcription 

elongation by RNA polymerase II can push cohesin in vivo (366), reposition it to active genes (368) 

and remove cohesin and in some cases also CTCF from CBSs (370). This is in line with our DNA 

curtains experiments in which CTCF, as well as CTCF-SA complexes, were pushed off CBSs by 

transcribing T7 polymerases (229) (Figure 10B). This raises the question of how CTCF can shape 

genome architecture after being displaced by transcription. In vivo, CTCF’s association with 

chromatin is highly dynamic (605), and CTCF’s high nuclear concentration (597) might lead to fast 

reoccupation of CBSs after CTCF displacement. This might be required at some lower affinity 

CBSs, which function in regulating gene expression in actively transcribed regions, and display a 

low CTCF occupancy after CTCF depletion (33) suggesting that CTCF might be pushed off these 

sites by transcribing polymerases.  

Contrary results were reported for the influence of transcription inhibition on CTCF chromatin 

associations. Transcription inhibition can lead to increased CTCF cluster formation, depending on 

the presence of cohesin (223), again suggesting that CTCF and cohesin loop anchors could be 

disturbed by transcription. In contrast, transcription inhibition was shown to disrupt CTCF-chromatin 

interactions, most significantly at promoters and TSSs, suggesting that CTCF is stabilised by 

transcription-produced RNAs (253). In line, I observed that CTCF oligomerisation and subsequent 

RNA capture stabilise CTCF even on unspecific DNA-binding positions (229). Therefore, there 

https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/binding-site
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could be different kinds of CTCF-dependent TAD formation in the nucleus. The first is formed by 

CTCF acting as a boundary for cohesin loop extrusion and is disturbed by transcription (366, 368, 

370). The second type is formed by CTCF oligomerisation and stabilised by transcription-produced 

RNAs  (168, 253) (Figure 10B). In line two different kinds of chromatin loops exist in vivo with only 

one requiring CTCF’s RNA binding function (226).  

In summary, I propose that transcription influences genome architecture in multiple ways (Figure 

10B). Transcription could lead to the recruitment of cohesin to RNA-secondary structures via its 

SA subunit and to CTCF-independent loop formation. Additionally, transcription could displace 

CTCF or CTCF interacting with SA or the whole cohesin complex from CBSs leading to changes 

in TAD structure. Finally, transcription could stabilise DNA loops formed by CTCF oligomers 

independently of cohesin by enabling CTCF to capture transcription-produced RNA.  

 

III 5. Conclusion 
 

The creation of nucleosome assemblies, single-molecule transcription assays and site-specific 

roadblock formation on DNA curtains allowed me to study genome architecture proteins and their 

interactions with polymerases. The results reveal that there is a mutual interplay between 

transcriptional regulation and genome architecture and that CTCF’s and cohesin’s roles in these 

processes are more complex than CTCF merely acting as an anchor point for loop extruding 

cohesin complexes.  

CTCF bound its CBS statically and with a high lifetime (229) enabling it to form stable anchor points 

at TAD boundaries for DNA loops formed together with cohesin (18, 19), where it may be able to 

recruit cohesin via our observed direct interaction with cohesin’s SA subunit (229). Transcribing 

RNA polymerases were able to push CTCF and CTCF-SA off CBSs (229), revealing a mechanism 

of how TAD boundaries and cohesin-dependent CTCF clusters can be disturbed by transcription 

(223, 370). CTCF’s ability to oligomerise and form large clusters with DNA suggests that genomic 

contacts can form within DNA-CTCF clusters independently of cohesin. Oligomerised CTCF was 

able to capture RNA (229), which led to a stabilisation of CTCF even on non-CBSs and could create 

interaction hubs for additional proteins. These interaction hubs could consequently be stabilised by 

the RNA from close-by transcription (33, 168, 253) and allow CTCF to perform its known functions 

of regulating transcription by enabling regulatory contacts within these interaction hubs (162, 164–

168) while preventing interactions with promoters or enhancers outside of them (3, 170–173, 175, 

176, 181, 203). Furthermore, this could allow CTCF to influence transcription by recruiting 

additional RNAs and proteins involved in transcriptional regulation  (166, 216, 224, 260, 261, 724–

728) and by causing the formation of transcriptional condensates (353). Our DNA curtains assay 

with CBS-enriched CTCF and CTCF-RNA clusters can be applied to study if CTCF can recruit 

transcriptional regulators and super-enhancer-forming proteins to these sites.  

In contrast to the stably bound CTCF, cohesin’s SA subunit preferentially targeted AT-rich regions 

in a diffusive transient manner. Unlike CTCF, SA might not be able to create an interaction hub for 

other proteins. Instead, this shows that SA can quickly scan the DNA and could then be stabilised 

at TAD boundaries by CTCF (216, 229), at DNA repair intermediates (435), or at RNA structures 

(216, 228, 229). I propose that SA then loads cohesin to these sites, enabling cohesin’s roles in 

DNA repair (232, 240, 241) and directing TAD boundaries to both sites of active genes and CBSs 

(16). This suggests that SA is the actual cohesin loader in higher eukaryotes, which could also help 

explain why SA1-cohesin and SA2-cohesin display distinct genomic binding sites, recruiting 

cohesin mostly to CBSs or sites of active transcription respectively (186, 187). Our study showed 

(230) that the yeast cohesin loader Scc2/4 is not required for topological DNA entrapment. Scc2/4 
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stimulated cohesin’s ATPase activity (230) and was required for stable entrapment of two DNA 

segments, presumably in two different cohesin ring compartments (230). This suggests that Scc2/4 

main roles are in facilitating cohesin’s roles in generating DNA loops for TAD formation and 

entrapment of two DNAs for sister chromatid cohesion and possibly as already shown for the 

human loader (14) in enabling cohesin loop extrusion. DNA curtain measurements performed for 

SA could be repeated for the yeast cohesin cofactors Scc2/4 and Scc3 to study their enrichment 

and possible cohesin loading function on for example AT-rich sequences, RNA-transcripts and 

DNA repair intermediates.    

The studied T7 RNA polymerase was found to push other polymerases as well as genome 

architecture proteins along the DNA track. This leads to more efficient transcription and also shows 

that transcription is not only influenced by but also shapes 3D genome organisation.  
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