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Zusammenfassung

Der Hauptbeitrag dieser Dissertation ist die Entwicklung einer hyperintensionalen Seman-
tik für die Überzeugungsrevision und eines entsprechenden Systems der dynamischen dox-
astischen Logik. Dies erfolgt in der Absicht verschiedene Aspekte der Überidealisierung
und des logischen Allwissenheitsproblems zu behandeln, die in der Literatur zur Überzeu-
gungsdynamik immer wieder auftauchen. Die in Kapitel 2 vorgestellten Modelle bilden
den Kern dieser Dissertation. Der Ausgangspunkt für die Entwicklung dieser Modelle
ist die Verlagerung des Darstellungsfokus doxastischer Modelle von Mengen von Überzeu-
gungen auf Informationssammlungen und die Definition von Überzeugungsänderungen als
Artefakte von Informationsänderungen. Auf diese Weise zielt die aktuelle Arbeit darauf
ab, eine flexible und weniger idealisierte Darstellung von Überzeugungsrepräsentation und
Überzeugungsänderung zu erreichen. Dies geschieht, indem objektlinguistische Überzeu-
gungsänderungsoperatoren in eine Zustandssemantik für Informationsdynamik eingebracht
werden. Das Ergebnis ist eine nicht-monotone, hyperintensionale und inkonsistenztolerante
Überzeugungsdynamik.

Aus diesen Modellen ergeben sich eine Reihe wichtiger Themen in Bezug auf die Überzeu-
gungsdynamik, wie Hyperintensionalität, Inkonsistenztoleranz und deduktive Geschlossen-
heit. Im weiteren Verlauf dieser Dissertation werden diese Themen, mit Ausnahme von
Kapitel 6, näher untersucht. Insbesondere Kapitel 3 zielt darauf ab, diese Arbeit in
der Hyperintensionalitätsliteratur zu verorten, indem es neben einer kurzen Geschichte
der Debatte über hyperintensionale Bedeutung einen vergleichenden Überblick über ver-
schiedene Darstellungen hyperintensionaler Überzeugungsänderungen gibt. Aus der Anal-
yse dieser Darstellungen ergeben sich verschiedene Vergleichspunkte, insbesondere zwis-
chen möglichen Welten und zustandssemantischen Darstellungen der hyperintensionalen
Überzeugungsrevision, die in Abschnitt 3.3 ausführlich diskutiert werden. Die letztgenan-
nten Themen, nämlich Inkonsistenztoleranz und deduktiver Abschluss, werden zunächst
unter dem Begriff der Fragmentierung von Überzeugungszuständen untersucht. Die De-
batte über fragmentierte Mengen von Überzeugungen konzentriert sich auf die Anforderun-
gen von deduktiver Geschlossenheit und Konsistenz, die an Mengen von Überzeugungen
gestellt werden, und wie diese zu dem Problem der logischen Allwissenheit führen. Der
Literaturüberblick zeigt verschiedene Modellierungslösungen für das Problem, Kapitel 4
zielt dann darauf ab, die aktuelle Arbeit in dieser Literatur zu verorten.

Die Frage der Inkonsistenztoleranz taucht in Kapitel 5 im Zusammenhang mit kon-
sistenzsensitiven epistemischen Modalitäten wieder auf. In diesem Teil der Dissertation
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werden zwei neue epistemische Modalitäten untersucht. Eine konsistenzsensitive Evidenz-
modalität wählt die konsistenten Teile einer ansonsten inkonsistenten Informationssamm-
lung aus, indem sie vertrauenswürdige Informationsquellen unterscheidet. Eine konsis-
tenzsensitive sichere Überzeugungsmodalität bestimmt dann eine Reihe von dauerhaften
Überzeugungen auf der Grundlage von Evidenz. Die hier vorgestellten Modelle sind zwar
stark von der Darstellung in Kapitel 2 inspiriert, weisen aber aufgrund der Wahl der zu-
grunde liegenden Semantik verschiedene Unterschiede auf.

In Kapitel 6 schließlich wird die Diskussion in eine andere Richtung gelenkt. Hier
werden die in Kapitel 2 entwickelten Modelle neu interpretiert und angewandt, um eine
besondere Form des begrifflichen Wandels darzustellen. Das Ziel dieser Anwendung ist es,
diese Modelle als Brückenkomponente zwischen Theorien der Überzeugungsrevision und
des wissenschaftlichen Wandels vorzuschlagen. Insbesondere wird vorgeschlagen, dass ein
überzeugungsrevisionsähnliches System verwendet werden kann, um radikale Arten von be-
grifflichem Wandel abzubilden, die im Rahmen wissenschaftlicher Revolutionen auftreten
können. Es ist daher keine Überraschung, dass die Revision von Überzeugungen und die
Revision wissenschaftlicher Theorien auffallend ähnlich sind, da beide als Korpus von In-
formationen und Schlussfolgerungen (oder Hypothesen) verstanden werden können. Die
Parallele zwischen den beiden wird in diesem Kapitel auch durch die Übersetzung der
Überzeugungsrevisionspostulate in Rationalitätspostulate für begrifflichen Wandel in Ab-
schnitt 6.4 deutlich.



Summary

The main contribution of this dissertation is the development of a hyperintensional se-
mantics for belief revision and a corresponding system of dynamic doxastic logic, with the
intention of addressing various aspects of over-idealisation and the logical omniscience prob-
lem which repeatedly occurs in the literature on belief dynamics. The models introduced
in Chapter 2 make up the core of this dissertation. The starting point in the development
of these models is shifting the representational focus of doxastic models from belief sets to
collections of information, and defining changes of beliefs as artifacts of changes of infor-
mation. In this way, the current work is aimed at achieving a flexible and less idealised
account of belief representation and belief change. This is done by accommodating object-
linguistic belief change operators within a state-semantics for information dynamics, which
results in suggesting a non-monotonic, hyperintensional and inconsistency tolerant belief
dynamics.

A number of important themes concerning belief dynamics result from these models,
such as hyperintensionality, inconsistency-tolerance and deductive closure. In the rest
of this dissertation, these themes are investigated in more detail, with the exception of
Chapter 6. In particular, Chapter 3 aims for locating this work in the hyperintensional-
ity literature, by presenting a comparative survey of various accounts of hyperintensional
belief change, besides a brief history of the debate about hyperintensional meaning. Var-
ious comparison points arise from the analysis of these accounts, in particular between
possible worlds and state-semantics representations of hyperintensional belief revision,
which are discussed in detail in Section 3.3. The latter themes mentioned above, namely
inconsistency-tolerance and deductive closure are first investigated under the umbrella of
fragmentation of belief states. The debate on fragmented beliefs is focused on the require-
ments of deductive closure and consistency imposed on belief sets, and how these lead to
the problem of logical omniscience. The review of the literature shows various modeling
solutions to the problem, Chapter 4 is then aimed at locating the current work in this
literature.

The issue of inconsistency-tolerance reoccurs in Chapter 5, in relation to consistency-
sensitive epistemic modalities. In this part of the dissertation, two new epistemic modalities
are investigated. A consistency-sensitive evidence modality picks out the consistent parts
of an otherwise inconsistent collection of information, by distinguishing trusted sources of
information. A consistency-sensitive safe belief modality then determines a set of persis-
tent beliefs based on evidence. While the models introduced here are heavily inspired by
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the presentation in Chapter 2, they exhibit various differences due to the choice of the
underlying semantics.

Finally, Chapter 6 steers the discussion towards another direction. Here, the mod-
els developed in Chapter 2 are reinterpreted and applied to represent a special form of
conceptual change. The aim of this application is to suggest these models as a bridging
component between theories of belief revision and of scientific change. In particular, it
is proposed that a belief-revision-like system can be used to mirror radical types of con-
ceptual change that might occur as part of scientific revolutions. It is not surprising that
belief revision and scientific theory revision are strikingly similar, given that both can be
understood as corpus of information and inferences (or hypothesis). The parallel between
the two is manifested in this chapter, also by the translation of belief revision postulates
into rationality postulates for conceptual change in Section 6.4.
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Chapter 1

Introduction

Belief representation and dynamics has a long tradition in the philosophical logic litera-
ture. It is possible to put a pin on the development of the AGM belief change theory by
Alchourrón, Gärdenfors and Makinson [1] as the starting point of the current debates in
this literature. While the AGM-style belief revision has earned the title of standard theory
of belief change, numerous classical and non-classical ways of changing beliefs have been
introduced, referring to the laws of AGM in one way or another, reproducing or challenging
them. The challenges directed to the AGM usually stem from concerns of over-idealisation
imposed by the AGM belief contraction and belief revision postulates. This dissertation is
not an exception to this tradition, as the main goal is to put forth a belief revision system
which addresses various concerns of over-idealisation.

The debate concerning over-idealisation in modeling belief change, however, has other
sources besides the AGM. By far the most common way of representing beliefs and belief
dynamics has been using possible worlds semantics. This tradition goes back to Hintikka’s
conception of knowledge and belief modalities [73]. In this tradition, possible worlds are
interpreted as alternative epistemic possibilities for agents, and knowledge and belief are
defined as truth in the non-excluded alternatives. It is argued that imposing the structure
of possible worlds onto belief sets again leads to over-idealisation in a theory of rational
belief change, and can be understood as one of the sources of the logical omniscience
problem.

The main contribution of this dissertation is the development of a new semantics for
hyperintensional belief revision and a corresponding system of dynamic doxastic logic in
Chapter 2, with the intention of addressing various aspects of over-idealisation and the
logical omniscience problem. The models introduced in this chapter make up the core of
this dissertation. The starting point in the development of these models is shifting the
representational focus of doxastic models from belief sets to collections of information, and
defining changes of beliefs as artifacts of changes of information. In this way, the current
work is aimed at achieving a flexible and less idealised account of belief representation and
belief change. This is done by accommodating object-linguistic belief change operators
within a state-semantics for information dynamics, which results in suggesting a non-
monotonic, hyperintensional and inconsistency-tolerant belief dynamics.
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A number of important themes concerning belief dynamics result from these models,
such as hyperintensionality, inconsistency-tolerance and deductive closure. In the rest of
this dissertation, these themes are investigated in more detail, with the exception of Chap-
ter 6. In particular, Chapter 3 aims to locate this work in the hyperintensionality literature,
by presenting a comparative survey of various accounts of hyperintensional belief change,
besides a brief history of the debate about hyperintensional meaning. Various comparison
points arise from the analysis of these accounts, in particular between possible worlds and
state-semantics representations of hyperintensional belief revision, which are discussed in
detail in Section 3.3. The latter themes mentioned above, namely inconsistency-tolerance
and deductive closure are first investigated under the umbrella of fragmentation of belief
states. The debate on fragmented beliefs is focused on the requirements of deductive clo-
sure and consistency imposed on belief sets, and how these lead to the problem of logical
omniscience. The review of the literature shows various modeling solutions to the problem,
Chapter 4 is then aimed at locating the current work in this literature.

The issue of inconsistency-tolerance reoccurs in Chapter 5, in relation to consistency-
sensitive epistemic modalities. In this part of the dissertation, two new epistemic modalities
are investigated. A consistency-sensitive evidence modality picks out the consistent parts
of an otherwise inconsistent collection of information, by distinguishing trusted sources of
information. A consistency-sensitive safe belief modality then determines a set of persis-
tent beliefs based on evidence. While the models introduced here are heavily inspired by
the presentation in Chapter 2, they exhibit various differences due to the choice of the
underlying semantics.

Finally, Chapter 6 steers the discussion towards another direction. Here, the mod-
els developed in Chapter 2 are reinterpreted and applied to represent a special form of
conceptual change. The aim of this application is to suggest these models as a bridging
component between theories of belief revision and of scientific change. In particular, it
is proposed that a belief-revision-like system can be used to mirror radical types of con-
ceptual change that might occur as part of scientific revolutions. It is not surprising that
belief revision and scientific theory revision are strikingly similar, given that both can be
understood as corpuses of information and inferences (or hypothesis). The parallel between
the two is manifested in this chapter, also by the translation of belief revision postulates
into rationality postulates for conceptual change in Section 6.4.

In the rest of this chapter, the main themes taken up in this dissertation are introduced,
and an outline is stated.

1.1 Belief revision
A major milestone in the literature on belief change is the development of the AGM belief
change theory by Alchourrón, Gärdenfors and Makinson [1]. The AGM combines belief
change with new information and non-monotonic reasoning, and provides a representation
theorem for various postulates that guide rational belief revision and belief contraction.
These postulates advanced by the AGM as well as other related works of its authors [63,
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64, 65] are commonly taken as the reference point for further discussions and developments
in the broader literature on belief change. In terms of the formalisation style, the AGM is
a set-theoretic representation of belief change, based on meta-linguistic belief contraction
and revision functions. Specifically, the partial meet contraction and partial meet revision
functions of the AGM map a set of formulae (i.e., a belief set) and a formula (i.e., the
new information) to a new set of formulae, which can be characterised as a maximal non-
implying set. The AGM requires that the belief sets of agents are logically closed theories
both before and after belief change occurs, and the changes are piece-meal with the new
information formulated as a singleton formula.1

The AGM can also be represented using possible worlds. This is done famously by Grove
[62], to achieve a more plausible and natural representation theorem than the AGM, for
the so-called Gärdenfors postulates. Grove’s system models doxastic states of single agents
by using a system of spheres based on Lewis’s sphere semantics for counterfactuals [101],
that orders a set of possible worlds based on a fixed plausibility or preference ordering.
In a given model, the set of possible worlds is totally ordered, such that, the worlds
contained in the innermost sphere are the ones that the agent considers doxastically most
plausible or preferable and the set of sentences determined by the intersection of these
worlds constitutes the belief set of the agent. Accordingly, with K fixed as the innermost
sphere of a system, contracting the belief set K with respect to a piece of information α
can be defined as moving to the closest sphere K 1 (from K) where K 1 ∩ α is non-empty.
Revising the belief set K with the information α can then be defined as removing all
 α-worlds from the system and moving to the closest sphere where α is true.

 α

Figure 1.1: The colored area represents the contracted belief set K ´ α.

1In particular, the AGM partial meet contraction function, denoted by ´ takes as its arguments a belief
set K and a formula α, and yields a new belief set K 1. K 1 is the result of intersecting the selected maximal
parts of the original belief set K that does not entail α, based on a fixed selection function γ. Hence, K´α
determined by a selection function γ is defined as ∩γpKKαq, where pKKαq is the set of non-α-implying
maximal subsets of K. The AGM partial meet revision (denoted by ˚) on the other hand, is defined based
on the contraction function, such that, K ˚ α determined by γ is defined as CnppK ´  αq ∪ tαuq, where
Cn is the operation denoting logical closure under classical logic.
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α

Figure 1.2: The intersection of the α-area with the innermost sphere in the colored area
represents the revised belief set K ˚ α.

The models offered both in [1] and in [62] then represent a way of changing beliefs
which requires, among others, closure and consistency (otherwise trivialisation) of revised
belief sets, and equal treatment of logically equivalent sentences in the process of belief
revision. Postulates of logical closure, consistency and extensionality mentioned here are
respectively:2

• (K*1) K ˚ α “ CnpK ˚ αq,

• (K*5) if α is a contradiction then K ˚ α “ KK, and

• (K*6) if α ” β then K ˚ α ” K ˚ β.

There are various attempts in the literature that directly aim to capture the AGM-style
belief revision with object-linguistic belief change operators3. These works uphold some
or all AGM revision postulates which are debated in the next sessions, most importantly
closure of belief sets, trivialisation of inconsistent belief sets and equivalent treatment of
materially equivalent sentences. For instance, the AGM postulate K*6 above is commonly
formulated as an axiom of conditional belief or belief change in the following ways [20,
p.136]:

• from φ ” ψ infer Bφχ ” Bψχ

• from φ ” ψ infer r˚φsχ ” r˚ψsχ

The above statements say, if φ and ψ are classically equivalent sentences, then “if χ is
believed conditional on (or upon believing) φ, it is also believed conditional on ψ”, and
“if after revision with φ it is believed that χ, then after revision with ψ it is believed that
χ”, where φ, ψ, χ are sentences in a language L. The belief revision models developed in
this dissertation challenge these assumptions for belief revision, among others. First and
foremost, the models introduced in Chapter 2 are models of hyperintensional belief change,

2For the full list of the postulates, see [1].
3[139, 138, 103, 161, 93, 162, 155, 156, 58] are listed among the works which include belief dynamics

upholding the AGM postulates by Berto [20].
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hence challenging postulate K*6. That is, they present more fine-grained identification
conditions for sentences in the belief context, than what is allowed in the AGM and the
Grove models, and in general, any intensional semantics including Kripke semantics for
modal logic. The models allow, furthermore, belief sets that are not deductively closed,
while tolerating inconsistency on different levels of reasoning, hence challenging both K*1
and K*5 above.

An important alternative to the AGM, using the same linguistic level of representation,
is the theory of base-generated belief revisions [68, 132]. These theories model belief change
using again meta-linguistic contraction and revision operators, however, the objects of belief
change are now structured belief bases rather than closed belief sets. A belief base can be
understood as a possibly incomplete and inconsistent collection of information, consisting
of various smaller (possibly ordered) clusters of information. Moreover, they allow belief
change with respect to collections of information, unlike the singleton formulation of new
information of the AGM. The base-generated revision theories differentiate the information
level (belief bases) from the level of inferences (belief sets). Consequently, it is allowed that
not all sentences in a belief base are accepted as beliefs by the agents. Evaluated from the
point of the AGM postulates, this distinction has important consequences. For instance,
the belief sets are not necessarily logically closed. Moreover, although belief revision and
contraction are consistency-preserving operations on belief bases, base-generated revision
models are inconsistency tolerant, as inconsistencies can be contained in the belief bases.
Lastly, beliefs that are merely inferred from other (support) beliefs are not retained after
the support beliefs are contracted. Allowing pieces of information to stand and fall together
in this way has important consequences for belief dynamics, such as the failure of the AGM
recovery postulate.4 The base-generated revision models relate closer to the frameworks
developed here, in virtue of the distinction they suggest between the information level
and the belief level, containment of inconsistencies in the information level, and taking
structured collections of information as the objects of belief revision.

The AGM-style belief revision is sometimes called the standard theory of belief revision.
The recent belief revision literature, however, is dominated by object-linguistic formalisa-
tions of belief dynamics. Development of Dynamic Epistemic Logic (DEL) and Dynamic
Doxastic Logic (DDL) based on Kripke models for modal logics ensured the domination
of this tradition.5 Both DEL and DDL are modal logic approaches to belief and belief

4The recovery postulate is a principle of minimal change and it has been the most debated AGM
postulate (for more on the debate, see [48]). It results partly from the fact that each piece of information
is considered separately as singletons, and they do not stand and fall together unless they logically entail
one another. The AGM postulate can be formulated as K Ď CnppK ´ αq ∪ tαuq.

5Development of Dynamic Epistemic Logic has been a long tradition, inspired by developments in
epistemic logic, dynamic modal logic, belief revision, etc. For a historical overview see [162]. Important
works in the early literature include [154, 122]. Developments in DEL has inspired the tradition of Dynamic
Doxastic Logic with works such as [103, 137] leading the path. In [11, p.2] the authors compare DDL as
introduced in [138] and developed further by Segerberg, with the DEL paradigm: “DEL treats dynamic
revision as an ‘external’ operation (representing actions as changes of the current model), while in DDL
the dynamics is ‘internal’ to the model (i.e., actions are represented as changes of doxastic structure within
the same model)”.
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revision, built on static sentential knowledge and belief modalities as introduced by Hin-
tikka [73], and they represent changes of belief via dynamic, model-changing operators on
the object-language level. They are strictly more expressive than the AGM-style repre-
sentations, for instance, it is possible to represent multi-agent doxastic models and nested
formulas of belief change.6 Following Hintikka, the static knowledge and belief modalities
are formulated as necessity-like modalities. Based on the idea that possible worlds rep-
resent epistemic possibilities for agents, knowledge and belief are defined as truth in all
non-excluded possibilities. Specifically, the belief state of an agent is determined by the
doxastic possibilities which the agent considers as candidates for the actual world, i.e., a
set of worlds that the agent cannot distinguish from each other and from the actual world.

This well-studied and robust formalisation of belief, however, comes at the cost of ex-
treme idealisation. The primary components of a doxastic model based on Kripke models
are possible worlds and binary accessibility relations between worlds, describing indistin-
guishability from the agents’ point of view. While the frame conditions (on the accessibility
relations and the set of worlds) of a Kripke model determine some features of belief, such
as introspection, factivity, etc., irrespective of these conditions, what is modelled is an
idealised sense of belief.7 In particular, these models uphold the requirements of deductive
closure, consistency and intensionality for beliefs and belief change, in virtue of transferring
features of possible worlds into belief states:

It is not a huge surprise that logicians who like possible worlds accounts of belief
are generally fond of the logical closure and consistency of belief: essentially,
the former is just a semantic way of expressing the latter. ([90, p.40])

These assumptions about belief representation and belief change, however, lead to what
is referred to in the literature as the problem of logical omniscience. Chapter 4 includes a
more detailed discussion of the problem of logical omniscience and how it manifests through
the closure conditions imposed on belief sets. Vardi comments on how the possible worlds
accounts of belief lead to the problem of logical omniscience:

At the most fundamental level, possible worlds theory is a theory that takes
alternative possibilities as its basic primitive notion. While this theory is con-
troversial in some circles, [w]e are willing to accept it. The only assumption
that this theory makes is that there are many conceivable states of affairs.
Hintikka [w]ent further to model knowledge and belief as a relation between

6For a discussion of advantages of object-level formalisations, see [93]. The syntactic machinery of the
AGM change operations offer single-shot belief change, as they take as argument a specified belief set
and do not define a revised selection function, and they are not suited to model nested belief change or
beliefs about the dynamic dispositions of a doxastic state. Although simple combinations of change can
be represented, see the supplementary postulates in [1]. The base-generated revision models are able to
represent iterated belief revision, but not nested formulas of belief change.

7Stalnaker notes that we can understand this extreme idealisation in two different ways: i)knowledge in
the ordinary sense but as it applies to idealised agents, or ii) idealised sense of knowledge that is implicit
knowledge as it applies to ordinary agents [143, p.171]
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these conceivable states. According to this approach, at any state an agent
has in mind a set of states that are possible relative to that state (the set of
possible states is a subset of the set of all conceivable states). It is this set of
possible states that captures the agent’s knowledge or belief. Unfortunately,
this way of capturing epistemic notions is far from being intuitive, and goes
a long way beyond the basic assumption underlying the possible worlds the-
ory. Thus by modeling knowledge and belief the way he did, Hintikka made a
dubious metaphysical commitment, whose side-effect is the logical omniscience
problem. [165, p.295]

Modelling solutions to the problem of logical omniscience vary, as well as the sources
of the problem. Fagin et al. present a list of reasons that might be responsible for the
gap between the ideal of rational reasoning and the way ordinary agents might reason [45,
p.40]:

1. Lack of awareness

2. People are resource bounded

3. People don’t always know the relevant rules

4. People don’t focus on all issues simultaneously

In this dissertation, various solutions for shortening the gap between ideal and ordinary
reasoning are proposed, through the models developed in Chapter 2. First and foremost,
the proposed models diverge from the intensional approaches to belief revision and advance
an hyperintensional approach instead.

1.2 Hyperintensionality
Modalities representing intentional mental states such as knowing, believing, and imagining
are understood to generate hyperintensional contexts, which call for an individuation of
meanings (of sentences) beyond their intentions (i.e., classical truth conditions), and in a
way that is sensitive to other epistemically relevant dimensions of meaning. Intensional
semantics on the other hand equate the meanings of sentences with their truth conditions,
determined by sets of worlds where the sentences are true. Consequently, these semantics
cannot distinguish between necessarily true sentences (true in all possible worlds), nor the
contingently equivalent sentences true in all the same worlds based on a fixed domain of
possible worlds. They also determine a unique set of worlds, namely the empty set, for
falsity. Following Cresswell, hyperintensional contexts are simply defined as contexts where
logical equivalences are not respected [36].8

8Note, however, intensional equivalences and logical equivalences coincide only when the domain of
possible worlds include all logically possible worlds.
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The debate about the inadequacy of using intensional semantics to model epistemic
attitudes goes back to [32, 96, 97, 36, 140]. It is understood that intensions (i.e., sets
of possible worlds) are not proper designations for meanings of sentences and intensional
identity does not account for identity of meaning in hyperintensional contexts. Various
modeling solutions have been proposed, which usually start with identifying the relevant
dimensions of meaning. Recent literature on hyperintensional belief revision is focused on
supplementing the intensional meaning of sentences with an aboutness component, that is
what the sentences are about or the issues embedded in their meaning [171, 99, 19, 175].
Consequently, they require aboutness preservation for logical entailment in hyperintensional
contexts, as an additional dimension to truth preservation. The survey and comparison of
various attempts in this tradition is the subject of Chapter 3.

The hyperintensional belief revision models developed in Chapter 2 diverge from the
approaches that depend on the (supplemented) possible worlds semantics by opting in-
stead for a state-semantics for information dynamics. In particular, these models build
upon the hyperintensional state-semantics HYPE developed in [91]. HYPE-models and
propositional HYPE-logic can be used as a background semantics and logic for modeling
hyperintensional contexts and modalities in particular in virtue of the partialness and the
mereological characterisation of the HYPE-states that are the primary semantic elements
of the models.

1.3 Fragmented belief
While Chapter 3 is aimed at locating the belief revision models developed in this work
within the hyperintensionality literature, Chapter 4 is aimed at locating them within the
literature on fragmented belief. Fragmented belief refers to situations where the total belief
state of an agent at a time is fragmented into separate belief states. Consequently, the
belief set representing the totality of an agent’s beliefs is not necessarily closed under log-
ical consequence, independent of whether the fragments are internally closed. Moreover,
although the fragments are consistent in themselves, they may not be mutually consis-
tent, allowing the total belief state to contain inconsistent beliefs without being trivial.
Fragmented belief states are proposed as a modeling solution to deal with some of the clo-
sure requirements that are related to the logical omniscience problem, in particular with
requirements of deductive closure, conjunctive closure and consistency.

Deductive closure of belief sets requires, briefly, that agents believe all logical implica-
tions of their beliefs, including all logical tautologies, furthermore, that their belief sets are
closed under arbitrary conjunctions. It is argued that these are not reasonable rationality
standards for ordinary agents, especially in the context of totality of their beliefs. Kyburg
discusses, for instance, the limitations of requirements such as the totality of an agent’s
inductive knowledge to be represented in a single fat statement, and that the agent has
to believe the conjunction of everything she has a right to believe [88]. Stalnaker and
Lewis argue that agents might act on different sets of inferences in different situations
and contexts. Some claims against deductive closure follow also from arguments such as
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the preface paradox and the lottery paradox, where combined with the non-contradiction
principle (and consistency-intolerant logics), logical closure leads to trivialisation of belief
states. Fragmentation theories then aim to prevent trivialisation by restricting admissible
inferences such that the agents cannot reason across (possibly contradicting) fragments.

The exact way fragmentation is modelled in various works varies from introducing
centers of reasoning [98, 140], resolution-sensitive models [173], accessibility tables based
on elicitation conditions [44], to local reasoning models [45], and models for distinguishing
explicit and implicit beliefs [94, 10], use of impossible worlds [23, 77], and of neighborhood
models [10]. The models in Chapter 2 relate to this literature by allowing conjunctive
closure and closure under believed implications to fail for the totality of beliefs of agents,
and by avoiding trivialisation in the face of inconsistent information. While these are not
fragmented belief models, Chapter 4 proposes also a direction in modeling fragmentation
of beliefs based on them.

1.4 Evidence
Separation of the information level from the belief level, and explicit representation of
the raw information that is not accepted as belief as part of the doxastic states is not
novel to the literature on belief revision. Evidence models described by van Benthem and
Pacuit [158, 160] propose a similar distinction. The authors use neighborhood semantics
to model possibly inconsistent and incomplete states of evidence of agents, and dynam-
ics of evidence, within a matching language for beliefs.9 On the other hand, the belief
base revision (BBR) models introduced in Chapter 2 include only (static and dynamic)
modalities of belief. Although the information of the agents plays an important role in de-
termining their belief states, it stays in the background of the belief sentences. In Chapter
5, the structured collections of information are exploited in a different direction, reinter-
preting the information states as sources of information and defining an evidence modality
based on trusted sources. The models introduced here deal only with the static aspects of
evidence, and they further include a persistent safe belief modality based on evidence.

1.5 Belief revision meets scientific change
There is a strong relation between the development of belief revision and real sciences.
Belief revision theories offer rational ways to select which part of a theory must be given
up so that the new data can be integrated in the new theory. A scientific theory, on the
other hand, may be considered as a system of beliefs of a scientist who holds it:

[A] scientific theory is tested against observations. If the observational data are
in conflict with the predictions of the theory, then they falsify the theory. Some

9In [160], besides a consistency preserving static belief modality, the authors present an extension to
the language that stands for an agent boldly believes α, that is similar to the extension for fragmented
belief proposed in Chapter 4.
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part or other of the all-embracing scientific theory must be given up. [121, p.5]

Berto indeed notes that the AGM originates from insights about theory revision [20,
p.134]. Despite this substantial parallel, the two branches have progressed rather sepa-
rately, and little work has been done to bring them together. In a recent collection, various
modeling solutions have been presented to bring the two forms of theory change together,
along with discussions of potential causes for the observed distance between them [117].
The application of belief revision theories to model scientific change has usually been in
terms of mirroring changes in scientific theories as changes in belief sets [111, 38, 66, 8, 144].
In Chapter 6 it is argued that this belief-centered take on scientific change is exactly the
reason why Thagard claims that belief revision theories are not adequate for representing
conceptual change [147, 148]. Specifically, he claims, there is a mismatch between the level
of belief sets and the level of conceptual change that is pivotal in scientific revolutions. It
is, however, possible to lift the methodology of belief revision theories to the conceptual
level, as attempted here.

1.6 Outline
In Chapter 2, a novel hyperintensional semantics for belief revision and a corresponding
system of dynamic doxastic logic are introduced. The framework developed here consti-
tutes the core of this dissertation. The rest of the chapters are commentaries on the features
of this framework and its place in the philosophical logic literature, or rather applications
and reinterpretations. Hence I state the extended literature on the relevant issues in the
main text. Chapter 3 is an in-depth survey of the literature on hyperintensional semantics
and logics as they apply to belief representation and belief revision. It is aimed at a com-
parative placement of the models introduced in the previous chapter in the literature. In
Chapter 4, the requirements of closure and unity, that commonly apply to belief sets are
reconsidered from the perspective of their relation to the problem of logical omniscience. A
new direction towards modeling fragmented belief states is proposed. Chapter 5 explores
an alternative formalisation of the main ideas of Chapter 2, and advances a framework
for information-based semantics for intuitionistic logic with two novel consistency-sensitive
epistemic modalities. Finally, Chapter 6 introduces an application of the framework de-
veloped in Chapter 2, as a model for conceptual change in scientific revolutions.

The focus of discussion shifts between static belief representation and belief dynamics
throughout this dissertation. While Chapter 2 and 3 focus on dynamics of belief, Chapter
4 is concerned mainly with the (static) closure principles of belief sets. Chapter 5 includes
only static evidence and belief modalities, as the dynamic aspects of these are left for future
work. Chapter 6 on the other hand, is concerned with conceptual change.

Parts of this dissertation is based on previously published work. Chapter 2 is based
on the paper “A Semantics For Hyperintensional Belief Revision Based on Information
Bases”, published in Studia Logica [29]. The content of Chapter 5 is joint work with
Vít Punčochář, Marta Bílková, and Thomas M. Ferguson and it is based on parts of
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the paper “Consistency-Sensitive Epistemic Modalities in Information-Based Semantics”,
published in Studia Logica [126]. The content of Chapter 6 is joint work with Matteo De
Benedetto and it is based on the paper “Taking Up Thagard’s Challenge: A Formal Model
of Conceptual Revision”, published in Journal of Philosophical Logic [30].
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Chapter 2

A Semantics For Hyperintensional
Belief Revision Based On
Information Bases

In this chapter a novel hyperintensional semantics for belief revision and a corresponding
system of dynamic doxastic logic are introduced.1 The main goal of the proposed frame-
work is to reduce some of the idealisations that are common in the belief revision literature
and in dynamic epistemic logic. A state-semantics is used to represent potentially incom-
plete or inconsistent collections of information, which are the primitive elements of the
proposed models. By shifting the representational focus of doxastic models from belief sets
to collections of information, and by defining changes of beliefs as artifacts of changes of
information, the current work is aimed at achieving a flexible account of belief representa-
tion and belief change. The proposal includes dynamic revision operators which represent a
non-classical way of changing beliefs: belief revision occurs in non-explosive environments
which allow for a non-monotonic and hyperintensional belief dynamics. A logic that is
sound with respect to the semantics is also provided.

2.1 Introduction

The doxastic models constructed here are primarily aimed at reducing some of the ideali-
sations that are common in the belief revision literature. These include assumptions about
the closure conditions imposed on belief sets such as deductive closure, i.e., agents believe,
or at least they are committed to believe, all logical implications of their beliefs, including
all logical tautologies. More radically, it is sometimes assumed that the information of an
agent, which is the foundation of her beliefs, is complete in the sense that it says something

1The content of this chapter is based on the paper “A Semantics For Hyperintensional Belief Revision
Based on Information Bases”, published in Studia Logica [29].
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about every aspect of the world, a feature which possibly passes on to her beliefs.2 I will
also challenge the idea that the primary elements of doxastic representations are belief sets,
and that belief changes take place directly on these entities. I show that by shifting the
representational focus one step back to the possibly inconsistent and incomplete collections
of information (which are not necessarily accepted as beliefs), and by defining changes of
beliefs as artifacts of the changes of information, we can achieve a more realistic account
of belief representation and of belief change.3

The AGM [1] has revolutionised the belief revision literature by introducing a fully
formed theory that combines non-monotonic reasoning and belief change. It has sig-
nificantly influenced the succeeding works on belief revision, especially in terms of the
modeling idealisations mentioned above. In particular, the AGM closure postulate re-
quires that belief sets are logically closed before and after belief revision and contraction
(K ˚ α “ CnpK ˚ αq). Considering such deductively closed belief sets as the primary ele-
ments of doxastic representations has been largely criticised as they appear to be too large
to be the direct objects of belief change [47, p.41-57]. The theory also suggests that there
is only one form of inconsistency, that is trivialisation, and a belief set becomes trivial
(i.e., it implies everything in the language) when it is revised with an inconsistent sentence
(K ˚ α “ CnpK ˚ αq). Last but not least, the AGM change operators treat classically log-
ically equivalent sentences in an equal manner, hence suggesting an intensional theory of
belief revision (if α ” β then K ˚ α ” K ˚ β). We should also note the much debated AGM
recovery postulate, which states that merely derived beliefs can be retained even after their
bases (supporting beliefs) are withdrawn (K Ď CnppK ´ αq ∪ tαuq) .The AGM has also
been represented with object-linguistic change operations in several works, contributing
to the establishing the Dynamic Epistemic Logic (DEL) and the Dynamic Doxastic Logic
(DDL) traditions.4

The theories of base-generated revisions [132, 68] revoke some of these idealisations
established in the AGM paradigm. Base-generated revision models are built on possibly
inconsistent sets of beliefs that are not necessarily closed under logical implication, which
are called the belief bases. Inferential closure of a belief base still serves as the set of
sentences an agent is committed to believe.5 The crucial aspect of base-generated revisions
is that changes of belief take place on the belief bases. It is also allowed that agents
enjoy inconsistent collections of information without having trivial belief sets, and they
can reject making revisions with respect to inconsistent information, hence limiting the
AGM success principle [132]. Furthermore, the recovery postulate is no longer satisfied as

2As noted, this is rather a radical assumption even among the highly idealised theories of belief revision.
Most standard models are still able to represent belief revision via incomplete information.

3The idea that changes of belief should take place on entities that are significantly smaller than belief
sets is one of the primary motivations behind the theories of base-generated revisions. Rott and Hansson
are among the leading figures in the construction of these theories in the philosophical belief revision
literature [132, 68].

4[138, 164, 137] are considered the first examples of modeling the AGM belief change within the object
language and the starting point of the DDL tradition. See also [155, 162]

5This claim is accurate only for Rott’s theory [132]. Hansson does not assume the closure of belief sets
under logical implications [68].
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the base-generated revisions stipulate that merely derived beliefs are not kept for their own
sakes once the support beliefs are withdrawn. Since pieces of information can stand and
fall together, the syntactic structure of information plays a role in determining the belief
dynamic. While belief base revision theories also assume an intensional context for belief
change, they offer a more fine-grained modeling of belief revision than what the AGM is
capable of. Overall, the dynamic operators of base-generated revisions are more general
than the AGM change operators (e.g., while the AGM belief revision operations do not
allow iterated revisions, it is possible to represent them with the base-generated revision
operators.6 While there is little work towards an object-linguistic representation of base-
generated revision operators, the following can be seen a step forward, in virtue of shared
motivations and mechanism of belief change.7

In the following, I propose a hyperintensional version of base-generated revisions, for-
malised in the object language following the DEL tradition. Hyperintensionality in the
belief revision context means that (classically) logically equivalent content may point out
to different change policies of the belief sets, depending on how they are represented in a
model. For instance, all (classical) logical tautologies and semantic or mathematical truths
are intensionally equivalent (e.g., the following sentences are pairwise intensionally equiva-
lent: “either x “ y or x ‰ y”, “all husbands are married”, “every integer is the sum of four
squares”). This means, within frameworks which are insensitive to hyperintensionality, if
an agent comes to believe that all husbands are married (she may have just learned the
meaning of the word “husband”), she also comes to believe that every integer is the sum of
four squares. This suggests a controversial form of belief dynamics, since learning a piece
of vocabulary does not necessarily provide the means to grasp a mathematical truth. A
specific form of hyperintensional belief revision has recently been investigated by Berto and
Özgün [19, 175]. The authors argue that hyperintensionality occurs in belief revision due to
subject matter sensitivity. They obtain the hyperintensionality results without disowning
classical logic, hence the works are very significant in integrating the framing effects, or
hyperintensionality, into the classical approaches of logic of belief revision. On the other
hand, the present work assumes a weaker logic and a non-standard semantics.

The representation of doxastic states primarily based on possibly incomplete and in-
consistent collections of information is motivated by the assumption that prior to a belief
set, an agent possesses possibly incomplete and inconsistent information about the world.
These collections of information are formalised in the models via states in a state-space.
The use of states to represent incomplete sets of data can be traced back to the Situation
Semantics developed in [15], while more recent examples include [50, 91]. In the following,
the states are characterised by a valuation function which maps them to the literals in the
language, and by a fusion function which structures the state-space as a join semi-lattice.
The fusion function represents also the dynamic dispositions of an agent by specifying the
possible ways of expanding her information. To the point of (static) characterisation of

6See [47] for a comparison of the two approaches.
7Emiliano Lorini’s works on epistemic logic with belief bases has been brought to my attention as one

of the projects in this area, as they exploit the belief bases for an epistemic logic of implicit and explicit
belief [106].
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the states and the state-space, the models are based on the HYPE-semantics [91].
Over and above exploiting the HYPE-semantics, the doxastic models introduced here

include (uniform) preference orderings between sets of states. A preference ordering repre-
sents an agent’s epistemic preferences over various collections of information. It determines
which parts of the available information are accepted as beliefs by the agent. The current
formalisation of epistemic preferences diverges from the most common examples in the
literature due to formal concerns which will be pointed out in the next section. Outside of
this framework, they are usually defined between sets of worlds (see Grove’s seminal work
[62] in which he generalises the epistemic preference relations, and the primary works of
the DEL tradition such as [155]), or they are defined between possible worlds (e.g, in [159],
where the authors model preference change).

A model-shifting dynamic operation (formalised with an object-linguistic change oper-
ator) is proposed to model belief revision with new information. This operation is carried
out on the possible collections of information accessible by the agent, rather than on the
respective belief sets. The changes of belief follow from the changes on these information
collections. The change operation preserves the structure of the state-space along with
the valuations, however, it alters the preference ordering and the information of the agent.
Keep in mind that this is rather a simple revision operation, as most of the complexity of
reasoning is sustained by the static belief modality. Supported by the non-classical features
of the static models, the revision operation suggests a non-classical way of changing beliefs.
In particular, belief revision occurs in a non-explosive environment which also allows for a
non-monotonic and hyperintensional belief dynamics. While the belief sets that are formed
within this framework are not necessarily closed under logical implication, the proposed
system of belief revision is still subject to some idealising assumptions. Most importantly,
it is assumed that the belief set of an agent is always consistent, and this is manifested
by the consistency axiom for belief. The proposed system satisfies the axiom schemas of
cumulative transitivity (cut) and cautious monotony, which are usually desired as common
properties of various non-monotonic logics [56]. In the following only revising belief sets is
modelled, and contracting beliefs are left for future work.

I start the next section setting the preliminaries for the static portion of the belief-
base-revision models, and expand these with a revision operation in Section 2.3. In section
2.4 a sound axiomatisation of the logic of belief change is presented based on the these
models. Section 2.5 is about some (negative) principles of belief base revision, such as
non-monotonicity, non-explosiveness and hyperintensionality.

2.2 Preliminaries
I start with the static belief-base models with the intention of expanding them to revision
models later on. A static belief-base model represents the doxastic state of a single agent
at a time. A (static) doxastic state is the space of all possible belief states of an agent. It is
represented by a state-space, structured with a parthood ordering between the states. The
models build upon HYPE-models in [91], expanding them with a preorder for epistemic
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preference ordering on sets of states.
The following set of formulas specifies the language LB for the static portion of the

models. The modal operator B is the static belief operator:

• φ ::“ AT |  φ | φ^ φ | φ_ φ | φÑ φ | Bφ.

• J (always true) and K p Jq (always false).

• Lprop Ď LB is the modality-free portion of LB.

• l Ď LB is the set of literals for LB such that l “ tp, p̄, q, q̄, ...u. (p̄ is used to denote
 p and ¯̄p denotes p again).

Definition 2.2.1. A belief-base model is a tuple M “ xS, V, ˝,K,ďy such that

• S is a non-empty and finite state-space, and the states are denoted by “si” with or
without the subscript.

• V is a mapping from S to the power set Pplq of literals. V psq is the local content of
a state s.

• ˝ is a binary partial function from S ˆ S to S that satisfies the following conditions:

– If s ˝ s1 is defined, it is required that V ps ˝ s1q Ě V psq ∪ V ps1q
– s ˝ s is always defined and is equal to s (idempotence)
– if s1 ˝ s is defined, then s ˝ s1 is also defined, and s1 ˝ s “ s ˝ s1 (commutativity)
– if ps˝s1q˝s2 is defined, then s˝pps˝s1q˝s2q is defined, and s˝pps˝s1q˝s2q “ ps˝s1q˝s2

• K is a binary symmetric relation on S that satisfies the following conditions:

– For all v P l, if v P V psq and  v P V ps1q then sKs1

– if s ˝ s2 is defined and s1 ˝ s3 is defined, if sKs1 then s ˝ s2Ks1 ˝ s3

• For all s P S, there is a unique s˚ P S (the star image of s) such that

– V ps˚q “ tv̄|v R V psqu

– s˚˚ “ s

– s˚ M s

– if s1 M s then s1 ˝ s˚ is defined, and s1 ˝ s˚ “ s˚

• ď is a total (transitive, reflexive and connected) preorder on PpSq. For all A,B Ď S,
if A ď B we say that A is at least as preferred as B.
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In the above definition v, v̄ are used as metavariables for the literals of the language.
The literals that a state is mapped to via V represent the atomic pieces of information.
The models allow mapping of a state to a set of contradictory literals, such as tp, p̄u. Such
states are called glutty. This assumption allows us to represent real world scenarios where
agents have contradictory information about their world. It is also usually the case that
the agents have incomplete information about the world. Representation of such scenarios
are possible by allowing the existence of gappy states: a state s is gappy iff for some p P l,
neither p nor its negation is in V psq.

Via the fusion function, the states may overlap with each other, be part of other states,
or be the product of two or more states fused together. The fusion function determines a
partial order on the states which structures the state-space in a join semi-lattice.

Definition 2.2.2. Given a belief-base model M on a state-space S and the state s, s1 in
S, s1 Ď s iff s ˝ s1 “ s.

If s1 Ď s, it is said that the state s1 is part of the state s. The parthood ordering Ď is
reflexive, transitive and antisymmetric.8 In this framework, the parts of the states are as
important as their local contents in their characterisation. That is, states with the same
local content are not necessarily identical, they can be distinct states in virtue of their
parts.9

The K relation is an incompatibility relation between the states. The incompatibility of
two states may become manifest through contradictory literals (p, p̄) in their local content.
The star operation is known from the relevance logic [43]. It is however, not a primitive
element of the models. Its existence depends on the assumption that the models are rich
enough to include s˚ whenever they include s. The star image gives the largest compatible
state for each state in a model. Its existence means that the ideal agents are capable of
expanding their information to a maximally consistent collection, within the limits of the
language.10

The preorder ď represents the epistemic preference ordering between sets of states.
An epistemic preference ordering represents the agent’s dispositions for making rational
selections among collections of information. Defining the preference ordering on sets of
states, rather than on states, simplifies the models significantly. Reflexivity and transi-
tivity are common characteristics of orderings which are used for making rational choices.
It is furthermore stipulated that this is a connected order. When applied to real agents,
a connected preference ordering means the agents always prefer some collections of infor-
mation over the others. As a model assumption, this allows one to avoid cases where the
agents have access to some information yet fail to form beliefs because of their (lack of)
preferences. Lastly, the preference ordering in a belief-base model is not relativized to
the states. The shifts in epistemic preferences of the agents are represented only via the
model-shifting dynamic operations.

8See [91] for proof.
9See example 2.3.3.

10For a detailed discussion of the formal aspects of the star image see [91].
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0tHu

4 tp, ru

1 tp, q̄, t, ru 2 tp, q, t̄, ru

3 tp, q, q̄, t, t̄, ru

5 tp, p̄, q, q̄, t, t̄, r, r̄u

Figure 2.1: A belief-base model. The nodes represent the states in the state-space S, and
the arrows represent the (transitive) parthood ordering on S.

Example 2.2.1. The first example is a static belief-base model (pictured in Figure 2.1)
which displays the basic principles stated for the construction of such a model. Let l “
tp, p̄, q, q̄, t, t̄, r, r̄u be the set of literals of interest for this example. Let S “ t0, 1, 2, 3, 4, 5u
be the state-space of model M with V p0q “ H, V p1q “ tp, q̄, t, ru, V p2q “ tp, q, t̄, ru,
V p3q “ tp, q, q̄, t, t̄, ru, V p4q “ tp, ru, V p5q “ tp, p̄, q, q̄, t, t̄, r, r̄u. Let the fusion function of
M be as the reflexive and transitive closure of the following: t0 ˝ 4 “ 4, 4 ˝ 1 “ 1, 4 ˝ 2 “
2, 1˝3 “ 3, 2˝3 “ 3, 3˝5 “ 5u. Let the incompatibility relation in the model be determined
via the literals. Thus, we have, 1 K 2, 1 K 3, 1 K 5, 2 K 1, 2 K 3, 2 K 5, 3 K 1, 3 K 2, 3 K
3, 3 K 5, 4 K 5, 5 K 1, 5 K 2, 5 K 3, 5 K 4, 5 K 5. So, the following holds for the star images
of the states: 0˚ “ 5, 1˚ “ 1, 2˚ “ 2, 3˚ “ 4, 4˚ “ 3, 5˚ “ 0. Let the preference ordering
ďM be such that for all A,B Ď S it holds that A ďM B, i.e., all sets of state in M are
preferred equally.

Recall that states in a belief-base model represent collections of information, and a
belief-base model represents the doxastic state of an agent. That is, the states stand for
the collections of information about the world, the agent possibly possesses. An important
notion throughout this paper is the information base of an agent. An information base
consists of a set of states in the state-space, structured by the epistemic preference ordering
and the parthood ordering, and which has an upper bound with respect to the latter.
Consider the set of states H “ t0, 1, 4u from the above example. The state 1 is the upper
bound of this set according to the parthood ordering of the model since 1˝p0˝4q “ 1. The
set of states H “ t0, 1, 4u is also ordered by the epistemic preference ordering ďM . Let
H denote the corresponding information base. If H is the current information base of the
agent, then her total information is given in the state 1 since by the model assumptions of
the fusion function, the local content (i.e., the propositional or non-belief content) of the
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state 1 includes the local contents of its parts.11 In the proposed framework, the upper
bound of an information base is also where the beliefs of the agent is located, given that
information base. To keep things simple, I will often say that an information base H is
determined by a state s, if s is the upper bound of the set of states in the information base
according to the parthood ordering. If I intend to address only the (structured) information
of the agent at time t, I will talk about the information base at time t. If, on the other
hand, I mean to refer to the beliefs of the agent together with their information, I will talk
about their belief state at time t. In this sense, I will also say that the belief state of the
agent at time t is determined by the state s that is the upper bound of the set of states in
the relevant information base. Note that, as a possible location of the total information and
beliefs of an agent, each state s in a belief-base model determines a possible information
base, hence a possible belief state of the agent.

As mentioned at the beginning of this section, the doxastic state of the agent includes
possible belief states, which may fall outside of her belief state at time t. A belief-base
model may then include states that are not parts of the information base or the belief
state of the agent at time t, since an information base does not necessarily exhaust the
state-space. It might be that only some of the states in the model are available to the agent
through information growth, while the others are not. In particular, the states which are
located above the information base of the agent according to the parthood ordering partly
determine the dynamics of her belief state at time t: they indicate which collections of
information are possibly available to the agent via information growth. As for the other
states included in a model which are not parts of the agent’s current information base, and
which are not available to the agent via information growth (in virtue of the partialness
of the fusion function), these states allow one to make hypothetical cases about what the
agent would accept as beliefs, and how she would change her beliefs accordingly, if the
available information base is such and such. In the most basic case, this indicates which
pieces of information the agent cannot learn, by virtue the states which are not connected
to her current information base via the parthood ordering.12

One of the aims of this framework is to model the assignment of consistent belief sets
to possibly inconsistent information bases. Hence, the agents do not necessarily believe ev-
erything in their information base. A consistency aiming, cautious process for determining
a belief set starts with identifying the consistent parts of an information base. Informally,
(consistent) parts of an information base amounts to the (consistent) chunks of an agents
total information.13 Formally, a consistent part of an information base is a pairwise con-

11Note that the belief content of a state may not include the belief contents of its parts. This is a
symptom of the non-monotonicity of the logic of belief revision determined by the proposed framework. In
particular, only the propositional content is preserved through information growth, i.e., up the parthood
ordering.

12These hypothetical cases are limited by how the information is represented in the models in terms of
the states that include the information and the parthood ordering between these states.

13We talk about grouping the information of an agent only in order to form consistent chunks. One
might think that reasoning also involves the parting of the information with respect to subject matter.
However plausible this assumption might be, in this paper we focus on a very simple model of reasoning,
working with relatively small collections of information. However, a framework which involves grouping
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sistent set of states (i.e., for all states s, s1 in said set, it holds that s M s1) within the
information base. A maximality principle is in play in identifying these parts in order to
keep the amount of information loss at a minimum in the transition from information bases
to the belief sets. Maximally consistent parts of an information base are its consistent parts
that cannot be expanded within the information base by the addition of more states with-
out breaking the pairwise consistency. When there are multiple maximally consistent parts
of an information base, the preference ordering marks off the best maximally consistent
parts of an information base.

The pieces of information which are given in all of the best maximally consistent parts
of an information base will constitute the belief set for that base. This definition indi-
cates that the belief operator is a box-like modal operator, hence posing another layer of
maximality.14 The following definition formally specifies the consistency, maximality and
preference requirements mentioned above. The support-condition for modal formulas re-
sorts heavily to this definition. The clauses in Definition 2.2.4 are based on the HYPE-logic
[91], except for the modal clause.

Definition 2.2.3. Given a belief-base model M on a state-space S,

• A state s P S is consistent (in M) iff s M s. Otherwise it is inconsistent.

• A set of states A Ď S is consistent (in M) iff for all s, s1 P A, s M s1. Otherwise it is
inconsistent.

• A set of states A Ď S is maximally consistent with respect to a state s P S (in M)
iff A is consistent, for all s1 P A it holds that s1 Ď s, and for all s2 P S if s2 Ď s and
s2 R A it holds that A ∪ ts2u is inconsistent.

• The best sets of states in a set I Ď PpSq (in M) are given by the following:
minďM

pIq “ tA P I|@ B P I, A ďM Bu.

• The best of a state s (in M) is given by the following:
BestMpsq “ minďM

ptA Ď S | A is maximally consistent w.r.t. suq.

Definition 2.2.4. Given a belief-base model M on a state-space S, for all s P S, the
support-conditions for formulas of LB are as follows:

of information based on topic might open up the discussion to another form of hyperintensional belief
revision.

14In this framework, the use of maximally consistent parts of an information base transforms the common
diamond-like modality of belief into a box-like modality, while producing similar semantical and logical
results. For instance, [26] propose a diamond-like knowledge operator in a framework developed with
similar motivations of reducing the idealisation of reasoning in epistemic settings. Their framework is also
based on structures such as states - called (partial) information states and a (parthood-like) ordering on
them. However, they impose a mutual consistency requirement while identifying the consistent parts of
an information state, instead of maximal consistency. The box-like belief operator is also a reminiscent of
the inference operator of Rott’s base-generated revision system [132].
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M, s ( v iff v P V psq
M, s (  v iff  v P V psq
M, s (  φ iff for all s1, if s1 ( φ then sKs115

M, s ( φ^ ψ iff s ( φ and s ( ψ
M, s ( φ_ ψ iff s ( φ or s ( ψ
M, s ( φÑ ψ iff for all s1, if s ˝ s1 “ s1 and s1 ( φ then s1 ( ψ
M, s ( Bφ iff for all A P BestMpsq, there is s1 P A, s1 ( φ
M, s ( J

The support-condition of the biconditional is as usual: s ( φ Ø ψ iff s ( φ Ñ ψ and
s ( ψ Ñ φ. s ( φ says that the state s supports φ. When there is need for specifying the
models, we write s (M φ and say that the state s supports φ in the model M .

Based on the definitions above, an agent’s belief set consists of the sentences that are
supported by all of the best maximally consistent sets of states (by some state in these
sets), which are parts of her information base. Formally, the proposed belief modality is
a reminiscence of the (non-monotonic) partial-meet operations used to define the AGM
contraction and revision, as well as the base-generated revisions and contractions by Hans-
son and Rott (see [1] for the partial-meet contraction and revision operations, and see [68]
and [132] for their application on possibly non-closed sets; for a more general discussion of
partial-meet consequence relations and non-monotonicity see [109]).

An important feature of the proposed belief modality is that its objects are the col-
lections of information, represented by the states, rather than the pieces of information
(whereas in the above mentioned applications of similar inference operations, the objects
are singleton sentences). This, for instance, makes the following scenario possible. Suppose
that in a belief-base model, a piece of information φ is only supported in a ψ-state, while φ
is not logically entailed by ψ. That is, the information that φ is available to the agent only
with the additional information that ψ. Suppose all ψ-states contradict with the current
belief state of the agent. Hence, it might be the case that φ is not accepted as belief only
because the collection of information of which it is a part of (i.e., the ψ-theory) is refuted.
The intuition here is that the circumstances surrounding a piece of information matters.
Acquiring pieces of information in isolation from other pieces of information mostly occurs
in idealised states. Usually, the agents are confronted with possibly incomplete and incon-
sistent theories about the world, and it is not always reasonable to believe only a part of
a refuted theory on the basis that that particular part is not directly refuted. Some pieces
of information stand and fall together. For instance, consider reading a certain newspaper.
Suppose you are heavily set on your belief that any piece of information given in this paper
is highly doubtful, and generally incorrect. Thus, when encountered with a piece of infor-
mation φ, which looks reasonable, due to the non-logical circumstances around this piece
of information, such as other information that comes along with it, you do not accept it
as a belief.16

15Lemma 8 in [91] shows that s ( v̄ iff for all s1 P S, if s1 ( v then s K s1. The lemma is also satisfied
in my framework.

16To see the formal possibility of such scenarios, consider a belief-base model M on the state-space
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A unique belief set for each state s P S can be defined as follows:

Definition 2.2.5. Given a belief-base model M on a state-space S, and s P S, Ks is the
set of beliefs supported by s:

Ks “ tφ P LB|s ( Bφu

Finally, logical consequence and truth in belief-base models are defined as usual:

• φ1, . . . , φn ( ψ iff for all models M “ xS, V, ˝,K,ďy, for all states s P S, if
s ( φ1, . . . , φn then s ( ψ.

• ( ψ iff for all models M “ xS, V, ˝,K,ďy, for all states s P S, s ( ψ.

Example 2.2.2. This example shows how a belief set might be determined in a belief-base
model. Suppose the agent, whose total information is given in the state 3 inM in Example
2.2.1, is investigating the responsible person for the robbery of a very valuable book from
a personal library. Hence, her information base is determined by the state 3 in M , and
equally by the set of states t0, 1, 2, 3, 4u in S and ďM . She then has the information that
the butler has a key to the library (p) and that there are only two keys to the library (r)
(e.g., 4 ( p ^ r). She also has the information that the maid has a key to the library
(t), and that if the maid has a key then gardener does not have a key to the library (e.g.,
1 ( t Ñ  q), but also that the gardener has a key to the library (q), and if the gardener
has a key then the maid does not have a key to the library (e.g., 2 ( q Ñ  t). Therefore,
her information about who possess a key to the library is contradictory.

Start with identifying the consistent parts of the agent’s information base. In M , there
are two maximally consistent sets of states w.r.t. the state 3: t0, 1, 4u and t0, 2, 4u. Based
on the preference ordering ofM , it holds that t0, 1, 4u ďM t0, 2, 4u and t0, 2, 4u ďM t0, 1, 4u.
So, both sets are among the best of the state 3: BestMp3q “ tt0, 1, 4u, t0, 2, 4uu. By the
support-condition for the belief formulas, then, 3 ( Bpp^ rq ^Bppq ^ tq _ pt^ qqq.
Therefore, the agent believes that there are only two keys to the library and the butler has
a key to the library. She also believes that either the maid or the gardener has a key, but
not both.

The following are some observations concerning the belief-base models and the belief
sets determined via these models.

Lemma 2.2.1. [The implication lemma] Given a belief-base model M on a state-space S,
and φ, ψ P LB, for all s P S, if s ( φÑ ψ then it holds that if s ( φ then s ( ψ.
S “ t1, 2, 3, 4u, on a language whose literals are l “ tp, p̄, q, q̄, s, s̄u. Let V p1q “ tp, q, q̄u, V p2q “ tp, su,
V p3q “ tp, q, q̄, su, V p4q “ tp, s, s̄u. Let p1 ˝ 2q ˝ 3 “ 3, 2 ˝ 4 “ 4, 1 ˝ 1 “ 1, 2 ˝ 2 “ 2, 3 ˝ 3 “ 3, 4 ˝ 4 “ 4.
Finally, let 1 K 1, 3 K 3, 4 K 4, 1 K 3, 2 K 4, 3 K 4. Thus, it holds that 1˚ “ 4 and 2˚ “ 3. Given that the
current information of the agent is given in the state 1, the agent does not believe that p (their belief set
is empty) although p is among the information of the agent. However, if the current information of the
agent is given in the state 3, they believe that p. This is because, in the former case, the information that
p is available only as part of an inconsistent theory. Whereas, in the latter case, it is also available as part
of a consistent and unrefuted theory.



24 2. Belief Revision Based On Information Bases

Proof. The lemma follows from the idempotence of ˝ and the support-condition forÑ.

Lemma 2.2.2. [Persistency for non-modal formulas] Given a belief-base model M on a
state-space S, for all s P S and for all φ P Lprop, if s ( φ and s ˝ s1 “ s1, then s1 ( φ.

Proof. See lemma 9 in [91, p.31].

Observation 2.2.1. [Non-persistency of modal formulas] The modal formulas of the
language LB are not necessarily persistent through parthood ordering in a belief-base
model M .

Proof. See the model in Example 2.2.1. It holds that 1 ( Bt since BestMp1q “ tt0, 4, 1uu
and 1 ( t. It also holds that 1 ˝ 3 “ 3, however, 3 * Bt.

Lemma 2.2.3. Given a belief-base model M on a state-space S, for all s P S it holds that
BestMpsq is non-empty.

Proof. LetM be an arbitrary belief-base model on a state-space S, and let s be an arbitrary
state in this model. Suppose for some s1 P S with s1 M s1 it holds that s1 Ď s. That is, s
has some consistent parts. So, it follows that there is an A Ď S such that A is maximally
consistent w.r.t. s and s1 P A. By the assumptions for the preference ordering, either
A P BestMpsq or there is an A1 Ď S such that A1 is maximally consistent w.r.t. s and
A1 ďM A (and A ęM A1). In the latter case however, it holds that A1 P BestMpsq.
Therefore, if s has some consistent part, it cannot be the case that BestMpsq “ H. Now
suppose for all s1 Ď s it is the case that s1 K s1. That is, s has no consistent parts. In this
case, it follows from the Definition 2.2.3 that BestMpsq “ tHu. Hence, BestMpsq has the
empty set of states as its unique member. Since M and s are arbitrary, this holds for all
belief-base models.

Lemma 2.2.4. Given a belief-base model M on a state-space S, for all s P S and for all
φ P LB, if s M s, then s ( φ iff s ( Bφ.17

Proof. Let M be an arbitrary belief-base model on a state-space S, and let s P S an
arbitrary state such that s M s. The proof for the direction from left-to-right is simple.

17Another observation, which might be worrying to some, follows from this lemma in combination with
the support-condition for disjunction. The present lemma predicts that an agent whose total information
is consistent, believes a disjunction iff she believes one of the disjuncts, provided that both disjuncts does
not involve a conditional sub-formula. One might however, think that an agent can be in a consistent
doxastic state and believe, for instance, that the butler has a key to the library or the maid has a key to
the library, without being decidedly opinionated about either of the disjuncts. Hence, the current system
puts the criteria for an agent to believe a disjunction without necessarily believing one of the disjuncts as
her having contradictory information (not necessarily directly about either of the disjuncts). While the
justification of this state is not very clear, one should keep in mind that completely consistent information
bases is the most idealised scenario in this framework. Moreover, an agent can still believe a disjunction
(when both disjuncts involve some conditional sub-formula) without believing one of the disjuncts in case
she has inconsistent ways of expanding her information base, i.e., if there are inconsistent collections of
information (states) with which she can combine (fuse) her current information base.
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Suppose s ( φ. By assumptions for the incompatibility relation, since s M s, it follows for
all s1, s2 in S that if s˝ps1 ˝s2q “ s then s1 M s2. Hence, there is a unique set A P BestMpsq
such that for all s1 Ď s it holds that s1 P A. Therefore, since s Ď s, it follows that s P A,
and since s ( φ, it holds that s ( Bφ as desired.

For the direction from right-to-left, we prove by cases. For the first case suppose φ P l
when l is the set of literals in LB. So, suppose s ( Bφ. Hence, for all A P BestMpsq there
is an s1 P A such that s1 ( φ. Pick an arbitrary A P BestMpsq and an arbitrary s1 P A with
s1 ( φ. Since s1 ˝ s “ s, by the persistency lemma it follows that s ( φ as desired.

For the second case, suppose φ is in the form  ψ for some ψ P LB. So, suppose
s ( B ψ. Thus, for all A P BestMpsq there is an s1 P A such that s1 (  ψ. Pick an
arbitrary A P BestMpsq and an arbitrary s1 P A with s1 (  ψ. Consider an arbitrary s2 P S
such that s2 ( ψ. By the clause for negation, it follows that s1 K s2. Since s ˝ s1 “ s, by
the assumptions for the incompatibility relation, it holds that s K s2. Since s2 is arbitrary,
again by the clause for negation, it follows that s (  ψ.

For the third case, suppose φ is in the form ψ Ñ χ for some ψ, χ P LB. So, suppose
s ( Bpψ Ñ χq. So, for all A P BestMpsq there is an s1 P A such that s1 ( ψ Ñ χ. Pick an
arbitrary A P BestMpsq and an arbitrary s1 P A with s1 ( ψ Ñ χ. For reductio, suppose
s * ψ Ñ χ. Hence, there is an s2 P S such that s ˝ s2 “ s2, s2 ( ψ but s2 * χ. By the
assumptions for the fusion function, it also holds that s1 ˝ s2 “ s2. So, it is the case that
s1 * ψ Ñ χ. However, this contradicts with the assumption that s1 ( ψ Ñ χ. Therefore,
it follows that s ( ψ Ñ χ.

For the forth case, suppose φ is in the form Bψ for some ψ P LB. So, suppose s ( BBψ.
Thus, for all A P BestMpsq there is an s1 P A such that s1 ( Bψ. Pick an arbitrary
A P BestMpsq and an arbitrary s1 P A with s1 ( Bψ. It follows that, for all A1 P BestMps1q
there is an s2 P A1 such that s2 ( ψ. By the assumptions for the fusion function, it also
holds that s2 ˝ s “ s. Since s M s, there is a unique set A P BestMpsq and s2 P A (see the
proof for the left-to-right direction). Therefore, s ( Bψ as desired.

The cases for formulas in the form of conjunctions and in the form of disjunctions
follow by induction using the above cases. Since M and s are arbitrary, this holds for all
belief-base models.

Lemma 2.2.5. Given a belief-base model M on a state-space S, for all s P S and for all
φ P LB, if s ( Bφ then s ( φ.

Proof. Let M be an arbitrary belief-base model on a state-space S, let s P S an arbitrary
state. The proof is then similar to the proof of right-to-left direction of Lemma 2.2.4.
We only modify the case for the formulas in the form Bψ for some ψ P LB. We show
that if s ( BBψ then s ( Bψ. So, suppose s ( BBψ. Thus, for all A P BestMpsq
there is an s1 P A such that s1 ( Bψ. Pick an arbitrary A P BestMpsq and an arbitrary
s1 P A with s1 ( Bψ. Thus, for all A1 P BestMps1q there is an s2 P A1 such that s2 ( ψ.
Consider an arbitrary A1 P BestMps

1q and an arbitrary s2 P A1 with s2 ( ψ. We know
by the assumption for the fusion function that s2 ˝ s “ s. For reductio, suppose for some
B P BestMpsq, s2 R B. So, by the maximality of Bestpsq, it follows that there is a u P B
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such that u K s2. By the assumptions for the incompatibility relation, it follows that also
s1 K u (since s2 ˝ s1 “ s1). However, since A P BestMpsq and s1 P A are arbitrary, it follows
that B is inconsistent. Since this contradicts with our model assumptions, it should be the
case that s2 P B for all B P BestMpsq. Therefore, s ( Bψ. Since M and s are arbitrary,
this holds for all belief-base models.

Lemma 2.2.6. Given a belief-base model M on a state-space S, for all states s P S, Ks

is always consistent, i.e., for all φ P LB, it cannot be the case that s ( Bφ^B φ or that
s ( Bpφ^ φq.

Proof. Let M be an arbitrary belief-base model on a state-space S, let s P S an arbitrary
state. First we show that for all φ P LB, s * Bφ^B φ. We proceed by induction on the
complexity of the formulas of LB. The base case is when φ P l with l is the set of literals for
LB. For reductio, assume s ( Bp^B p. So, it is the case that for all A P BestMpsq, there
is a state u in A such that u ( p, and also a state u1 in A such that u1 (  p. Since u K u1,
it follows that A is inconsistent. Hence, a contradiction follows from the requirement of
the models that for all B P Bestpsq it holds that B is consistent. Therefore, it cannot be
the case that s ( Bp^B p.

Next we prove for the formulas in the form  ψ for some ψ P LB. So, for reductio assume
s ( B ψ^B  ψ. So, it is the case that for all A P BestMpsq, there is a state u in A such
that u (  ψ, and also a state u1 in A such that u1 (   ψ. Pick an arbitrary A P BestMpsq
and arbitrary u, u1 P A with u (  ψ and u1 (   ψ. By the support-condition for negation
(since u1 (   ψ) it follows that for all s1 P S, if s1 (  ψ then u1 K s1. So it follows that
u1 K u and that A is inconsistent. Hence, a contradiction follows from the requirement of
the models that for all B P Bestpsq it holds that B is consistent. Therefore, it cannot be
the case that s ( B ψ ^B  ψ. The rest of the cases can be proved easily by the above
cases. I leave them for the reader.

To show that for all φ P LB, s * Bpφ ^  φq, we again use proof by induction. I only
state the base case and leave the rest of the cases out for space issues. The base case is
when φ P l with l is the set of literals for LB. For reductio, assume s ( Bpp ^  pq. So,
it is the case that for all A P BestMpsq, there is a state u in A such that u ( p ^  p.
So, it follows that u K u and A is inconsistent. Hence, a contradiction follows from the
requirement of the models that for all B P Bestpsq it holds that B is consistent. Therefore,
it cannot be the case that s ( Bpp^ pq.

Observation 2.2.2. There is a belief-base model M on a state-space S, and a state s P S
such that s ( Bφ^ Bφ.

Proof. Let M be a belief-base model constructed on the state-space S “ t1, 2, 3u, and on
a language LB with the literals l “ tp, p̄u. Let V p1q “ tp, p̄, qu, V p2q “ tp, qu, V p3q “ tqu.
Let 1 ˝ 1 “ 1, 2 ˝ 2 “ 2, 3 ˝ 3 “ 3, 2 ˝ 3 “ 2, 1 ˝ 2 “ 1, 1 ˝ 3 “ 1, p2 ˝ 3q ˝ 1 “ 1; and
let the incompatibility relation as the following: 1 K 1, 1 K 2, 2 K 1. So, it follows that
1 “ 3˚, 2 “ 2˚, 3 “ 1˚. Finally, let ďM is such that for all A,B Ď S, A ďM B.

We show that 1 ( Bp ^  Bp. There is a unique maximally consistent set of states
w.r.t. 1, that is the set t2, 3u. By the connectivity of the preference ordering it holds that
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BestMp1q “ tt2, 3uu. Since 2 ( p, it holds that 1 ( Bp. It also holds that 2 ( Bp: since
BestMp2q “ tt2, 3uu and 2 ( p. However, since BestMp3q “ tt3uu and 3 * p, it follows
that 3 * Bp. Since 1 K 1 and 1 K 2, and since 1 and 2 are all and only states which
support Bp, by the support-condition for negation, it holds that 1 (  Bp. Therefore, by
the support-condition for conjunction, 1 ( Bp^ Bp.

These lemmas and observations are used to simplify some proofs later on. They are more
important, however, as indicators of some of the consequences of the framework. Lemma
2.2.1 shows that the proposed conditional (Ñ) appeals to the intuition of conditional
reasoning.18 Lemma 2.2.2 and Observation 2.2.1 reflect the non-monotonic nature of beliefs,
even though the non-belief content is persistent through information growth. Lemma 2.2.3
shows how the trivial, or inconsistent belief sets are blocked by the models since an empty
BestMpsq for a state s in a model M would lead to a trivial belief set which is equal
to the language LB. Lemma 2.2.4 says that when the total information of an agent is
consistent (in itself), the agent believes every part of her information base. The equality of
the information and the beliefs is the ideal belief state in the proposed frameworks. Lemma
2.2.5 says, on the other hand, regardless of the consistency of information, the agent believes
only what is part of her information. Lemma 2.2.6 indicates the consistency of beliefs as a
strong property of the proposed framework. Observation 2.2.2 comments on the previous
one stating that “believe that φ” and “not believe that φ” are not contradictory. What the
latter means may present a lengthy discussion, I only want to highlight that “not believe
that φ” is not same as “believing that not φ”.

2.3 Belief revision
Recall the agent, the investigator from the examples in the previous section. Suppose
initially she believes that the butler has a key to the library (p), that there are only two
keys that could open the library (r), and also that the maid has a key to the library (t).
Hence, we assume that her information base is determined by the state 1 in the model M
in Example 2.2.1. Suppose she thereafter learns that the gardener may have stolen the
maid’s key (pq ^  tq _ pt ^  qq). This section introduces how an agent should revise her
beliefs with new information, within a dynamic framework that is be constructed based
on the belief-base models above. In this context, revision means adding new beliefs to a
belief set while preserving its internal consistency.19 As preservation of the consistency of
the beliefs is already achieved by the static aspects of the models, the dynamic part covers

18The conditional (Ñ) is, however, stronger than the common intuition when the other direction is
considered, the two expressions “if s ( φ then s ( ψ” and “s ( φÑ ψ” are not equivalent.

19Other common forms of belief change are belief contraction and belief expansion. Belief expansion is
the operation of adding new beliefs without a concern for restoring the consistency of the new belief set.
The current framework does not allow the construction of inconsistent belief sets (see Lemma 2.2.6). Belief
contraction is the operation of eliminating some of the beliefs from a belief set. I leave the formalisation
of belief contraction via belief-base models for future work.
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the expansion of the information base with new information and revision of the preference
ordering accordingly.

The belief base revision (BBR) models are constructed by expanding the static belief-
base models with a revision relation. This is a relation from a state in a belief-base model
and a formula in the language, to a new state in a new belief-base model. In particular,
the state which determines the initial information base of an agent is expanded to another
state to incorporate the new information. In this way, a shift occurs to a new information
base. At the same time, the epistemic preference ordering of the agent changes to ensure
that the new information is accepted as a new belief, hence the shift to a new model. In
this transition, the structure of the initial belief-base model is preserved except for the
preference ordering. Since the state-space of the initial model is among what is preserved,
the existence of the expanded information base is a precondition for belief base revision.

While various forms of revising beliefs can be defined which differ in terms of the severity
and the range of effect, particularly on the preference ordering (see [133] for various ways
of changing beliefs within the DDL framework), only one option is presented here. The
revisions are represented in the object language with a pair of dynamic modal operators.
Crucially in this setting, there may not be a unique revised model as the result of a
revision. Therefore, a box-like revision operator and dual a diamond-like revision operator
are introduced. The language LB is then extended to include formulas of the form rψsφ
and xψyφ, where ψ is a brackets-free formula, constituting the new language LD. The
box-like dynamic operator means that the right-hand-side (sub)formula is supported by
all of the revised models after the revision with the left-hand-side (sub)formula, and the
diamond-like dynamic operator means that the right-hand-side formula is supported by
some of the revised models.20

Definition 2.3.1. The following set of formulas specify the language LD:

• φ ::“ AT |  φ | φ ^ φ | φ _ φ | φ Ñ φ | Bψ| rψsφ| xψyφ, where ψ is a bracket-free
formula

• J (always true) and K p Jq (always false)

Note that we do not allow bracketed formulas to appear in the brackets or after the
modality B. On the other hand, the right-hand-side subformula of the revision formulas can
contain brackets, hence allowing us to represent in the object language iterated revisions
of the form rψsrχsφ, where, again, ψ and χ are brackets-free.

We can now define the belief base revision models with a dynamic revision relation
between models that share a state-space, a valuation function, a fusion function, and an

20The literature on indeterministic belief change focuses on approaches of belief revision that allows
revisions to result in multiple new models. The approach is motivated by the idea that there may be
more than one admissible way of changing ones beliefs, none of whom necessarily a better option than the
others. Indeterministic belief change is also referred to as relational belief change. For various motivations
leading to the investigation of relational belief change operations and indeterministic belief change see [41],
[102] and [104], and the discussion by [116]. Hansson states that indeterministic belief change confirms
most of the results and expectations from deterministic models [68].
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incompatibility relation, with possibly different preference orderings. Let us call such class
of models MOD. A revision relation R is then simply a relation between the members of
MOD. We first define revision models with general revision relations, and briefly specify
the relation R to define the belief base-revision models.

Definition 2.3.2. A pre-model is a tuple MP “ xMOD,Ry such that

• MOD is a class of belief base models with identical S, V, ˝,K and possibly different
ď and

• R is a relation from a triple xφ,M, sy to pairs xM 1, s1y such that

– φ P LB, M “ xS, V, ˝,K,ďy PMOD,
– M 1 “ xS, V, ˝,K,ď1y PMOD,
– s, s1 P S.

The initial modelM and the revised modelM 1 differ only with respect to the preference
ordering, while the rest of the structure of the initial model is preserved during the revisions.
We will use the notion sRφs1 to denote xφ,M, syRxM 1, s1y when the context allows.

Definition 2.3.3. The following extends the support conditions on definition 2.2.4 to
include the new formulas in LD:

• M, s ( rφsψ iff @xM 1, s1y : xφ,M, syRxM 1, s1y it holds that M 1s1 ( ψ

• M, s ( xφyψ iff DxM 1, s1y : xφ,M, syRxM 1, s1y and M 1, s1 ( ψ.

Again, the right-hand-side subformula of a revision formula may include brackets to
denote iterated revisions. Accordingly, given that ψ, χ are brackets-free, the support condi-
tion for an iterated revision formula is constructed as follows: M, s |ù rψsrχsφ iff @xM 1, s1y :
xψ,M, syRxM 1, s1y it holds that M 1, s1 ( rχsφ iff @xM2, s2y : xχ,M 1 , s1yRxM2 , s2y it holds
that M2, s2 ( φ. The support condition for iterated diamond-formulas are similarly con-
structed. The iterations are then executed starting with the outermost bracketed formula.
It is also allowed that formulas with the modality B can be embedded in the revision
formulas, in the form rBψsφ, where ψ is brackets-free. Revision with a belief formula in
the current framework is a particular case since it mixes two different preference relations
on the right-hand-side and on the left-hand-side of the revision formula.

Some new terminology will be used for the specification of the revision relation. For
all φ P LD, a basic φ-state in a belief base model M is a state which satisfies φ (a φ-state)
and which do not have any parts other than itself which are also φ-states. These are the
smallest φ-states in a model, and taken as the unique sources of the new information.
This restriction is proposed in line with the well-known minimal change principle: while
revising (and contracting) a belief set, the changes that occur in the new belief set shall
be minimal. That is, one should only add (or delete) the beliefs which are necessary for
the intended change to be successful.
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Definition 2.3.4. Given a belief base model M on a state-space S with s P S, for all
φ P LD, s is a basic φ-state (in M) iff s (M φ and for all s1 Ď s, if s1 ‰ s it holds that
s1 *M φ.

It is important to note that, for φ P LD, there might be multiple basic-φ-states. It is
also possible that a model M does not contain any basic-φ-states. The former observation
leads to indeterministic belief change, in the sense that there might be more than one
way to revise a state in a model with a formula φ, hence based on a triple xφ,M, sy, R
might determine multiple pairs xM 1, s1y. The latter observation means that revision with
a formula in a model might not always be possible.

We can now define a maximal revision relation R which meets the conditions specified
below.

Definition 2.3.5. A belief base revision model is a tuple MD “ xMOD,Ry such that

• MOD is a class of belief base models with identical S, V, ˝,K and possibly different
ď and

• R is a relation from a triple xφ,M, sy to pairs xM 1, s1y such that

– φ P LB, M “ xS, V, ˝,K,ďy PMOD,
– M 1 “ xS, V, ˝,K,ď1y PMOD,
– s, s1 P S,
– Dt P S such that t is a basic φ-state in M and it holds that ps ˝ tq ˝ s1 “ s1 such

that there is no s2 P S with s2 ‰ s1, s2 ˝ s1 “ s1, and ps ˝ tq ˝ s2 “ s2, otherwise
no pair xM 1, s1y stands in the relation R to xφ,M, sy,

– for all A,B Ď S, if there is a u P A with u (M φ and for all u1 P B, u1 *M φ,
then A ďM 1 B, and if for all u P A, u *M φ and there is a u1 P B with u1 (M φ,
then A ęM 1 B; otherwise A ďM 1 B iff A ďM B.21

The existence requirement in the above definition states that there is a basic φ-state
(t) whose fusion with the initial state (s) is defined, and s1 is the lowest in the parthood
ordering which includes the fusion s ˝ t. Hence, s1 is the smallest state that we can pick as
the revised state.

Observation 2.3.1. R is a partial relation.
21The current definition of the revision relation mixes syntactic aspects of a model with the semantics.

This is a choice I made, in order to have a general relation rather than a family of relations, indexed to
the formulas of the language, e.g., R “ tR1φ : φ P LBu. Application of the latter formulation could also
be considered, however, it is likely to generate differences in the logic of belief revision, in particular when
nested or iterated revisions are in question.
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Proof. Consider MD “ xMOD,Ry and let M “ xS, V, ˝,K,ďy P MOD with S “ ts, s1u,
let ˝ be empty, and let for all A,B Ď S it holds that A ďM B. We limit the language
LD with l Ď LD “ tp, p̄u. Suppose V psq “ tpu and V ps1q “ tp̄u. Therefore, s K s1 holds
in MD, and s˚ “ s, s1˚ “ s1. Suppose we want to revise s with the sentence  p. Since
there is no basic  p-state in S whose fusion with s is defined, a revised state cannot be
determined in S. Therefore, there are no pairs R-related to the triple x p,M, sy.

Example 2.3.1. For the first revision example, consider again the scenario in Example
2.2.2. In order to indicate how the preference order is affected by iterated revisions, multiple
revision processes are included in this example. Suppose, at the beginning, the investigator
is ensured by the owners (only) that there are only two keys to the library, and the butler
has one of those. Assume at this point that the agent’s information base is determined by
the state 4 in the model M . Assume also a different preference ordering for the model M
from the one given in Example 2.2.2. Since “there are only two keys to the library” and
“the butler has a key to the library” constitute the only information the agent has so far,
let her preferences be such that all sets of states which include a (p^ r)-state are preferred
over the ones which does not include such a state. For simplicity, the rest of the preference
ordering is fixed as plain such that all sets of states are preferred equally. Suppose at the
first phase of the investigation the agent is informed that the second key is held by the
maid (t).

Start with identifying the basic t-states: the state 1 is the unique basic t-state in S.
Since 1 ˝ 4 “ 1 holds in M , the information base of the agent after the expansion is
determined by the state 1. Her epistemic preference order is then adjusted so the sets of
states which include a t-state are preferred over the ones which do not include any t-states,
and the sets of states which do not include any t-states are no longer preferred over the ones
which include some t-states. The rest of her preferences remain as in the beginning. Call
this new model with the revised preference ordering M 1. M 1 then satisfies the following:
t1u ďM 1 t4u ďM 1 t2u ďM 1 t4u ďM 1 t0u while t4u ęM 1 t1u and t0u ęM 1 t4u.

The revised belief set is then determined by the state 1 in M 1. There is a unique
maximally consistent set of states w.r.t. 1: BestM 1p1q “ tt0, 4, 1uu. It follows that
1 (M 1 Bpp^ tq ^Bpr ^ qq. Therefore, after the revision, the agent believes that the but-
ler and the maid has the only two keys to the library, while the gardener does not have a key.
AsM 1 is the unique model for this revision, it follows that 4 (M rtspBpp^ tq ^Bpr ^ qqq.

Suppose at the second phase of the investigation, the agent is told of the owners sus-
picions about whether or not the gardener stole the maid’s key. She then wants to revise
her belief set with the information that either the maid has the second key or the gardener
has it. Given that her current doxastic model is represented at M 1, there are two ways
she can use this information to change her beliefs. That is because both 1 and 2 are basic
pq_ tq-states inM 1. Call these revised models obtained by expanding her information base
with the state 1 and with the state 2, M1 and M2 respectively.

AtM1, her expanded information base is again determined by the state 1 since 1˝1 “ 1.
According to the revised preference ordering, the sets of states which include a pq _ tq-
state are preferred over the ones which do not include any pq _ tq-states, and the sets
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of states which do not include any pq _ tq-states are no longer preferred over the ones
which include some pq _ tq-states. The rest of the preferences remain as in M 1. Note
that with the revision, since all t-states are also pq_ tq-states, they remain minimal in the
preference ordering on the subsets of S. However, since all q-states are also pq _ tq-states,
they also move among the most preferred in M1. There is, however, a unique maximally
consistent set of states w.r.t. 1, thus, BestM1p1q “ tt0, 4, 1uu. So, it is the case that
1 (M1 pBpp^ rq ^Bpq _ tqq ^Bpt^ qq.

At M2, her expanded information base is determined by the state 3 since 1 ˝ 2 “ 3.
According to the revised preference ordering, the sets of states which include a pq _ tq-
state are preferred over the ones which do not include any pq _ tq-states, and the sets of
states which do not include any pq _ tq-states are no longer preferred over the ones which
include some pq _ tq-states. The rest of the preferences remain as in M 1. (Hence the
preference ordering of M2 is identical to that of M1.) There are two maximally consistent
sets of states w.r.t. the state 3, these are the sets t0, 1, 4u and t0, 2, 4u. Based on the
revised preference ordering ďM2 , we have that t0, 1, 4u ďM2 t0, 2, 4u ďM2 t0, 1, 4u since
both 1 and 2 are pq_ tq-states. Hence, BestM2p3q “ tt0, 1, 4u, t0, 2, 4uu. So, it follows that
3 (M2 Bpp^ rq ^Bpq _ tq. Therefore, after revising her beliefs, the agent still believes
that there are only two keys to the library and the butler has a key to the library, however,
she no longer believes that the maid has a key to the library. She also does not believe
that the gardener has a key to the library, while she believes that either one of them has
the second key.

We express this indeterministic way of changing beliefs with the help of the diamond-
like revision operators in the language: 1 (M 1 rq_tspBpp^rq^Bpq_tqq^xq_tyBpt^ qq.
That is, after revising her beliefs with the disjunction, the agent believes the disjunction
(q _ t), while believing neither q nor t, and there is a way of changing her beliefs in which
she also comes to believe that t and also  q as a result (as in the revised model M1).

Example 2.3.2. This example shows how indeterministic belief change is interpreted
in this framework. First, let the literals of the language LD be limited to l “ tp, p̄, q, q̄u.
Consider a belief base revision modelMD “ xS, V, ˝,K,ď, Ry based on S “ t1, 2, 3, 4u with
V p1q “ H, V p2q “ tp, q̄u, V p3q “ tp, qu, V p4q “ tp, p̄, q, q̄u. Let the following be defined on
S: 1˝1 “ 1, 1˝2 “ 2, 1˝3 “ 3, 1˝4 “ 4, 2˝2 “ 2, 2˝3 “ 4, 2˝4 “ 4, 3˝3 “ 3, 3˝4 “ 4, 4˝4 “ 4.
Let the incompatibility relation to be given by the literals such that 2 K 3, 2 K 4, 3 K 4
and 4 K 4. So, the following holds: 1 “ 4˚, 2 “ 2˚, 3 “ 3˚, 4 “ 1˚. Let M “ xS, V, ˝,K,ďy.
Finally, let the preference ordering ďM be such that for all A,B Ď S it holds that A ďM B.

Suppose the information base of the agent is determined by the state 1 in M . Since
BestMp1q “ tt1uu, at this point she only has beliefs in the form of BpφÑ ψq. Suppose she
learns that p. We show how she should revise her beliefs accordingly. Given the model M ,
there are two basic p-states: 2 and 3. Hence, there are two ways she can revise her belief
set. Either she expands her information base with the state 2, or with the state 3. So, it
follows that there are two revised models based on the model M , call them M2 and M3

respectively. At each model, the preference ordering of the agent shifts from the preference
ordering of the model M in the way that all sets of states which include a p-state are
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strictly preferred over all sets of states which do not include a p-state.
At M2, her (new) information base is determined by the state 2. There is a unique

maximally consistent set of states w.r.t. 2, so, BestM2p2q “ tt1, 2uu. It follows that
2 (M2 pBp^B qq ^Bpq _ qq. AtM3, her (new) information base is determined by the
state 3. There is a unique maximally consistent set of states w.r.t. 3, BestM3p3q “ tt1, 3uu.
It follows that 3 (M3 pBp^Bqq ^Bpq _ qq. After the revision, the agent believes that
p and that (q _  q). However, it is indetermined whether she believes that q or that  q:
1 (M rpspBp^Bpq _ qqq ^ pxpyBq ^ xpyB qq.

Before moving to the last example of belief base revision, note that belief revision is
not always successful in the current framework. That is, it is not necessarily the case that
an information piece φ is accepted as a belief after the revision with φ. In fact, neither
( rφsBφ nor ( xφyBφ are valid in this framework. After the revision of a belief set with
φ, it is accepted as a belief iff there is some consistent part of the revised information base
in which φ is supported by a state. Moreover, if φ is a contradictory sentence in the form
ψ ^ ψ for some ψ P LB, the revision is bound to be unsuccessful.

Example 2.3.3. The last example indicates that representation of information is more fine
grained in the belief base revision models than it is in the traditional belief change models.
The models allow the existence of multiple states mapped to the same set of propositional
letters since we do not identify the states with their local content. That means, these
states may differ in terms of their dynamic aspects although their local contents are the
same. Consider the following fractions of belief base revision models; the nodes represent
the states in the state-space with their local content given in parenthesis, and the arrows
represent the parthood ordering, the parthood ordering should be read as transitively
closed.

1 (p) 2 (q)

3 (p, q) 5 (p̄)

6 (p, p̄, q)

7 (p, q)8 (p̄)

9 (p, p̄, q)

Figure 2.2: Distinct states with identical local contents

The local contents of the states 3 and 7 are equal, although their parts differ. If the
belief set supported by the state 3 is revised with the information that ( p), the revised
belief set would still include q, whereas the same revision on the belief set supported by
the state 7 would see both p and q being eliminated from the new belief set.
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2.4 Logic
The logic of belief base revision models restricted to the sublanguage Lprop is the logic of
HYPE.22

Theorem 2.4.1. The axioms and rules listed in Figure 2.3 is sound for the system of belief
base revision (for all formulas φ P LD, if $ φ then ( φ).

Proof. To prove soundness, I demonstrate the detailed proofs for selected axiom schemas.
Let MD “ xMOD,Ry be an arbitrary belief base revision model, let M “ xS, V, ˝,K,ďy
and let s be an arbitrary state in S.

(11) For reductio, assume s * φ Ñ   φ. So, there is an s1 P S with s1 ˝ s “ s1 and
s1 ( φ, but s1 *   φ. Hence, there is an s2 P S with s2 (  φ and it holds that
s1 M s2. However, since s1 ( φ, it should be the case that s1 K s2. Hence we have a
contradiction. Therefore, s1 (   φ, and it follows that s ( φ Ñ   φ. Since s and
MD are arbitrary, ( φÑ   φ is true in all belief base revision models.

(16) Let arbitrary s1 P S with s1 ˝ s “ s1. Suppose s1 ( Bφ. So, for all A P BestMps1q,
there is an s2 P A with s2 ( φ. Consider an arbitrary A P BestMps

1q and an
arbitrary s2 P A with s2 ( φ. Since A is consistent, it follows that s2 M s2. By
the Lemma 2.2.4, it holds that s2 ( Bφ. Since A and s2 are arbitrary, it holds
that for all A1 P BestMps1q there is a u P A1 with u ( Bφ. Therefore, s1 ( BBφ.
Since s1 is arbitrary, it follows that s ( Bφ Ñ BBφ. Since s and MD are arbitrary,
( BφÑ BBφ is true in all belief base revision models.

(17) Let arbitrary s1 P S with s1 ˝ s “ s1. Suppose s1 ( Bφ _ Bψ. So, either s1 ( Bφ
or s1 ( Bψ. Suppose the former. Hence, for all A P BestMps1q, there is an s2 P A
with s2 ( φ. Pick an arbitrary A P BestMps1q and an arbitrary s2 P A with s2 ( φ.
By the support-condition for disjunction, it holds that s2 ( φ _ ψ. Since A and s2
are arbitrary, it follows that for all A1 P BestMps1q there is a u P A1 with u ( φ_ ψ.
Therefore, s1 ( Bpφ_ψq. Similarly, if s1 ( Bψ, it follows that s1 ( Bpφ_ψq. Since s1
is arbitrary, it follows that s ( Bφ_Bψ Ñ Bpφ_ψq. Since s and MD are arbitrary,
( Bφ_Bψ Ñ Bpφ_ ψq is true in all belief base revision models.

(18) Let arbitrary s1 P S with s1˝s “ s1. Suppose s1 ( Bpφ^ψq. So, for all A P BestMps1q,
there is an s2 P A with s2 ( φ^ψ. Pick an arbitrary A P BestMps1q and an arbitrary
s2 P A with s2 ( φ ^ ψ. It follows that s2 ( φ and also s2 ( ψ. Since A and s2 are
arbitrary, s1 ( Bφ^Bψ. Since s1 is arbitrary, it follows that s ( Bpφ^ψq Ñ Bφ^Bψ.
Since s andMD are arbitrary, ( Bpφ^ψq Ñ Bφ^Bψ is true in all belief base revision
models.

22A sound and complete axiom system for the HYPE logic is given in [91].
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Axioms

1 $ J

2 $ φÑ φ
3 $ pφÑ pψ Ñ χqq Ñ ppφÑ ψq Ñ pφÑ χqq
4 $ φ^ ψ Ñ φ
5 $ φ^ ψ Ñ ψ
6 $ φÑ φ_ ψ
7 $ ψ Ñ φ_ ψ
8 $ pφÑ χq Ñ ppψ Ñ χq Ñ pφ_ ψ Ñ χqq
9 $ φ^ pψ _ χq Ø pφ^ ψq _ pφ^ χq
10 $ φ_ pψ ^ χq Ø pφ_ ψq ^ pφ_ χq
11 $ φÑ   φ
12 $  φ_ ψ Ñ  pφ^ ψq
13 $  φ^ ψ Ø  pφ_ ψq
14 $ pφÑ ψq Ñ ppψ Ñ χq Ñ pφÑ χqq
15 $ pφÑ pφÑ ψqq Ñ pφÑ ψq
16 $ BφÑ BBφ (Positive Introspection)
17 $ Bφ_Bψ Ñ Bpφ_ ψq (Disjunctive closure)
18 $ Bpφ^ ψq Ñ Bφ^Bψ (^ distribution)
19 $ rφsBχÑ rφsBpψ _ χq (Disjunction)
20 $ rφsBpψ ^ χq Ñ rφsBψ (Simplification)
21 $ xφyBχÑ xφyBpψ _ χq (Disjunctionxy)
22 $ xφyBpψ ^ χq Ñ xφyBψ (Simplificationxy)
23 $ Bφ^B φÑ K (Consistency 1)
24 $ Bpφ^ φq Ñ K (Consistency 2)

Rules

(MP) φ, φÑ ψ $ ψ

(Cont) $ φÑ ψ

$  ψ Ñ  φ
(CM) rφsBψ, rφsBχ $ rφ^ ψsBχ
(Cut) rφsBψ, rφ^ ψsBχ $ rφsBχ

(F) $ Bφ

$ φ

Figure 2.3: A Hilbert style axiomatization of logic of belief base revision
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(CM) Let M,M 1 P MOD be belief-base models on a state-space S and let s, s1 be states
in S with xM, s, φyRxM 1, s1y. Suppose s (M rφsBψ. Since all pφ ^ ψq-states are
φ-states, and since s (M rφsBψ, it holds that the set of pairs of models and states
obtained from revising s in M with pφ ^ ψq constitutes a subset of the set of pairs
of models and states obtained from revising s in M with φ (that is, if that all sets
of states in M 1 which include some φ-states are preferred to the sets of states in M 1

which do not include any φ-states entails that it is already the case that all sets of
states in BestM 1ps1q also include some ψ-states then, provided that there are any,
the maximally consistent sets of states under s1 with some pφ^ψq-states are already
among the BestM 1ps1q). Therefore, if s (M rφsBχ, it holds that s (M rφ ^ ψsBχ.
Since s and MD are arbitrary, the CM rule holds in all belief base revision models.

(Cut) Let M,M 1 PMOD be belief-base models on a state-space S and let s, s1 be states in
S with xM, s, φyRxM 1, s1y. Suppose s (M rφsBψ. So, it holds that s (M rφspφ^ ψq.
Moreover, if all sets of states in M 1 which include some φ-states are preferred to the
sets of states in M 1 which do not include any φ-states, then it is the case that all
sets of states in Bestps1q also include some ψ-states. Hence, these are exactly the
maximally consistent sets of states under s1 with some pφ ^ ψq-state, provided that
there are any. Therefore, the set of pairs of models and states obtained from revising
s in M with φ constitutes a subset of the set of pairs of models and states obtained
from revising s in M with pφ ^ ψq. Since s (M rφ ^ ψsBχ holds, all members of
BestM 1ps1q include also some χ-states. Therefore, s (M rφsBχ. Since s and MD are
arbitrary, the cut rule holds in all belief base revision models.

The MP rule and the axiom schema 2 follows from the idempotence assumption of ˝
and the support-condition for Ñ. The validities of axiom schemas 3, 8, 12 - 15 can easily
be shown via reductio ad absurdum. The validity of the axiom schema 19 follows from 17
and that of 20 follows from 18. For the proofs of 23 and 24 see Lemma 2.2.6. The last
rule in the list, labelled (F) for faithful, can be proved using Lemma 2.2.5. The rest can
be proved using only the support-conditions. In the above theorem, when possible, the
claims which include the belief modality and the dynamic operators are stated as axiom
schemas rather than as rules. (For instance, the rule for the positive introspection would
be Bφ $ BBφ.) By the implication lemma, the proofs for the doxastic axiom schemas
entail the proofs for the respective rules.

Lemma 2.4.1. The following deduction theorem is logically valid in BBR models iff the
language of the models are restricted to the sublanguage Lprop (i.e., when φ1, ...φn, ψ, χ P
Lprop):

φ1, ...φn, ψ $ χ iff φ1, ...φn $ ψ Ñ χ.

Proof. Use (MP) and the axioms schemas (2) and (3) from Theorem 2.4.1, together with
the schema $ φ Ñ pψ Ñ φq. The latter is valid in the current framework only when the
models are restricted to the language Lprop.
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2.5 More properties of belief and belief revision
This section states some principles concerning the belief sets and belief revision, which fail
in the proposed framework although they are valid axiom schemas or rules in some of the
more common and well-known theories in the literature.

Theorem 2.5.1. The following list of axiom schemas and rules are not valid in BBR
models.

1. Bφ, BpφÑ ψq ( Bψ (Modal modus ponens)

2. BpφÑ ψq ( BφÑ Bψ (K-rule)

3. φÑ ψ ( BφÑ Bψ (Monotonicity of belief)

4. Bφ^Bψ ( Bpφ^ ψq (Conjunctive closure)

5.  Bφ ( B Bφ (Negative introspection)

6. Bpφ_ ψq ( Bφ_Bψ (_ distribution)

7. $ φ

$ Bφ
(Necessitation)

Proof. As a counterexample to the first four principles, consider a belief base revision
modelMD “ xS, V, ˝,K,ď, Ry on the state-space S “ t1, 2, 3, 4, 5, 6u, and let literals of the
language LD for the model MD be l “ tp, p̄, q, q̄, r, r̄, t, t̄, s, s̄u. Let V p1q “ tr, tu, V p2q “
tp, tu, V p3q “ tp, p̄, q, q̄, r, t, s, s̄u, V p4q “ tp, q, q̄, r, r̄, t, s, s̄u, V p5q “ tp, q, r, t, t̄u, V p6q “
tp, q, r, s, s̄u. Let pp1 ˝ 2q ˝ 6q ˝ 3 “ 3, pp1 ˝ 2q ˝ 6q ˝ 4 “ 4, p1 ˝ 2q ˝ 5 “ 5, 1 ˝ 1 “ 1, 2 ˝ 2 “
2, 3˝3 “ 3, 4˝4 “ 4, 5˝5 “ 5, 6˝6 “ 6, and let the parthood relation be transitively closed
on these fusions. Let the incompatibility relation on S be given via the literals. It follows
that 1 “ 3˚, 2 “ 4˚, 3 “ 1˚, 4 “ 2˚, 5 “ 6˚, 6 “ 5˚. Let M “ xS, V, ˝,K,ďy and finally, for
all A,B P S, A ďM B.

1. Substitute φ in the schema with p, and ψ in the schema with q. In the model M , it
holds that 5 ( Bp and 5 ( BppÑ qq, but 5 * Bq.

2. Use the same substitution of the formulas. It holds in M , that 5 ( Bpp Ñ qq,
however, 5 * BpÑ Bq.

3. Similarly, 5 ( pÑ q, however, 5 * BpÑ Bq.

4. Substitute φ in the schema with p, and ψ in the schema with r. In the model M , it
holds that 5 ( Bp^Br, but 5 * Bpp^ rq.
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As a counterexample to the remaining principles, consider a belief-base model M on
the state-space S “ t1, 2, 3, 4u, and let literals of the language LD for the model M 1 be
l “ tp, p̄u. Let V p1q “ tpu, V p2q “ tp̄u, V p3q “ tp, p̄u, V p4q “ H. Let 4 ˝ 1 “ 1, 4 ˝ 2 “
2, 4 ˝ 3 “ 3, 1 ˝ 2 “ 3, 1 ˝ 3 “ 3, 2 ˝ 3 “ 3, 4 ˝ 4 “ 4, 1 ˝ 1 “ 1, 2 ˝ 2 “ 2, 3 ˝ 3 “ 3. Let the
incompatibility relation of M be given via the literals, hence 1 K 2, 1 K 3, 2 K 3, 3 K 3. It
follows that 1 “ 1˚, 2 “ 2˚, 3 “ 4˚, 4 “ 3˚. Let the preference ordering of M 1 be such that
for all A,B P S, A ďM 1 B.

(5) Substitute φ in the schema with p. In the modelM 1, it holds that 3 (  Bp, however,
3 * B Bp

(6) Substitute φ in the schema with p, and the ‘ψ’ in the schema with ‘ p’. In the model
M 1, 3 ( Bpp_ pq, but 3 * Bp_B p.

The necessitation rule fails when for some belief-base model M , for some s P S it holds
that BestMpsq “ tHu. That is, when s has no consistent parts. Because in this case, for
no ψ P LB it holds that s ( Bψ.

The above principles are stated as rules rather than axioms since by the contraposition
of the implication lemma, their failures entail the failures of the respective axiom schemas.

Theorem 2.5.2. The following list of axiom schemas and rules are not valid in belief base
revision models.

1. ( rφsBpψ _ ψq (Excluded middle)

2. rφsBψ, rφsBχ ( rφsBpψ ^ χq (Adjunction)

3. rφsBpψ _ χq ( rφsBψ _ rφsBχ (Disjunction 2)

4. rφsBψ, rφsBpψ Ñ χq ( rφsBχ (Closure under belief implication)

5. rφsBχ ( rφ^ ψsBχ (Monotony)

6.  rφsB ψ, rφsBχ ( rφ^ ψsBχ (Rational monotony)23

Proof. The invalidity of the first axiom schema follows from the failure of general excluded
middle (( φ _  φ). The next three invalidities follow respectively from the failures of
conjunctive closure, _ distribution and modal modus ponens in Theorem 2.5.1.

To show the invalidity of the remaining principles, construct the following model. Let
MD “ xMOD,Ry be a belief base revision model. We limit the language LD with l Ď LD “
tp, p̄, q, q̄, r, r̄u. Let M “ xS, V, ˝,K,ďy P MOD, with S “ t1, 2, 3, 4, 5, 6, 7, 8u such that
V p1q “ tp, ru, V p2q “ tq, r̄u, V p3q “ tp, p̄, q, q̄, r, r̄u, V p4q “ tp, q, q̄, ru, V p5q “ tp, p̄, q, r̄u,
V p6q “ H, V p7q “ tp, qu, V p8q “ tp, q, r, r̄u. Let the following fusions be defined on

23The first premise of this argument could be read as the satisfaction of the negated formula, or as the
non-satisfaction of rφsB ψ.
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S: 6 ˝ 1 “ 1, 6 ˝ 2 “ 2, 6 ˝ 7 “ 7, p1 ˝ 7q ˝ 4 “ 4, p2 ˝ 7q ˝ 5 “ 5, pp1 ˝ 2q ˝ 7q ˝ 8 “
8, pp4 ˝ 5q ˝ 8q ˝ 3 “ 3, and let the parthood relation be transitively closed on these fusions.
Let the incompatibility relation on S be given via the literals. Thus, the following holds:
1 “ 4˚, 2 “ 5˚, 3 “ 6˚, 4 “ 1˚, 5 “ 2˚, 6 “ 3˚, 7 “ 8˚, 8 “ 7˚. Finally, suppose A,B P S,
A ďM B.

(5) Substitute φ in the schema with r, ψ in the schema with q, and χ in the schema with
(r ^ p). We show that 6 (M rrsBpr ^ pq, but 6 *M rr ^ qsBpr ^ pq. Suppose we
revise the state 6 inM with r. LetM 1 be the revised model. The revised information
base is determined by the state 1 (6Rr1). It holds that BestM 1p1q “ tt1, 6uu, hence
1 (M 1 Bpr^pq. Therefore, 6 (M rrsBpr^pq. Now suppose we revise the state 6 inM
with (r^ q). There are two ways to do this since both 4 and 8 in M are basic (r^ q)-
states. It suffices to show that in one of the revised models, Bpr^pq is not supported
by the revised information base. Let M8 be the revised model through state 8
(6Rr^q8). It holds that BestM8p8q “ tt1, 6, 7u, t2, 6, 7uu, hence 8 *M8 Bpr ^ pq.
Therefore, 6 *M rr ^ qsBpr ^ pq.

(6) It suffices that 6 *M rrsB q in addition to what we have shown above. In fact,
6 (M  rrsB q since rrsB q is not supported anywhere in the model M 1. Hence we
comply with the first premise in both forms of its reading.

Theorem 2.5.3. The following metarules are not valid in belief base revision models. ñ
stands for classical logical entailment.

1. From φñ ψ infer rφsBψ (Intensionality)

2. From rφsBψ, ψ ñ χ infer rφsBχ (Right weakening)

3. From rφsBχ, φô ψ infer rψsBχ (Left logical equivalence)

Proof. We use the model constructed above.

(1) Substitute φ in the schema with r, and ψ in the schema with (q_ q). It holds that
r ñ pq _ qq, however, 1 *M rrsBpq _ qq.

(2) Substitute φ in the formula with r, ψ with p, and χ with (q _  q). It holds that
1 (M rrsBp, and that pñ pq _ qq, however, 1 *M rrsBpq _ qq.

(3) Substitute φ in the schema with (p_ p), ψ in the schema with (q _ q), and χ in
the schema with p. Thus, it holds that 6 (M rp_ psBp, and pp_ pq ô pq _ qq,
however, 6 *M rq _ qsBp.
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To conclude this section some remarks are in order, particularly about the specific form
of hyperintensionality manifested here and the (lack of) reduction axioms. Theorem 2.5.3
addresses the influence of classical logic on belief base revision. The invalidities indicate
the hyperintensionality of the revision system. That is, intensionally equivalent formulas
cannot be substituted within the revision formulas. That we formulated these schemas in
the metalanguage referring to two different logics marks an important difference between
this framework and the framework for hyperintensional belief revision presented in [19].
Berto formulates the intensionality, right weakening and left logical equivalence rules within
his object language. Therefore, the failures of the rules indicate some limitations concerning
the influence of the already underlying (classical propositional) logic on belief revision.

Finally, introducing reduction axioms of dynamic formulas to static ones proves chal-
lenging in the proposed framework. The formulation of the conditional (Ñ) successfully
hints at some properties of belief revision as it is a forward looking modality. Belief-base
revision, in most cases, causes a shift from one state to another. For instance, in order to
revise a state s with a piece of information φ, we move to the states which expand s with φ.
These are (some of) the states that are determined by a conditional on s whose antecedent
is φ. In this respect, the conditional still underdetermines the states relevant for the re-
vision since when revising s, belief base revision relation marks the states which expand
s with basic φ-states only. The language, however, is not rich enough to allow precoding
revisions completely. That is because, the information supported by a state depends in
part on the preference ordering of the model. It might be the case that, for some ψ in the
language, ψ is not supported by a φ-state until after the preference ordering of the model
is revised. Although this is the case in most belief revision systems which include changing
the preferences, in some of these systems, the revised models can be given as sub-models of
the original one. Hence, it is possible to give reduction axioms by referring to a relativized
version of the original model. The system presented in [155] is an example to this sort of
preference change.

There is an exception to this hardship by the persistency lemma, which ensures that the
propositional content of a state does not change via model-shifts. So, a reduction axiom
only concerning the formulas of Lprop can be presented: given a belief base revision model
MD “ xMOD,Ry with M “ xS, V, ˝,K,ďy P MOD, for all states s P S, for all φ P LB
and for all ψ P Lprop, s (M rφsψ Ø pφ Ñ ψq. For the base case of the proof, suppose
s (M rφsp. Hence, for all s1 P S, if sRφs1, it holds that s1 (M p. Let arbitrary s2 P S such
that s1 ˝ s2 “ s2. By the persistency lemma, also s2 (M p holds. By the assumptions for
the fusion function, it holds that s2 ˝s “ s2. Since s2 is arbitrary, by the support-condition
for Ñ, it holds that s (M φ Ñ p. For the other direction, suppose s (M φ Ñ p. That
is, whenever s in M in expanded with a (basic) φ-state, satisfaction of p follows in the
expanded state. Hence, for all s1 P S, if sRφs1 then s1 ( p. Therefore, s (M rφsp. The
validity of the claim for non-atomic propositional formulas of the language can be shown
easily by induction on the complexity.
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2.6 Concluding remarks
I have presented a new hyperintensional semantics for belief revision, which also allows
non-monotonic and non-explosive belief revision. The non-classical features of the revision
framework principally follow from the underlying non-classical semantics. In particular, the
dynamics of potentially incomplete and inconsistent collections of information is formalised
using a form of state semantics. Adoption of states as the principle elements of the models
separates my framework from the DEL paradigm. At the same time, the introduction
of the revision operators in the object language marks the effective difference between
the proposed semantics and the base-generated belief revision theories in the literature.
Syntactically, the underlying (propositional) logic of belief base revision is significantly
weaker than classical logic. This yields a more adaptable logic of belief representation and
belief dynamics.

The belief base revision models reflects a non-classical way of changing beliefs. Its
features relate in particular to issues of non-monotonicity, indeterminacy of information,
hyperintensional sensitivity, and fragmentation of information. Non-monotonicity of the
system is apparent by the items (5) and (6) of Theorem 2.5.1. It is the belief modality that
I employ here that causes the non-monotonicity of belief. Indeterminacy of information is
specifically related to disjunctive beliefs. The item (6) in Theorem 2.5.1 and its dynamic
counterpart, the item (3) in Theorem 2.5.2 indicate that an agent can believe a disjunction
without necessarily believing one of the disjuncts. However, believing a disjunction without
believing one of the disjuncts is possible only if the agent has inconsistent information, not
necessarily about the disjunction in question.

Hyperintensionality of the logic of belief base revision is presented via the item (1) in
Theorem 2.5.2 and Theorem 2.5.3. This is a consequence of the partial content of the states.
Hyperintensional sensitivity has usually been introduced as subject-matter sensitivity. In
this respect, the content of a state can be understood to determine a subject-matter. Hence,
although two sentences α and β are classically logically equivalent, while the subject-matter
of α is included the subject-matter fixed by a situation s, the subject-matter of β may not
be included. Thus, an agent, whose beliefs are determined by the state s may not believe
the latter on the basis of the former.

Some models of hyperintensional belief revision reject also the principle of disjunctive
closure on the grounds of subject-matter inclusion requirement for belief entailment [19]. It
follows from disjunctive closure, that if an agent believes a sentence α, she also believes the
disjunction α_β (for any β). The subject-matter inclusion requirement is such that given
that a sentence α logically entails a sentence β, an agent believes that β based on the belief
α only if the subject-matter of α includes the subject-matter of β. Briefly, logical entail-
ment of sentences with foreign subject-matters do not carry over to the beliefs. However,
disjunctive closure is a valid principle of belief base revision framework that I presented
in this work. This is because, although the models are sensitive to the hyperintensional
contexts, the requirement for entailment in these contexts is weaker than subject-matter
inclusion. In fact, it seems that for logical entailment to carry over to the beliefs of an
agent, shared subject-matter between the two sentences suffices. That is, it holds that the



42 2. Belief Revision Based On Information Bases

agent believes that α _ β based on the belief α since the former is partly about α.
Lastly, one of the most important features of the models is the fragmentation of in-

formation, due to the partial fusion function and the partial parthood ordering of the
models. The consequences of this structure are presented in the paper as the failures of
the principles of conjunctive closure and of the principles of closure under implication, in
the items (1)-(4) in Theorem 2.5.1 and in the items (2) and (4) in Theorem 2.5.2. These
consequences are quite similar to that of fragmented belief approaches, where it is allowed
that the doxastic system of an agent involves different centers of rationality. Thus, the
agent’s belief state is fragmented such that the agent may believe that α in one fragment
and believe that β in another, and not be able to put the two beliefs together. These
systems allow also contradictory beliefs located in different fragments. The models pre-
sented here falls short of admitting the full consequences of fragmented belief, by virtue of
the employment of a partial-meet-consequence-like belief modality and a total epistemic
preference ordering. The construction of belief contraction models and a complete axiom
system for belief base revision models are also left for future work.



Chapter 3

A Comparative Assessment Of
Approaches To Hyperintensional
Belief Revision

Belief like other intentional mental attitude modalities such as knowledge, imagining, etc.,
is a sentential modality. These modalities take as their objects sentences of a given lan-
guage. Thus, in sentential semantics, sentences are the primary truth-bearers. Semantical
analysis and the interpretation of logical structures depend to a large degree on what we
take as the meaning or the content conveyed by sentences. Hyperintensional contexts gen-
erated by hyperintensional modalities such as the belief modality, suggest that the relevant
aspects of the meaning of sentences, in these contexts, go beyond their truth-conditions.

In the following, we investigate hyperintensionality in the context of belief revision. The
problems of assuming an intensional semantical analysis of belief revision are manifested
in various forms, contributing to the problem of logical omniscience. An intensional anal-
ysis, for instance, lacks the resources to individuate logical and necessary truths from one
another, particularly from the sentence determined by the set of all possible worlds. This
means, that belief in all necessary truths, no matter their content, follow from belief in one
necessary truth, for instance from a tautology of classical logic “A or not A”. It also lacks
the resources to differentiate necessary falsehoods from one another. Developments in the
literature on belief revision have suggested that agents might not believe all tautologies of
logic, nor all contingent necessities, and they might fail to believe all classical implications
of their beliefs regardless of their relevance to each other in terms of content, without be-
ing irrational. Moreover, they might, non-trivially, believe (necessarily) false sentences and
can distinguish these sentences from other falsehoods. The search for a more fine-grained
analysis of the meaning of sentences has then led to the development of hyperintensional
semantics and logics for belief revision.

Traditional analysis of logical consequence is based on truth-preservation. In the con-
text of belief revision, however, truth-preservation does not suffice to determine warranted
implications between sentences since further dimensions make up the relevant aspects
of their meaning. It is then suggested, in these contexts, the consequence relation is
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strengthen in a way that it accounts also for the non-truth-functional aspects of meaning.
This is sometimes done by supplementing the consequence relation with topic-preservation
[19], aboutness preservation [171], and issue or partition-preservation [99]. Alternatively,
altering the primary elements of representation, what determines a proposition expressed
by a sentence can be redefined, and the sentences can be individuated in a more fine-
grained manner than intensional semantics. A support-based state-semantics, such as the
one proposed in Chapter 2 for instance, is able to account for hyperintensional sensitivity
within the context of belief revision based on support-preservation.

The following is a limited survey of various modeling solutions proposed in the literature
with the aim of capturing hyperintensional sensitivity in relation to belief revision. A com-
parative assessment is then provided based on issues of topic-transitivity, topic-inclusion,
and the notion of semantical opposition, between the support-based models introduced in
Chapter 2 and the topic-preserving hyperintensional belief revision models such as proposed
in [19].

3.1 Introduction
Lewis defines the meaning of a sentence as what determines the conditions that make the
sentence true or false [97].1 His definition refers to the intension of a sentence, which
can be defined as a function from the relevant factors that make up the meaning of a
sentence to truth values. The meaning of a sentence then depends on what these relevant
factors are taken to be, and the means of representation. In the tradition going back
to Carnap, and further established by Kripke, alternative states of affairs in the form of
possible worlds are used to represent these factors [32, 85]. The way a sentence structures
a logical space of possible worlds based on its assigned truth value (true or false) at each
world determines the intension of that sentence. The sentences that are true in the same
set of possible worlds are then treated identically and can be mutually substituted within
intensional contexts. Alethic modalities such as necessity and possibility, for instance, are
interpreted as intensional modalities. In an intensional context, all necessary truths and
logical tautologies express the same unique intension, i.e. the same proposition, that is
the set of all possible worlds. Similarly, all necessary falsehoods express the same unique
intension that is the empty set of possible worlds. If, on the other hand, the domain
of possible worlds include all logically possible worlds, intensionally equivalent sentences
correspond to logically equivalent sentences with respect to classical logic.

1Defined in this way, the meaning of a sentence is distinct from its extensional meaning. The extension
of a sentence is its actual or assigned truth value, given a certain states of affairs and an interpretation.
Hence, in a sense the extension of a sentence depends on its meaning [97, p.23]. The extension of a sentence
can also be defined as a function from a sentence to a truth value. Unary and binary logical connectives
^, _,  , as well as other connectives that are defined via these (such as the material conditional Ą and
the biconditional Ø) are said to create extensional contexts. These are contexts where occurrences of two
sentences φ and ψ with the same extension can be mutually substituted without altering the truth value
of the whole sentence.
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Modalities that represent intentional mental states such as believing, knowing, imag-
ining, etc. create hyperintensional contexts which call for a semantical analysis that is
sensitive to more fine-grained individuation of sentences [18, 24, 22]. Within these con-
texts, the informational content of a sentence is understood to have epistemically relevant
dimensions beyond its intention, such as what the sentence is about, or which issues it
embeds. Intensional semantics on the other hand individuate sentences up to their truth
values, and are not able to account for the hyperintensionality suggested in these con-
texts. Stalnaker points out that this is mainly due to imposing the logical structure of
possible worlds on the semantical analysis of sentences [140]. Essentially, propositions (i.e.
intensions) are determined solely based on a set of possible worlds, with a fixed domain
of issues. Each sentence is then assumed to be embedding the totality of this domain, as
they divide the whole set of possible worlds into two camps, namely true and false. In
other worlds, since possible worlds are internally complete with regards to a given domain,
they determine the truth value of each sentence in the language and for each issue in their
domain, hence a sentence is about everything in that domain. Given a fixed domain of
issues, even contingent sentences with the same intension cannot be distinguished further.2

While the term hyperintensional is coined by Cresswell [36], discussions of hyperin-
tensionality and hyperintensional content go back to [32, 96, 97]. Following Cresswell,
hyperintensional contexts are simply defined as contexts where logical equivalences are not
respected. Earlier attempts at analysing sentences in hyperintensional context including
[32, 96, 97, 36] state that intensions are not proper designations for the meaning of sentences
and intensional identity does not account for the identity of meaning. Hyperintensional
equivalence is sometimes referred to as synonymy, and it requires a stronger meaning rela-
tion between sentences than intensional identity. They try to explain away the problems of
intensional identity by analysing the structures of sentences and the meaning of their parts.
While [32, 96] introduce a notion of intensional structure (although the term is only coined
later by Carnap), [97, 36] aim at compositionally building the meaning of a sentence on the
intensions of its parts.3 In the following, only more recent attempts are considered, which
try to explicitly capture the epistemically relevant aspects of the content of sentences, en-
hancing their intensional meaning with topics or subject-matters embedded in a sentence,
that is sometimes called the aboutness component [171]. Consequently, they enhance the
truth-preservational definition of logical entailment with aboutness-preservation. These

2While Stalnaker identifies the problem of logical equivalents and deduction in this way, he also presents
a defense of the possible worlds analysis for the representation of intentional mental states in terms of a
causal - pragmatic picture [140]. Intentional mental states are understood essentially in terms of their
pragmatic role as they are used to determine actions. Hence what is necessary is distinguishing between
possible alternative outcomes of the agent’s actions as possible states of the world. This is exactly what is
achieved by the possible worlds analysis. In this pragmatic analysis of propositions, the relevant division
is into possibilities where a proposition is true and where it is false. Representing possible alternatives in
this way is essential to the role of beliefs and desires, however, the particular way of representation is not.
See Chapter 1 in [140].

3Carnap states that if two sentences are not only L-equivalent (intensional identity) in the whole but
consist of L-equivalent parts, and both are built up out of these parts in the same way, then they have the
same intensional structure (i.e., they are intensionally isomorphic) [32, p.59].
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are usually frameworks based on possible worlds semantics. These will then be compared
to the state-based approach presented in Chapter 2. The latter achieves to account for
hyperintensional sensitivity by redefining what determines a proposition, and allowing in
return more fine-grained individuation of meaning.

Section 3.2 provides a limited classification of hyperintensional approaches to belief re-
vision. These are in particular approaches based on possible worlds semantics which aim
to enhance the intensional meaning and truth-preservation-based classical logical conse-
quence relation with an aboutness component, and approaches based on state-semantics
which redefine what determines a proposition and replace truth-preservation with support-
preservation. The former approach is exemplified below with frameworks based on world-
partitions [171, 99] and that are based on topic-sensitivity [19, 175]. The latter approach
is primarily exemplified with the models presented in Chapter 2, after the foundations for
state-based semantics is laid by introducing the situation semantics of Barwise and Perry
[15, 120]. Section 3.3 then proposes a comparative assessment of the introduced approaches
based on the issues of topic-transitivity, topic inclusion, and the notion of semantical op-
position in relation to the belief revision context.4

3.2 Approaches to hyperintensional belief revision
The classification of hyperintensional approaches presented here is similar to the analy-
sis concerning different ways of representing subject-matters as part of the meaning of
sentences by Hawke [69]. The first category below corresponds to Hawke’s way-based
approaches. These are reconstructions subject-matters as world-partitions, which are “dif-
ferent ways for a subject to be”, following Lewis’ definition [99]. The next category includes
topic-sensitive frameworks which are classified by Hawke as an atom-based approach. These
are theories in which the subject-matter of a sentence is identified with a set of the topics
based on the atomic claims in the sentence [69, p.698]. Finally, the state-based approaches
considered below include the situation semantics of Perry and Barwise [15, 120], which is
classified by Hawke within the subject-predicate approach. However, the rest of the state-
based approaches considered here do not appear in Hawke’s analysis since they do not rep-
resent subject-matter per se. Another work that is partly concerned with a categorisation
of hyperintensional semantics is due to Sedlár [136]. He proposes a categorisation in regard
of state-based, syntactic, and structuralist approaches. All frameworks presented below,
except for the topic-sensitive framework, can be classified as state-based approaches since
they all deviate from the idea that sentences are evaluated solely on possible worlds. Ac-
cordingly, world-partitions can be seen as course-grained states rather than possible worlds,
and while topic-sensitive frameworks are not mentioned in [136], it might be possible to

4Some notable works on hyperintensionality include [77, 99, 140, 171]. The subject has also been studied
as theories of topics [24, 69]. The application of hyperintensional logics on knowledge and belief seems to
have a more recent and limited literature (compared to the use of intensional semantics in these contexts).
Examples include a series of works starting with [19, 29, 175].
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reconstruct the idea via Sedlár’s hyperintensional models based on content-assignment.5

3.2.1 Varying domains of issues
The possible worlds analysis has been commonly used to represent informational and epis-
temic content. The level of idealisation imposed by this analysis, however, has attracted
attention in the literature, and sometimes included under the title of the problem of logical
omniscience. The problem is partly due to the result of deductive closure conditions im-
posed on the representation of epistemic states of agents. Some problematic consequences
of this application are as follows. (Suppose φ and ψ express sentences in our preferred
language.)

1. Closure under logical entailment: if the agent comes to believe that φ, and ψ is
logically (or intensionally) equivalent to φ, then she also believes that ψ.

2. Belief in logical / necessary truths: if φ expresses a necessarily true proposition, then
the agent necessarily believes that ψ.

3. Consistency and triviality: if an agent comes to believe a necessary falsehood (such
as a contradiction), she then believes every sentence in the language, making her
belief state trivial.

The problem of deductive closure, at least to some degree, can be analysed in terms
of hyperintensional sensitivity and more fine-grained individuation and implication condi-
tions between sentences. Stalnaker proposes that the problem partly arises from the faulty
assumption that the possible worlds analysis of intentional mental states is committed to
the existence of a unique total set of possible worlds [140]. He points out that possible
worlds distinguish between different alternative possibilities, still different sets of worlds
can achieve this in varying degrees. The analysis then allows different domains of issues to
be determined and embedded in the sentences. In particular, a given set of possible worlds
might be smaller than another, allowing more fine-grained differentiation of possibilities in
the latter. This amounts to saying that the larger set of worlds indeed includes a larger
domain of issues. It is moreover possible that different sets of possible worlds include
different domains of issues without being subsumed by one another. In terms of inten-
sional equivalents, this means that sentences which determine the same proposition given
a domain of possibilities, may determine different propositions given a different domain of
possibilities.

This discussion is related to the distinction between the notions of completeness and
comprehensiveness as they apply to possible worlds. Once a domain of issues is set, pos-
sible worlds are complete with respect to this domain. They are however, not necessarily
comprehensive relative to an external interpretation, which might include issues that fall
outside of their domain [119]. A reoccurring example of the application of varying domains

5I thank personal interaction with the author for the latter point.
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of issues to attitude modalities is due to Stalnaker [140, p. 63]. A more compact version
is presented by Perry, as quoted below. Perry uses the terms total ways and partial ways
to refer to the possible worlds and the situations (i.e., partial worlds) respectively.

[S]uppose we are interested in the beliefs of a dog and its master. [T]hey both
believe that a bone is buried in the back yard. But the master has the concept
of an ersatz bone and the dog does not have this concept. In representing the
master’s beliefs, we would want to include, among the possibilities his belief
might rule in or out, or leave open, the bone in question being ersatz. But we
would not want to do this in the case of the dog, or at least might not want
to. In the first case, we should take the set of total ways to separate the two
cases; in the latter we should not. Given these different sets of total ways, the
propositions believed will differ also, since propositions are functions from sets
of total ways to truth values. ([119, p.85])

The application of varying domains of issues, although pinpoints the problem success-
fully, is far from being satisfactory. Both Stalnaker and Hintikka mention that while the
possible worlds analysis can be improved to offer a solution to the problem of deductive
closure in reasoning, the work has not been done. The problem persists since once a domain
of issues is fixed, the framework cannot distinguish between the intensionally equivalent
sentences within that domain. In order to make such distinctions possible, Hintikka and
Perry separately suggest supplementing the possible worlds analysis with partial worlds.
Hintikka suggests that possible worlds should instead be interpreted as small worlds with a
limited domain of issues, where some worlds are smaller than the others. That is, possible
worlds could be models of situations rather than entire universes, and there is nothing in
the analysis that prevents such an addition [72, p.161]. Perry on the other hand suggests,
that while possible worlds are usually seen as total ways that provide an answer to every
issue under consideration (as total functions from sets of issues to answers), the analysis
could be supplemented to involve partial ways that instead provide answers to a limited
range of issues. Partial ways are then not necessarily disjoint alternatives for how things
might be, rather they can be related to one another and to total ways in various forms. In
this way, a possible world in the traditional sense can make any number of (partial) ways
true, while making only one total way true [119, p.87].

To sum up, once a domain of issues is fixed, even when this domain does not include
all logical possibilities, the problem of logical equivalence persists. The semantical anal-
ysis of meaning needs to be supplemented further, to be able to account for shifts in
subject-matters. On the other hand, the discussion on partial worlds already motivates
the development of situation semantics, which is presented below.

3.2.2 Reconstructing subject-matters as world-partitions
Introduced by Lewis in [99], the theory of world-partitions aims to capture hyperinten-
sional sensitivity by reconstructing subject-matters as part of the meaning of the sentences.
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World-partitions are defined as “ways of structuring the logical space” by grouping possible
worlds to obtain more course-grained worlds. Each way of doing so is said to generate a
partition, which determines or spells out the relevant issues. Lewis then identifies par-
titions with subject-matters embedded in the meaning of sentences. Reasoning based on
these partitions allows agents to ignore the issues or aspects of the world that are not
relevant to a given reasoning task.

Our running example above can be formulated using Leitgeb’s formalisation in [91, p.
310] of Lewis’ world partitions. Let p stand for the fact that “a bone is buried in the
backyard”, and q for the fact that “the bone in question is an ersatz bone”. Consider a set
of possible worlds W “ tw1, w2, w3, w4u and π1 and π2 partitions of W such that

w1 “ tp, qu, w2 “ tp, qu,
w3 “ t p, qu, w4 “ t p, qu, and
π1 “ ttw1u, tw2u, tw3u, tw4uu,
π2 “ ttw1, w2u, tw3, w4uu.
Given a world-partition semantics, two worlds belong to the same partition cell iff they

agree on all relevant truth assignments. The partition π2, for instance, differentiates the
worlds in W up to the value of p, however, it does not determine the truth value of q since
the worlds in each partition cell of π2 do not agree on the their assignment of the value of
q. We can then state that the subject-matter of the sentence p is about the given partition,
and the value of q is undetermined. The partition π2 is then able to represent the beliefs of
Fido, since he does not consider whether or not the bone in question is an ersatz bone. The
partition π1, on the other hand, is able to represent the beliefs of Owner. The idea is then,
the differences between the worlds which belong to the same partition cell are ignored, and
the agents reason with fever possibilities based on the relevant aspects or issues.

In particular, the satisfaction of formulas are two-fold: let w be a possible world in W ,
π a partition in Π : W Ñ W 2, and φ a sentence in our language, then w, π ( φ iff

(i) w ( φ, and
(ii) the partition cells of π distinguish the worlds precisely up to the truth values of

the propositional letters in φ (the least subject-matter of φ) or in some more fine-grained
manner.

The above formalisation can be expanded to include a belief modality Bi, based on an
accessibility relation R that picks out the doxastically possible worlds for an agent i:
w, π ( Biφ iff

(i) for all w1 s.t wRiw
1, w1 ( φ, and

(ii) the partition cells of π distinguish the worlds precisely up to the truth values of
the propositional letters in φ (the least subject-matter of φ) or in some more fine-grained
manner.

Let the relevant accessibility relation for both Fido and Owner be

R “ txw1, w1y, xw1, w2y, xw2, w2y, xw3, w3y, xw4, w4yu

Thus, w1, π2 ( BFidop, that is at w1, Fido believes that there is bone buried in the
backyard. However, w1, π2 * BFidopq_ qq, since Fido does not consider whether the bone
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in question is an ersatz bone. Whereas the Owner believes that there is a bone buried in the
backyard and that it is either a real bone or an ersatz bone: w1, π1 ( BOwnerpp^pq_ qqq.

The theory of world-partitions enhances the idea of varying domains of issues in an
important way, with a mereological structure that applies to subject-matters. The general
idea is, as the relevant issues change, the partitions change, while the given set of possible
worlds is preserved. In other words, the cells in a partition can be further divided, or
can be fused together to generate different partitions, based on the same set of possible
worlds. As a result, sentences that are intentionally equivalent in one partition can be
distinguished in another. Consider again the sentences represented by p and p^ pq _ qq
above. Given partition π1, they express the same intension since for all w P W , w, π1 ( p
iff w, π1 ( p ^ pq _  qq. Given partition π2 however, pq _  qq is not satisfied anywhere,
while w1, π2 ( p . The truth assignments then depend on the specific partition in question.
In this way, the framework allows one to represent different degrees of content resolution
based on different ways of partitioning one and the same set of possible worlds [91, p.7].

Lewis uses equivalence relations for partitioning the logical space. Consequently, the
worlds in a partition cell are exactly alike, with respect to the relevant subject-matters.
An equivalence class then specifies how things might be with respect to a subject-matter
completely [99, p.162]. He further introduces the notion of refinement of a subject-matter.
Modelled as partitions, a subject-matter M includes another subject-matter N iff each
cell of N is a union of the cells in M . In this case, the larger subject-matter M refines
the smaller subject-matter N , by dividing the logical space in a more fine-grained way.
Overlapping subject-matters are defined as having a subject-matter as a common part.

Aboutness

The issue of subject-matters and the notion of aboutness has been further analysed by
Yablo in [171]. He, however, uses similarity relations rather than equivalence relations to
structure the logical space. This allows partitions with non-disjoint cells, where a sentence
can be true in more than just one way. The subject-matter of a sentence S is defined as
what distinguishes ways of S being true (false). Two worlds then belong to the same cell
in a partition when S is true (false) in the same way.6

Yablo furthermore establishes a robust relation between aboutness and truth-making.
Commonly known in the literature due to Fine’s works starting with [50], truth-makers
cover more than truth-conditions of sentences. In particular, they account for what a
sentence is about, where aboutness is possibly independent of the truth-conditions [171,
p.57]. Fine refers to the truth-conditional content of a sentence, that is given by its

6In particular, a Lewisian least subject matter (the lower-bound) for S would be “whether S is true”.
This means different ways of being true for a sentence are incompatible with each other. Yablo proposes
rather “how S is true” as the least subject-matter, that is, the upper bound for the subject-matter of S.
If S’s ways of being true do not change between two worlds (i.e., they belong to the same partition cell)
then a dissimilarity between them is not part of the subject-matter of S. The distinction between the
two ways of structuring the logical space is similar to the distinction between the recursive and reductive
truth-makers.
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intention, as the thin content of the sentence, whereas the term thick content refers to the
meaning of a sentence supplemented with its subject-matter, determined by the pair of
its truth-makers and false-makers [51, p.134]. These refer to the ways the sentence can
be true and false respectively (in the following, I only refer to truth-makers, however, one
can always pair this with the false-makers). The thick content of a sentence is evaluated
on a logical space that consists of a family of non-empty sets of worlds, i.e., divisions
[171]. Divisions are similar to world-partitions, only that they are obtained via similarity
relations instead of equivalence relations. A truth-maker semantics can function as an
intentional semantics or as a hyperintensional semantics. On the one hand, there are
reductive truth(false)-makers, which are minimal models (counter-models) of formulas. In
this case, the subject-matter of a sentence depends on its truth-conditions, hence classically
intentionally equivalent (propositional) sentences are equivalent also in terms of their thick
content. On the other hand, the theory of recursive truth-makers allows one to make more
fine-grained, non-minimal individuation of sentences.

Consider the following two formulas: p_pp^ qq and p^pq_ qq. The minimal models
that make both formulas true are models that make p true. The two then have the same
reductive truth-makers, and are treated as equivalent. Reductive truth-making takes into
consideration only what is required to make a sentence true, and does not account for a
stronger distinction based on ways of being true. It can be argued that this minimal content
suffices for certain purposes, for instance in a classical propositional setting. Recursive
truth making on the other hand, posits a truth-maker for each disjunct. Recursive truth-
makers for the above formulas are then tpu, tp, qu and tp, qu, tp, qu, respectively. This
shows that there can be more than one way for a disjunctive sentence to be true. This is
possible as truth-makers are non-disjoint alternatives since subject-matter of a sentence is
defined as the upper-bound for ways of a sentence to be true.

We will conclude this section with a note on hyperintensionality and entailment rela-
tions in hyperintensional contexts. Classical logical entailment is based solely on truth-
preservation. In an intensional context, a sentence φ entails another sentence ψ iff whenever
φ is true, ψ is also true. Using possible worlds semantics, this can be represented with an
inclusion relation between two propositions: rrφss Ď rrψss, where rrψss is the set of worlds
that makes ψ true. Let us call this the minimal form of entailment. In some contexts
however, such as the epistemic context, one needs to opt for an entailment relation that
accounts for a non-minimal, more fine-grained content preservation. In order to realise this,
hyperintensional accounts propose to strengthen the classical entailment relation with an
aboutness-preservation. To this end, Yablo defines inclusive entailment: φ (inclusive) en-
tails ψ iff (i) each of φ’s truth-makers contain as a subset a truth-maker for ψ, and (ii)
each of ψ’s truth-makers are contained in a truth-maker for φ. Consequently, when defined
via recursive truth-makers, a sentence might not inclusively entail some of its classical
consequences.7

7Similar consequence relations are studied in the literature. In particular, they relate to what is called
relevant entailment, and have a broader place in the literature on logical entailment and implication. The
discussion is sometimes included also in the subject of fallacies of relevance. Early works in the area
include [7, 16, 99]. The first part of Yablo’s definition of inclusive entailment corresponds to tautological
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Consider the following example from Yablo [171, p.117-120]. The fact “Z is zebra” (φ)
truth-conditionally implies that “Z is not a cleverly disguised mule” (ψ). It cannot be said
however, that an agent who believes that “Z is a zebra” necessarily believes also that “Z
not a cleverly disguised mule”, solely based on what they already believe. This is because,
the subject-matter of ψ is indeed not included in the subject-matter of φ. While φ is about
zebras, ψ is about everything that is not a clearly disguised mule. For instance, ways of ψ
being true includes Z being a lion, whereas this is not true for φ. Aboutness-preservation
then fails between the two sentences, and the content of ψ is a mere (truth-conditional)
consequence of φ, which do not carry over as a logical entailment of the content of φ in an
epistemic context.8

Logical closure in terms of inclusive entailment, namely topical closure, then diverges
from classical logical closure. Yablo notes that in the context of knowledge (and belief)
attributions, over and above truth-conditions, the subject-matter, i.e.,“true how” matters.
The closure principle for knowledge ascriptions should hence state: “If [an agent] S knows
that φ, and ψ is part of φ, then S knows that ψ” [171, p.117], rather than the classical
closure requirement (i.e., equivalence): “If S knows that φ, and φ and ψ are logically
equivalent, then S knows that ψ”. To sum up, in virtue of aboutness-preservation, failure
of intentional equivalence comes about as a truth-value shift between truth-conditionally
equivalent sentences, due to a shift in aboutness [171, p.125].

Partitions and Questions

The theories of world-partitions and aboutness suggest a way of reasoning that is rela-
tivized to partitions. Partition-dependent reasoning is in fact a form of context-dependent
reasoning, where the choice of partition constitutes part of the epistemic context that the
agent is in (i.e., the reasoning context), which in turn co-determine the content of belief
sentences. Leitgeb highlights that, the way that the logical space is partitioned does not
affect the logical content of sentences, nor does it mean that the agents ignore logical pos-
sibilities, rather, only resolution of the content of beliefs change as the context shifts [90,
p.148]:

I should add that if the agent asserted one sentence after the other in order to
express her beliefs in A1, A2, A3, . . . , then it would still not be the case that any
of these sentences would have to express one proposition in one context and a
different proposition in another: rather, which proposition is entertainable by
the agent may shift from one context to the next.[90, p.145]

entailment in [7].
8Lewis also presents an enhancement of classical entailment along similar lines. He defines that, a

sentence is about a subject-matter iff the truth value of the sentence supervenes on that subject-matter.
That is, worlds in each partition cell agree on the truth value of the sentence, and they either imply or
contradict it. It follows from this definition that whenever a sentence φ implies another sentence ψ it
follows that φ and ψ are relevant, i.e., they share a subject-matter. Another noteworthy consequence is
that the necessary truths are about all subject-matters, meaning that they are implied by all sentences
[99, p.169].
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Partitions of logical space have also been identified with questions by various authors.
Levi argues, for instance, that inferences are made within a context that is determined by
the underlying question [95]. Leitgeb states hyperintensionality can be understood based on
the thought that “hyperintensions are nothing but intensions under a question”[91, p.319].
Elsewhere he states, that rational belief seems sensitive to the agent’s underlying questions,
when formulated in terms of a semantics of questions, where questions are reconstructed
as world-partitions (see below) [90, p.140]. In [172] Yalcin introduces partitions induced by
different questions as different resolutions of the logical space, in an attempt to model beliefs
as question-sensitive. His framework addresses various concerns related to the problem of
logical omniscience, both in terms of hyperintensionality of beliefs and of closure conditions
for belief sets. The main motivation behind inquisitive semantics is, in fact, the idea
that questions can be understood as generating a (reasoning) context via world-partitions.
Similar to the above theories, in inquisitive semantics, a proposition determines a context
(a set of worlds) with the information it conveys and induces a partition on this context
with the issues it raises. In this way, the informative content and the inquisitive content
of sentences, i.e., the information conveyed and the issues raised by those sentences, in a
uniform account9.

Based on the partition theory of questions [61] (which pre-dates the introduction of
inquisitive semantics) dynamic frameworks of world-partitions have been introduced in the
literature [59, 75, 76, 3, 2, 4, 5]. These models do not deal with the dynamics of intentional
mental states, but rather with the dynamics of partitions themselves. Based on [75], A
context C is modelled as an equivalence relation on a set of worlds S Ď W . Thus, C
induces a partition on S, to create a discourse context. S is the domain of C, which
consists of all worlds that are compatible with the information so far established in the
discourse. The relation C then encodes the issues raised so far by relating two worlds w and
v only if they do not differ under the present discourse (i.e., the issues raised so far). Here,
individual sentences are identified with their potential to change the discourse context.
More specifically, declarative sentences restrict the context S when they are uttered, and
questions disconnect the worlds which are initially related by C. Thus, while assertions
induce information-directed change, the questions induce issue-directed change. In [60] the
authors suggest that using a similarity relation in place of an equivalence relation such as

9In particular, inquisitive logic is a conservative expansion of classical logic. A support-based-semantics
is introduced on top of the classical possible worlds semantics. The primitives of the support relation are
sets of possible words s Ď W interpreted as information states. Propositions are defined as downward-
closed non-empty sets of information states. The support relation then amounts to set membership between
information states and propositions (s |ù P iff s P P ). Entailment between propositions is then defined
as preservation of support (i.e., set-inclusion between propositions). Accordingly, an information state s
supports a proposition P iff s settles all the issues raised by P . Truth at a possible world can be defined as
follows: w |ù P iff w P s for some s P P . Conversely, s |ù P now means for all w P s, w |ù P . The union of
all the information states that support a proposition P is the informative or truth-conditional content of
P . For non-inquisitive sentences, the informative content and the inquisitive content coincides [34]. The
distinction between the background classical logic of non-inquisitive propositions and the hyperintensional
logic of inquisitive propositions is similar to the treatment of intensional and hyperintensional context in
topic-sensitive frameworks below.
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C, one can obtain a better analysis of different forms of questions, hence different ways of
making issue-directed changes in a discourse context. Besides providing formal frameworks
for the world-partition systems, these highlight the importance of issue-directed changes
in discourse, which is similar to a fine-grained analysis of belief change, which accounts
both for the informational content and the issue-related-content of sentences in epistemic
contexts [39].

3.2.3 Topic-sensitivity
Topic-sensitive frameworks refine possible worlds semantics for belief with sets of topics,
and enhance truth-conditional entailment with a topicality filter. In particular, topic-
sensitive intensional models include a set of topics that are compositionally assigned to
sentences by an assignment function, and the topic-sensitive entailment requires topic-
containment between propositions besides classical truth-preservation. Applications to
belief revision, knowability and imagining, have been proposed in various works [19, 175, 22,
18, 24, 20]. In the following, I refer to [19] for simple (static) hyperintensional belief revision
and to [175] for dynamic and topic-sensitive belief revision which includes a dynamics of
topics.

In general, topicality is understood to impose an aboutness filter on the meaning of
sentences [24]. Formally, topics are represented as members of an abstract set, and they
are assigned to atomic sentences (i.e., to atomic parts of the sentences) of a language by a
topic-assignment function. They can be defined as states of affairs, issues, circumstances
or situations that sentences are about. The basic framework for topic-sensitive hyperin-
tensional belief revision in [19] assumes only two restrictions on the nature of topics. First,
they comply with certain mereological conditions, and second, the topic of complex sen-
tences are made up compositionally of the topics of their parts. Within a topic-sensitive
context, a sentence φ logically entails a sentence ψ iff (i) φ truth-conditionally entails ψ,
and (ii) the topic of ψ is fully included in the topic of φ. The latter part of the definition
accounts for a content-containment requirement, similar to the semantics introduced in
[49]. While the two-fold entailment requirement applies only to the topic-sensitive context,
which is generated by an hyperintensional modality such as belief, entailment for proposi-
tional formulas is classical. Berto explains hyperintensionality of belief revision as a special
case of framing effects. That is, intensionally equivalent content of beliefs trigger differ-
ent revision recipes, depending on how they are presented. Consequently, certain logical
closure principles may fail in the context of belief revision, as well in other topic sensitive
contexts [19].

The models in [175] can be seen as a generalisation of the simple hyperintensional belief
revision introduced in [19]. Both extend the classical Kripke models for belief with a set of
topics, a topic assignment function, and a topic fusion function, while the former include
also a designated topic for “the topic of the agent’s belief state representing the totality
of the subject-matter the agent has grasped already”. Dynamic hyperintensional belief
revision is then defined by expanding these models with a plausibility ordering of worlds
and a topic-sensitive lexicographic upgrade operator. For this, the traditional dynamic of
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lexicographic upgrade (as in [155]) is paired with a dynamics of topics. Belief revision then
has two aspects, revising a belief set w.r.t. a new belief φ means, (i) the agent has received
the information φ and (ii) has come to grasp the topic of φ. Accordingly, a belief revision
formula rò φs transforms a model M across two components: (i) all φ-worlds become more
plausible than all  φ-worlds with the order within these sets preserved, and (ii) the new
designated topic for the agent’s total belief state now represents that the agent has grasped
the topic of φ, adding it to the initial designated topic [20, 145]. Topic-sensitive dynamic
belief revision is hyperintensional. Specifically, the replacement rule RE (from φØ χ infer
rò φsψ Ø rò χsψ) fails when ψ is a doxastic sentence, while a topic-sensitive version of
this rule is shown to be valid [175, p.783].

A static conditional belief modality is also introduced based on the two-fold entailment
relation and the designated topic for a belief state as described above. Accordingly, a fact
ψ is believed by an agent (we omit the agent subscripts) conditional on a fact φ (denoted
with the formula Bφψ) at a world w in a model M iff (i) the most plausible φ-worlds are
ψ-worlds, and (ii) the topic of ψ is in the fusion of the topic of φ with the designated topic.
Plain belief can then be represented by replacing the condition with the truth-constant
which has as a fixed topic the whole subject matter the agent is on top of [20].

3.2.4 State-based hyperintensional semantics
State-based semantics include states or situations rather than possible worlds as designa-
tions of sentences and hence as the primary units for representation of their meaning. The
content of the sentences are identified with sets of states, which now determine the proposi-
tions. An important divergence from the possible worlds-based hyperintensional semantics
is that classical logic is not preserved as the background or external logic, however, it can
be recovered as special cases.

Situation semantics was first introduced by Barwise and Perry [15, 120] as semantic
tools for studying logic of attitudes. Situations are defined as configurations of objects and
relations, which can be understood as occurring as parts of total worlds.10 In virtue of being
partial, non-disjoint entities and their mereological features, situations are natural ways
of modeling information states, and they adequately capture hyperintensional sensitivity.
In particular, there can be larger (richer) and smaller (poorer) situations, which can be
included in one another or fused to generate new situations. In state-based semantics, the
existence of inconsistent states are usually allowed, although not in Barwise and Perry’s
framework, allowing different ways of being inconsistent.

Looking back at our running example, the designation of Fido’s belief sentence is a
10Situations are sometimes referred to as partial worlds or small worlds [72, 119, 141]. They are repre-

sented in the literature either as sets of possible worlds, or as primitive entities. The form of representation,
however, generates some differences as to how situations function. For instance, in the latter form, situa-
tions are consistent and they support (make true) all logical truths that are represented within the relevant
domain of issues, while in the latter form, this is not necessarily so. On the other direction, possible worlds
can be understood as special cases of situations, where in general situations are partial functions from
objects and relations to truth values, and possible worlds are total functions.
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situation where the configuration (buried-in-the-backyard,Bone) is true. This can be
denoted with a situation s0 with ‘s0(buried-in-the-backyard,Bone) “ 1’. Whereas the
configuration (real-or-ersatz,Bone) is not true of s0 since neither s0(real,Bone) “ 1
nor s0(ersatz,Bone) “ 1 are realised in s0. When the units of representation are shifted
from possible worlds to situations, different subject-matters or different topics that con-
tribute to the meaning of classically logically equivalent sentences may determine different
sets of situations. Barwise and Perry state that from the point of view of situation seman-
tics, logical equivalence should mean being true in the same situations, rather than in the
same (possible) worlds. This is how they solve the problem of logical equivalence, which
occurs within the context of logic of attitudes that is generated by taking as designations of
sentences their intensions, i.e., the sets of possible worlds that make them true [15, p.676].

Situation semantics is a theory of natural language where situations are informative
entities. It can, however, be generalised to obtain other state-based semantics where the
units of representation are abstract, mathematical entities, which allow various interpre-
tations for the models. For instance, while in the context of truth-maker semantics, states
are fact-like entities which verify or falsify sentences, and also make up the worlds [50],
within an informational semantics such as the HYPE-semantics, they can be interpreted
as information states, simply representing collections of information.

Truth-maker semantics

Fine’s truth-maker semantics also exemplifies state-based hyperintensional semantics. Ap-
plications of it to hyperintensional belief revision are developed in [70, 82], while an applica-
tion of exact truth-making for belief ascriptions is provided by Jago [78]. The truth-maker
state-space is a partially ordered set of states. Propositions are identified with a set of
verifying and falsifying states, and two distinct propositions can have common verifiers
while having distinct falsifiers. Hence, verification and falsification can be interpreted as
ways of a sentence being true and false. Two different levels of truth-making can be defined
based on truth-maker semantics. Exact truth-making requires that the verifying (falsifying)
states are wholly relevant to the truth (falsity) of a sentence.11 Inexact turth-making on
the other hand, can be defined in relation to exact truth-making, as a looser form of truth-
making with a monotonicity condition. Simply put, each exact verifier of a sentence S is
an inexact verifier of S, and if a state s is an inexact verifier of S then for all states s1 that
contain s, s1 is also an inexact verifier of S. Inexact verifiers are then partially relevant to a
sentence.12 Consider the two classically logically equivalent formulas q and q_pq^rq. The

11This is similar to the notion of tautological entailment by van Fraassen [163]. Fine and Jago state that
[163] was the first paper to present an exact semantics for classical logic [53]. Jago [78] proposes a belief
ascription system based on exact truth-making and entailment between propositions based on conjunctive
parthood, similar to Yablo’s inclusive entailment. He notes that the transitive closure of the rules and
axioms of this system suggests a deductive relation between sentences that is identical to Angell’s analytic
containment in [9] [78, p.9].

12It is argued later by Leitgeb that exact truth-making can indeed be defined as minimal inexact truth-
making, by supplementing Fine’s models with non-persistent totality facts, and totality fact operators
indexed to each state [92]. Another attempt to define inexact truth-making as the primary form of truth-
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exact truth-makers of the former are the tqu-states, while the exact truth-makers of the
latter are the tqu-states and the tq ∪ ru-states. The q-states are also inexact truth-makers
of the formula q_pq^ rq. Hyperintensionality of inexact truth-making can be exemplified
by the following: classically logically equivalent formulas p _  p and q _  q has distinct
verifiers and falsifiers.

A brief comparison of Fine and Yablo’s truth-maker semantics is in order. The main
difference is that Fine’s truth (false)-makers as ways of being true (false) are objects of
their own, rather than structured sets of possible worlds. Fine comments on this by saying
that while Yablo’s notion of thick content is an enhancement of the intensional content,
his is a modification [52, p.134]. This generates notable differences between the two. To
begin with, truth-makers as divisions of sets of possible worlds allow the existence of a
unique impossible state. This means, the subject-matter of all contradictory sentences are
identical, and included in the subject-matter of all sentences (just as the subject-matter
of necessary truths include all subject-matters that can be represented in a given model).
Truth-makers as partial states allow for a diversity of impossible states, which can be
distinguished in terms of the possible states contained in them. In this way, the subject-
matter of an inconsistent sentence is not necessarily included in the content of every other
sentence.13 Moreover, using Fine’s truth-makers, the mereology of subject-matters can be
analysed based on the mereology of states: the subject-matter of a sentence φ is the union
of all its verifiers. Hence, two sentences share a subject-matter iff they have the same
closure of verifiers under a fusion or an inclusion function. Whereas, given Yablo’s theory,
two sentences are subject-matter-identical iff they have exactly the same verifiers.14

A more recent contribution to the literature on state-based hyperintensional semantics
is Leitgeb’s HYPE-semantics [91], which is the foundation for the hyperintensional belief
revision models in Chapter 2. The semantics is built on a space of possibly incomplete
(gappy) and inconsistent (glutty) states. A natural interpretation of this semantics is to
take the states as collections of information.15 A HYPE-state-space is characterised with a
partial fusion function, which can be interpreted as representing a monotonic information
flow between states. HYPE-logical equivalence is defined as support in the same set of
states.16

making is by Deigan [40].
13Distinguishing impossible states or inconsistent pieces of information has been a motivating problem

for the literature on hyperintensionality. In particular [23, 77] introduce hyperintensional semantics which
enhance possible worlds spaces with impossible worlds, towards a solution to this problem.

14Recall that, alternatively the subject-matter of a sentence is defined as the pair of all its verifiers and
falsifiers. All definitions presented here could then be adjusted to include this pair instead of only the
verifiers.

15Leitgeb notes that states can also be interpreted metaphysically as “chunks of reality", and he leaves
the interpretation as an open choice.

16Leitgeb leaves open the nature of the support relation between the states and formulas. The alterna-
tives include,

• φ is satisfied in s, and φ’s “inexact" subject matter is s,

• s is an “inexact" truthmaker of φ,
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3.3 Discussion
The two camps of hyperintensional approaches to belief revision to be assessed here are
differentiated based on the primary entities of representation employed to specify what
determines propositions and hence the meaning of sentences. Based on possible worlds
representations, the content of sentences are identified with their classical intension en-
hanced with the information about what the sentences are about, determined by their
topics. This generates a two-fold analysis of meaning and suggests a two-fold entailment
relation between sentences. Classical logic is preserved as the external logic, and proposi-
tions behave classically outside of the hyperintensional (i.e., topic-sensitive) context. These
models validate classical propositional tautologies, however, they do not transfer into the
domain of the topic-sensitive modalities. The topics of sentences then do not affect their
classical truth-conditions. In other words, and it is important to highlight that, the topics
or subject-matter of sentences are independent of their truth conditions.

The state-based frameworks identify the meaning of sentences with the proposition
they express, however, as they are determined by sets of partial states. The focus of
valuation then shifts from classical truth-conditions to support conditions on states. While
this suggests a one-layered entailment relation between sentences, the analysis of meaning
is more fine-grained than classical, as states determine different ways of a sentence being
true. 17 Hence, the hyperintensional component of meaning is not separated from truth-
conditions of sentences.18 The differences between the two approaches assessed below
mainly stem from whether topics are independent of the truth-conditions.

3.3.1 Topic-transitivity
The role of topics or subject-matters in a formal semantics are to help determine which
inferences are warranted in an aboutness-sensitive context. There is a broad literature
on the notion of topics and subject-matter, which focuses in part on the criteria for the
behaviour of subject-matter in connection to logical connectives [52, 69]. The theory of
subject-matters suggests that what a sentence is about is independent from its truth-
conditions. Both world-partition frameworks and topic-sensitive semantics reflect this fact.
In particular, subject-matters are determined based on how the logical space is partitioned
(or divided), and topics are assigned to the sentences compositionally. This brings about
the transitivity of subject-matters and topics under propositional logical connectives. That

• s is a way of φ being true,

• s is semantically committed to the truth of φ [91, p.311].

17The distinction we make between one-layered and two-fold entailment relations here should not be
confused with only verification based vs verification and falsification based entailment relations. There are
various one-layered support-based semantics that come with a dual entailment relation for verification and
falsification of sentences. Fine’s truth-maker semantics is an example of this.

18Fine, however, suggests that we can reconstruct subject-matter as the pair of verifiers and falsifiers of
a sentence, while the truth conditions are given by the set of verifiers alone.
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is, there is no shift in aboutness as a result of being embedded under these connectives.
For instance, a sentence φ is about what its negation,  φ, is about. Consequently, subject-
matters and topics are negation neutral [52, 69, 24], in other words, negation is a topic-
transitive connective. This is furthermore accepted as a requirement for a good recursive
account of aboutness [24, p.6].19

The principle of compositionality for determining the topic of complex sentences (i.e.,
congruence [52] also requires that the topic of a conjunction pφ^ψq is identical to the topic
of a disjunction pφ _ ψq. In both cases, the topic of the complex sentence is the fusion of
the topic of its parts: cpφq ‘ cpψq (the requirement is called junction [52]). Hawke on the
other hand argues that the topic of a disjunction pφ_ψq should merely be included in the
topic of a conjunction pφ ^ ψq [69]. Hawke’s position follows from an epistemic intuition
about disjunctions. Knowing or believing that pφ _ ψq might not entail knowing fully
about φ and knowing fully about ψ, since knowing or believing a disjunctive fact does not
necessarily entail knowing or believing either one of its disjuncts. Knowing that pφ _ ψq
might be an intermediate state, where the agent partly knows about φ and partly knows
about ψ. Whereas knowing that pφ^ ψq entails knowing that φ and knowing that ψ. The
topic-sensitive belief revision as introduced in [19, 175, 71] require junction, yet still allow
that agents believe that a disjunction is true without believing that either disjunct is true,
provided that the agent has already fully grasped the topic of both disjuncts.

It is important to note that the topic of a belief sentence Bφ is then identical with the
topic of the sentence φ. This, however, might not fit with the intuition that the meaning
conveyed by a belief sentence is more complex than the meaning conveyed by the sentence
it embeds. While the sentence “Snow is white” can be (informally) said to be about “snow
being white”, the sentence “Alice believes that snow is white” is also about the information
or beliefs of Alice.

The criteria introduced for the behaviour of subject-matter and topics do not apply
to the analysis of the meaning captured by support-based hyperintensional semantics. In
this section, the analysis suggested by the models in Chapter 2 is taken as the exemplifier
of this approach, unless stated otherwise. Let us call the relevant meaning of sentences
captured by these models, which include information about both the truth-conditions and
the aboutness-conditions, the supported-meaning of sentences. First, supported-meaning,
as opposed to topics, is not negation-transitive: the set of states which support a sentence
and the set of states which support its negation are usually distinct sets (otherwise the sen-
tence is a necessary contradiction), furthermore, these two sets might not be compliments
of each other in a given model. The same supported-meaning then cannot be assigned to a
sentence φ and to its negation (unless φ necessarily implies its negation). This is reflected
also in terms of the verifier and falsifier states of truth-maker semantics.

Sedlar’s representation of hyperintensional meaning also makes this point [136]. The
19Yablo’s account of world-divisions and Fine’s account of subject-matter satisfies this as well: the

(overall) subject-matter of the sentence is the pair consisting of its truth-makers (subject-matter) and
false-makers (anti-matter). Note that φ and  φ has the same unordered pair as their verifiers and falsifiers
since a state w is a truth-maker for  φ iff it makes φ false, and a false-maker for  φ iff it makes φ true
[52, 171].
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meaning of sentences are explicitly represented and separated from their intensions. The
meaning assigned to the sentences are represented as abstract contents that are members of
arbitrary sets, a specific theory of meaning hence is not assumed. His framework subsumes
state-based, syntactic and structuralist accounts of meaning as special cases that can be
obtained by replacing abstract representation of contents with more specific classes of
objects. A hyperintensional generalisation of Montague- Scott semantics is used to achieve
this. The hyperintensional models M “ xW,C,O,NC , Iy consist of two non-empty sets
W and C, which stand for a set of states and a set of semantic contents, O is a content
function from formulas of the language to C which assigns content to sentences, NC is
a function that assigns to every state in W a subset of C, that is a distinguished set of
contents in w, NC then is a property of contents, and I assigns to every c P C a proposition
Ipcq Ď W . It is important that I assigns propositions to contents rather than to formulas
directly. The idea is that propositions are determined by contents and not by intentions.
Briefly, given a formula F , there is a content function which assigns F a set of contents
from C, hence OpF q Ď C, and I assigns a proposition to this content, hence IpOpF qq is
a proposition. In order to assign propositions to formulas, he uses a combination of the
functions O and I, and a hyperintensional model is obtained by defining the valuation
function for a formula F as follows: rrF ss “ IpOpF qq. It is obvious in this case that it
cannot be that Oppq “ Op pq “ c since this means Ipcq “ W ´ Ipcq, but this is not
possible since W is non-empty [136, p.940].

Whether negation is a topic-transitive unary connective or it shifts the aboutness condi-
tions of sentences as part of their supported-meaning affects how it behaves when embedded
in belief sentences. First note that negation does not behave classically within the context
of hyperintensional belief base revision (BBR) models of Chapter 2: while φ and   φ
are classically and also BBR-equivalent for propositional formulas, Bφ and B  φ are not
BBR-equivalent. The failure of logical entailment between the two belief sentences can
be explained by the different complexity levels of the formulas, which transforms to their
meaning. A similar argument also applies to explain the difference between topic-identical
sentences  Bφ and B φ (the topic of both sentences are identical to the topic of φ).
While the former can be said to be about the absence of a belief, the latter conveys in-
formation about an existing belief of a negated sentence. In particular, the former does
not require that the agent is familiar with the meaning or the content of the embedded
sentence. This adds also to the intuition about the failure of negative introspection in the
context of belief. Note that topic-sensitive belief models make the same distinction, as
negative introspection fails there as well, since  Bφ does not require that the agent is on
top of the topic of φ while B φ does require this. These examples are aimed at showing
that negating sentences as well as embedding them in belief sentences indeed shift the
aboutness-conditions of sentences and add to their complexity levels. This points out that
reasoning agents might be more susceptive to the syntactic complexity of information than
is assumed in topic-sensitive frameworks.

Other compositionality principles for topics might also fail for supported-meaning. For
instance, the set of states that support pφ_ψq may be distinct from the set of states that
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support pφ^ ψq. The supported-meaning of pφ^ ψq, however, includes that of pφ_ ψq.20

3.3.2 Topic inclusion and disjunctive closure

The two-fold topic-sensitive entailment [19] and the inclusive entailment suggested by Yablo
[171] require topic inclusion between sentences. Consequently, a belief sentence Bφ entails
the sentence Bψ only if the topic of the latter is fully included in the topic of the former
(more accurately, in the fusion of the topic of φ and the topic of the total belief state). For
instance, Bφψ then does not entail Bφpψ_χq unless topic of χ is also included in the topic
of φ. Berto states, however, that there are reasons to relax such a constraint, allowing,
e.g., partial overlap of topics rather than full inclusion, for various purposes [24, p.21], and
explores different ways and consequences of doing so (in the context of imagining) in [20,
p.125].

BBR models as well as inexact truth-making on the other hand suggest weaker inclusion
containment requirements for logical entailment. Disjunctive closure in the form from Bψ
infer Bpψ _ χq is indeed valid for BBR-logic. It can be argued that disjunctive closure
of beliefs describe a rather harmless way of expending the information and belief states
of agents via inferences from a stronger content to a weaker one. While the new disjunct
χ might be about a new subject-matter, it does weaken the overall content of the belief
rather than introducing additional content. Recall from the discussion of junction, that
for an agent to believe that ψ, she must fully believe that ψ, while to believe that pψ _ χq
she does not need to believe fully either disjunct. This argument then suggests, partial
overlap of topics or subject-matter might suffice to make inferences from stronger content
to a weaker one.

Allowing disjunctive closure through shared content is indeed not unusual. In describing
tautological entailment, Anderson and Belnap state that when the antecedent and the
consequent of an implication (in their normal forms) share an atom, this suffices to say
that the consequent is contained in the antecedent [7, p.12,23]. Lewis’s theory of world-
partitions and inclusive entailment also suggest a logical entailment relation that requires
partial overlap of subject-matters, since the subject-matter is assumed to be closed under
refinement. That is, the subject-matter of a sentence pφ _ ψq overlaps with the subject-
matter of φ as the latter is a refinement of the former and both are thus included in the
closure φ`. Lewis’ account of subject-matter, however, does not comply with various other
requirements describing the behaviour of subject-matters commonly stated in the literature
[52, 69], and has been argued to be an inadequate theory of subject-matter in [171] (see
section 2.6).

20See [136] for principles of weak compositionality and strong compositionality principles in relation to
hyperintensional models.
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3.3.3 Negation, semantical opposition and incompatibility
The notion of semantical opposition describes one of the most basic intuitions behind the
concept of negation.21 It is classically interpreted in terms of truth and falsity. Two
sentences are semantically opposed if the truth of one follows from the falsity of the other,
and vice-versa. Such as, the negation of a sentence φ is true iff φ itself is false, and the
negation of a sentence φ is false iff φ itself is true. This is at the root of classical definitions
of truth and falsity of a formula dividing the logical space into two opposite camps. It
follows that the truth conditions completely determine the falsity conditions for formulas,
consider for instance the classical possible worlds semantics.

This, however, is not always the case in the realm of non-classical logics. For instance,
truth-conditions of sentences in many valued logics such as the logic of first degree en-
tailment (FDE), and consequently paraconsistent and paracomplete logics such as logic
of paradox (LP) and the weak Kleene logic (K3) do not divide the logical space into two
opposite camps. Therefore, truth-conditions no longer determine the conditions of falsity
for sentences. Truth and falsity need to be treated as two primitive concepts. This is
sometimes done by introducing double induction consequence relations that involve a veri-
fication relation and a falsification relation separately, e.g., truth-maker semantics, Nelson
Logic (N4). Semantical opposition is then interpreted based on the relations of verifica-
tion and falsification, instead of truth and falsity: a negated sentence  φ is verified at a
state s iff φ is falsified at that state, and  φ is falsified at a state s iff φ is verified at s.
The HYPE-semantics on the other hand achieves primitive treatment of falsity by defining
negation based on an incompatibility relation between the HYPE-states. Accordingly, the
sentence  φ is supported at a state s iff s is such that it is incompatible with all states
where φ is supported.22

To sum up, treating truth and falsity separately is not uncommon in formal models
of information and inference, where truth values are sometimes understood as told values
rather than being based on truth simpliciter [168]. Wansing states that if we understand
the study of inference as the study of information flow, and entailment is supposed to
preserve the support of truth rather than truth simpliciter, then “the negative extension
of a formula φ in general is not the boolean complement of its positive extension” [167].
Thus, the interpretation of semantical opposition and consequently the formal and informal
characterisation of negation changes as the focus shifts from truth-conditions to support-
conditions, or from classical contexts to hyperintensional contexts.23

21For a general overview of varieties of negation and basic assumptions, and to see related research fields
such as paraconsisteny and contra-classicality, see [74, 166].

22It is worth noting that the HYPE negation (and possibly other forms of negation as incompatibility)
is not a local connective, i.e., not extensional since in order to see if a negated formula is supported at
a state, one needs to look at other states. HYPE negation corresponds to a star negation (although this
fails in the model language of BBR), and it is possible to see whether a negated formula is supported at a
state only by looking at its star image. This is not the primary definition of the HYPE negation, however,
since the star operator is not a primitive of the models.

23The reinterpretation of semantical opposition and the non-classical characterisations of negation
changes also what is considered as contradictory and as trivial states. For instance, the logic of FDE
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Provided that the context in which we evaluate sentences is sensitive to the more fine-
grained meaning of sentences, semantical opposites should be redefined accordingly. An
example of this shift occurs in formal models of belief and inference where agents are allowed
to hold non-trivial, inconsistent belief states, within different reasoning contexts, which is
in deed the subject of Chapter 4.24 These frameworks avoid trivialisation in the face of
contradictory beliefs by stipulating that holding contradictory beliefs is problematic only
when these beliefs belong to the same context. Reasoning contexts can then be understood
as contributing to the meaning of sentences.

3.4 Concluding remarks
I start the concluding remarks with a note on what defines hyperintensional logics. Wansing
and Odintsov suggests a characterisation of hyperintensionality based on the notions self-
extensionality or congruentiality[115]:

[A logic] L is said to be self-extensional if for all formulas φ, ψ, θ and all propo-
sitional variables p from the language of L, φ )( ψ implies θpφ{pq )( θpψ{pq,
where θpφ{pq and θpψ{pq are the results of replacing φ for p and ψ for p in
θ, respectively. Equivalently, the self-extensionality of L can be defined by re-
quiring that for every n-place connective #, the following congruence rule is
admissible: if φi )( ψi for i “ 1, . . . , n, then #pφ1, . . . , φnq )( #pψ1, . . . , ψnq.
A connective is said to be congruential according to L, if the congruence rule
for it is admissible in L. [115, p.51]

A logic L is then hyperintensional if it is not self-extensional, and an operator is hyperin-
tensional is it is not congruential according to L. According to this definition, propositional
HYPE-logic is self-extensional, and the HYPE-conditional, characterised by Leitgeb as a
hyperintensional connective when “measured by the standards of classical logic and seman-
tics” [91, p.393], is congruential, since it is an intensional connective within the hype logic.
Wansing and Odintsov provide a proof for the self-extensionality of the HYPE-logic, and
state their concerns about Leitgeb’s take on hyperintensionality. Their first point concerns
embedding sentences from classical logic into the HYPE-logic to form a hyperintensionality
measure. The two logics, however, have different vocabularies, for instance, the definitions
of negation and conditional come apart in the two. Their second point concerns the choice
of classical logic as the reference point for hyperintensionality. They leave it open, how-
ever, the discussion of adding to HYPE non-congruential modal operators, as is done here,

(as well BBR) does not treat the formula  pφ_ φq as a contradiction, since pφ_ φq is not a necessary
truth. In the same way, a state in a BBR model which supports a formula pφ ^  φq is not trivial. A
contradiction can be defined based on BBR-logic, as a formula in the form (φÑ  φ), instead of (φÑ K),
where φ entails a unique falsum-state.

24A reasoning context is an informal notion, expressing the aspects of a situation an agent deems relevant
in a reasoning task, such as what is at stake for her. For instance, making a courtroom statement and a
conversation with friends are different reasoning contexts.
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possibly to model attitude reports. Note that the formulas φ and   φ are HYPE-logically
equivalent when φ is propositional, while Bφ and B  φ are not equivalent according to
the logic of the BBR models.

While “hyperintensionality” is used here as an umbrella term for contexts, semantics
and logics where intensional (or classical logical) equivalences are not respected, there are
various approaches and modeling solutions in the relatively recent yet dynamic literature.
This chapter presents a limited survey of different approaches to hyperintensional belief
revision, and points out the different characteristics that result from these approaches. The
focal approaches are topic-sensitive frameworks, which aim to explain hyperintensionality
of belief revision based on topic-inclusion, and state-based frameworks, which take issue
with the designation of the meaning of sentences as possible worlds and suggest instead
an analysis of sentences based on states. These, however, do not exhaust the approaches
in the literature. For instance, containment logics and relevant logics (and their combina-
tions) also exemplify hyperintensionality based on topic-inclusion [145, 49], while various
impossible-worlds approaches can be categorised as non-normal approaches to hyperinten-
sionality [77, 107]. Fagin and Halpern’s awareness logic in [45] can also be listed here, as
the awareness models avoid closure under classical equivalence and belief of all classical
validities by introducing an awareness filter on a possible worlds modeling for explicit be-
liefs of agents. The awareness operator assigns to each possible state, a set of primitive
propositions that the agent is aware at that state, and the agents cannot have explicit
knowledge about formulas of which they are not aware.

Topic-sensitive and partition-based reasoning introduced here are similar approaches to
hyperintensionality in the sense that both introduce so-called topicality filters on classical
intensional logics. Topics, as well as subject-matters (i.e., partitions), are assigned not only
to the sentences of a language, albeit in different ways, but also to the overall discourse
context. The topic-sensitive belief revision takes into account what the agent already
believes, i.e., the totality of the subject-matter the agent has grasped already, while different
ways of partitioning or dividing a logical space generates a discourse context.

The state-based semantic can also be interpreted along similar lines with the topic-
sensitive frameworks, with topics or subject-matter of sentences are understood as context
set by information states. For instance, Barwise suggests a relational account of infor-
mation based on the situation semantics, where the context set by a state goes beyond
the intensional meaning of pieces of information supported by a situation. In particular,
informational content of a situation s is information about something else, determined in
particular by the relations and constraints between different situations. In other words, a
situation s contains information about another situation [13, p.139]. It follows that the in-
formation available to an agent depend in part which of these constraints the agents know
[13, p.140], beyond the logical connections between pieces of information. The information
states introduced in Chapter 2, determined by the parthood and the preference orderings
between states, can then be interpreted as reasoning contexts. Berto states the importance
of explicitly representing such contexts:

[B]y representing the topicality component of the contents of attitudes sep-
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arately, it allows one to smoothly focus on modeling agents with conceptual
limitations, taking these as limitations in the subject matters one is positioned
to grasp [20, p.138].

Modelling of reasoning contexts explicitly to enhance intensional meaning within a
dynamic informational semantics then remains an exciting research question.
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Chapter 4

Fragmented Belief Based on
Information Bases

Various sources of logical omniscience can be identified which result from the modeling
assumptions made while representing beliefs and belief dynamics. The belief base revision
(BBR) models of Chapter 2 challenge multiple standard assumptions of belief ascription
and dynamics. In this chapter, the focus is on rejecting various commonly assumed deduc-
tive closure requirements for belief sets. In particular, the belief sets obtained via the BBR
models are not necessarily closed under conjunctions and believed implications. Moreover,
the structure of the information bases allows a natural way of relaxing the consistency
requirements of belief sets using a less cautious belief modality. In the following, a survey
of the literature on deductive closure principles for belief sets is presented, with the aim
to locate the BBR framework within this discussion. Next, a direction towards modeling
fragmented belief states is proposed, where the total belief set of an agent at a time is
fragmented into separate belief states. The focus of this chapter is mainly on the static
aspects of belief, while the discussion can be transformed to apply to the dynamics of
belief. Recall that the validities and the invalidities of belief revision, discussed in Section
2.5, depend on closure conditions of belief sets (i.e., features of the static aspects of the
BBR models).

4.1 Introduction
Use of the possible worlds semantics and the necessity-like treatment of the doxastic modal-
ity impose certain requirements on the representation of belief states of agents. Accord-
ingly, beliefs of agents are expected to satisfy various closure conditions, particularly, the
agents are expected to believe all logical consequences of their beliefs. These conditions are
sometimes attributed as normative conditions for ideal reasoning agents since realisation
of them requires the agents to have ideal logical and cognitive capacities (such as unlimited
time and memory). The gap between idealised reasoning described and ordinary reasoning
by ordinary agents is called the problem of logical omniscience. Some of the commonly dis-
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C1 If Bφ and φ ( ψ, then Bψ Closure under logical implication
C2 If ( φ, then Bφ Belief of valid formulas
C3 (  pBφ^B φq Non-contradiction
C4 If Bφ, and φ )( ψ, then Bψ Closure under logical equivalence
C5 If Bφ and ( φÑ ψ, then Bψ Closure under valid implication
C6 If Bφ and BpφÑ ψq, then Bψ Closure under believed implication
C7 If Bφ and Bψ, then Bpφ^ ψq Closure under conjunction
C8 If Bφ, then Bpφ_ ψq Closure under disjunction

Figure 4.1: Deductive closure conditions on belief sets

cussed closure conditions in this context are listed in Figure 4.1. For detailed descriptions
of all points see also [46, 162] and [23, p.108]. In the following, B can be read as knowledge
or belief, ( is logical entailment, Ñ is an indicative conditional.

Abandoning the closure conditions completely is not a viable solution to the problem.
Belief attributions are used to make predictions about the agents’ actions, and as Stalnaker
states, agents should not act on single beliefs, entailments of what agents believe are in fact
crucial in guiding their actions [140, p.82]. However, for this practical description of belief
attributions to apply to ordinary agents, we need to find ways to relax the idealisations
suggested by these closure conditions, at least to some degree. Cherniak [33] states the
following as reasons for a search for minimal rationality standards, as opposed to the
idealised rationality standards that suggest the reasoning agents are logically omniscient.
First, we do not assume ideal rationality in everyday belief attribution. Ordinary agents
might fail to deduce some consequences of their beliefs, or they might have inconsistent
beliefs, yet this does not render them irrational. Second, upholding the ideal rationality
standards excludes ordinary humans from having rational beliefs, and even from having
beliefs at all. Lastly, he argues, that ideal rationality cannot be achieved by ordinary
reasoning agents.

One way we can approach to the problem is to identify the different sources of logical
omniscience, and offer different modeling solutions accordingly. Fagin et al. state the
following as (some) reasons agents might fall short of idealised rationality:

1. Lack of awareness

2. People are resource bounded

3. People don’t always know the relevant rules

4. People don’t focus on all issues simultaneously [45, p.40-41]

For instance, distinguishing between explicit and implicit beliefs might address the
problem of lack of awareness of agents. Levesque’s implicit-explicit belief modeling [94],
and Fagin and Halpern’s awareness logic [45] avoid C2 and C5 above by evaluating the
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explicit beliefs of agents based on possibly incomplete and inconsistent states (while a
possible worlds evaluation is preserved for the evaluation of the implicit beliefs), and by
introducing an awareness filter, respectively. Topic-sensitive frameworks can also be un-
derstood to address the same point through the topicality filters. Balbiani et al. [10]
also suggest a distinction between the implicit and the explicit beliefs using neighborhood
semantics, this time in an attempt to address the problem regarding resource bounded
reasoning. Resource bounded reasoning, in particular, concerns of limited information ac-
cess and limited memory are also the basis of Cherniak’s minimal rationality standards
[33]. Minimal rationality differs from ideal rationality as the agents are not expected to
deduce and believe all logical consequences of their beliefs, however, they are expected to
achieve this sometimes, and for some of their beliefs. In the following, I will mainly focus
on the works which address the problem of deductive closure in terms of shifting focus
situations. Ordinary agents reason by focusing on parts of the totality of the information
they have, determined by the issues they focus on at a time. However, since the sources of
the problem are not disjoint, there are overlaps with the other points as well. The aspects
of the problem of logical omniscience I am mainly concerned here are C3, C6, and C7.

The preferred modeling solution is based on the idea that the belief states of the agents
may be fragmented into separate, smaller belief states. Different fragments of an agent’s
belief state may also be called frames of mind, or centers of rationality. Each fragment
functions as a full belief state in guiding the agent’s actions. The agents are usually
expected to be ideal reasoners within each fragment, however, they may not be able to
put together the conclusions of different fragments, hence failing to have deductive closure
w.r.t. the totality of their beliefs. This fragmentation theory of mind is as a way to make
sense of the closure conditions for the beliefs, rather than rejecting them altogether. It is
proposed that these conditions apply only to the fragments of the belief states. The models
of fragmented belief states can be combined with other modeling solutions to address
multiple aspects of the logical omniscience problem. For instance, a fragmented belief
approach based on incomplete information states is proposed here, which addresses both
the problem of deductive closure and the problem of logical closure.

Fragmented belief states are usually characterised by the following criteria:

F1. The total set of an agent’s beliefs (at time t) is fragmented into separate belief states.

F2. Each belief state (at t) is a fragment whose constituent beliefs are consistent with
each other and closed under logical consequence.

F3. The belief states of a single agent (at t) are logically independent: They may not be
consistent with each other, and the agent may not believe the consequences of his
belief fragments taken together.

F4. Different belief fragments of a single agent (at t) guide the agent’s actions in different
contexts or situations. [80, p.4]

While there are quite a few open questions concerning the relationship between different
fragments such as the rationale behind intra-fragment and inter-fragment consistency, the



70 4. Fragmented Belief

above characterisation is widely accepted as a starting point in the literature. Some early
examples of models of fragmented belief states are from Stalnaker [140], Lewis [98], and
Fagin and Halpern [45]. While Stalnaker focuses on the issue of deductive closure, Lewis
focuses on a solution to contain inconsistencies of belief that might occur. Both seem to
suggest the idea of fragmentation not as a modeling solution, but rather as an explanation
of why these particular states of belief might come to be. Fagin and Halpern’s work is only
one of the various attempts at a solution to the logical omniscience problem informed by the
literature on computation and artificial intelligence, which is connected to the semantics
and logic of knowledge and belief.

The interest in the theories of fragmented mind has increased recently, leading to the
publication of collected works that state various motivations for fragmentation [80]. The
common subject across the collection is the rejection of the principle of unity, that states,
(i) belief sets do not contain any logical contradictions, (ii) they contain all logical im-
plications of all beliefs, (iii) as well as all logical tautologies, (iv) and they are closed
under conjunctions [90, p.33]. The principle of unity and the related closure conditions for
knowledge and belief have been upheld in the literature for various reasons. These include
aiming for a descriptive theory for idealised rationality, theoretical virtues of modeling
closed knowledge or belief states such as simplicity, and the idea that the beliefs aim at
truth and at an accurate representation of the world which is assumed to be consistent
and complete.

In the next section, I will state what fragmentation means in more detail, along with
some motivations and modeling approaches from the literature. Besides what is mentioned
above, I will add motivations from contextual or situated reasoning to the list provided so
far. Later, I will introduce a direction for modeling fragmented belief based on fragmented
information states.

4.2 Fragmented belief in the literature

4.2.1 Stalnaker: separate centers of rationality
In [140], Stalnaker presents a justification for the use of possible worlds semantics to model
belief states based on a pragmatic-dispositional account of belief attributions. According to
this picture, intentional mental states such as knowledge and belief should be understood
by the role they play in explaining and predicting the actions of rational agents. What
is essential to rational action is that the agents are confronted with alternative possible
outcomes of their possible actions, they have a way of distinguishing these possibilities, and
they have attitudes toward these possibilities. The objects of representational attitudes,
including the beliefs of the agents, are exactly these possibilities. Possible worlds represent
the possible states of the world, and the attitudes of the agents towards these possibilities
guide their actions. The pragmatic-dispositional account of belief attributions motivates a
possible worlds analysis of propositions. According to this analysis, propositions are ways
of distinguishing between alternative possibilities. They are, in this view, not the objects
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nor components of beliefs, rather, they are used to characterise and express the beliefs of
the agents.

There are, however, two implications of the proposed account of belief attributions
that need to be addressed for an adequate theory. The first implication concerns necessary
equivalents. The possible worlds account of propositions suggests that there is a unique
necessary truth since all necessary truths are expressed by the same proposition, i.e., the set
of all possible worlds. Similarly, it suggests that there is a unique necessary falsehood that
is expressed by the empty set of possible worlds. We have seen in the previous chapter
that Stalnaker addresses this point by means of varying domains of issues. The second
implication of the proposed possible worlds account is the requirement that the agents
believe all deductive consequences of their beliefs. Stalnaker analyses the requirement of
deductive closure in terms of three separate closure conditions [140, p.82]:

1. if φ is a member of a set of [beliefs], and φ entails ψ, then ψ is a member of that set.

2. if φ and ψ are each members of a set of [beliefs], then φ^ψ is a member of that set.

3. if φ is a member of a set of [belief], then  φ is not a member of that set.

The first condition follows from the idea that, in terms of guiding the actions of agents,
what is important is not the single beliefs of the agents, but rather the consequences of
their beliefs, i.e., the totality of their beliefs. This is because, the objects of the beliefs
are the possible states of the world, and not single sentences: to be in a state to believe
that φ is simply to be in a belief state which lacks any possible worlds in which φ is false.
Stalnaker argues against a storage model of beliefs where belief states are modeled as sets
of sentences. He argues, instead, that individual beliefs are merely properties of the belief
states [142].1 Hence, based on the practical-dispositional account of beliefs, there is no
reason to abandon the first condition. The second condition, on the other hand, while it
seems similar to the first, is not a reasonable one to impose on the totality of an agent’s
beliefs:

[W]hile the [conjunctive closure] condition is a reasonable one, given the prag-
matic account, to impose on the propositions determined by a belief state, it
is not a reasonable condition to impose on the totality of an agent’s beliefs. It
is compatible with the pragmatic account that the rational dispositions that
a person has at one time should arise from several different belief states. A
person may be disposed, in one kind of context, or with respect to one kind of
action, to behave that is correctly explained by one belief state, and at the same
time be disposed in another kind of context or with respect to another kind of
action to behave in ways that would be explained by a different belief state.
This need not be a matter of shifting from one state to another or vacillating
between states; the agent might at the same time be in two stable belief states,

1This motivates Stalnaker’s account of tacit beliefs, which he sees as one of the advantages of the
possible worlds analysis of belief states.
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be in two different dispositional states which are displayed in different kinds of
situations. If what it means to say that an agent believes that P at a certain
time is that some of the belief states the agent is in at that time entails that
P, then even if every set of propositions defined by a belief state conforms to
the [conjunctive closure] condition, the total set of propositions believed by an
agent might not conform to that condition [140, p.83].

Moreover, once it is accepted that an agent can be in different belief states at dif-
ferent times and contexts, there are no grounds for requiring that these belief states are
always compatible with one another. Thus, the requirement of consistency falls with the
requirement of conjunctive closure, in the context of the totality of an agent’s belief state.
Stalnaker argues that while ideally the totality of an agent’s beliefs should be integrated
into a unique and consistent system of beliefs, failing to do so does not render an agent
irrational, but only points out a divergence from the standard of ideal rationality. That is,
the fragmented belief states can still be used to explain the rational actions of the agent.
He indeed explains the role of deductive inquiry in terms of the fragmentation of belief
states and the ultimate goal of reasoning:

There may be propositions which I would believe if I put together my separate
systems of belief, but which, as things stand, hold in none of them. These are
the propositions whose truth might be discovered by a purely deductive inquiry.
[W]hat one does [in deductive inquiry] is to transform [the information] into a
usable form, and that, it seem plausible to suppose, is a matter of putting it
together with the rest of one’s information [140, p.85-86].

4.2.2 Lewisian fragmentation
Lewis proposes a theory of fragmented belief states as a strategy to contain inconsistent
beliefs to separate fragments, motivated by his famous example:

I used to think that Nassau Street ran roughly east-west; that the railroad
nearby ran roughly north-south; and that the two were roughly parallel. (By
“roughly” I mean “to within 20˝”.) So each sentence in an inconsistent triple
was true according to my beliefs, but not everything was true according to my
beliefs. [M]y system of beliefs was broken into (overlapping) fragments. [T]he
first and second sentences in the inconsistent triple belonged to -were true
according to- different fragments; the third belonged to both. The inconsistent
conjunction of all three did not belong to, was in no way implied by, and was
not true according to, any one fragment. [98, p.435-436]

Lewis’s suggestion includes redefining truth and falsity according to a corpus of beliefs
or information. Accordingly, a sentence is true if it is explicitly stated in the corpus, or it
is logically implied by other sentences in the corpus, and a sentence is false according to a
corpus if its negation is true according to the corpus. A corpus can include misinformation
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such that a sentence might be both correct and false according to a corpus, and if the corpus
also includes all deductive consequences of the information it contains then becomes trivial.
A resolution, Lewis proposes, is via fragmentation. A fragmented belief set is such that each
fragment is deductively closed, however, the closure principles such as logical implication,
conjunction, non-contradiction, and disjunctive syllogism (from A _ B and  A infer B)
fail to preserve truth w.r.t. to the whole corpus. If something is true according to one
fragment, it is true of the whole corpus. In this sense, truth according to a corpus serves
as a fallible guide to truth simplicitier and can rationally guide an agent’s actions.

Lewis, although informally, states various features of fragmentation of belief states.
Particularly, each fragment is deductively closed and consistent, different fragments may
overlap with each other, however, they do not appear all at once, and the agents do not
make inferences based on mixtures of the fragments. The fragments come into play in
different situations, and steer the actions of agents at different times:

All my actions may be rational in that they are directed toward desired ends
and guided by coherent conceptions of the way things are even if there is no
single conception of the way things are that guides them all. [140, p.85]

Different fragments came into action in different situations, and the whole sys-
tem of beliefs never manifested itself all at once. [98, p.435]

Both Stalnaker and Lewis propose fragmentation as an explanation of why certain
deductive closure conditions might fail. Similar to Stalnaker, Lewis also states that frag-
mentation is a divergence from the ideal of rationality, and that once the agent becomes
aware of it, she needs to reason to fix it.

Local Reasoning

Fagin and Halpern [45] present a formal model of local reasoning that captures Lewis’s ap-
proach to fragmentation. They introduce a local reasoning structureM “ tS, π, C1, . . . , C2u

where S is a set of states, π is a truth assignment from each state s P S to the primitive
propositions, and Cipsq is a nonempty set of subsets of S. The beliefs of an agent at a
state s is given by a set Cipsq “ tT1, . . . , Tku: the agent sometimes considers T1 as the
set most plausible possible states and believes whatever holds at T1, and she sometimes
considers T2 as the set of most plausible possible states and believes whatever holds at
T2. The structure is informally described as the agent having a society of minds. Each of
T1, . . . , Tn represents a belief state, within each the agent reasons perfectly, and they might
still be inconsistent with one another.

Local reasoning models account for the failures of closure under conjunction and closure
under material (believed) implication. Since each fragment T1, . . . , Tn is internally deduc-
tively closed, the agents are still logically omniscient w.r.t. valid formulas and closure
under logical implication (i.e., logical equivalents).
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The Preface Paradox

The preface paradox, first introduced by Makinson [110] states that the combination of
the requirements of deductive closure on the belief sets, in particular, requirements of
conjunctive closure and non-contradiction, leads to a paradox. The paradox states an
author who rationally believes the truth of each of the assertions (s1, ..., sn) he makes in
his book. He also rationally believes that not everything asserted in the book can be
true, that is, he believes that at least one of the assertions he makes is false (denoted
by the sentence sn`1). While it is rational to believe each of these assertions, a set of
statements that contains all of them (s1, ..., sn, sn`1) is inconsistent. It follows that, when
the two deduction conditions, conjunctive closure and non-contradiction, are applied to
a belief set, in which each belief is reasonably accepted, they lead to a contradiction:
believing that sn`1 is true is equivalent to believing that  ps1^ ...^ snq is true, therefore,
the conjunction of the two, s1 ^ ... ^ sn ^ sn`1, classically implies a trivial belief set.2
A solution to the paradox suggests, we give up either the conjunction principle or the
non-contradiction principle. According to the fragmentation approach, we reject that the
conjunction principle applies to the totality of the belief set. To avoid the trivialisation
of the belief state, it suffices to contain the inconsistent belief in separate fragments of
the belief state. Kyburg and Foley (as well as Stalnaker, following Kyburg) thus reject
conjunction as a global rule [88, 54, 140]. Kyburg further argues that the paradox stems
from the faulty assumption that all of our beliefs can be represented as one fat (conjunctive)
consistent statement [88, p. 77]:

I probably cannot believe a contradiction or act on one. But I certainly can
believe, and even act on, each of a set of statements which, taken conjointly, is
inconsistent. [88, p.60]

4.2.3 Partition-sensitive fragmentation
Yalcin [173] presents a resolution-sensitive model of fragmentation as an atlas that guides
the actions of an agent, as a response to the idea that “belief is the map by which we
steer” by Ramsey. An atlas is a plurality of maps, where each map represents a consistent
way the world might be, without a guarantee of cross-map consistency. The formalisation

2See [87, 88] for a detailed analysis of how these principles lead to a contradiction. Kyburg’s arguments
for rejecting conjunctive closure mainly depend on the contradiction that follows from the conjunction
principle (given a body of accepted statements S, the conjunction of any finite number of members of S
also belongs to this body) taken together with the weak deduction principle (if S is a body of accepted
statements, s1 belongs to S, and s1 entails s2 according to the underlying logic, then s2 also belongs to
S), and the weak consistency principle (there is no member of S which entails everything in the language).
A generalised version of the argument, that does not depend on the idea that a contradiction implies
everything in a given language, follows from the consistency principle: a reasonably accepted body of
statements does not include inconsistencies.
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of an atlas is based on the Lewisian theory of world-partitions [99]. Yalcin proposes that
the fragmentation of belief states is a result of changing issues or questions that guide the
reasoning of the agents (see also [172]). Following Stalnaker, he argues that the objects
of the beliefs are possible states of the world, however, the domain of issues represented
by a given set of possible states is not universal, nor it is maximally comprehensive of all
possible issues. A set of possibilities should be modeled in a way that it includes also the
information about the degree to which the agent is able to distinguish these possibilities.
That is, which questions these alternatives address, and fail to address. This is the basis
of a Resolution-sensitive model of a belied state:

A state of belief is representable as a partial function mapping a resolution
of logical space (question, subject matter) to a belief partition (answer, infor-
mation about the subject matter). An agent’s accessible beliefs, relative to
a resolution, will be those propositions true throughout the belief worlds and
foregrounded by the resolution. Those propositions true throughout the belief
worlds but backgrounded by the resolution are the agent’s inaccessible, implicit
beliefs. [172, p.11]

The resolution-sensitive models then introduce a distinction between the explicit and
the implicit beliefs of an agent. Different resolutions of the logical space bring forward
different sets of questions or issues, that are then mapped to different belief states of an
agent. That is, the ways the agent distinguishes between the possibilities differ based
on the domain of issues relative to the specific inquiry she is engaged in. Yalcin’s account
diverges from the above Stalnaker-Lewis accounts, and in general, from the characterisation
of the fragmented belief states given at the beginning of this chapter. First, he does not
maintain a restriction that only a single fragment steers the actions of an agent at a time.
However, he adds that given a partition, the agents cannot consider two sets of possibilities
as candidates for actually, that is, once a resolution is fixed, there can be no fragmentation
of beliefs. Moreover, two atlases that make exactly the same distinctions, or cases in which
one strictly refines the other are not allowed.

Yalcin’s model of fragmentation is similar to Leitgeb’s partition-based reasoning models
[90]. Leitgeb proposes that the resolution of issues depends on an agent’s epistemic context.
The epistemic context describes the agent’s attention, interests, perceived stakes, etc.,
along with her degree-of-belief function, i.e., her subjective probability measure [90]. The
epistemic contexts in Leitgeb’s theory correspond to the world-partitions discussed in the
previous chapter, in particular, both structures represent degrees of content resolution.
An important aspect of the epistemic contexts is that the possibilities are individuated
differently in different contexts, rather than being eliminated or ignored:

Different contexts of reasoning are available to an agent at a time, but, pre-
sumably, at each time only one context is chosen to be active (implicitly or
explicitly) and will thus ground the agent’s rational all-or-nothing beliefs at
the time. That context, or at least certain aspects of it (most importantly, the
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partition), will be maintained for a certain period of time in which the stability
of the agent’s beliefs will (hopefully) pay off. But at some point the context (and
in particular its crucial aspects, such as the partition) will change again due
to changing questions, perceived stakes, interests, and the like. [A]ccordingly,
while the logic of beliefs does hold locally within every context, logical infer-
ences across contexts are not licensed unrestrictedly. [90, p.146]

Both Yalcin and Leitgeb model cases of fragmentation as a result of different resolutions
of content. Based on the Lewis-Stalnaker model of fragmentation, the belief state of an
agent can be fragmented within the same state of content resolution. The shifts between
fragments are not necessarily connected to different ways of partitioning the logical space,
rather, it is a matter of which possibilities the agent focuses on. The two approaches come
apart in important aspects such as whether inconsistent beliefs are allowed based on the
same resolution of the logical space. Recall that Leitgeb also describes the shifts between
fragments based on the changes in content-resolution:

I should add that if the agent asserted one sentence after the other in order to
express her beliefs in A1, A2, A3, . . . , then it would still not be the case that any
of these sentences would have to express one proposition in one context and a
different proposition in another: rather, which proposition is entertainable by
the agent may shift from one context to the next.[90, p.145]

4.2.4 Imperfect information access
Various accounts of fragmented belief states focus on the structure of memory and limi-
tations of information access. According to these approaches, given a reasoning task, the
agents do not actively access the totality of information available to them as this is usually
beyond the cognitive capacities of ordinary reasoning agents. Rather, they focus on smaller
sets of alternatives and premises that are relevant in a given context. The fragmentation
approach allows that the information available to an agent is structured in a way, that the
agent can make informed searches among the fragments of her information state to pick
out the clusters of information that are relevant for a given task and a situation. Cherniak
states that searching at random within an unstructured information state would be an
unreliable method for information recall. He proposes an information access model based
on the structure and the organisation of long-term memory, where information retrieval
is done not by searching the entire memory of the agent but by narrower searches based
on the purposes at hand. The organisation of long-term memory is necessary for efficient
recall of the right beliefs to the short-term memory, that are relevant to make minimally
rational decisions [33].

Another model of imperfect information access is from Elga and Rayo [44]. They
maintain that the parts of a body of information can be accessible for some purposes and
inaccessible for others. They suggest, moreover, that which parts of a body of information
are accessible depends not only on the questions asked but also on how the questions are
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framed. They propose a theory of information access based on what they call the access
tables. The access tables show elicitation conditions on the one side and the information
accessible relative to these conditions on the other side. In a toy example they present
that the accessible information might differ for the following two questions:

i) Asked for an apartment number given a name

ii) Asked for a name given an apartment number

While both questions can be answered in the same way, e.g., “The person in ‘23-H’ is
named ‘Beatrice Ogden”, it might be the case that the relevant piece of information is not
accessible when the inquiry of the agent is framed in the second way.

Kindermann connects the issue of information access and fragmentation to conversa-
tional backgrounds. He proposes that a conversational common ground, that is, the infor-
mation that is presupposed and mutually taken for granted by the speakers, is available
(and unavailable) to them only relative to a given conversational task. [79].

Lewis has a similar notion of context that is the result of excluding irrelevant possi-
bilities. He defines knowing as follows: “[Agent] S knows [that] P iff P holds in every
possibility left uneliminated by S’s evidence (or equivalently, iff S’s evidence eliminates
every possibility in which not-P ) - except for those possibilities that [S is] properly ig-
noring” [100, p.554]. Thus, knowing is possible only with proper ignoring, and based on
smaller sets of possibilities. What is and what is not ignored, he argues, is a feature of the
particular conversational context [100, p.559].3 The failures of deductive closure originate
from shifting conversational context:

The premise “I know that I have hands" was true in its everyday context, where
the possibility of deceiving demons was properly ignored. The mention of that
very possibility switched the context midway. The conclusion “I know that I am
not handless and deceived" was false in its context, because that was a context
in which the possibility of deceiving demons was being mentioned, hence was
not being ignored, hence was not being properly ignored. ([100, p. 564])

4.3 Fragmented belief based on information states
An important feature of the BBR models is that the objects of belief are structured col-
lections of information rather than pieces of information, or total belief sets. An agent’s
total information is then essentially fragmented, where each part of the total information
base of an agent can be understood as a fragment. The structures of the information states

3Recall, on the other hand, Leitgeb argues that ignoring possibilities is in conflict with the idea that
beliefs aim at truth. Instead, epistemic contexts are supposed to determine the underlying partition of
the space of possibilities (among other things). Hence, different contexts individuate the possibilities
differently and represent different degrees of content resolution based on the agent’s practical interests, or
what is salient to them.
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provide a general flexibility for the models. For instance, they reflect that information is
always acquired in a context, accompanied by other information, and not in isolation. The
agents are usually confronted with possibly incomplete and inconsistent theories about the
world, and they do not always isolate good parts of a theory from the bad parts, hence,
they might refute or accept a theory altogether based on a part of it. Consequently, pieces
(and similarly collections) of information might stand and fall together, without being
logically connected to each other.4 How the information is divided and lumped together
affects also its dynamics and the dynamics of beliefs based on this information. Kratzler
notes a similar effect concerning how premise sets are structured in premise semantics,
stating “[r]epresenting the content of recommendations, claims, beliefs, orders, wishes,
etc. as premise sets thus offers the priceless opportunity to represent connections between
propositions in a given premise set.” [83, p.19] Example 2.3.3 shows how the dynamics
of information states might differ in the BBR models solely based on how information is
structured.

Fragmentation of information is responsible also for the failure of deductive closure of
the belief sets. While each fragment of information, including the maximal fragment of
total of information, is deductively closed, this does not necessarily transfer to the level of
beliefs. Barwise states that “information travels at the speed of logic, genuine knowledge
only travels at the speed of cognition and inference” [14, p.762]. While making inferences
based on the available information, agents might fail to combine all their inferences, hence,
fail to believe all logical consequences of their inferences. The BBR models suggest that
the resulting belief sets, while not necessarily logically closed, are unique and consistent.

In order to achieve the fragmentation of belief states based on the BBR models, we
start by introducing a diamond-like belief modality B∪ besides the box-like (intersecting)
belief modality B of the models. Let us call the latter a cautious belief modality and
denote it with B∩ for the purposes of this chapter. In comparison, then, B∪ represents
an inconsistency-tolerant belief modality. We extend the language of the BBR models
without the belief modality B, with respect to the new modalities B∩ and B∪, and define
the following:

For all formulas φ in the extended language L∪∩, for all BBR models M , and all states
s P S,

4Consider reading a certain newspaper. Suppose that you are heavily set on your belief that any
piece of information given in this newspaper is highly doubtful and generally incorrect. Thus, when
encountered with a piece of information φ, which looks reasonable, due to the non-logical circumstances
around this piece of information, such as the source of it and other information contained in the same
source, you do not accept it as a belief. To see the formal possibility of such scenarios, consider a belief
base model M on the situation space S “ t1, 2, 3, 4u, on a language whose literals are l “ tp, p̄, q, q̄, s, s̄u.
Let V p1q “ tp, q, q̄u, V p2q “ tp, su, V p3q “ tp, q, q̄, su, V p4q “ tp, s, s̄u. Let p1 ˝ 2q ˝ 3 “ 3, 2 ˝ 4 “ 4,
1˝1 “ 1, 2˝2 “ 2, 3˝3 “ 3, 4˝4 “ 4. Finally, let 1 K 1, 3 K 3, 4 K 4, 1 K 3, 2 K 4, 3 K 4. Thus, it holds that
1˚ “ 4 and 2˚ “ 3. Given that the current information of the agent is given in situation 1, the agent does
not believe that p (their belief set is empty) although p is among the information of the agent. However,
if the current information of the agent is given in the situation 3, they believe that p. This is because, in
the former case, the information that p is available only as part of an inconsistent theory. Whereas, in the
latter case, it is also available as part of a consistent and unrefuted theory.
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• s ( B∩φ iff for all A P BestMpsq, there is s1 P A, s1 ( φ

• s ( B∪φ iff for some A P BestMpsq, there is s1 P A such that s1 ( φ.

An agent then accepts as beliefs all accessible information that are not (strictly) sup-
pressed (by other information) based on her preference ordering. The cautious belief op-
erator B∩ contains all inconsistencies that may arise within the level of information, and
generates a unique and consistent belief set. The inconsistency-tolerant belief modality
B∪, on the other hand, still generates a unique belief set, that might, however, contain
inconsistent beliefs. It is important to note that the inconsistent beliefs might occur only
as instances of B∪φ^B∪ φ, and not as instances of B∪pφ^ φq. That is, the inconsistent
beliefs are always based on distinct fragments of the information state, and they cannot
be combined together.

Proof. Let M be a BBR model based on the language L∪∩, and let s P S. Assume s (
B∪pp^ pq. Then, for some A P Bestpsq, there is a situation u in A such that u ( p^ p.
It follows that u K u, and that A is inconsistent. By definition, for all A P Bestpsq it holds
that A is consistent. Therefore, it cannot be the case that s ( B∪pp^ pq.

As noted, the belief sets generated by the operator B∪ are still unique. Explicitly rep-
resenting the fragments on the level of beliefs requires the introduction of further structure
on the models, I leave this for future work. Here, I introduce two intermediate modalities,
that pick out whether a pair of beliefs arise from the same (maximally consistent) fragment
of an information state, or from distinct fragments. To accommodate these new modali-
ties, we extend the language L∪∩ with Spφ, φq and Ipφ, φq, respectively, and call the new
language L`. The new modalities are defined as follows:

• s ( Spφ, ψq iff there is an A P Bestpsq with t, t1 P A such that t ( φ and t1 ( ψ

• s ( Ipφ, ψq iff s ( B∪φ and s ( B∪ψ and for no A P Bestpsq it holds that t, t1 P A
such that t ( φ and t1 ( ψ.

The two modalities are not reducible to each other, and it follows from the satisfaction
clauses for Spφ, φq and Ipφ, φq, that

Ipφ, ψq ^ Spφ, ψq $ K

Example 4.3.1. The following example shows the failure of conjunctive closure, clo-
sure under believed implication, and non-consistency for a belief set generated by the
inconsistency-tolerant belief modality B∪.

Let M be a fragment of a BBR model (as shown in Figure 4.2) with a state-space
S “ t1, 2, 3, 4, 5u based on the language L` with l “ tp, p̄, q, q̄, r, r̄u. Let the incompatibility
relation between the states be such that for all s, s1 P S, sKs1 iff for some v P l, s ( v and
s1 (  v. Let 2 ˝ 3 “ 3, 2 ˝ 5 “ 5, 4 ˝ 5 “ 5, p3 ˝ 4q ˝ 1 “ 1 and 1˚ “ 2, 3˚ “ 3, 4˚ “ 5.
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2tpu

3 tp, q, ru

1 tp, q, q̄, r, r̄u

4 tq̄u

5 tp, p̄, q̄, r, r̄u

Figure 4.2: Fragment of a BBR model M

Finally, let for all A,B Ď S it holds that A ďM B. Then, the following are true in M :
since Bestp1q “ tt2, 3u, t2, 4uu,

1 ( B∪q ^B∪
 q, 1 * B∪

pq ^ qq

1 ( B∪p^B∪
ppÑ  rq, 1 * B∪

 r

4.4 Concluding remarks
I conclude this section with a note on the rationality of fragmented belief. The fragmented
belief approach shifts the rationality criteria that traditionally apply to the belief sets,
to the belief fragments. That is, they are now interpreted as intra-fragment rationality
criteria. A full-fledged theory of fragmentation, however, still needs inter-fragment ratio-
nality criteria. It is possible only then to account for cases of irrationality, that are not
warranted cases of fragmentation. Borgoni suggests [28] inter-fragment rationality to be
based on a notion of epistemic rationality, as opposed to procedural rationality that is
based on coherence. Epistemic rationality refers to the sensitivity of fragments to each
other in epistemically relevant ways other than coherence. For instance, the fragments
that are sensitive to the same evidence sets are also sensitive to each other, which is called
responsiveness to evidence. While the literature on fragmentation of beliefs goes back at
least to Stalnaker and Lewis, the discussion on the rationality of fragmentation is fairly
new, and presents more questions than it answers.



Chapter 5

Consistency-Sensitive Epistemic
Modalities In Information-Based
Semantics

In this chapter, an alternative formalisation of the information states is explored, and
two novel epistemic modalities are defined. In particular, a framework of information-
based semantics for intuitionistic logic is extended with a paraconsistent negation and
consistency-sensitive epistemic modalities. In this framework, information states represent
information collected from various sources and as such they can be inconsistent because
they receive contradictory information either from a single inconsistent source or from
various mutually incompatible sources. The modalities reflect only those sources that are
consistent and trusted.

Various aspects of the framework presented below overlap with the semantics and logic
of the belief base revision (BBR) models, and with the HYPE-semantics. The information-
based semantics that is introduced here is a framework for intuitionistic logic enriched with
a paraconsistent negation. In [91] it is stated that every Kripke model for intuitionistic
logic can be extended to a HYPE-model, and that HYPE contains intuitionistic logic as
a subsystem if intuitionistic negation is reconstructed as AÑ K, that is, AÑ  J, where
Ñ, , and J are logical primitives in HYPE [91, p.318].1 The information-based semantics,
however, diverge from the Kripke semantics for intuitionistic logic by allowing the existence
of non-prime states: a state can support a disjunction even if it does not support any of
its disjuncts. By allowing non-prime states, we can model information states that support

1It is shown that every Kripke model of intuitionistic propositional logic may be viewed as the partial
part of a so-called intuitionistic propositional HYPE-model. An intuitionistic propositional HYPE-model
is constructed based on a sublanguage of propositional HYPE, by dropping the HYPE-negation except for
formulas in which it occurs in a K-context, which captures the intuitionistic negation. The state-spaces of
such models consist of two disjoint parts, W and W`, where all states in W are glut-free (for all formulas
A, s * A^ A). The partial part of intuitionistic propositional HYPE-model means the part that consist
only of the states in W . For the construction see [91, p.380].
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disjunctive information without supporting any of its particular disjuncts.2
The paraconsistent negation of information-based semantics is defined based on a com-

patibility relation, and is equivalent to the HYPE-negation. The implication (Ñ) of
information-based models also overlaps with that of HYPE’s, and it is defined in the
fashion of definition 2.2.4. The interpretation of the disjunction, however, diverges from
the HYPE-models. The information-based semantics includes a join operation ([), that
gives the common part of two states, besides a meet operation, which gives the fusion of
two states. Either of these operations can be used to determine a partial order on the
states. Disjunction is defined based on the common part of two states: for s, t, u states in
a model, and for all formulas α, β,

s |ù α _ β iff s “ t[ u for some t, u such that t |ù α and u |ù β

The other differences between the following models and the BBR models include that
in the former, the meet and join operations are defined for any two states, that frames
are distributive lattices with a top element (that is the trivially inconsistent state), and
that the existence of the star images of states are not assumed. The epistemic modalities
introduced below are different from the modalities studied in Chapter 2. The evidence
modality E reflects the information of an agent that comes from the trusted sources, and
the modality B is a persistent belief modality, which again reflects the trusted sources of
information.

The content of this chapter is joint work with Vít Punčochář, Marta Bílková, and
Thomas M. Ferguson and it is based on parts of the paper “Consistency-Sensitive Epis-
temic Modalities in Information-Based Semantics”, published in Studia Logica [126]. Parts
of the published paper are not included in this paper. In the omitted parts, the authors
prove completeness, the disjunction property, the finite model property and various other
results. Furthermore, they consider an alternative treatment of negation, based on a char-
acterisation of negation in the style of the bilateralist setting, following e.g., the work of
David Nelson on constructible falsity [114].

5.1 Introduction
In this paper we study some epistemic operators in the context of a semantic framework
for intuitionistic logic enriched with a paraconsistent negation. The general framework is
based on structures interpreted as algebras of information states as in [124, 129]. Negation
is defined in terms of a compatibility relation among the states in the style of [42]. We
assume that there is one trivially inconsistent state that supports every formula. However,
we also allow for states that are non-trivially inconsistent in the sense that they support a
formula as well as its negation without collapsing into the trivial state.

In contrast to Kripke semantics [84], the states of our semantics are not always prime:
a state can support a disjunction even if it does not support any of the disjuncts. This

2Recall that the BBR states can support disjunctive beliefs without supporting any of its disjuncts.
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is the distinguishing feature of the “information-based” semantics, which is a framework
that has been most significantly used in the context of inquisitive logic [34, 35] for a formal
representation of questions, and, under the name “team semantics”, in dependence logic
[153, 174] for a logical representation of functional dependence. A generalized information-
based semantics was introduced in [124, 125] in order to provide a framework for logics
of questions based on various non-classical logics of declarative sentences. Negation and
disjunction in such a generalized setting were recently explored in [128, 127]. In the present
paper we use this generalized version of information-based semantics as a basic framework
in which we introduce and study epistemic modalities.

Disjunction of intuitionistic logic is usually interpreted in a constructive way, and thus
it might seem that its semantics should allow only for prime states (like Kripke semantics
does). However, this is a mistaken view if we take into account that information states may
involve also information that is merely assumed. By making a hypothetical assumption we
move from one state into a new one. For example, if an intuitionist assumes, for the sake
of an argument, the following piece of information:

x “ 5 or x “ 6

she moves to a state that supports neither x “ 5 nor x “ 6. We should also not exclude
non-prime states, if we allow (as we do in this paper) information states to be formed
by information that is received from a source without a proper justification. In this way,
one can receive disjunctive information that does not support any of the disjuncts. This
picture is fully compatible with intuitionistic logic which is reflected by the general fact
that the following schema is not intuitionistically valid:

pαÑ pβ _ γqq Ñ ppαÑ βq _ pαÑ γqq.

Since the states of this framework are not prime, the semantics is more similar to the
so-called Beth semantics [25] than to Kripke semantics. It is even more similar to the
framework described in [37]. In our setting, disjunction is defined as what two states
have in common if they respectively support the disjuncts. For this characterization of
disjunction we need an operation assigning to any two states s, t their common content
s[ t. This operation determines a partial order ď among states (s ď t iff s[ t “ s) which
can be viewed as a part-whole relation (s is a part of t iff the common content of s and t is
the whole s). The same order can be determined also by join: s ď t iff s\ t “ t, where \
can be viewed as fusion of information. Thus every state can be viewed as having its own
internal mereological structure determined by the states below it. As indicated in Fig. 5.1,
a given model also determines the possible extensions of the state.

Strongly inspired by [27, 26, 29] we conceive of an information state s as a site where
information from various sources has been collected. The information received from a
particular source forms a part of s, i.e. a state below s. A peculiar feature of our framework
is that even if the state s is viewed as the state of an agent, it does not represent the
agent’s actual beliefs. According to this picture, s is just the accumulation of all incoming
information from all sorts of sources and the agent must be typically very selective about
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s

possible
extensions

of s

parts
of s

Figure 5.1: States with a mereological structure

it. Not every source is reliable and it is not reasonable to accept every incoming piece of
information. After all, if we just collect the information that is coming from a variety of
sources, the result will typically be an inconsistent body of information. The process of
forming safe beliefs on the bases of information coming from a variety of different channels
is highly important. The modalities studied in this paper qualify the collected pieces of
information in a way that captures some significant formal and normative features of this
process.

We do not describe a mechanism that would allow us to separate the “good” sources
from the “bad” ones. That would be a great achievement but it would be a different
project. In this paper, we just specify some basic normative constraints that any such
mechanism must respect, including the requirement that the good sources are consistent
(but not necessarily mutually compatible). Our task will be to describe the logic of some
modal operators defined in terms of the selection mechanisms satisfying these constraints.

In this sense we will work with a very basic and simplistic picture. In reality there might
be much richer structure on sources of incoming information. We consider just a natural
starting point, based on the assumption that there is some kind of distinction between
“good” sources and the “bad” ones. To this effect, we introduce a relation S among the
states and we read tSu as “t is a part of u consisting of information received from a trusted
source”. We will simplify this more accurate formulation by saying just that t is a trusted
source of u.

Any part of a trusted source will be regarded as trusted. Moreover, consistency of t will
be regarded as necessary (but not sufficient) condition for tSu. So, the relation S selects
for each state s a downward closed set of consistent parts of s as illustrated in Fig. 5.2.

We extend the framework of information-based semantics for intuitionistic logic with
a weak, paraconsistent negation and two epistemic operators E and B. The intuitive
meaning of these operators can be described as follows: (a) Eα says that α is supported
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s

trusted
sources of s

Figure 5.2: Trusted sources of s selected by the relation S

s , Eα

||α||

trusted
sources of s

t

Figure 5.3: s supports Eα iff a trusted source of s supports α

by a trusted source; (b) Bα intuitively says that α can be safely accepted because it is not
in conflict with any potentially reliable information.

E is just a backward looking existential modality defined in terms of the relation S.
Its meaning is illustrated in Fig. 5.3. Its logical characterisation (“factive”, consistent,
monotonic) suggests that E can function as a guiding modality in formally describing
doxastic attitudes such as acceptance (as belief) and safe acceptance. The semantics of B
is a bit more complicated. The support of Bα means that for any extension of the current
state, every trusted source is contained in a trusted source that supports α. Note that
requiring that α is supported by every possible trusted source (i.e. every trusted source of
any extension of the current state) would be too strong. There might be good sources of
information that are completely unrelated to α. But Bα is supported (i.e. α can be safely
accepted) only if no good source is in conflict with α in the sense that every such source
is contained in a good source that already supports α, as illustrated in Fig. 5.4. We will
see that in the models where every trusted source is included in a maximal trusted source
(which must be the case for example in every finite model) the characteristic clause for B
can be expressed more concisely: Bα is supported by s iff α is supported by each maximal
trusted source of every extension of s.

The modal operators B and E are rather non-standard. Before we present them purely
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Figure 5.4: s supports Bα iff for every extension of s, every trusted source is contained in
a trusted source that supports α
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Figure 5.5: The state aks represents the information state formed by collecting the infor-
mation from Alan, Kate and Shawn. We assume a ,  h, k , h _ l, s , g. We assume
that k is not compatible with s. The delimited area represents the trusted sources of aks.

formally, let us illustrate their behaviour with a simple informal example. Assume we want
to find out where our friend Jane is. She does not pick up our calls and does not react
to our messages. We start collecting information about where she might be. We call her
friend Kate who tells us that Jane is studying at home or in the library. Then we call her
partner Alan who tells us that Jane is not at home. We decide to go to the library but
then we meet Shawn who claims that Jane is in the gym. We trust all these people but
Kate’s and Shawn’s claims are mutually incompatible. In our framework we can represent
the situation as in Fig. 5.5 (the picture does not represent a fully specified model of our
semantics, we just describe some of the relations among the relevant states).

The states a, k, s represent the information collected respectively from Alan, Kate, and
Shawn. The state e would represent the common content of a, k and s, which basically
corresponds to the disjunction of the pieces of information provided by Alan, Kate and
Shawn. The state aks is our current state given by a fusion of these three states. The state
ak is the fusion of the information provided by Alan and Kate, and so on. We assume
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that k and s are mutually incompatible states and so the fusion of these states is not
regarded as a trusted source. The area delimited in the picture is the collection of the
trusted sources of aks.

We assume that a supports the information that Jane is not at home (a ,  h), k the
information that Jane is at home or in the library (k , h_ l) and s the information that
Jane is in the gym (s , g). We can further assume that ak , l. Then we obtain that aks
supports e.g. l^g, and also El and Eg separately, but not Epl^gq (we have some positive
evidence that Jane is in the library as well as some positive evidence that she is in the gym
but that does not mean that we have a positive evidence that she is in the library and in
the gym).

The information that Jane is not at home is supported by ak as well as by as, i.e.
by all maximal trusted sources of aks, and if we assume that this feature is preserved by
all expansions of aks present in the model then aks , B h (but note that  h is not
supported by all trusted sources of aks). The fact that expansions are taken into account
can be illustrated as follows. We can further assume that s is its own unique maximal
trusted source, and thus all maximal trusted sources of s support g. However, since aks
is in the model regarded as a possible expansion of s, we have s . Bg because aks has a
maximal source (namely ak) that does not support g.

In the rest of this paper we will proceed as follows. We will introduce the information-
based semantics for intuitionistic logic in the next section. In Section 5.3 we will extend
this semantics with a weak, paraconsistent negation and the two epistemic operators E and
B. We will axiomatize the logic of these operators in Section 5.4. We will also define (in
Section 5.5) and axiomatize (in Section 5.6) a conditional modification of B. This will result
in a rather unusual epistemic conditional construction αŹ β that is roughly interpreted as
follows: β is not in conflict with any potentially reliable information supporting α.

5.2 Information-based semantics for intuitionistic logic
Let us start formulating the whole framework more precisely. We first introduce the
“information-based semantics” for intuitionistic logic which we will build on in the subse-
quent sections. It is based on [124]. A very similar semantics was developed in [37].

Consider the language L0 of intuitionistic logic:

α ::“ p | K | αÑ α | α _ α | α ^ α

We assume that the language is based on a countable infinite set of atomic formulas At.
Let us define J as the formula K Ñ K, and α Ø β as pα Ñ βq ^ pβ Ñ αq. In the
semantics, frames are distributive lattices (representing algebras of information states)
with the top element i (representing trivially inconsistent state). A filter in such a frame
F “ xA,[,\, iy is a non-empty subset of A which is upward closed (w.r.t. the lattice
ordering) and closed under [. A model M is a frame F equipped with a valuation V
defined as a function assigning to each atomic formula a filter in F . The semantic clauses



88 5. Consistency-Sensitive Epistemic Modalities

for the logical symbols of the language L0 define a support relation , between states of
any given model and L0-formulas. These clauses are defined as follows:

• s , p iff s P V ppq, for every atomic formula p,

• s , K iff s “ i,

• s , αÑ β iff for all t, if s ď t and t , α then t , β,

• s , α _ β iff s “ t[ u for some t, u such that t , α and u , β,

• s , α ^ β iff s , α and s , β.

One can easily show that in every model each L0-formula expresses a filter, by which we
mean that the set of states supporting the formula forms a filter.

We say that an L0-formula is logically valid if it is supported by every state of ev-
ery model. It can be proved (see, e.g., [124]) that the set of logically valid L0-formulas
corresponds to intuitionistic logic.

5.3 Paraconsistent negation and consistency-sensitive
modalities

We now extend the propositional language of intuitionistic logic with a paraconsistent
negation  (which is not defined in the intuitionistic way as implication of contradiction)
and the two epistemic operators E and B:

α ::“ p | K | αÑ α | α _ α | α ^ α |  α | Eα | Bα

The resulting language will be called L1. For this language we extend the semantics
presented in the previous section. It is based on the following class of models.

Definition 5.3.1. An info-frame is a tuple F “ xA,[,\, i, C, Sy, where xA,[,\y is a
distributive lattice with the top element i (the trivially inconsistent state), C and S are
binary relations on A (representing respectively the compatibility relation and trusted
source relation), for which we assume number of constraints:

(a) C is symmetric;

(b) there is no t such that tCi;

(c) tCpu[ vq iff tCu or tCv;

(d) if tSu and u ‰ i then tCt;

(e) iSi;
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(f) if tSu then t ď u;

(g) if tSu and tSv then tSpu[ vq;

(h) if tSu, t1 ď t and u ď u1, then t1Su1.

A valuation in an info-frame F is a function that assigns a filter in F to each atomic
formula. An info-model is a pair xF , V y, where F is an info-frame and V is a valuation.

The constraints (a)-(h) play particular technical roles but they also have a clear intuitive
meaning. In natural language, these can be summarized as follows: the constraint (a)
simply acknowledges that compatibility is symmetric; the constraint (b) says that the
trivially inconsistent state is compatible with no other state; the constraint (c) says that
for any two sources u and v, either is compatible with a state t precisely when their common
content is compatible with t (see [125] for a detailed justification); the constraint (d) says
that only consistent sources of the non-trivial states are trusted; (e) says that the trivial
state regards even itself as a trusted source; (f) says that the body of information received
from a particular trusted source forms a part of the body of information collected from all
sources; (g) says that if t is a common trusted source for u and v then t is also a trusted
source for the state formed as the common informational content of u and v; (h) says
that whenever t is a trusted source for u, it remains trustworthy for all information states
extending u, as does any part of the information collected by t.

Given an info-model M “ xF , V y we define the relation of support , between the
states in M and L1-formulas. The semantic clauses for the intuitionistic connectives are
defined as in the previous section. The new operators are semantically characterized in the
following way:

• s ,  α iff for all t, if tCs then t . α,

• s , Eα iff for some t, tSs and t , α,

• s , Bα iff for all u ě s and tSu there is v such that t ď v, vSu and v , α.

Let ||α||M denote the set ts P A | s , α inMu (the subscript will often be omitted if clear
from the context). The set ||α|| is always a filter.

Proposition 5.3.1. ||α||M is a filter, for every L1-formula α and every info-modelM.

Proof. By induction. Let us prove just the inductive steps for E and B. Assume that ||β||
is a filter. We will prove that ||Eβ|| and ||Bβ|| are also filters.

Clearly i , Eβ, because of Definition 5.3.1-(e), and the inductive assumption. ||Eβ||
is upward closed because of Definition 5.3.1-(h). Assume s , Eβ and t , Eβ, i.e. there
is s1Ss such that s1 , β and there is t1St such that t1 , β. By the inductive assumption
s1[ t1 , β. Moreover, by Definition 5.3.1-(g) and (h), ps1[ t1qSps[ tq. Hence, s[ t , Eβ.

It holds i , Bβ, because of Definition 5.3.1-(e), and the inductive assumption. ||Bβ||
is clearly upward closed. We will check that it is also closed under [. Assume s , Bβ and
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t , Bβ. In order to prove that s [ t , Bβ, take any u, v such that s [ t ď u and vSu.
Take s1 “ s \ u and t1 “ t \ u. Since s [ t ď u, and xA,[,\y is a distributive lattice,
we obtain s1 [ t1 “ u. Moreover, from Definition 5.3.1-(h), we obtain vSs1 and vSt1. Since
s , Bβ and t , Bβ, there are s2, t2 that both support β and such that v ď s2Ss1 and
v ď t2St1. By Definition 5.3.1-(g) and (h), we obtain v ď ps2 [ t2qSps1 [ t1q. Hence, there
is w (namely w “ s2 [ t2) such that v ď wSu, and w , β. Hence, s[ t , Bβ.

The logic determined by this semantics might be called paraconsistent intuitionistic
logic with consistency-sensitive modalities. In this paper, we will denote it simply as L1.
We say that an L1-formula α is L1-valid, and we write (L1 α, if α is supported by every
state in any info-model. It is easy to check that for example all the instances of the
schemata A1-A12 from Fig. 5.7 in the next section are L1-valid. Importantly, the following
two schemata are not L1-valid:

pEα^ Eβq Ñ Epα ^ βq, Epα _ βq Ñ pEα_ Eβq

In order to verify this, consider the info-model in Fig. 5.6. The dashed arrows lead from
each state to its maximal trusted sources. So, for example, i is related via S to all states
in the model and s \ t is related to s, t and s [ t. The dotted ellipses show that V ppq is
the filter generated by s and V pqq is the filter generated by t. The compatibility relation
will not play any role in our example but we can fix for instance: uCv iff u ‰ i and v ‰ i.
In this model we have s\ t , Ep^Eq but s\ t . Epp^ qq. We also have s[ t , Epp_ qq
but s[ t . Ep_ Eq.

In [27, 26] a modality analogous to our E was introduced with the same semantic
characterization as a backward looking existential modality relative to a source relation.
However, since disjunction in [27, 26] was characterized by the standard semantic clause
(disjunction is supported iff a disjunct is supported) the schema Epα _ βq Ñ pEα _ Eβq
was forced to be valid. This is a problematic feature regarding the intuitive meaning of E
and fails to comport with natural intuitions. In general, information sources need not be
prime, e.g., a report that one of two candidates will win an election need not indicate which
candidate will win. (See [129] for further discussion of failures of this type of distribution.)
But if the information states are not necessarily “prime”, like in our current setting, one
can avoid this consequence in an elegant and natural way.

Concerning the informal interpretation of the modality E, one can notice that it is to
some extent similar to the “evidence modality” from evidence logic [160, 157]. In evidence
logic it is also possible to have conflicting evidence from different sources in the sense
of having evidence for α and evidence for β without having evidence for α ^ β. There
are however, many technical differences between the two frameworks. For instance, in
contrast to our setting, evidence logic is based on classical logic and the evidence modality
is semantically defined in terms of neighbourhood models. It would be interesting to
compare our framework with that of evidence logic but it would require too much space
and we have to leave it for another occasion.
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Figure 5.6: A counterexample to Epα _ βq Ñ pEα_ Eβq and pEα^ Eβq Ñ Epα ^ βq

5.4 Axiomatic characterization of L1
We will show that L1-validity can be completely axiomatized by the system in Fig. 5.7.
The axioms A1-A9 and the rule R1 is just an axiomatization of intuitionistic logic, so
the specific axioms and rules of our system are A10-A12 and R2-R4. We will use this
notation: $L1 α means that α is provable in the system from Fig. 5.7; α $L1 β means that
$L1 αÑ β; α ”L1 β means that α $L1 β and β $L1 α.

Let us explain the motivation behind the axiom A12 and rule R4. Informally, A12 can
be justified by considering that when Bβ holds at s, every trusted source for s itself is a
fortiori compatible with β. If α is supported by a trusted source t, then, the compatibility
between t and β entails that t can be extended—perhaps with “virtual” information—to
a further source supporting both α and β that continues to be trusted at s.

More formally, we can observe that if we had propositional quantification in the lan-
guage we would obtain the following relation between E and B:

Bβ Ø @ppEpÑ Epβ ^ pqq

where it is assumed that p does not occur in β. This equivalence is not expressible in L1
but note that in the context of the left-to-right implication, instantiation of the universal
quantifier amounts to

Bβ Ñ pEαÑ Epβ ^ αqq

which can be more compactly expressed as the axiom A12. Moreover, in the context of
the right-to-left implication, generalization for universal quantifier amounts to the rule

αÑ pEpÑ Epβ ^ pqq{αÑ Bβ

where p does not occur in α and β. This can be reformulated more compactly as the rule
R4.
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Axioms

A1 K Ñ α
A2 αÑ pβ Ñ αq
A3 pαÑ pβ Ñ γqq Ñ ppαÑ βq Ñ pαÑ γqq
A4 αÑ pα _ βq
A5 β Ñ pα _ βq
A6 pαÑ γq Ñ ppβ Ñ γq Ñ ppα _ βq Ñ γqq
A7 αÑ pβ Ñ pα ^ βqq
A8 pα ^ βq Ñ α
A9 pα ^ βq Ñ β
A10 EαÑ α
A11 Epα ^ αq Ñ K

A12 pEα^Bβq Ñ Epα ^ βq

Rules

R1 α, αÑ β{β
R2 αÑ  β{β Ñ  α
R3 αÑ β{EαÑ Eβ
R4 pα ^ Epq Ñ Epβ ^ pq{αÑ Bβ

assuming that p does not occur in α and β

Figure 5.7: A Hilbert style axiomatization of L1
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As an illustration of a simple use of these specific rules we will show that every instance
of pBα ^ Bβq Ñ Bpα ^ βq is provable in the system from Fig. 5.7. Assume that p is an
atomic formula that does not occur in α and β.

1. pEp^Bαq Ñ Epp^ αq, by A12

2. pEpp^ αq ^Bβq Ñ Epp^ α ^ βq, by A12

3. pEp^Bα ^Bβq Ñ Epp^ α ^ βq, from 1. and 2. by intuitionistic logic

4. pBα ^Bβq Ñ Bpα ^ βq, from 3. by R4

We will also show that necessitation, i.e. the rule α{Bα, is admissible in the system, that
is, if α is provable then Bα is also provable:

1. α, assumption

2. pÑ pα ^ pq, from 1. by intuitionistic logic

3. EpÑ Epα ^ pq, from 2. by R3

4. pJ ^ Epq Ñ Epα ^ pq, from 3. by intuitionistic logic

5. J Ñ Bα, from 4. by R4

6. Bα, from 5. by intuitionistic logic

Note that the negation  is very weak. It satisfies only a form of contraposition
expressed in the rule R2, and as such it is a paraconsistent negation: pα ^  αq Ñ β is
not a valid schema. The rule R2 could be replaced, without any impact on the set of
provable formulas, by double negation introduction αÑ   α and a rule of contraposition
in this modified form: α Ñ β{ β Ñ  α. This is sometimes regarded as a minimal
characterization of negation. For example, according to [17], “nothing can be called a
negation properly if it does not satisfy (Minimal) Contraposition and Double Negation
Introduction”. This might be however, viewed as too harsh, given that there are some
intriguing non-classical logics in which negation does not validate the rule of contraposition.

5.5 A conditional counterpart of B
In this section we will introduce a conditional counterpart Ź of the modality B. We will
employ a language L2 in which B is replaced with Ź (we will see that B will be definable
by Ź):

α ::“ p | K | αÑ α | α _ α | α ^ α |  α | Eα | α Ź α

Informally speaking, αŹ β says that for every extension of the current state every trusted
source that supports α is contained in a trusted source that supports β. This is illustrated
in Fig. 5.8 and defined more precisely by this semantic clause:
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s , α Ź β

u

t ,α

v ,β

ď
ď

S

Figure 5.8: s supports αŹ β iff for every extension of s, every trusted source supporting α
is contained in a trusted source supporting β

• s , α Ź β iff for all u ě s and tSu such that t , α there is v such that t ď v, vSu
and v , β.

Note that Bα can now be defined as JŹ α. So, the conditional Ź is a natural conditional
counterpart of B that allows us to regard B as a defined connective. One could proceed
the other way around and define an interesting conditional connective in terms of B, for
example by the formula BpαÑ βq or by BαÑ Bβ. We plan to explore the properties of
these conditionals in future research.

An important feature of Ź is that, on the algebraic level, it is an operation on filters.

Proposition 5.5.1. ||α||M is a filter, for every L2-formula α and every info-modelM.

Proof. By induction. The inductive step forŹ is analogous to the step for B in the language
L1 (see the proof of Proposition 5.3.1).

One can observe that the semantics of Ź in a sense generalizes intuitionistic implication,
by reflecting the structure of trusted sources. Consider the special cases of info-models in
which sCt iff s \ t ‰ i, and sSt iff s ď t, that is, s is compatible with t iff the fusion of s
and t does not collapse into the trivially inconsistent state, and each part of any state is
considered as trusted.

It can be checked that if C and S are defined in this way in a distributive lattice with
the top element i then the resulting structure is indeed an info-model. Moreover, in this
model negation collapses into the intuitionistic negation, i.e. for every state s, s ,  α
iff s , α Ñ K. Moreover, the epistemic modalities become trivial in this way: for every
state s, s , Eα iff s , Bα iff s , α. In these particular cases, the implication Ź becomes
equivalent to the intuitionistic implication: for every state s, s , α Ź β iff s , αÑ β.

We say that an L2-formula α is L2-valid, and we write (L2 α, if α is supported by every
state of every info-model. Here are some examples of general logical principles governing Ź.

Proposition 5.5.2. For any L2-formulas α, β, if αÑ β is L2-valid then αŹ β is L2-valid.
Moreover, the following formulas are L2-valid, for all L2-formulas α, β, γ:
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paq pα ^ αq Ź β,

pbq ppα Ź βq ^ pβ Ź γqq Ñ pα Ź γq,

pcq pα Ź pβ Ź γqq Ñ ppα ^ βq Ź γq,

pdq pα Ź pα Ź βqq Ñ pα Ź βq,

peq ppα Ź pβ Ź γqq ^ pα Ź βqq Ñ pα Ź γq,

Proof. (a) Assume s ď t, uSt and u , α ^  α. This can happen only if u “ i. Then
u , β.

(b) Assume s , α Ź β and s , β Ź γ. Take any t ě s and uSt such that u , α. Then
there is v ě u such that vSt and v , β. Then there is w ě v such that vSt and w , γ.
So, s , α Ź γ.

(c) Assume s , αŹ pβ Ź γq. Take any t ě s and uSt such that u , α^ β. Then there
is v ě u such that vSt and v , β Ź γ. Since v ď t, uSt and u , β, it holds that there is
w ě u such that wSt and w , γ. So, s , pα ^ βq Ź γ.

(d) Similar to (c). Just replace β with α and γ with β.
(e) Assume s , α Ź pβ Ź γq and s , α Ź β. Take any t ě s and uSt such that u , α.

Then there is v ě u such that vSt and v , β Ź γ, and there is w ě u such that wSt and
w , β. Since t ě v and wSt, there is x ě w, xSt, and x , γ. Since x ě u, we have shown
that s , α Ź γ.

Note that the inverse implications of (c) and (d) from the previous proposition do not
hold generally.

5.6 Axiomatic characterization of L2
An axiomatization of the logic L2 is formulated in Fig. 5.9. If an L2-formula α is provable
in this system, we write $L2 α. This system modifies the system for L1 in that it replaces
the axiom A12 and the rule R4 by the axioms A12˚, A13˚ and the rule R4˚. Note that in
analogy to the case of the modality B, the new principles together encode specification and
generalization of the universal propositional quantifier in the following equivalence that is
itself not expressible in L2:

α Ź β Ø @ppEpα ^ pq Ñ Epβ ^ pqq.

5.7 Normal models
In this section we are concerned with “normal” info-models, by which we mean info-models
in which every trusted source (of any state) is contained in a maximal trusted source (of
the same state). We do not have a general philosophical justification of this property (and
thus we do not require that it must be generally satisfied) but it is worth noticing that in
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Axioms

A1 K Ñ α
A2 αÑ pβ Ñ αq
A3 pαÑ pβ Ñ γqq Ñ ppαÑ βq Ñ pαÑ γqq
A4 αÑ pα _ βq
A5 β Ñ pα _ βq
A6 pαÑ γq Ñ ppβ Ñ γq Ñ ppα _ βq Ñ γqq
A7 αÑ pβ Ñ pα ^ βqq
A8 pα ^ βq Ñ α
A9 pα ^ βq Ñ β
A10 EαÑ α
A11 Epα ^ αq Ñ K

A12˚ pEα^ pα Ź βqq Ñ Eβ
A13˚ pα Ź βq Ñ ppα ^ γq Ź pβ ^ γqq

Rules

R1 α, αÑ β{β
R2 αÑ  β{β Ñ  α
R3 αÑ β{EαÑ Eβ
R4˚ pα ^ Epβ ^ pqq Ñ Epγ ^ pq{αÑ pβ Ź γq

assuming that p does not occur in α, β and γ

Figure 5.9: A Hilbert style axiomatization of L2
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models satisfying this property the semantic clauses for the epistemic operators B and Ź
can be simplified and presented in a more familiar way. In particular, in normal info-models
we can define an accessibility relation on states and characterize B as a box modality and
Ź as a strict implication relative to this accessibility relation.

Since not every info-model is normal, a natural question arises whether the logic of all
info-models is the same logic as the logic of all normal info-models.3

For any state u of any info-frame F “ xA,[,\, i, C, Sy, we define the set of its maximal
trusted sources:

• MSpuq “ tv P A | vSu, and there is no w ‰ v such that v ď w and wSuu.

Instead of t P MSpuq, we will also write tSmu. Moreover, we define an “accessibility
relation” RS among states of F :

• sRSt iff there is u ě s such that tSmu.

We say that F is normal if every trusted source is contained in a maximal trusted source,
i.e. the following condition is satisfied for every state u:

• if tSu then t ď v for some v PMSpuq.

An info-model is normal if it is based on a normal info-frame. One can observe that
in normal info-models E can be equivalently characterized in terms of maximal trusted
sources: s , Eα iff there is tSms such that t , α. More interestingly, the semantics of B
and Ź can be simplified in the following way:

Proposition 5.7.1. Let s be a state of a normal info-model. Then

paq s , Bα iff for all t, if sRSt then t , α,

pbq s , α Ź β iff for all t, if sRSt and t , α then t , β.

Proof. To prove (a) assume first that s , Bα and take any u ě s and tSmu. Then there
is v ě t such that vSu and v , α. But since t is a maximal trusted source of u we obtain
v “ t. We have proved for all t, if sRSt then t , α. For the opposite direction, assume
that for all t, if sRSt then t , α. Take any u ě s and vSu. Since the model is normal, v
is contained in a maximal trusted source of u which, by the assumption, supports α. We
have proved that s , Bα. The claim (b) is proved analogously.

5.8 Concluding remarks
In this paper we have introduced a semantic framework in which models are based on a
collection of potentially non-trivially inconsistent information states, and on a “trusted
source relation” that selects among the sources of each state those that are consistent

3The question is resolved positively in the published manuscript by proving the finite model property.
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and regarded as trusted. On the basis of this relation, we have semantically defined two
epistemic modalities and a conditional connective, and we have characterized the logic
governing these operators.

In future research we would also like to explore various extensions of the current frame-
work. For example it seems natural to introduce some non-persistent operators into the
language, e.g. the non-persistent version of B with a semantic clause quantifying only
over the trusted sources of the current state (and not over the trusted sources of all its
extensions).

We also plan to refine the framework to make the structure of trusted sources more
fine-grained. For example, instead of the binary relation S we could consider a ternary
relation T . Then, instead of having just tSu (t is a source of u that is trusted) we would
have Tstu, meaning that s, t are sources of u, and t is more trusted by u than s. It would
be interesting to consider epistemic operators that could be defined in terms of such a
comparative trusted source relation.



Chapter 6

Taking Up Thagard’s Challenge: A
Formal Model Of Conceptual
Revision

Both belief revision theories and scientific change theories seek to offer rational ways for
theory change in light of new evidence, whether it is the subjective belief states of agents
or a corpus of scientific data and hypotheses. Despite this very substantial link between
belief revision and scientific theory change, there have been few attempts in the literature
to bridge the two fields. A recent collection of papers edited by Martin and Osherson
[117] can be cited as part of such endeavor, where various authors reinterpret the AGM
belief revision as a way of rational hypothesis selection. We aim to contribute to this
endeavor by responding to a challenge posed in [149]. Thagard presents a framework
for conceptual change in science based on conceptual systems, and he challenges belief
revision theorists, claiming that traditional belief-revision systems are able to model only
the two most conservative types of changes in his framework, but not the more radical ones.
Here we take up Thagard’s challenge, presenting a belief-revision-like system that is able
to mirror radical types of conceptual change. We propose a conceptual revision system,
i.e., a belief-revision-like system that takes conceptual structures as units of revisions.
We show how our conceptual revision and contraction operations satisfy analogous of the
AGM postulates at the conceptual level and are able to mimic Thagard’s radical types of
conceptual change.

Besides suggesting similar methodologies for theory change, both belief change and
conceptual change can be characterised as ways of learning, which take place on different
levels. Bridging the two then not only highlights their common features but also opens the
way for their combination in the direction of a holistic theory of learning. The approach of
the BBR models for structuring information states provides an important advantage as we
can model changes on both the belief level and the conceptual level. Specifically, we can
model a fine-grained structure for conceptual hierarchies rather than representing them as
single, fat sentences. Moreover, the fusion function designed to apply to the information
structures can be applied to the conceptual structures, to model a natural dynamics of
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concepts. Few other works in the literature follow a similar approach of bringing closer
belief change and conceptual change by modeling the two in the same fashion, Corina
Strosner’s recent work on predicate change aims to deal with conceptual change in the
fashion of dynamic epistemic logic [144], and Andreas Holger proposes a dynamization of
classical structuralism through a synthesis of the structuralist theory of science with the
theory of base-generated revisions [8] are some of them.

A holistic approach that connects conceptual revision in particular with hyperinten-
sional belief revision might also help address the logical omniscience problem. Specifically,
some aspects of the logical omniscience problem, characterised by the closure conditions
C1-C8 in Figure 4.1 can be explained by reference to concept possession by reasoning
agents. Jago considers that a plausible explanation for the failure of closure under dis-
junction introduction (from Bφ infer Bpφ_ψq) is that it might be unwarranted to ascribe
to an agent beliefs that go beyond her conceptual repertoire [78, p.16]. Following Yalcin
[172], Jago understands concepts as abilities of a certain kind, where to possess a concept
is to draw certain distinctions in the world [78, p.17]. Now, Yalcin understands concepts
as world-partitions, which are identified with subject-matters in the tradition following
Lewis and Yablo. His definition, however, fits very well with the conceptual structures
introduced below. While concepts and subject-matters come apart both in Jago’s proposal
and in the view proposed in this dissertation (that is, concepts are not reasoning contexts
set by information states), the following might be an initial step for aligning concepts in
the sense of Yalcin, with subject-matters understood as reasoning contexts. To summarise,
a reasoning approach that aligns a concept possession model with a hyperintensional be-
lief revision model might improve our understanding of aspects of the logical omniscience
problem related to concept possession.1

The following chapter adds to the flexibility claim of the BBR models by showing a
successful application that goes beyond their initial purpose. What is achieved is also in-
teresting for understanding and modeling conceptual change, as we can further investigate
a belief-revision-like theory of how to revise inconsistent as well as fragmented (i.e., patch-
work) concepts with multiple related meanings, while taking advantage of various features
of the BBR models.

The content of this chapter is a full collaboration with Matteo De Benedetto and it
is based on the paper “Taking Up Thagard’s Challenge: A Formal Model of Conceptual
Revision”, published in Journal of Philosophical Logic [30].

1Jago also proposes a direction for combining belief ascription with conceptual competence, based on
the exact truth-maker semantics for belief ascription. Accordingly, the conceptual competence of an agent
is understood as her ability to identify states of the world that exactly correspond to a certain conceptual
content. These are the states that exactly decide for an x whether x is F (i.e., a state that is an exact
truth-maker for Fx_ Fx) [78, p.18].
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6.1 Introduction
Thagard [149] developed a fine-grained cognitivist model of scientific theory change cen-
tered around transformations in conceptual systems. Conceptual systems are complex
structures similar to frames [113, 57]. They are made of concepts and objects nodes
connected via different kinds of links such as kind-links, instance-links, rule-links, and
part-links. Changes in science then correspond to different modifications of these links.
Specifically, scientific revolutions involve major transformations in part-links and in kind-
links inside a conceptual system.

Thagard defended his concept-based model and the autonomy of conceptual change
arguing that these revolutionary changes cannot be modeled by belief-revision theories.
This supposed impossibility of modeling radical conceptual change within a belief-revision
framework has been dubbed Thagard’s challenge [118]. Specifically, Thagard’s challenge
claims that strong kinds of conceptual change are irreducible to belief-revision types of
changes, because the former involves holistic recombinations of links and nodes in a given
conceptual system that cannot be modeled by any piece-meal belief-revision operation.
This irreducibility shows for Thagard how frame-based representation of knowledge, despite
being expressively equivalent to first-order logic, is procedurally different [146, 147].

Despite the enormous expansion of the belief-revision literature in the last thirty years
[68] and recent work connecting it with philosophy of science [117], Thagard’s challenge has
not received so much attention.2 The main aim of this work is to suggest a way of taking
up Thagard’s challenge by developing a belief-revision-like framework capable of modeling
the radical types of conceptual change described by Thagard. Specifically, we will present
a conceptual revision framework in which we can revise and contract conceptual structures,
i.e., set-theoretic representations of Thagard’s conceptual systems. Our change operations
will be reminiscent of the ones used in base-generated belief change theories [132, 68], but
working on conceptual structures instead of belief bases.

Our choice of units of revision, i.e., conceptual structures, makes our system differ
from other applications of belief-revision to the problem of scientific change. Traditionally,
belief-revision theories deal with piece-meal changes in a belief set similar to the kind of
changes happening in normal science (cf. [121]). In applying these theories to the problem
of scientific change, logicians have focused on mirroring changes in scientific theories as
changes in (usually structured) belief sets [111, 38, 66, 8, 144]. This belief-centered take
on scientific change is exactly the reason why Thagard claims that belief revision theories
are not adequate for representing conceptual change [147, 148]. We instead chose to model
conceptual change at its native level of abstraction, without any reference to the belief level.
We achieve this by lifting the methodology of belief revision theories to the conceptual
level. As a result, the aim of our change operations will then be the preservation of the
consistency of conceptual structures. This consistency is understood as the satisfaction of
some structural constraints on the components of a conceptual structure that ensure the

2For a couple of exceptions that suggest ways of expanding belief revision to treat certain aspects of
scientific conceptual change, and thus could be considered implicit partial replies to Thagard’s challenge,
see [135] and [67].
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overall consistency of the knowledge represented by it. The knowledge represented via our
conceptual structures is similar to the content represented by description logics [170], since
they also represent knowledge about concept hierarchies.3

We will show how eight out of Thagard’s nine degrees of conceptual change can be
adequately represented in our conceptual revision framework. Specifically, we will mirror
all changes that reflect transformations in the structure of conceptual systems, leaving out
what Thagard calls tree switching, i.e., a more radical kind of change involving a gestalt-like
switch in the external interpretation of a given conceptual system. We will demonstrate
how each of these eight degrees of conceptual change is mirrored by a specific case of our
conceptual revision and contraction operations.

By taking up Thagard’s challenge, we intend to show the limitations of belief-centered
approaches to scientific change. Our framework shows that, in order to have a satisfactory
belief-revision-like account of conceptual change, we have to work at the conceptual level.
The extension of traditional belief revision systems into our conceptual revision framework
involves rethinking some of the core notions of belief revision such as consistency and
completeness. We move from a set-theoretic notion of consistency (and completeness) to
a structural one, and we show how these conditions of consistency organise conceptual
knowledge. By shifting to the conceptual level we therefore create new opportunities
for more general systems of belief revision which can work on different levels of reasoning.
Furthermore, using belief revision as a background framework allows us to bridge the logic-
oriented approaches to conceptual change with the more cognitive-oriented ones, therefore
achieving a logical taxonomy of types of conceptual change.

In Section 6.2, we will present Thagard’s account of scientific conceptual change. In
Section 6.3, we will present our belief-revision-like model of conceptual revision. More
specifically, we will present a revision and a contraction operation that work on conceptual
structures. In Section 6.4, we will show how our conceptual revision model satisfies several
rationality postulates analogous to the AGM ones for belief revision theories [1]. In Section
6.5, we will demonstrate how our revision and contraction operations are able to mirror
several kinds of conceptual changes depicted in Thagard’s framework. Finally we will draw
some general conclusion on the results and limitations of the present article and we will
sketch some directions for future work.

6.2 Thagard’s model of scientific conceptual change
Thagard’s model of conceptual change in science is built upon the notion of a conceptual
system [149]. A conceptual system is a set of nodes interconnected via various kinds of
links, a structure that closely resembles frames [113, 57]. More specifically there are two
kinds of nodes and four kinds of links that can figure in a conceptual system. Nodes can be
concept nodes or object nodes, mirroring respectively concepts and objects. Concept nodes

3AGM-style and base-generated revision theories in description logics are also proposed in [130] and in
[131].
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can be connected with other concept nodes via three kinds of links (kind-links, part-links,
rule-links) and with other object nodes via another kind of links, i.e., instance-links:4

• Kind-links (from concepts to concepts): intuitive reading ‘is a kind of’, example ‘the
canary is a kind of bird’.

• Part-links (from concepts to concepts): intuitive reading ‘a whole has a given part’,
examples ‘the beak is a part of birds’, ‘fins are part of fishes’.

• Rule-links (from concepts to concepts): intuitive reading as expressing generic rela-
tions between concepts, example ‘canaries are yellow’.

• Instance-links (from objects to concepts): intuitive reading ‘is an instance of’, exam-
ple ‘Tweety is a canary’.

The most important kinds of links are the ones between conceptual nodes. Kind-links
and part-links specify what the constituents of (a part of) the world are according to
a given conceptual system. Concepts within conceptual systems are organised in kind-
hierarchies and part-hierarchies, i.e., sets of kind-links and part-links that are constrained
in a tree-like form in order to give a consistent picture of (a part of) the world. Rule-links
instead represent factual information and default reasoning mechanisms codified within
the conceptual system. They are not organised in a hierarchy, but they can be divided
between weak-rules and strong-rules depending on the strength of the information they
represent.

Conceptual changes on a given conceptual system are then ordered by Thagard [149,
p.35] in terms of how radical they are, from the least to the most radical:

1. Instance-addition: adding an instance relation saying that a given individual is an
instance of a given concept, e.g., ‘that blob in the distance is a whale’.

2. Rule-addition: adding a rule relation, e.g., ‘whales can be found in the Arctic ocean’
or ‘whales eat sardines’.5

3. Part-addition: adding a new part-relation, e.g., ‘whales have spleens’.

4. Kind-addition: adding a new kind-relation, e.g., ‘a dolphin is a kind of whale’.

5. Concept-addition: adding new concept, e.g., ‘sound-wave’ or ‘narwhal’.
4Note that Thagard in presenting his framework mentions also a fifth kind of link, property-links [149,

p.31]. This kind of links is supposed to mirror the information of a given object possessing a given property,
but it does not seem to play any role into Thagard’s model of conceptual change. It is in fact not mentioned
in his abstract presentation of the model [149, p.34-39] nor in any of the case studies [149, p.131-224]. We
chose therefore to omit this kind of link from our discussion.

5Note that Thagard actually divides the rule-addition kind of conceptual change in two distinctive
sub-types: weak-rule and strong-rule addition. Since Thagard’s distinction between weak and strong rules
is entirely pragmatical [149, p.35], being it based on the problem-solving power of a rule, we collapse in
our framework these two types of changes in one.
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6. Kind-collapse: collapsing part of a kind-hierarchy, abandoning a previous distinction,
e.g., when Darwin collapsed species and varieties within a species distinction.

7. Hierarchy-reorganization: shifting concepts or parts of the kind and part-hierarchies
to another part of the hierarchies, i.e., branch-jumping such as Darwin’s shift of
humans to the animal-mammal part of the kind-hierarchy. It may also involve trans-
formation of part-relations onto kind-relations and vice versa.

8. Tree-switching: changing the organisational principle of the kind-hierarchy, e.g., Dar-
win’s switch from a morphological kind-hierarchy to an evolutionary one.

The aforementioned Thagard’s challenge consists of the claim that belief revision sys-
tems can model just the first two degrees of conceptual change, i.e., instance-addition and
rule-addition, but not the other six [149, p. 36]. Both instance-addition and rule-addition
represent in fact piecemeal additions that do not involve any recombination in the part-
and kind-hierarchies of a given conceptual system. These two kind of changes can then
be adequately mirrored as changes at the belief-level, revising for instance the extension
of a predicate and its prototypical instances [144]. The other six, more radical kinds of
conceptual changes are more holistic types of changes, since they involve the adjustment
of the part- and kind-hierarchies (as well as rule and instance-relations) of the whole con-
ceptual system. These changes represent in fact how scientists in revolutionary times add
new concepts, delete old concepts, drastically reorganise kind and part-hierarchies, and
sometimes they even change the organisational principle of the hierarchical tree. Due to
their holistic character, these changes cannot be easily mirrored as changes at the belief
level like the first two. These revolutionary changes, then, are for Thagard [149, p.28]
evidence that conceptual change is irreducible to belief-revision.

6.3 A conceptual revision model
In the previous section we described Thagard’s model of scientific conceptual change. In
this section, we present a formal model of conceptual revision that is able to model the
kind of changes described by Thagard, including the more radical ones. Our system is
equipped with a change mechanism similar to the one of base-generated belief revision
frameworks, but the units of change are structure mirroring Thagard’s conceptual systems
rather than belief bases. In this way, we can mirror Thagard’s changes at their native level
of abstraction, namely the conceptual level.

Our framework takes as its units of changes set-theoretic entities which we call concep-
tual structures. We define two different domains, one for concepts and one for individual ob-
jects, as the primary elements of a conceptual structure. Our conceptual structures enrich
these two basic domains with different relations between elements of these domains. Mir-
roring Thagard’s system, we define three two-place relations between elements of the con-
cept domain (kind-relation, part-relation, rule-relation) and one two-place relation between
elements of the object domain and elements of the concept domain (instance-relation).
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Conceptual Structures and Conceptual Hierarchies Formally, a conceptual struc-
ture is defined as follows:

Definition 6.3.1. CS “ xC,O, K, P,R, Iy is a conceptual structure iff,

• C and O are (possibly empty) finite domains of (respectively) atomic concepts and
individual objects.

• K “ txx, yy, . . . u and P “ txx, yy, . . . u are two-place irreflexive relations between
elements of the concept domain such that x, y P C and xx, yy is an ordered pair.
They represent respectively Thagard’s kind and part links between concept nodes.
If xx, yy P K, we write x ĂK y (same for x ĂP y, if xx, yy P P ).

• R “ txx, yy, . . . u, with x, y P C and xx, yy is an ordered pair, is a two-place anti-
symmetric relation between elements of the concept domain. It represents Thagard’s
rule links between concept nodes.

• I “ txa, xy, . . . u with a P O and x P C and xa, xy is an ordered pair, is a two-place
anti-symmetric relation between elements of the object domain and elements of the
concept domain. It represents Thagard’s instance links between object and concept
nodes.

We can then single-out specific kind-relations and part-relations through a tree-like
structural requirement. Relations satisfying this requirement are then called respectively
kind-hierarchies and part-hierarchies. This requirement is our way of rationally recon-
structing Thagard’s implicit structural requirements on conceptual systems. Similarly,
we introduce criteria to single out certain rule and instance relations as consistent rule
and instance relations. With these further criteria we mirror common constraints on how
knowledge is represented in a consistent way by frames (cf. [6, 57]). Then, a conceptual
structure is a conceptual hierarchy iff its kind relation is a kind-hierarchy, its part relation
is a part-hierarchy, its rule relation is a consistent rule relation, its instance relation is a
consistent instance relation, and all the concepts and objects occurring in its relations are
members respectively of the concept domain or the object domain.

Definition 6.3.2. CH “ xC,O, Kh, Ph, Rcons, Iconsy is a conceptual hierarchy iff,

• C and O are (possibly empty) finite domains of respectively concepts and objects,
which include all the concepts and objects that appear in the relations.

• Kh is a kind-hierarchy, i.e., a transitive kind-relation K “ txx, yy, . . . u that, if non-
empty, has a top element and from any other element of the ordering there exists a
unique path to this top element modulo transitivity.

• Ph is a part-hierarchy, i.e., a transitive part-relation P “ txx, yy, . . . u that, if non-
empty, has a top element and from any other element of the ordering there exists a
unique path to this top element modulo transitivity.
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• Rcons is a consistent rule-relation, i.e., a rule-relation R “ txx, yy, . . . u such that
@x, y, z P C if xx, yy P Rcons and z ĂK x, then xz, yy P Rcons.

• Icons is a consistent instance-relation, i.e., an instance-relation I “ txa, xy, . . . u such
that @x, y P C and @a P O if xa, xy P Icons and x ĂK y, then xa, yy P Icons; @x, y P C
and @a P O it holds that xa, xy P Icons and xa, yy P Icons only if x ĂK y or y ĂK x.

The transitivity requirement says about a kind-hierarchy and a part-hierarchy that
xx, yy, xy, zy P KhpPhq implies that xx, zy P KhpPhq. We define the top element in a kind-
relation (part-relation) as follows: given a conceptual structure H, the concept domain CH
and the kind-relation KH (part-relation PH) of H, a concept a P CH is a top element in
KH (PH) iff for all concepts t ­“ a in CH which occur in a pair in KH (PH), it holds that
xt, ay P KH (P PH). Hence, an ordering on concepts determined by a kind-hierarchy (part-
hierarchy) is upward closed. By a unique path to the top element from any other element
modulo transitivity we mean that, given a is a top element in a kind-relation (or in a part-
relation), for all t ­“ a which occur in a pair in the kind-relation (part-relation), if xt, yy and
xt, zy are pairs in the kind-relation (part-relation), and y ­“ z, then either xz, yy or xy, zy is
also a pair in the same relation. In other words, kind-hierarchies and part-hierarchies do
not allow upward branchings (Figure 1). The requirements on the consistent rule-relation
and the consistent instance-relation say that these relations are transitively closed modulo
the relevant kind-hierarchies. We have also required that a consistent instance-relation
does not allow upward branching.

rorkas

rhumans rwhales

rmammals

K

K K

K

Figure 6.1: A conceptual hierarchy made of four concepts and four kind-links between
them.

6.3.1 Revision on conceptual structures
In this section we will describe how a conceptual structure should be revised in our frame-
work. Revising a conceptual structure means adding new elements (of a conceptual struc-
ture) to an existing conceptual structure, while preserving (or restoring) the consistency
of the revised conceptual structure. The information we want to add (or delete) can be a
concept, an object, a kind-relation, a part-relation, a rule-relation, or an instance-relation.
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Consistency is characterised by the idea of conceptual hierarchies, i.e., by structural re-
strictions on the different kinds of relations connecting concepts and objects within a
conceptual structure. Therefore, the goal of our conceptual revision framework is to define
change operations which preserve these structural limitations.

We start with identifying the form of the eligible arguments for a revision. Suppose we
want to revise an existing conceptual structure with an instance (i.e., an instance-addition
in Thagard’s framework). Suppose we want to add that Bob is an orka (IxBob, orkay).
If the existing structure does not already contain the concept of an orka and the object
Bob, simply adding the instance link would not make sense. Hence we require that the
arguments of conceptual revision are formulated as proper conceptual structures. That is,
as an argument of a revision, we express the above instance link as a conceptual struc-
ture (let us call it C) which consists of the following: CC “ torkau,OC “ tBobu, IC “
txBob, orkayu, KC “ PC “ RC “ H.

Next, we have to choose what kind of revision operation we want in our framework.
The consistency of the revised (conceptual) structure could for instance be preserved while
making the additions, or it could instead be restored after the addition process [67]. The
former approach is typical of the AGM belief revision paradigm [1], while the latter is
common amongst base-generated revision theories [68, 132]. Our revision operations on
conceptual structures will resemble the approach of base-generated revisions. Given a
conceptual structure and an argument of revision, we will first add them on top of each
other, while restoring the transitivity of the relation (by adding new links) in the resulting
conceptual structure. Next, we will retrieve the consistent parts of this structure to build
the revised (consistent) conceptual structure.

In base-generated belief revision, one adds the new information to the existing body of
beliefs via a set-theoretical union operation.6 The potential inconsistency in the expanded
belief set is caused by too much information. To eliminate this inconsistency, the (less
entrenched) beliefs responsible for it are deleted from the new belief set.

In our framework, the inconsistency of a conceptual structure may be caused by too
much information or by too little information. In fact, the pivotal requirement of transi-
tivity for the relations of a conceptual hierarchy could be lost during revision. In order
to restore the consistency of a conceptual structure, we need to eliminate the inconsistent
parts and to repair the transitivity of its relations. We will deal with the transitivity is-
sue in the first step of our revision, i.e., the addition of new information to a conceptual
structure (which constitutes the operation of conceptual expansion). In the second step
of our revision, we will instead deal with the problem of inconsistent parts, proposing a
mechanism that retrieves consistent parts of the expanded conceptual structure.7

6We significantly simplify the mechanism of base generated revisions. In fact the new information is
added on top of a structure called a belief base which is the foundation of an agent’s beliefs. Moreover, the
addition of the new information is set-theoretical only if we are dealing with flat belief bases which are
not ordered by a preference or entrenchment relation. Full theories of belief revision usually include such
orderings to account for the rationality of changing beliefs. Adding beliefs in the AGM paradigm also goes
further than the union operation as it involves taking the deductive closure of the new belief set.

7While we could keep the expansion process simple and deal with the (possibly lost) transitive closure
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Conceptual expansion We will define conceptual expansion as the process of adding
new information to a conceptual structure, while restoring the transitivity of the rela-
tion in the resulting conceptual structure. More specifically, conceptual expansion will be
performed via the fusion models.

Definition 6.3.3. A tuple CS‘ “ xCS,‘y is fusion model on conceptual structures iff CS
is a set of conceptual structures that is closed under the total conceptual fusion function
‘ from CS ˆ CS to CS, uniquely determined by the following:

• CA‘B “ CA ∪ CB

• OA‘B “ OA ∪ OB

• KA‘B “ TCpKA ∪KBq

• PA‘B “ TCpPA ∪ PBq

• RA‘B “ TC|KA‘BpRA ∪RBq

• IA‘B “ TC|KA‘BpIA ∪ IBq

TC stands for the transitive closure operation on our sets of pairs. For instance, the
transitive closure of a kind-relation K is the smallest transitive set of pairs that contains
K such that if xa, by and xb, cy is in TCpKq then xa, cy P TCtKu. Transitive closure on
rule-relations and instance-relation are via transitivity modulo the kind-relation. Thus, an
instance-relation I is transitively closed modulo the relevant kind-relation K (TC|K) iff
given xb, cy P K and xa, by P I, then also xa, cy is in I.

The above model specifies how to add a full conceptual structure on top of another one.
We show with an example how conceptual expansion via conceptual fusion models

works. Let H be the conceptual hierarchy depicted in Figure 1 such that

CH “ trmammals, rhumans, rwhales, rorkasu,OH “ PH “ RH “ IH “ H,

KH “ txhuman,mammaly, xwhale,mammaly, xorka, whaley, xorka,mammalyu.

Let A be a conceptual structure consisting of: CA “ trfishs, rorkasu, OA “ tpBobqu,
KA “ txorka, fishyu, IA “ txBob, orkayu, PH “ RH “ H. Then, by the fusion model, we
can obtain the conceptual structure H ‘ A determined by the following elements:

in the process of retrieving information, we believe it is more natural to restore the transitivity required
for consistency as part of the expansion operation. One reason is that restoring transitive closure will be
done by adding new links, and keeping all additions as part of the expansion and limiting the process of
retrieval of information to elimination of some (less entrenched) parts of the expanded structure which
contribute to the inconsistency allows simpler definitions for the two processes. Another reason is that
this allows us to characterise a conceptual expansion operation which results in structures which resemble
conceptual hierarchies to an extent that they are somehow useful in practice.
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CH‘A “ trmammals, rhumans, rwhales, rorkas, rfishsu,OH‘A “ tpBobqu
KH‘A “ txhuman,mammaly, xwhale,mammaly, xorka, whaley,

xorka,mammaly, xorka, fishyu, PH‘A “ RH‘A “ H,

IH‘A “ txBob, orkay, xBob, fishyxBob, whaley, xBob,mammalyu.

The instance pairs xBob,mammaly, xBob, whaley and xBob, fishy in IH‘A are additions
to the simple union of IH and IA via the transitive closure operation.

rfishs

rorkas pBobq
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Figure 6.2: The conceptual structure A (on the left) and the conceptual structure H ‘ A
(on the right).

Conceptual revision Conceptual expansion may not always produce a conceptual hi-
erarchy. Since our aim is to obtain conceptual hierarchies as the result of revisions, we
propose a consistency check mechanism for restoring the consistency of conceptual struc-
tures. This mechanism is a modified version of the consolidation operation described in
relation to the base generated revisions [132, p.40]. In what follows, we use the notions of
a substructure and a maximal hierarchy within a conceptual structure:

Definition 6.3.4. Given two conceptual structures H,H 1, we say that H is a substructure
of a conceptual structure H 1 (denoted by H Ď H 1) iff the domains and relations defined in
H are subsets of the respective domains and relations defined in H 1.

Definition 6.3.5. Given two conceptual structures H,H 1, we say that H is a maximal
hierarchy within H 1 iff H is a substructure of a conceptual structure H 1 and any non-trivial
expansion of H within H 1 is not a conceptual hierarchy.

A substructure of a conceptual structure is then a conceptual structure, the components
of which (such as objects, concepts, and relations) are subsets of the respective components
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of the other conceptual structure. For instance, consider the conceptual structure H ‘ A
in figure 2 above. The conceptual structure below is a substructure of H ‘ A:

C “ trmammals, rwhales, rorkasu,O “ tpBobqu,
K “ txwhale,mammaly, xorka, whaley, xorka,mammalyu,

I “ txBob, orkay, xBob, whaley, xBob,mammalyu, P “ R “ H.

A substructure that cannot be (non-trivially) expanded to a conceptual hierarchy,
within the given conceptual structure, is a maximal hierarchy. For instance, the above
example of a substructure is not a maximal hierarchy, within H ‘ A. This is because it
can be expanded to a larger hierarchy that includes the concept rhumans and the kind link
xrhumans, rmammalsy. This expanded structure is instead a maximal hierarchy within
H ‘ A.

While revising a conceptual structure, we first expand it with the argument of the revi-
sion. Since it might be the case that the expansion operation fails to produce a conceptual
hierarchy, we need a mechanism which marks off the best candidates for the revised con-
ceptual structure. In order to meet some rationality criteria, such selection mechanisms
usually rely on an ordering of the alternatives based on the preferences of the selecting
agents. Hence we include in our conceptual revision model a preorder among conceptual
structures:

Definition 6.3.6. A conceptual revision model is a tuple CS‘ď “ xCS,‘,ďysuch that

• xCS,‘y is a fusion model on conceptual structures, and

• ď is a connected preorder on a set of conceptual structures.

The preorder between conceptual structures is a preference ordering. If X, Y are con-
ceptual structures in a set, and X ďCS‘ď Y , we say the conceptual structure X is at least
as preferred as the conceptual structure Y given the model CS‘ď. The most preferred
conceptual structures in a set are the ones that are minimal under ď, i.e., X is most pre-
ferred with respect to ď in a set S of conceptual structures iff for all Y in S, it holds that
X ďCS‘ď Y .

We propose that during the revision operation, the preference ordering on a set of con-
ceptual structures changes as follows: let CS be a non-empty set of conceptual structures,
and H P CS the argument of a revision, and let ď be the pre-revision preference ordering
on CS and ď1 be the revised preference ordering, then,

• for all A,B P CS, if H Ď A and H Ę B then A ď1 B and B ę1 A, and if H Ď B and
H Ę A then B ď1 A and A ę1 B,

• otherwise, A ď1 B iff A ď B.

In our model, then, we give priority to new data, i.e., the argument of the revision. More
specifically, given the revised preference ordering, the parts of the expanded conceptual
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structure which include the new data are strictly more preferred to the parts which exclude
the new data. Apart from this change, the preference ordering remains the same. The
revised conceptual structure will then be given by the intersection of the most preferred
maximal hierarchies within the expanded conceptual structure, according to the revised
preference ordering. The maximality principle concerning these hierarchies is assumed in
order to preserve as much information as possible while revising.

A preference ordering may, in fact, rate multiple conceptual hierarchies as the best
ones. In the belief revision literature, these cases are commonly solved by taking the
intersection of the selected alternatives, following the partial meet contraction and revision
operations introduced within the AGM paradigm. However, as we will show with an
example, intersecting multiple conceptual hierarchies may generate inconsistent conceptual
structures. As a solution to this problem, we propose a repetitive revision operation, where
the intersection mechanism is repeated until a conceptual hierarchy is obtained.

Since our revision operation involves changing the preference order in a revision model,
it is essentially a model-changing operation. Therefore, even if the expansion of the initial
conceptual structure with the argument of the revision is a conceptual hierarchy, the revi-
sion operation does not reduce to expansion, since changes on the preference ordering are
significant for iterating any change operation on the new conceptual structures.

Before moving on to a simple example of a conceptual revision, let us say more about
the preference ordering for conceptual structures that we assume in our model. In the
scientific context, there are many different factors that might be considered for determining
such a preference ordering. One could, for instance, establish a preference ordering based
on corroboration, where more empirically confirmed parts of a conceptual structure are
preferred (cf. Hansson’s scientific corpus model, [67]). Alternatively, another option could
be to prioritize parts of a conceptual structure involving empirical concepts in comparison
to parts involving theoretical terms, obtaining a sort of empiricist conceptual revision. It
could also be possible to held a specific part of a conceptual structure as the most preferred,
identifying it with the constitutive part of a scientific theory à la Friedman [55] or with
what Lakatos called the hard-core of a scientific research program (cf. [89]). Moreover,
a suitable preference ordering could be determined virtually by any specific bundles of
theoretical values discussed in debates over theory choice in science, such as simplicity,
fruitfulness, empirical adequacy, and the like. In the related literature in philosophy of
science, one finds contrasting bundles of epistemic values defended (e.g., [152, 105]).

Given this plethora of possible criteria for determining a preference ordering for our
conceptual structures, we decided here to stay neutral on which specific criteria we prefer.
Consistently, we will assume an arbitrary preference ordering for each set of conceptual
structure prior to revision and focus on how such an ordering change when the conceptual
structure is revised.

Since we are dealing with revolutionary changes in particular, an important assumption
of our model is, as we have already mentioned, to give priority to new data. In revising
a given conceptual structure with some new information, our framework will re-order the
preference ordering by giving priority to the new information, i.e., to the argument of
the revision. This is, of course, not the only viable option. In the related belief revision
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literature, one could find several preference re-ordering operations, ranging from extremely
conservative options to truly radical ones (cf. [133]).

Now, in the scientific context, just like we found many different possible factors for
determining a preference ordering, we can find several, often contrasting, factors for choos-
ing a specific way of re-ordering the preference ordering of our conceptual structures. Our
choice of giving priority to new information could be, for instance, generally supported by
a Popperian confutationalist stance (cf. [123]) or by the general idea that conservativity
is an enemy of scientific progress. Several scholars, including Thagard [151], have in fact
argued that the principle of minimal change should be abandoned in the scientific context
in favour of a more radical revision that prioritises new information. However, a different
picture of scientific activity and rationality could favour a radically different preference
re-ordering operation. A conservative operation, prioritising the old parts of a conceptual
structure, could perhaps be preferred by philosophers of science influenced by Kuhn [86]
and Lakatos [89], who believed that mature science always includes some degree of con-
servativity. Various finer-grained distinctions on this re-ordering could also be made, such
as restricting this conservativity to a specific part (e.g., the hard-core of a theory) of the
conceptual structure or to specific concepts (e.g., the empirical ones).

In general, the choice of the preference re-ordering operation, just like the choice of the
criteria determining such a preference ordering, seems extremely dependent on the specific
view of scientific dynamics that one favours. We chose here to prioritise novel information,
because this seems to us the choice closer to the spirit of Thagard’s framework.8 That
said, it should be clear to the reader that this is by no means the only interesting way in
which the preference ordering of a conceptual structure can be re-ordered.

To see how the revision operation is applied to conceptual structures, consider the
conceptual structures H and A in the above example. Suppose we want to revise H with
A instead of simply expanding the former with the latter. The first step of the conceptual
revision process consists of the aforementioned expansion H ‘ A (depicted in Figure 2).
Note that H ‘ A is not a conceptual hierarchy. This is because, its kind-relation is not
a kind-hierarchy and its instance-relation is not a consistent instance-relation. The kind-
relation of H ‘ A is not a kind-hierarchy because: i) although it is non-empty, it does
not have a top element, since the concept rmammals and the concept rfishs are the top
elements of two distinct conceptual substructures; ii) the kind-links xorka, whaley and
xorka, fishy, both of which occur in the kind relation of the structure, generate an upward
branching. The instance-relation of H‘A is not a consistent instance-relation because the
pairs of instance-links xBob, whaley, xBob, fishy and xBob,mammaly, xBob, fishy generate
upward branchings.

Since H ‘A is not a conceptual hierarchy, we continue the revision operation by iden-
tifying and intersecting the best conceptual hierarchies within H ‘ A, determined by the

8We should note that technically Thagard’s framework does not involve any preference ordering. Al-
though, it has an evaluation mechanism between different conceptual systems based on the notion of
explanatory coherence [150]. This mechanism is, however, used only to compare fully finished conceptual
structures after the changes have taken place. We leave the study of the relations between Thagard’s
evaluation mechanism and our preference ordering for future work.
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revised preference ordering. As the new data in this revision is the conceptual structure A,
after the revision, the conceptual hierarchies of which A is a substructure are strictly more
preferred over the ones which exclude some part of A. Then, an easy way to identify the
best maximal hierarchies within H‘A is to start with A as the base structure and expand
it within H ‘ A until reaching a maximal conceptual hierarchy. However, it might be the
case that there are no maximal hierarchies within the expanded structure that include the
new data. Then, one identifies all maximal hierarchies within the expanded structure; their
preference ordering is based on the ‘otherwise’ clause in our definition above.

Once we acceptA withinH‘A, we can only expand it with the instance link xBob, fishy.
This is in particular due to accepting that orkas are fishes. This information is inconsistent
with the information that orkas are whales, and that orkas are mammals, since fishes are
neither whales nor mammals given the expanded structure. The part of H ‘A concerning
the kind-links xhuman,mammaly and xwhale,mammaly does not directly contradict with
the information given in A. However, accepting also this part would mean that the result-
ing structure does not have a top element since fishes are not mammals, and mammals
are not fishes. Consequently, the following is the unique conceptual hierarchy (M (Fig-
ure 3)) within H ‘ A which fits the description: CM “ trfishs, rorkasu, OM “ tpBobqu,
KM “ txorka, fishyu, IM “ txBob, orkay, xBob, fishyu, PM “ RM “ H. The revision of
H with A finalises here.9
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Figure 6.3: The conceptual hierarchy M .

In the case that there are more than one maximal hierarchies in the expanded structure
which includes the argument of the revision, we pick up the most preferred among these,
and intersect them. It might be the case that the first iteration of this last step do not
result in a conceptual hierarchy. In that case, we repeat by intersecting the most preferred
maximal hierarchies within the conceptual structure we have obtained as the result of the
latest iteration. This is done until one reaches a conceptual hierarchy. Our next example

9This example of conceptual revision reveals a significant amount of information loss as a result. This
is connected to the revolutionary aspect of the scientific changes we want to represent. As it was famously
stressed by Kuhn [86], scientific revolutions involve often the loss of information in the transition from one
scientific theory to its successor, a phenomenon commonly known in philosophy of science as Kuhnian loss.
A more conservative conceptual revision may also be defined in our framework. We could, for instance,
weaken our requirements for conceptual hierarchies, eliminating the necessity of having a top element while
maintaining the ban of upward-branching. This change would allow a conceptual hierarchy to consist of
several disconnected conceptual hierarchies. This alternative definition would make the revised conceptual
structure in the above example to consist of the original result M and the following conceptual hierarchy:
C “ trhumans, rmammals, rwhalesu, K “ txhuman,mammaly, xwhale,mammalyu, O “ P “ R “ I “ H.
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shows how the revision operation is applied repetitively.
Suppose we want to revise a conceptual structure X such that CX “ ta, b, A,Bu,

KX “ txa,Ay, xb, Ay, xa,By, xb, By, xB,Ay, xA,By, u and OX “ PX “ RX “ IX “ H

with the empty conceptual structure tHu. There are two maximal hierarchies within the
expanded conceptual structure X ‘ tHu whose kind relations are the following, KX1 “

txa,Ay, xb, Ay, xa,By, xb, By, xB,Ayu andKX2 “ txa,Ay, xb, Ay, xa,By, xb, By, xA,Byu. Since
the empty conceptual structure is a substructure of both, the preference ordering remans
untouched and therefore the two conceptual hierarchies are equally preferred. Then, their
intersection includes a kind-relation which does not have a top element, i.e., KX1∩X2 “

txa,Ay, xb, Ay, xa,By, xb, Byu, that cannot be the kind-relation of a conceptual hierarchy.
We therefore repeat the revision operation, first determining the best maximal hierarchies
within the conceptual structure X1∩X2. These are the hierarchies with the kind-relations
KY “ txa,Ay, xb, Ayu and KZ “ txa,By, xb, Byu. If they are preferred equally, then the
revised conceptual hierarchy has in its concept domain only the concepts a and b, together
with an empty kind-relation

We can then define our conceptual revision operation as follows:

Definition 6.3.7. Given a conceptual revision model CS‘ď “ xCS,‘,ďy, and H,A
conceptual structures, H revised with A (let us denote it with H ˚ A, and the preference
ordering after revision with ď1) is determined by the following cases:

1. H ˚ A ” H 1 “ ∩tB : B is a maximal hierarchy within H ‘ A and for all maximal
hierarchies I Ď H‘A it holds that B ď1 Iu, if H 1 constitutes a conceptual hierarchy;

2. H ˚ A ” H2 “ ∩tC : C is a maximal hierarchy within H 1 and for all maximal
hierarchies I Ď H 1 it holds that C ď1 Iu, if H 1 does not constitute a conceptual
hierarchy and H2 constitutes a conceptual hierarchy;

3. repeat case 2 with the maximal hierarchies within the resulting conceptual structure
(e.g., starting with H2 in the first repetition) until reaching a conceptual hierarchy
as the result of the intersection, if otherwise.

6.3.2 Contraction on conceptual structures
Contracting a conceptual structure means eliminating a part of it. While our contraction
operation is defined based on conceptual revision, it differs from revision significantly in
terms of how the argument of a contraction should be formulated or expressed. Suppose
we want to contract an instance-pair xx, yy from a conceptual structure. In regard to
the arguments of revision, we required that they are formulated as conceptual structures.
An analogous way of formulating the argument of contraction would be the following:
C “ tyu, O “ txu, I “ txx, yyu, K “ P “ R “ H. However, it is not (always) necessary
to eliminate the concept and the object in order to eliminate the instance-link. Hence,
a well-formed argument for our contraction operation does not have the limitations we
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proposed for revision. An argument of contraction can be a part of a conceptual structure
as well.

In order to formalize conceptual contraction, we introduce in our revision models a
set-theoretical elimination operation a:

Definition 6.3.8. Given that A and B are conceptual structures, AaB “ A{Bsuch that

• CAaB “ CA{CB

• OAaB “ OA{OB

• KAaB “ KA{KB

• PAaB “ PA{PB

• RAaB “ RA{RB

• IAaB “ IA{IB

Our elimination operation simply eliminates B from A. For simplicity, we define our
elimination and contraction operations on conceptual structures. When the argument
of the contraction is not a (complete) conceptual structure, the excluded elements of a
conceptual structure will be regarded as empty. For instance, if an argument of a conceptual
contraction A consists solely of an instance relation, then KA, PA, RA, CA and OA are taken
to be empty. Note that the elimination operation does not include taking the transitive
closures of the resulting relations (as opposed to the expansion operation). Our contraction
operation is defined as follows:

Definition 6.3.9. A conceptual revision and contraction model is a tuple CS‘aď “

xCS,‘,a,ďysuch that

• xCS,‘y is a fusion model on conceptual structures,

• a is the set-theoretical elimination operation on conceptual structures, and

• ď is a connected preorder on a set of conceptual structures.

We propose that during the contraction operation, the preference ordering on a set
of conceptual structures changes as follows: let CS be a non-empty set of conceptual
structures, and H P CS the argument of a contraction, and let ď be the pre-contraction
preference ordering on CS and ď1 be the new preference ordering, then,

• for all A,B P CS, if H Ę A and H Ď B then A ď1 B and B ę1 A, and if H Ę B and
H Ď A then B ď1 A and A ę1 B,

• otherwise, A ď1 B iff A ď B.



116 6. A Formal Model Of Conceptual Revision

Note that, after the elimination operation, the remaining part of the conceptual struc-
ture does not have any substructures that include the argument of the contraction. Thus,
when we focus on the relevant portion of the new preference ordering, that is the portion
which orders the conceptual structures within the eliminated conceptual structure, the
new preference ordering looks identical to the initial preference ordering, due to the second
clause of our description.

Our contraction operation is quite radical, since we not only decrease the preference
ordering of the conceptual structures that include the argument of the contraction, but we
eliminate the argument from the new conceptual structures irrevocably. Just like in the
revision case, this specific contraction operation is of course not the only possible one. In
the belief revision literature, we can find more conservative ways of contracting information,
such as operations that abstain from irrevocable elimination and give priority to parts of
a structure that do not include or imply the argument of the contraction over the parts
that do. One could also imagine more radical ways of reordering the preferences by a
contraction operation, such as requiring that the parts of a structure that are consistent
with the contracted information are at most as preferred as the the parts which are not
consistent with it.10 The choice between these different contraction operations appears,
analogously to the one between different revisions operations, strongly dependent on the
specific views on scientific rationality that one favours. It is easy, in fact, to envisage
philosophical criteria that would justify any of the alternatives above. Thus, we decided
to stay as neutral as possible here, choosing the contraction operation most similar to our
revision operation.

As in the case of revision, in our framework the outcome of a contraction operation
on a conceptual structure ought to be a conceptual hierarchy. It should also be the case
that contraction operation do not expand the contracted structures with novel relations,
concepts or objects.11 As we will see, even if nothing is added to a conceptual structure
through contraction, the hierarchical structure may be lost. For instance, contracting a
structure with respect to a kind-link may affect the transitivity of the kind-relation hence
breaking the hierarchical structure. We restore the consistency of contracted conceptual
structures as we did for revised structures. That is, we pick up the most preferred maximal
conceptual hierarchies within the eliminated conceptual structure, according to the new
preference ordering, and apply the intersection mechanism, just as described for revisions,
until we obtain a conceptual hierarchy.

As an example of a contraction, consider the conceptual hierarchy H 1 such that

10To see the counterparts of these contraction operations, compare for instance, moderate contraction,
conservative contraction and severe withdrawal in [133].

11This is another reason in favour of keeping the operation of adding relations or links to recover
transitivity as part of the conceptual expansion. This way, we can use the exact process defined for
revisions in order to retain consistency after conceptual contraction without making any additions to the
conceptual structure.
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CH 1 “ trmammals, rwhales, rorkas, rnarhwalesu, OH 1 “ IH 1 “ PH 1 “ RH 1 “ H

KH 1 “ txwhale,mammaly, xorka,mammaly, xorka, whaley,

xnarwhale, whaley, xnarwhale,mammalyu.

Consider also the part of a conceptual structure A1: CA1 “ trorkas, rnarwhalesu, KA1 “

txnarhwale, whaley, xorka, whaley, xorka,mammaly, xnarwhale,mammalyu. Suppose we
want to contract H 1 with respect to A1. We start with the simple elimination of A1 from
H 1, obtaining H 1 a A1such that

CH 1aA1 “ trmammals, rwhalesu, KH 1aA1 “ txwhale,mammalyu,

OH 1aA1 “ RH 1aA1 “ PH 1aA1 “ IH 1aA1 “ H.

The output of this particular contraction H 1 ´A1 (Figure 4) is equal to H 1 aA1, aside
from the changes in the preference ordering. This is because, the latter is a conceptual
hierarchy, and the relevant portion of the new preference ordering is determined completely
by the otherwise clause in our description of preference reordering by the contraction
operation. If it were the case that H 1´A1 is not a conceptual hierarchy, the consistency of
the resulting conceptual structure would be recovered by iteratively intersecting the most
preferred maximal conceptual hierarchies within H 1 aA1, according to the new preference
ordering, until reaching a conceptual hierarchy.

rorkas

rwhales

rmammals

rnarwhales

K

K

K

KK

rwhales

rmammals

K

Figure 6.4: The conceptual hierarchy H 1 (on the left) and the conceptual hierarchy H 1´A1

(on the right).

Definition 6.3.10. Given a conceptual revision and contraction model CS‘aď, and given
H is a conceptual structure and A is a (part of a) conceptual structure, H contracted with
A (let us denote it with H ´ A, and the preference ordering after contraction with ď1) is
determined by the following cases:

1. H ´ A ” H 1 “ ∩tB : B is a maximal hierarchy within H a A and for all maximal
hierarchies I Ď HaA it holds that B ď1 Iu, if H 1 constitutes a conceptual hierarchy;
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2. H ´ A ” H2 “ ∩tC : C is a maximal hierarchy within H 1 and for all maximal
hierarchies I Ď H 1 it holds that C ď1 Iu, if H 1 does not constitute a conceptual
hierarchy and H2 constitutes a conceptual hierarchy;

3. repeat case 2 with the maximal hierarchies within the resulting conceptual structure
(e.g., starting with H2 in the first repetition) until reaching a conceptual hierarchy
as the result of the intersection, if otherwise.

6.4 Rationality postulates for conceptual change
In this section we will show how our conceptual revision models satisfy several rationality
postulates analogous to the AGM ones for belief revision [1]. Since our system works at the
conceptual level of abstraction, we cannot straightforwardly apply the AGM postulates to
it. Thus, for each AGM revision postulate we will try to develop an analogous postulate at
the conceptual level. We will also discuss rationality postulates for conceptual contraction,
trying to comprehend the counterparts of the conceptual revision ones.

First, we show that a conceptual counterpart of the AGM closure and consistency pos-
tulates for revision is satisfied in our framework.12 We will call this first conceptual revision
postulate the hierarchy postulate. This postulate amounts to the claim that a conceptual
revision operation always results in a conceptual hierarchy. Recall in fact that for a concep-
tual structure to be a conceptual hierarchy, the information represented by the relations of
the structure should not be contradictory. A conceptual hierarchy is furthermore closed,
in the sense that none of the links needed for the transitive closures of the relations is
missing. Hence, in our framework the consistency of a conceptual structure is intertwined
with its completeness. Our framework satisfies this postulate thanks to the conjunction of
the following properties: all conceptual structures have at least one maximal conceptual
hierarchy as their substructure (due to their finiteness), the preference ordering always
yields some minimal (most preferred) conceptual hierarchy (due to its connectedness), and
a conceptual hierarchy can always be reached in finitely many iterations of our revision
operation.

Theorem 6.4.1. For all conceptual structures H,A, the product of revising H with A
(H ˚ A) is a conceptual hierarchy.

Proof. Let CS‘aď “ tCS,‘,a,ďu be a conceptual revision contraction model. We need
to show that, for all conceptual structures H,A, after expanding H with A (H ‘ A) and
reordering the preferences, we can obtain a conceptual hierarchy in finitely many steps,
based on the definition of conceptual revision operation. To do this, we show that given an
arbitrary conceptual structure, the operation of intersecting the most preferred maximal
conceptual hierarchies within H (call this operation ∩˚ and the result of it on H with

12Our consistency claim is stronger than what is required by the AGM consistency postulate. The AGM
postulate assumes that the new information is not a contradiction.
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fpHq) yields a conceptual hierarchy in finitely many iterations on H (that is, performing
∩˚ on the resulting conceptual structure fpHq, and on fpfpHqq, etc.).

(1) We start with showing that for all conceptual structures H, there is an A Ď H s.t A
is a maximal conceptual hierarchy within H. To show this, the following suffices:

i) The empty conceptual structure (H) is a conceptual hierarchy. This directly
follows from the definition of a conceptual hierarchy.

ii) For all conceptual structures H, the empty conceptual structure is a substruc-
ture of H (H Ď H). This directly follows from the definition of a substructure.

iii) For all conceptual structures H, it holds that H is finite. To show this, we define
the size of a conceptual structure as follows: #H “ #CH ` #OH ` #KH `

#PH `#RH `#IH where #CH and #OH are to the number of elements in CH
and in OH respectively. #KH ,#PH ,
#RH ,#IH are the number of pairs in respective relations ofH (i.e, we equate the
size of a conceptual structure with the sum of the cardinalities of its elements).
Since CH and OH are assumed to be finite by the definition of a conceptual
structure, and since all relations in a conceptual structure are products of these
domains and hence finite themselves, it follows that all conceptual structures
are finite.

(2) Next we show that for all conceptual structures H, there is an A Ď Hsuch that A is a
maximal conceptual hierarchy within H and A is at least as preferred as all B Ď H,
where B is a maximal conceptual hierarchy within H. It follows from (1) above that
for all conceptual structures H, there are finitely many maximal conceptual hierar-
chies within H, and there is at least one maximal conceptual hierarchy within H. By
the model assumptions for the preference ordering, namely by its connectedness, it
holds that for all A,B Ď H with A,B maximal conceptual hierarchies within H, it
holds that either A ď B or B ď A. These two facts establish our claim.

(3) Lastly, we show that for all conceptual structures H, finitely many iteration of the
operation ∩˚ can be performed on H before reaching a conceptual hierarchy as the
product (fpHq). To achieve this, we refer to the description of size of a conceptual
structure from point (1) above, and prove the following:

iv) If S is the empty conceptual structure (H), f(S)=S=H. SinceH is a conceptual
hierarchy, ∩˚ can be performed exactly n “ 1 times before reaching a conceptual
structure.

v) If S is a non-empty conceptual hierarchy, fpSq “ S. This is because S is the
unique maximal hierarchy within S (for all A Ď S such that A is a hierarchy and
A ‰ S, it is possible to expand A into S, hence A is not maximal). Hence, ∩˚
can be performed exactly n “ 1 times before reaching a conceptual structure.
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vi) If S is a conceptual structure, that is not a hierarchy, it holds that fpSq Ă S,
hence #fpSq ă #S. Since #S is finite, we can iterate the operation ∩˚ on S
at most n “ #S times before reaching a conceptual hierarchy within S. To see
this, let A,B the best preferred maximal conceptual hierarchies within S. Given
that S is not a conceptual hierarchy, it holds that A,B Ă S. Then, A ∩B Ă S
by the definition of substructure. It follows that #pA ∩ Bq ă #S. Since S is
arbitrary, #fpSq ă #S holds for all such S.

vii) Since #S is finite, in n ď #S iterations of ∩˚ on S, we obtain a conceptual
hierarchy, in the limit case we obtain the empty conceptual structure, with
#H “ 0, which is a conceptual hierarchy.

Combining what is established above with the definition of our conceptual revision
operation, we conclude that the product of a conceptual revision is always a concep-
tual hierarchy.

Next, we show that our framework satisfies a success postulate, i.e., the claim that if
the argument of a conceptual revision is a conceptual hierarchy, the argument becomes a
substructure of the revised conceptual structure. This postulate corresponds to a weakened
version of the AGM success postulate for revisions.13 For the satisfaction of this postulate,
it suffices that the argument of the revision is among the minimal conceptual structures in
the (revised) preference ordering. This is achieved since our revision mechanism involves
exactly this reordering of the preferences when revising a conceptual structure.

Theorem 6.4.2. For all conceptual structures H and for all conceptual hierarchies A,
A Ď H ˚ A.

Proof. Let CS‘aď “ tCS,‘,a,ďu be a conceptual revision contraction model. Let H be
conceptual structure and let A be a conceptual hierarchy. Suppose we revise H with A
(H ˚ A). By the definition of expansion, A Ď H ‘ A. Let H 1 be the conceptual structure
H ‘ A with the revised preference ordering in accordance with revision of H with A. It
follows via (1) above, that there is a maximal conceptual hierarchy A1 within H 1, and
since A is a conceptual hierarchy, it holds that A Ď A1. It follows from the description of
reordering the preferences by the conceptual revision operation, that for all B Ď H 1 such
that B is a maximal hierarchy within H 1, it holds that B ď1 A1 (after the revision) only if
A Ď B. Thus, for all B Ď H 1 that are picked up for intersecting, it holds that A Ď B. It
follows that, A Ď ∩tB : B is a maximal hierarchy within H 1 and for all maximal hierarchies
I Ď H 1 it holds that B ď1 Iu.

13The AGM success postulate requires inclusion of the new belief without an antecedent that says it
is a consistent belief. On the other hand, the success postulate required for base-generated beliefs by
Rott [132] and Hansson [68] has that antecedent. We consider the weaker version of this postulate due
to the strong consistency claim we established. Otherwise we have a contradiction saying the result of a
conceptual structure is always consistent and if we revise a conceptual structure with a contradiction, the
contradiction is part of the revised structure.
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Similarly, for all n ě 1 and for all B1 such that B1 “ fnpH 1q (i.e., B1 is the result
of n-times iterating ∩˚ on H 1), it holds that A Ď fnpH 1q. Since A itself is a conceptual
hierarchy, it is not possible that fnpH 1q Ă A. Therefore, A Ď H ˚ A.

The third rationality postulate we consider is the vacuity postulate, i.e., the requirement
that if the expansion of a conceptual structure is a conceptual hierarchy, this expansion
is equal to the output of the revision process, aside from the reordering of the preference
relation. This requirement corresponds to the vacuity postulate in the AGM theory and it
is satisfied by our framework.14

Theorem 6.4.3. For all conceptual structures H,A, it holds that H ˚ A Ď H ‘ A and
H ‘ A Ď H ˚ A given that H ‘ A is a conceptual hierarchy.

Proof. Let CS‘aď “ tCS,‘,a,ďu be a conceptual revision contraction model. Let H,A
be conceptual structures, and suppose H ‘ A is a conceptual hierarchy. Let pH ‘ Aq1 be
H ‘A with the revised preference ordering. It holds that H ˚A “ fnppH ‘Aq1q, i.e, H ˚A
is the result of n-times iterating ∩˚ on pH ‘ Aq1. By (3) in theorem 6.4.1, it holds that
fpSq Ď S for all conceptual structures S. Therefore, H ˚ A Ď pH ‘ Aq1. Since H ‘ A and
pH‘Aq1 are equivalent besides the preference ordering, it holds that H ˚A Ď H‘A. Note
that this holds even when H ‘ A is not a conceptual hierarchy.

The other direction holds since H ‘ A is the unique maximal hierarchy within itself,
and fppH ‘ Aq1q “ pH ‘ Aq1 “ H ˚ A as shown in (v) above. Since H ‘ A and pH ‘ Aq1

are equivalent besides the preference ordering, it holds that H ‘ A Ď H ˚ A

Next, we consider the inclusion postulate, i.e., the requirement that the outcome of a
conceptual revision is a substructure of the expansion of the original conceptual structure
with the argument of the revision. This postulate corresponds to the AGM inclusion
postulate for revisions. This requirement makes sure that a conceptual structure is not
expanded further than what is needed to consistently include the argument of the revision.
This postulate is satisfied in our framework since all the steps of our revision operation
involve only substructures of the expanded conceptual structure.15

Theorem 6.4.4. For all conceptual structures H,A, it holds that H ˚ A Ď H ‘ A.
14In the AGM theory, one initially starts with a belief state and a preference ordering, yet as the result

of revision or contraction, obtains a new belief set. The result of the change operations do not include
a preference ordering. For this reason, while constructing our version, we state that the equality holds,
aside from the changes in the preference ordering. The same reasoning applies to the vacuity postulate for
contractions and to the recovery postulate, both stated below.

15It should be noted that there are three other basic AGM rationality postulates we did not discuss
here. One is the extensionality postulate which states that revision of a belief set with classically logically
equivalent arguments lead to logically equivalent revised belief sets. Since we did not comment on identity
principles concerning the conceptual structures, we cannot map this requirement to our framework for now.
The other two postulates are about revisions with conjunctions. We do not consider these as relevant for
our current conceptual revision framework, since we did not discuss relations between structures which
would correspond to logical connectives.
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Proof. See the proof for Vacuity above. Note, however, the result of the operation H ‘ A
is different from the basic union of H and A (H ∪ A) since conceptual expansion fixes
transitivity of the relations. It does not hold that H ˚ A Ď H ∪ A.

After we mapped and analyzed some rationality postulates for conceptual revision
framework, let us briefly discuss the corresponding contraction postulates. The first concep-
tual contraction postulate requires the result of a conceptual contraction to be a conceptual
hierarchy. Since conceptual contraction involves the same consistency-recovery mechanism
of conceptual revision, this principle is satisfied for reasons analogous to the revision case.

Theorem 6.4.5. For all conceptual structures H and A (A might also be a part of a con-
ceptual structure), the product of contracting H with A (HaA) is a conceptual hierarchy.

Proof. We need to show that, for all conceptual structures H, after eliminating a concep-
tual structure (or a part of a conceptual structure) A from H (H ´ A), we can obtain a
conceptual hierarchy in finitely many steps, based on the definition of conceptual contrac-
tion operation. The proof similar to that of theorem 6.4.1.

The success postulate for conceptual contraction requires the argument of the contrac-
tion (a conceptual structure or a part of one) to not be a substructure of the the result of
the contraction. A weaker version of this principle, which limits the argument of the con-
traction to non-empty conceptual structures or their parts, is satisfied in our framework.
This is because, once the argument of the contraction is deleted from the initial conceptual
structure, nothing is added to the resulting structure while rebuilding consistency.

Theorem 6.4.6. For all conceptual structures H and for all non-empty conceptual struc-
tures A (A might also be a part of a conceptual structure), it holds that A Ę H a A.

Proof. Let CS‘aď “ tCS,‘,a,ďu be a conceptual revision contraction model. Let H
be a conceptual structure and let A be a non-empty (part of a) conceptual structure.
By definition of conceptual elimination we know that A Ę H ´ A. By the definition of
contraction, we have HaA “ fnpH´Aq, according to the new preference ordering. By (3)
in theorem 6.4.1, it holds for all conceptual structures S, fpSq Ď S, hence HaA Ď H´A.
It follows that A Ę H a A.

We can also show that the operation of contracting a conceptual structure does not
expand the initial conceptual structure in any way. This is a counterpart of the AGM
inclusion postulate for contractions.

Theorem 6.4.7. For all conceptual structures H and A (A might also be a part of a
conceptual structure), it holds that H a A Ď H.

Proof. Let CS‘aď “ tCS,‘,a,ďu be a conceptual revision contraction model. Let H be
a conceptual structure and let A be a (part of a) conceptual structure. By the conceptual
elimination operation we defined in definition 10, it holds that H ´ A Ď A. Since our
contraction operation functions via intersections (∩˚), and with (3) in theorem 6.4.1 (for
all conceptual structures S, it holds that fpSq Ď S), it holds that H a A Ď A.
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The vacuity postulate for conceptual contraction states that, if the argument of the
contraction does not occur in the initial conceptual structure, then no changes are made to
this structure. In our framework, this requirement is not satisfied, since it is possible that
the initial conceptual structure changes in the process of consistency-recovery. A weaker
version of this requirement, assuming that the initial conceptual structure is a conceptual
hierarchy, is, however, satisfied, aside from the reordering of the preferences.

Theorem 6.4.8. For all conceptual hierarchies H and for all conceptual structures A (A
might also be a part of a conceptual structure), if A Ę H then HaA Ď H and H Ď HaA.

Proof. Let CS‘aď “ tCS,‘,a,ďu be a conceptual revision contraction model. Let H be
a conceptual hierarchy and let A be a (part of a) conceptual structure. Suppose A Ę H.
It follows that H ´ A “ H. Since H is the unique maximal conceptual hierarchy in H, it
holds that fpH ´ Aq “ H see point (v) in theorem 6.4.1 above. Thus, H a A differs from
H only in terms of the preference ordering between conceptual structures in the model.
Therefore, our claim holds.

Let us also show that this does not hold unless the initial structure is a conceptual
hierarchy. Let H be a conceptual structure and let A be a (part of a) conceptual structure.
Suppose A Ę H. It follows that H ´ A “ H. Given that H is not a conceptual hierarchy,
intersecting the most preferred maximal hierarchies within H yields a proper substructure
of H. Hence, it holds that fpH a Aq Ă H, see point (vi) in theorem 6.4.1 above.

Next, we consider a counterpart of the AGM recovery postulate for contractions. Our
version of the postulate requires that the result of the contraction operation is such that
if it is expanded with the argument of the contraction, the initial conceptual structure is
recovered. As we will see this requirement does not hold in our framework. This should
not come as a surprise. Counterparts of this principle have in fact been widely rejected
in alternative theories of belief revision, including base-generated revisions [68] and belief
withdrawals [108], and in application of such belief revision strategies to scientific change,
for example in abductive belief revision in science [135]. In order for the recovery principle
to be satisfied, a rational change theory should first and foremost adhere to the principle
of minimal change. In particular, the principle states that so much information is retained
in a contracted theory, up to the point that the initial theory can be recovered by a simple
expansion with the argument of the contraction. It is often argued that there are other
important rationality postulates, concerning the preferences of the agents, which should not
be overwhelmed by the minimal change principle (cf. [134]). The failure of this postulate is
then again in line with our stance concerning the revolutionary nature of scientific change
modeled in this paper. In our framework, given that a conceptual structure H is contracted
by a conceptual structure (or a part of a conceptual structure) A, it might be the case that
H a A Ă H ´ A (see theorem 6.4.6), and expanding H a A with A does not necessarily
recover the information that is lost in the transition from H ´ A to H a A.

Theorem 6.4.9. Given that H is a conceptual structure and A is a (part of a) conceptual
structure, it might not hold that pH a Aq ‘ A Ď H and H Ď pH a Aq ‘ A.
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Proof. We show with a counterexample. Let CS‘aď “ tCS,‘,a,ďu be a conceptual
revision and contraction model, with ď such that for all A,B P CS, A ď B iff A in-
cludes the instance pair xBob,mammaly. Let H “ xCH “ trorkas, rmammalsu, OH “

tpBobqu, KHtxorka,mammalu, IH “ txBob, orkay, xBob,mammalyu, PH “ RH “ Hy be
a conceptual structure in CS. Let A “ txorka,mammalyu be a part of a conceptual
structure in CS. Thus, H a A “ xCH´A “ CH , OH´A “ OH , KH´A “ H, IH´A “

txBob,mammalyu, PH´A “ PH , RH´A “ RHy.
On the other hand, H 1 “ pH a Aq ‘ A “ xCH 1 “ CH , OH 1 “ OH , KH 1 “ KH , IH 1 “

txBob,mammalyu, PM “ RM “ Hy. Note that H Ę H 1 since the instance pair xBob, orkay
is included in H but not in H 1. Therefore, our claim holds.

Lastly, we will mention the Levi-identity, which reduces AGM belief revision to an oper-
ation of AGM belief contraction followed by an expansion. In particular, Levi-identity says
that revision of a theory H with a piece of information A can be performed by first con-
tracting H with the negation of A, hence making space for consistent incorporation of A,
and then expanding this contracted theory with A. In our framework, an analogous iden-
tification of conceptual revision with a sequence of conceptual contraction and expansion
is not possible. This can be shown with the help of a simple informal example. Suppose
we want to revise a conceptual structure that includes the kind-relation representing the
information that orkas are fishes, with the new, contrasting, kind-relation expressing the
information that orkas are mammals. Assuming the Levi-identity, we would need to first
remove from the initial theory whatever contradicts with this latter kind-relation. This
might include not only the kind-relation between orkas and fishes, but also (possibly) other
related parts of a conceptual structure, such as rules relations encoding important infor-
mation about fishes. This additionally contracted parts are not necessarily recovered by
an expansion operation.16

This alleged failure of Levi-identity in our framework should not be surprising. Similar
to the case for the recovery postulate above, while contracting a conceptual structure, we
may end up eliminating more information than what is required for the consistent incor-
poration of the new information. Moreover, in the scientific context, it can be argued that
Levi-identity should not hold. For instance, Schurz [135] states that, in the context of his
abductive belief revision framework, combining ordinary belief expansion and abduction
generation based on a contracted theory does not describe abductive revision in science.
This is because the information provided by the initial theory that gets lost in the con-
traction is not necessarily recovered in this way. The same rationale explains the failure of
(an alleged translation of) the Levi-identity in our model of conceptual revision.

16We conclude our discussion of the failure of the Levi-identity here, since a formal counterexample
requires formal tools we have not introduced, such as negating a conceptual structure or a part of it.
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6.5 Taking up Thagard’s challenge
We have now presented our conceptual revision model and we have shown how our revision
and contraction operations satisfy several rationality postulates for conceptual change. In
this section, we will show how we can mirror the dynamics of Thagard’s conceptual systems
in our system. Specifically, we will demonstrate how almost every kind of change described
by Thagard can be adequately represented in our framework via a suitable (combination
of) change operation(s) on conceptual structures.

6.5.1 Mirroring Thagard’s kinds of changes in our conceptual
revision model

As we saw in Section 6.2, Thagard described a hierarchy of nine degrees of changes appli-
cable to conceptual systems, ordered by their increasing strength: instance-addition, rule
addition, part addition, kind addition, concept addition, kind collapse, hierarchy reorgani-
zation, and tree switching.

In what follows, we will discuss each of these degrees of change one by one, from
the weakest to the most radical one. With the exception of tree-switching, whose case
will be completely different from all the others, the structure of our discussion will take
the following form. We will first present how a given kind of change operates on one of
Thagard’s conceptual systems. Then, we will explain informally how this kind of change
can be represented in our framework. After that, we will give a formal definition of the
degree of change under focus, showing how it can be seen as a special case of (a series of
applications of) our revision and/or our contraction operations. Finally, we will present a
toy-example of this kind of change in our framework in order to make clearer our proposed
formalisation.

Instance-addition. The addition of an instance-link is the least radical kind of change
described by Thagard. It consists in the addition of a single instance link between one
object node and one conceptual node of a given conceptual system, representing the infor-
mation that a given individual is an instance of a given concept.

In our framework, we can mirror instance-addition via our conceptual revision opera-
tion, revising a given conceptual structure with another conceptual structure that includes
a non-empty instance-relation. In particular, we can define three different forms of instance-
addition as three different constraints on the argument of revision. The most general form,
what we will call general instance-addition, consists of requiring the argument of the revi-
sion to include a non-empty instance relation. A more specific form of instance-addition,
i.e., pure instance-addition, requires the argument of the revision to have instance-relation
as its only non-empty relation (concept and object domains can be non-empty as well).
Finally, we have an atomic instance-addition when the argument of the revision of a pure
instance-addition has a single instance-pair as its instance-relation. This last form corre-
sponds to (our interpretation of) Thagard’s understanding of instance-addition.
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More formally, a conceptual revision operation H ˚ A represents a general instance-
addition iff IA ‰ H. A conceptual revision operation H ˚ A represents a pure instance-
addition iff IA ‰ H and KA “ PA “ RA “ H. A conceptual revision operation H ˚ A
represents an atomic instance-addition iff |IA| “ 1 and KA “ PA “ RA “ H. For an
example of a general instance-addition, see the conceptual revision example presented in
Section 3.1.

Rule-addition. The second kind of change described by Thagard consists in adding a
rule-link between two concepts nodes of a given conceptual system. This change represents
adding the information that a generic holds between two concepts.

In our framework, rule-addition is represented similarly as we treated instance-addition,
i.e., by requiring the argument of our revision operation to include a non-empty rule-
relation. As in the previous case, three different forms of rule-addition can be defined,
differing in terms of generality: general rule-addition, pure rule-addition, and atomic rule-
addition.

More formally, a conceptual revision operation H ˚A represents a general rule-addition
iff RA ‰ H. A conceptual revision operation H ˚ A represents a pure rule-addition iff
RA ‰ H and KA “ PA “ IA “ H. A conceptual revision operation H ˚ A represents an
atomic rule-addition iff |RA| “ 1 and KA “ PA “ IA “ H.

As a simple example of rule-addition, let H be composed by:

CH “ trmammals, rwhales, rorkasu,OH “ IH “ PH “ RH “ H

KH “ txwhale,mammaly, xorka,mammaly, xorka, whaleyu,

and let A be composed by CA “ trmammals, rairsu, OA “ KA “ PA “ IA “ H, RA “

txmammal, airyu (intuitive interpretation: mammals breath air).17 The output of this revi-
sion operation expands the rule-relation ofH withRA and the pairs xwhale, airy, xorka, airy.
We then have H ‘ A “M where:

CM “ trmammals, rwhales, rorkas, rairsu,OM “ PM “ IM “ H

KM “ txwhale,mammaly, xorka, whaley, xorka,mammalyu

RM “ txmammal, airy, xwhale, airy, xorka, airyu.

Since M is a conceptual hierarchy, we have H ˚ A “ M , modulo the revised preference
ordering (Figure 6.5).

Part-addition. The third kind of change described by Thagard is called part-addition
or decomposition. It consists in adding a part-link between two concept nodes of a given

17Note that it would be possible in our framework to differentiate rules in terms of their intended inter-
pretation, so that for instance the rule breath is represented differently from other rules (e.g., swim) that
may be added to a given conceptual structures. We decided to follow Thagard in leaving the interpretation
of the rules outside our framework, considering all rules as uninterpreted rule-pairs.
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conceptual system, representing the information that a relation of part-hood holds between
the concepts denoted by these nodes.

In our framework, part-addition is represented similarly as we treated instance-addition
and rule-addition, i.e., by requiring the argument of our revision operation to include a
non-empty part-relation. As in the previous cases, three different forms of part-addition
can be defined, differing in terms of generality: general part-addition, pure part-addition,
and atomic part-addition.

More formally, a conceptual revision operation H ˚A represents a general part-addition
iff PA ‰ H. A conceptual revision operation H ˚ A represents a pure part-addition iff
PA ‰ H and KA “ RA “ IA “ H. A conceptual revision operation H ˚ A represents an
atomic part-addition iff |PA| “ 1 and KA “ RA “ IA “ H.

As a simple example of part-addition, take H to be such that:

CH “ trmammals, rwhales, rorkasu,OH “ PH “ RH “ IH “ H

KH “ txwhale,mammaly, xorka,mammaly, xorka, whaleyu.

Let A be composed by CA “ trmammals, rlungssu, PA “ txmammal, lungsy (intuitive
interpretation: mammals have lungs), and KA “ RA “ IA “ OA “ H. The out-
put of this revision operation expands the part-relation of H with PA and the pairs
xwhale, lungsy, xorka, lungsy, in order to recover transitivity. We then have H ‘ A “ M
where:

CM “ trmammals, rwhales, rorkas, rlungssu,OM “ RM “ IM “ H

KH “ txwhale,mammaly, xorka,mammaly, xorka, whaleyu

PM “ txmammal, lungsy, xwhale, lungsy, xorka, lungsyu.

Since M is a conceptual hierarchy, we have H ˚ A “M (Figure 6.5).
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Figure 6.5: The output of the rule-addition example (on the left) and the output of the
part-addition example (on the right).
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Kind-addition. The fourth kind of change described by Thagard consists in adding
a kind-link between two concept nodes of a given conceptual system, representing the
information that a relation of kind-hood holds between the concepts denoted by these
nodes. Furthermore, Thagard, following Carey’s terminology for conceptual change in child
psychology [31], distinguishes two special cases of (series of) kind-addition(s): coalescence
and differentiation. The former type of kind-addition happens when we add a superordinate
conceptual node linked via a series of kind-links with some concept nodes that had no
superordinate kinds before. The latter denotes instead the addition of some subordinate
conceptual nodes connected via a series of kind-links with a conceptual node that before
had no subordinate kinds.

In our framework, kind-addition is represented by requiring the argument of our re-
vision operation to include a non-empty kind-relation. As in the previous cases, three
different forms of kind-addition can be defined, differing in terms of generality: general
kind-addition, pure kind-addition, and atomic kind-addition. Coalescence and differentia-
tion can then be represented as specific cases of general or pure kind-addition.

Formally, a conceptual revision operation H ˚ A represents a general kind-addition iff
KA ‰ H. A conceptual revision operationH˚A represents a pure kind-addition iffKA ‰ H

and PA “ RA “ IA “ H. A conceptual revision operation H ˚ A represents an atomic
kind-addition iff |KA| “ 1 and PA “ RA “ IA “ H. Furthermore, a general or pure kind-
addition H ˚A is a coalescence iff there exists a x P CA such that xy, xy P KA and there is no
w such that xy, wy P KH . A general or pure kind-addition H ˚A is instead a differentiation
iff there is an x P CA such that xx, yy P KA and there is no w such that xw, yy P KH . For
an example of a general kind-addition, see the conceptual revision example presented in
Section 3.1.

Concept-addition. The fifth kind of change described by Thagard consists in adding
a new concept node to a given conceptual system. This type of change represents the
addition of a new concept to a given scientific theory.18

In our framework, concept-addition is represented by requiring the argument of our
revision operation to include a new concept. Several further restrictions can be imposed.
For instance, we present here two more specific forms of concept-addition: unique concept-
addition and connected concept-addition. We have a unique concept-addition when there
is only one new concept in the argument of the revision (it may also include non-empty
relations). We have a connected-concept addition when each new concept in the argument
figures in at least one relation.

Formally, a conceptual revision operation H ˚ A is a concept-addition iff there is an
x P CA such that x R CH . A concept-addition H ˚ A is then a unique concept-addition iff
there is only one x P CA such that x R CH . A concept-addition H ˚ A is then a connected
concept-addition iff for all x P CA such that x R CH there exists a y P CA ∪ OA such

18Thagard also stresses how concept-addition sometimes involves combining two simple concepts into a
complex one [149, p.35-36]. This combination aspect of concept-addition is outside the scope of the present
version of our framework, since we assumed for simplicity that the concept universe is constant.
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that xx, yy or xy, xy is in KA ∪ PA ∪ RA ∪ IA . For an example of a unique and connected
concept-addition see the conceptual revision example in Section 6.3.1, the rule-addition
example, or the part-addition example above.

Kind-collapse. The sixth change described by Thagard is kind-collapse, i.e., the removal
of a (series of) kind-link(s) from a given conceptual system. More specifically, Thagard
says that kind-collapse is the inverse change of differentiation, so that kind-collapse denotes
removing all subordinate kinds of a given conceptual node.

In our framework, kind-collapse is a specific case of our contraction operation, namely,
the contraction of a given conceptual structure with respect to a set of kind-pairs all of
which have the same element as their second element and such that in the contracted
structure this element has no subordinate kinds.

Formally, a conceptual contraction operation H ´ A is a kind-collapse iff Dx P CH
such that KA “ txj1, xy, . . . , xjn, xyu and  Dy P CH ∪ CA such that xy, xy P KH´A. This
definition of a kind-collapse makes it the inverse process of a differentiation, just like in
Thagard’s system. For an example of a kind-collapse, see the contraction example in
Section 6.3.2.

Hierarchy-reorganization. The seventh kind of change in Thagard’s theory is the gen-
eral process of hierarchy-reorganisation or branch-jumping, i.e., moving a set of concept
and object nodes from one part of a conceptual system to another one, thus changing
(some of) their relations. This change is typical of many scientific revolutions, such as the
Copernican revolution in which the earth branch-jumped from being a unique entity to a
kind of planet.

In our framework branch-jumping is a specific series of our contraction and revision op-
erations that does not involve changes to the concept-domains of the conceptual structures
involved. The output of such combination is the transportation of certain parts of a given
conceptual structure to a different part of it, involving some change in its relations.

Formally, we say that the sequence of contraction and revision operations pH´A1q ˚A2
represents a hierarchy-reorganisation iff CH “ CpH´A1q˚A2 , OH “ OpH´A1q˚A2 and either
KH ‰ KpH´A1q˚A2 or PH ‰ PpH´A1q˚A2 or RH ‰ RpH´A1q˚A2 or IH ‰ IpH´A1q˚A2 . Note that
we leave completely open how the relations between the objects and concepts involved
in this type of change are transformed. Specific kinds of hierarchy-reorganisation, such
as part-kind transformation, can then be defined by imposing further constraints on the
relations in the contraction and in the revision operation.

As an example of a hierarchy-reorganisation, take H to be such that:

CH “ tranimals, rfishs, rmammals, rwhales, rorkasu,
OH “ IH “ PH “ RH “ H

KH “ txwhale, fishy, xorka, fishy, xorka, whaley, xorka, animaly,

xwhale, animaly, xmammal, animaly, xfish, animalyu.



130 6. A Formal Model Of Conceptual Revision

Let A1 be the part of a conceptual structure txwhale, fishy, xorka, whaley, xorka, fishyu
and A2 be composed by
KA2 “ txwhale,mammaly, xorka, whaleyu , CA2 “ trwhales, rorkas, rmammalsu, OA2 “

tHu , and PA2 “ RA2 “ IA2 “ H.
The output of the hierarchy-reorganization H ´ A1 ˚ A2 is then equal to the structure

H 1 (Figure 6.6) where:

CH1 “ trmammals, rwhales, rorkas, rfishs, ranimalsu,

O1H “ R1H “ P 1H “ I 1H “ H

K 1
H “ txwhale,mammaly, xorka,mammaly, xorka, whaley, xorka, animaly,

xwhale, animaly, xmammal, animaly, xfish, animalyu.
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Figure 6.6: The input (on the left) and the output (on the right) of the hierarchy-
reorganization example.

Tree-switching. The last change described by Thagard is tree-switching, i.e., the change
of the organizing principle of the whole hierarchy. This change implies thus re-interpreting
any kind-relation and part-relation. An example of this kind of change is the Darwinian
revolution, a revolution that involved the re-interpretation of kind-relations of biological
entities as historical kinship and not as they were before as morphological similarities. This
is the most radical change that can happen in science for Thagard, up to the point that
it is sufficient but not necessary for having a conceptual revolution. Only certain scientific
revolutions that are particularly radical exemplify tree-switching.

Since tree-switching is not really about changing the structure of a conceptual system,
focusing instead on the external interpretation of the conceptual system, it would be at
least unclear how to frame this kind of change in our framework. Using an epistemological
metaphor, modeling tree-switching in our framework would be like implementing a gestalt-
operation in traditional belief revision that changes the meaning of the logical consequence
between beliefs. We therefore do not treat this kind of change in the present work, focusing
only on the first eight changes that affect the internal-structure of conceptual system, con-
fident that we do not loose too much in generality, since as Thagard himself acknowledges
many scientific revolutions do not even exemplify tree-switching.
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6.6 Concluding remarks
Let us recap the main steps of the present work. Starting from Thagard’s model of scientific
conceptual change, we saw his taxonomy of nine degrees of conceptual change and his
claim that belief revision theories can only account for the first two of them. We then
presented our system of conceptual revision, i.e., a belief-revision-like system for conceptual
structures. We showed how our conceptual revision and contraction operations satisfy
several rationality postulates analogous to the AGM ones. We then demonstrated how our
system, working at the conceptual level of abstraction, is able to mirror eight out of nine
kinds of conceptual changes described by Thagard.

More generally, our framework shows how belief revision theories can be mapped to the
conceptual level in order to obtain a logical interpretation of radical conceptual change. The
present work is only a first step towards a better understanding of the relationships between
belief change and conceptual change. Several directions of future work naturally present
themselves. Interesting ways of extending our framework include investigating specific
preference orderings and alternative ways of changing them, reconstructing case studies
from the history of science as series of conceptual revision and contractions, working with
expanding domains to model conceptual combination, adding the possibility of revising
conceptual structure with complex information (such as negative one, for instance) to
further model logical relationships between elements of a conceptual structure, having a
way of comparing differing conceptual structures in order to model Thagard’s explanatory
coherence notion, and also augmenting our conceptual structures in order to mimic more
elaborate approaches to theory-change (e.g., [86, 12, 6, 112, 81]). These extensions would
allow to model even Thagard’s most radical type of conceptual change, i.e., tree-switching.
It would also be interesting to merge conceptual structures with (structured) belief sets,
in order to have a revision system capable of revising beliefs and concepts at the same
time. Such a conceptual-plus-belief-revision system would be able to model (some of) the
interesting connections between conceptual change and belief change, thereby offering a
more fine-grained logical reconstruction of scientific change.
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Chapter 7

Conclusion

The main theme of this dissertation is to discuss and provide modeling solutions that
address the over-idealisation tradition in the literature on belief ascription and belief dy-
namics, and the resulting problem of logical omniscience. The problem of logical omni-
science has various sources, hence various modeling solutions have been developed. In
the limited scope of the current work, I have focused on the aspects of the problem that
are related to the topics of hyperintensionality, deductive closure, hence fragmentation,
and inconsistency-tolerance. The hyperintensional belief base revision (BBR) models de-
veloped in Chapter 2 set the foundation for the discussion of these issues. BBR models
are dynamic (i.e., model changing) belief revision models based on structured and ordered
(sets of) information states. Switching from the traditional Kripke models for belief to a
state-based (or support-based) semantics is responsible for many of the advantages of the
BBR models. First, based on information states, we can naturally represent incomplete
and inconsistent information collections. Exploiting the mereological structure of states,
we have a natural account of information growth. The choice of information states as the
primitive elements of representation allows us to shift the representational focus of doxastic
states from belief sets to collections of information. With changes of belief characterised as
artifacts of changes on the level of information, we are able to draw a distinction between
the two levels. The motivation for this distinction is best spelled out by Barwise:

Information travels at the speed of logic, genuine knowledge only travels at the
speed of cognition and inference. [14, p.762]

While inferences on the level of beliefs, as well as belief dynamics, are subject to various
rationality criteria in the form of logical rules and axioms, the propositional logic of BBR
(the belief-free portion of the logic) is still stronger than the modal logic of BBR (i.e., more
validities of classical logic are maintained by the belief-free portion). The use of information
states and the distinction between the level of information and level of beliefs prove useful
also for proposing an account of fragmented belief based on fragments of information, and
for defining consistency-tolerant epistemic modalities.

The background logic for these models is the propositional HYPE-logic developed by
Leitgeb [91]. Propositional HYPE-logic is non-classical as various classical validities fail,
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such as excluded middle, the law of non-contradiction, explosion, disjunctive syllogism, and
(general) contraposition [91, p.333]. With the addition of a non-normal belief modality B,
the logic of BBR is also non-monotonic, hence substructural.

After proposing the BBR models along with a sound axiomatization, various aspects of
the models are explored extensively in the following chapters. In Chapter 3 hyperintension-
ality of belief revision based on BBR models is characterised as a result of the reasoning
contexts set by the information states. Based on state-based semantics, the designations
of propositions are sets of states, rather than sets of possible worlds. By virtue of this
shift, intentional equivalences may come apart, as propositions which designate the same
set of worlds may designate distinct sets of states. I presented examples of hyperinten-
sional semantics from the literature, which reconstruct subject-matters as partitions (and
divisions) of the logical space (represented as a set of possible worlds), and which explicitly
expand the Kripke semantics for belief with topics. These aim to explicate the hyperinten-
sionality of belief attributions and belief revision, in terms of sensitivity to subject-matters
and topics of sentences in certain contexts, respectively. I proposed an evaluation of the
reasoning contexts set by information states in the same lines, as adding a further dimen-
sion to the meaning of sentences besides their classical truth-functional meaning (i.e., their
intensions). The primary point that puts apart the possible-worlds-based approaches from
our state-based approach lies in the description of logical entailment relations suggested by
these approaches. The former suggest two-layered entailment relations which strengthen
truth-functional entailment with topicality or subject-matter filters. The latter redefines
logical entailment based on support relations. Finally, I presented a discussion of how
characterisation of hyperintensionality based on possible-worlds models and state-based
models affect the interaction of logical connectives and modalities with topics and with
reasoning contexts. The proposed future research in this area is explicitly representing the
reasoning contexts and their dynamics. The proposal is motivated by the success of other
frameworks in explicating hyperintensionality which do so.

While Chapter 3 is a survey of the hyperintensionality literature, with a comparative
assessment of two different modeling approaches based on a number of issues, what is
presented is not a comprehensive comparison. Future work that puts forth a comparison
of the two approaches in terms of naturalness and flexibility could also benefit the wider
literature. On the other hand, the so-called hyperintensional revolution is not welcomed by
all. In [21] Berto responds to Williamson’s accusation of hyperintensional models as over-
fitting raised in [169]. Berto defends hyperintensionality through the idea that a primary
task of semantics is to capture competent speakers’ intuitions about meaning, entailment,
equivalence, and the like, the semantic theories should hence start from ordinary language
use, and patterns of reasoning [21, p.5]. I do agree with Berto here, as the task pursued
in this dissertation is to challenge the over-idealisation tradition based on insights from
ordinary reasoning patterns.

In Chapter 4 the discussion shifts from reasoning contexts in the sense of degrees of
content resolution to reasoning fragments. Fragmented belief states are defined as shifting
belief states of agents based on their focus of attention, conversational context, etc., where
each fragment is deductively closed in itself, logically independent from the others, and
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they are activated one at a time to guide agents’ actions. I focused on various defenses of
fragmentation in the literature, before pointing out the natural transition from fragmented
information states, which are the building blocks of the BBR models, to fragmented belief
states. I have shaped this chapter to address the requirements of deductive closure and
consistency, as part of the problem of logical omniscience, rather than hyperintensional-
ity. There are, however, obvious connections and even overlaps between the literature on
hyperintensionality and fragmentation.

Both hyperintensionality and fragmentation of belief states are proposed as modeling
solutions for the problem of logical omniscience. Recall that the problem of logical om-
niscience indeed refers to various issues of logical and deductive closure, summarised as
closure conditions C1-C8 Figure 4.1. There are various fragmentation approaches that ad-
dress in particular C3, C6, C7, which we can categorise as pure fragmentation approaches.
Examples include Montague-Scott neighborhood structures applied to belief ascription by
Vardi in [165], and local reasoning models by Fagin and Halpern described in [45], where
beliefs of agents are modelled as sets of propositions (where a proposition P is a set of
possible worlds) assigned to each possible state of an agent, however, for each fragment
of the belief state of an agent, there is a different set of propositions. These approaches,
however, do not solve the logical omniscience problem on their own, since the designations
of propositions and the primitive elements of formalisation of the belief states are still pos-
sible worlds. For instance, the local reasoning models validate knowledge of valid formulas
and closure under valid implication. On the other hand, Levesque’s work on distinguishing
implicit and explicit beliefs, by introducing basically a state-semantics for explicit beliefs
and keeping a possible worlds evaluation for implicit beliefs, addresses both the hyperin-
tensionality aspect and the fragmentation aspect of the problem of logical omniscience.
Levesque’s approach avoids, only in terms of explicit beliefs, closure under believed im-
plication and non-consistency in virtue of an agent having inconsistent information, and
closure under valid implication and belief of valid formulas in virtue of lack of awareness,
i.e., partialness of the explicit belief states [45, p.46].1

Another set of approaches suggests what I call a partition-sensitive fragmentation. I
stated Yalcin’s question-sensitive and resolution-sensitive models [172, 173], and Leitgeb’s
partition-based reasoning [90]. These approaches explain fragmentation based on what
I called in Chapter 3 the reasoning contexts. Here, fragmentation occurs as a result of
different ways of partitioning the logical space. Leitgeb holds that this affects which sen-
tences are entertainable at a time. They leave no room for entertaining inconsistent beliefs

1Vardi notes that while Levesque’s logic avoids the logical closure of beliefs under classical logic, it
follows from Levesque’s results that beliefs are closed under relevance logics [165, p.294]. The diagnosis
concerning lack of awareness is due to Fagin and Halpern, as well as the diagnosis that deductive closure
of beliefs is avoided only when the agents actually have inconsistent information [45, p.47]. They then
introduce awareness logic as a response to some problems of Levesque’s logic [45, p.48], achieving similar
results by introducing an awareness filter on a possible worlds modeling for explicit beliefs. The awareness
operator assigns to each possible state, a set of primitive propositions that the agent is aware at that
state, and the agents cannot have explicit knowledge about formulas of which they are not aware. Note
the similarity of the awareness filter and the topicality filters.
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within the same resolution state, moreover, Yalcin does not allow distinct partitions with
the same level of resolutions, or where one resolution strictly refines the other. Accord-
ing to the fragmentation view defended in this dissertation, however, each fragment of an
information state has the same content resolution, in other words, the reasoning contexts
which bring about hyperintensionality are distinct from the conversational contexts that
determine which fragment is activated. Reasoning contexts may only shift with new in-
formation (as new subject-matter or topics are added), while fragments of a belief state
exist simultaneously and the shifts between them occur as the focus situation of the agent
shifts. This is also the view I take towards fragmentation via the BBR models. In this view,
fragmentation may have motivations other than shifting levels of resolution or thresholds
(as in [90]) such as memory access, resource bounded reasoning, conversational contexts,
etc.

The BBR models, then, distinguish between the reasoning contexts set by information
states that is responsible for hyperintensional sensitivity of the models and the conversa-
tional context that is responsible for fragmentation. The flexibility of the BBR models
proves advantages in terms of combining modeling solutions for both concerns. There are
other examples in the literature that achieve this, for instance, Jago proposes incorporating
a model of local reasoning in the style of [45] within the TMS belief ascription models based
on truth-maker semantics he introduces in [78, p.15]. Accordingly, each local fragment is
modelled on the TMS account. The BBR models lay the foundations for such an incorpo-
ration of a full theory of fragmented beliefs, where the belief states are fragmented based
on different focal issues, as well as how these issues relate to their parts and other issues.
Such a fragmentation approach can indeed be applied to group reasoning settings (replac-
ing the society of minds with real societies), where members of a group might structure
an otherwise equivalent body of information and might reach different conclusions based
on different connections they make with the focal issue. Focal issues can be understood as
gravitational points that fix a conversational context, while different networks agents build
around these points might still lead to different conclusions. Applying the BBR models
for fragmented minds, as well as for group reasoning then remains an exciting research
direction.

In Chapter 5 the concept of information bases of Chapter 2 is given an alternative
formalisation in an information-based semantics for intuitionistic logic. While the models
in this chapter are formally interesting in themselves, they also allow us to elaborate on the
notion of information sources, identifying trusted sources as sole sources of consistent belief
in virtue of the consistency-sensitive epistemic modalities. Exiting venues of future research
remains, in particular formalising a more interesting, non-persistent belief modality, and
a more fine-grained mechanism to order and choose trusted sources of information. The
insights for the future of this work come from the BBR models, evidence models [160, 157],
and informational semantics [124].

Finally, in Chapter 6 I have presented a belief-revision-like system for conceptual re-
vision. This chapter contributes to the emerging literature that connects belief revision
and scientific change in a more robust way. I also argued that concept possession can
be understood as another dimension of reasoning, which can be aligned with reasoning
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contexts set by information states, in a way that the concept repertoire of an agent partly
determines the reasoning context she is in. Future research that follow from this work is
then in two different directions. First, we can apply the conceptual models to improve the
understanding of inconsistent and patch-work concepts. Second, by incorporating concep-
tual structures within a belief revision system, we can improve our understanding of how
concept possession interacts with hyperintensional belief revision.
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