
AGB Evolution and Nucleosynthesis:
Understanding the Uncertainties

Bryce Alexander Remple

München 2024





AGB Evolution and Nucleosynthesis:
Understanding the Uncertainties

Bryce Alexander Remple

Dissertation
an der Fakultät für Physik

der Ludwig–Maximilians–Universität
München

vorgelegt von
Bryce Alexander Remple
aus Ortonville, MN, USA

München, den 17.12.2024



Erstgutachter: Prof. Dr. Achim Weiss
Zweitgutachter: Prof. Dr. Rolf-Peter Kudritzki
Tag der mündlichen Prüfung: 12.03.2025



Contents

Zusammenfassung xv

Abstract xvi

1 Introduction 1

2 Theory 5
2.1 Nuclear Physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Stellar Evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.1 Pre-AGB Evolution of a 1M� Star . . . . . . . . . . . . . . . 21
2.2.2 Pre-AGB Evolution of a 5M� Star . . . . . . . . . . . . . . . 23
2.2.3 On the AGB . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.4 Convection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.5 Mass Loss on the AGB . . . . . . . . . . . . . . . . . . . . . . 33
2.2.6 s-process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.2.7 i-process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.3 Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.3.1 Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.3.2 Variability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.3.3 Meteorites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3 History 55
3.1 1920 to 1995 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2 Recent Developments: 1995 to Present . . . . . . . . . . . . . . . . 70

3.2.1 s-process and the AGB . . . . . . . . . . . . . . . . . . . . . . 72
3.2.2 i-process and the AGB . . . . . . . . . . . . . . . . . . . . . . 79

4 Numerical Methods 85
4.1 GARSTEC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.1.1 Convective Mixing and Overshooting . . . . . . . . . . . . 86
4.1.2 Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.1.3 Equation of State . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.1.4 Nuclear Network . . . . . . . . . . . . . . . . . . . . . . . . . 88



CONTENTS vi

4.1.5 Opacities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.1.6 Atmosphere Treatment . . . . . . . . . . . . . . . . . . . . . 92
4.1.7 Mass Loss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.2 ANT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.2.1 Nuclear Network . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.2.2 Convection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.2.3 Abundances from GARSTEC . . . . . . . . . . . . . . . . . . . 101

5 Investigations of the i-process 105
5.1 Structure and Light-Element Nucleosynthesis . . . . . . . . . . . . 105

5.1.1 The Fiducial Model . . . . . . . . . . . . . . . . . . . . . . . 105
5.1.2 To Ingest or Not to Ingest . . . . . . . . . . . . . . . . . . . . 109
5.1.3 Including Overshoot on the AGB . . . . . . . . . . . . . . . 114
5.1.4 Varying the Mass . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.1.5 The Surface Abundances . . . . . . . . . . . . . . . . . . . . 124

5.2 Heavy-Element Nucleosynthesis . . . . . . . . . . . . . . . . . . . . 128
5.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

5.3.1 Comparison with Observations . . . . . . . . . . . . . . . . 135
5.3.2 Comparison with Previous Works . . . . . . . . . . . . . . . 145

5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

6 Investigations of the s-process 153
6.1 A First Look . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

6.1.1 The Boundary Conditions . . . . . . . . . . . . . . . . . . . . 154
6.1.2 The Overshoot Parameters . . . . . . . . . . . . . . . . . . . 154

6.2 Models of a 3M�, Z� Star . . . . . . . . . . . . . . . . . . . . . . . . 156
6.3 The Nucleosynthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

6.4.1 Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
6.4.2 Comparison to Other Studies . . . . . . . . . . . . . . . . . 168
6.4.3 Comparison to Observations . . . . . . . . . . . . . . . . . . 171
6.4.4 Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

7 Conclusion 183
7.1 The i-process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
7.2 The s-process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
7.3 Status and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . 185

A List of Acronyms 187

B i-process Figures 191



vii Table of Contents

C s-process Tables 197
C.1 Pulse-by-Pulse Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
C.2 s-process Yield Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

Acknowledgements 242



Table of Contents viii



List of Figures

1.1 The solar abundance distribution . . . . . . . . . . . . . . . . . . . . 2

2.1 Chart of nuclides for N ≤ 14 and Z ≤ 10 . . . . . . . . . . . . . . . 6
2.2 Binding energy per nucleon versus mass number . . . . . . . . . . 8
2.3 Diagram depicting quantum tunneling and the Coulomb barrier 11
2.4 The Gamow peak . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Hypothetical cross-section versus energy curve . . . . . . . . . . . 13
2.6 Sketch of energy levels in a compound nucleus . . . . . . . . . . . 14
2.7 Diagram depicting the evolution of stars with different initial

masses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.8 Schematic depiction of the pp-chain . . . . . . . . . . . . . . . . . . 22
2.9 Schematic depiction of the CNO cycle . . . . . . . . . . . . . . . . . 23
2.10 Cross-sections of a 3M� stellar model at different points in the

evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.11 Sketch of a Kippenhahn diagram of two TPs . . . . . . . . . . . . . 27
2.12 Diagram depicting the the structure of an AGB star at TDU . . . 32
2.13 Mass loss rate and luminosity as a function of time on the AGB . 35
2.14 Sketch of the valley of beta stability . . . . . . . . . . . . . . . . . . 37
2.15 Depiction of the s-process path from the seed to the first peak . . 40
2.16 The solar abundance distribution, neutron-capture cross-sections,

and their product σN as a function of mass number. . . . . . . . . 41
2.17 Spatial distribution of AGB stars in the Milky Way . . . . . . . . . 44
2.18 Early drawing of the solar spectrum . . . . . . . . . . . . . . . . . . 45
2.19 HRD from Russell (1914) . . . . . . . . . . . . . . . . . . . . . . . 46
2.20 Comparison of i-, s-, and r-process abundance distributions . . . 49
2.21 Isotopic abundances of various stardust grains attributed to vari-

ous astrophysical sources . . . . . . . . . . . . . . . . . . . . . . . . 52

3.2 CMD showing the bifurcation of the giant branch . . . . . . . . . 64
3.1 Schematic energy level diagram for protons in a nucleus . . . . . 64
3.3 Sketch of the s-process and r-process paths . . . . . . . . . . . . . 66
3.4 Comparison of the final surface abundances of 3M�, solar metal-

licity models from different AGB model grids . . . . . . . . . . . . 78



LIST OF FIGURES x

4.1 The nuclear network in GARSTEC . . . . . . . . . . . . . . . . . . . 89
4.2 C/O opacity vs effective temperature . . . . . . . . . . . . . . . . . 91
4.3 Comparison of mixing schemes in ANT on the MS for a model

without overshoot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.4 Comparison of mixing schemes in ANT on the MS for a model

with overshoot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.5 Comparison of mixing schemes in ANT on the HB for a model

with overshoot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.6 Comparison of mixing schemes in ANT during a PDCZ for a model

with overshoot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.7 Comparison on the abundances of ANT and GARSTEC during a PIE102
4.8 Comparison on the abundances of ANT and GARSTEC in the 13C

pocket . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.1 Kippenhahn diagram showing the structure of the fiducial model
the maximum neutron density for the fiducial model. . . . . . . . 107

5.2 Time evolution of the H luminosity (in blue) and the He luminos-
ity (in orange) of the fiducial model during the PIE . . . . . . . . 108

5.3 Kippenhahn diagram of the low temporal resolution model. . . . 109
5.4 Time evolution of the three timescales, τHe, τdiff, and τH, for

the third TP in a 3M�, solar metallicity model and a 1.2M�,
Z=5× 10−4 model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.5 Time evolution of the three timescales, τHe, τdiff, and τH, for the
third TP of the 1.2M�, Z=5× 10−5 model with poor temporal
resolution and the fiducial model. . . . . . . . . . . . . . . . . . . . 112

5.6 Time evolution of the three timescales, τHe, τdiff, and τH, for the
first TP of the 1.2M�, Z=5× 10−5 star with fPDCZ= 0.008 and
fCE= 0.016. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.7 Kippenhahn diagrams of a PIE showing a partial remerging and
a permanent remerging . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.8 Kippenhahn diagram of the PIE of the fiducial model with con-
vective velocities increased by a factor of 4 . . . . . . . . . . . . . . 119

5.9 Kippenhahn diagrams of the PIE of the fiducial model using the
“low” 12C (p, γ)13N and either standard or 4 times the standard
convective velocities. . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.10 Kippenhan diagram of the fiducial model with fine-tuned time
step settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

5.11 Time evolution of the three timescales, τHe, τdiff, and τH for the
1M� and 2M� models with and without overshoot. . . . . . . . . 124

5.12 Time evolution of the surface abundances (in mass fraction) of
certain elements for 1.2M P008 C000 . . . . . . . . . . . . . . . . . 125



xi List of Figures

5.13 Final surface abundances ([X/Fe]) for those models without over-
shoot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

5.14 The surface abundance ([X/Fe]) following the PIE for the 1.2M
P000 C000 model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

5.15 The deep 13C pocket . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.16 Final surface abundance ([X/Fe]) for those models with overshoot133
5.17 Uncertainty of the final surface mass fractions for each heavy

isotope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.18 Abundance of [C/H], [O/H], and [N/H] vs. [Fe/H] for models

and observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.19 Abundance ratios between models and observations . . . . . . . . 139
5.20 Surface sbundance of [Li/H] vs. [Fe/H] for models and observa-

tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.21 Overview of the model data and observations for the CEMP-r/s

stars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
5.22 Overview of the model data and observations for the CEMP-s stars145

6.1 HRD of models with different boundary conditions . . . . . . . . 155
6.2 HRD of models on the AGB with different boundary conditions . 156
6.3 The effect of the HRI on the models . . . . . . . . . . . . . . . . . . 160
6.4 Final surface abundances ([X/Fe]) of the EddR P008 C064 track 163
6.5 Comparison of light-isotope yields across studies . . . . . . . . . . 171
6.6 Comparison of heavy-isotope yields across studies . . . . . . . . . 172
6.7 Model vs semi-empirical IFMRs . . . . . . . . . . . . . . . . . . . . 173
6.8 Comparison of the track intershell abundances to observed PG1159

stars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
6.9 Uncertainty of the net yields for each light isotope . . . . . . . . . 177
6.10 Uncertainty of the net yields for each heavy isotope . . . . . . . . 179

B.1 The best fitting model for each observed CEMP-r/s star . . . . . . 192
B.2 The best fitting model for each observed CEMP-s star . . . . . . . 195



List of Figures xii



List of Tables

2.1 The stable magic number nuclides . . . . . . . . . . . . . . . . . . . 10

3.1 A timeline of milestones from 1920 to 1995 . . . . . . . . . . . . . 71
3.2 Model parameters of previous i-process studies . . . . . . . . . . . 81

5.1 Key results for i-process tracks . . . . . . . . . . . . . . . . . . . . . 116
5.2 Key results for i-process tracks of different masses . . . . . . . . . 122
5.3 Possible factors affecting the PDCZ split for select i-process tracks123
5.4 Final surface abundances for i-process tracks . . . . . . . . . . . . 127
5.5 Observational data for the CEMP-r/s stars analyzed . . . . . . . . 136
5.6 Key characteristics of the observed CEMP-r/s stars used in the Li

analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.7 Comparison between meteoritic measurements and models . . . 141
5.8 Comparison of models to observational data . . . . . . . . . . . . . 149

6.1 Key global results for s-process tracks . . . . . . . . . . . . . . . . . 158
6.2 Mass yields for select light isotopes for all s-process tracks . . . . 165
6.3 Mass yields for select heavy isotopes for all post-processed s-

process tracks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

C.1 Results for the EddR P008 C016 track for each pulse cycle . . . . 198
C.2 Results for the EddR P008 C016 Diff track for each pulse cycle . 198
C.3 Results for the LucyP P008 C016 track for each pulse cycle . . . . 199
C.4 Results for the EddR P008 C064 track for each pulse cycle . . . . 199
C.5 Results for the EddR P008 C064 FEoS track for each pulse cycle . 200
C.6 Results for the EddR P008 C064 Diff track for each pulse cycle . 200
C.7 Results for the LucyP P008 C064 Diff track for each pulse cycle . 201
C.8 Results for the LucyP P008 C064 track for each pulse cycle . . . . 201
C.9 Results for the EddR P008 C128 track for each pulse cycle . . . . 202
C.10 Results for the EddR P016 C016 track for each pulse cycle . . . . 202
C.11 Results for the EddR P016 C016 FEoS track for each pulse cycle . 203
C.12 Results for the EddR P016 C064 track for each pulse cycle . . . . 203
C.13 Results for the EddR P016 C064 FEoS track for each pulse cycle . 204



List of Tables xiv

C.14 Results for the EddR P016 C064 Diff track for each pulse cycle . 204
C.15 Results for the EddR P016 C064 VW track for each pulse cycle . 205
C.16 Results for the LcyP P016 C064 track for each pulse cycle . . . . . 205
C.17 Results for the EddR P016 C128 track for each pulse cycle . . . . 206
C.18 Net yields for select light isotopes for all s-process tracks . . . . . 208
C.19 Overproduction factors for select light isotopes for all s-process

tracks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209



Zusammenfassung

Diese Arbeit stellt eine umfassende Untersuchung der Unsicherheiten bei Stern-
entwicklungs- und Nukleosynthesemodellen für asymptotische Riesenaststerne
(AGB) durch die Analyse von zwei Schlüsselprozessen der Nukleosynthese, dem
intermediären und dem langsamen Neutroneneinfangsprozess (i-Prozess und
s-Prozess), dar. Das Forschungsprojekt kombiniert die Modellierung der Stern-
entwicklung mit Berechnungen der Nukleosynthese, um unser Verständnis von
der Produktion schwerer Elemente in Universum zu verbessern.

Zur Untersuchung des i-Prozesses wurde eine Reihe von Modellen mit unter-
schiedlichen Überschießenswerten und Massen betrachtet. Ein Protoneningesti-
onsereignis (PIE) tritt in Sternen mit niedriger Masse und Metallizität auch ohne
Überschießen auf. Ich entwickle und validiere ein neuartiges, auf einer Zeitskala
basierendes Kriterium, um zu bestimmen, wann PIEs in Sternmodellen auftreten.
Dabei stelle ich fest, dass diffusives Überschießen sowohl das Auftreten als auch
die Eigenschaften von PIEs beeinflusst. Der Zeitpunkt der Aufspaltung der puls-
getriebenen Konvektionszone (PDCZ) während eines PIE wirkt sich entscheidend
auf die chemische Zusammensetzung der Sternenoberfläche aus. Ein Vergleich
der modellierten und beobachteten Elementhäufigkeiten zeigt, dass die Modelle
zu viel Kohlenstoff produzieren und Schwierigkeiten haben, die Elementhäufig-
keiten des ersten Peaks vonCEMP-r/s-Sternen korrekt darzustellen. Einewichtige
Erkenntnis ist die Identifizierung von „fehlgeschlagenen“ i-Prozessen alsmögliche
Erklärung für einige CEMP-r/s- und CEMP-s-Sterne, was auf ein differenzierteres
Bild der Produktion schwerer Elemente in metallarmen AGB-Sternen hindeutet.

Des Weiteren wurde eine systematische Studie zur Nukleosynthese des s-
Prozesses in 3-M�-Sonnen-Metallizitäts-Modellen durchgeführt, in denen zen-
trale physikalische Aspekte verändert wurden. Die Ergebnisse zeigen, dass das
Überschießen der konvektiven Hülle, die atomare Diffusion und die Wahl der
ZustandsgleichungdengrößtenEinfluss auf die Eigenschaftender 13C-Tascheund
die AGB-Entwicklung haben. Die Erträge an schweren Elementen weisen relativ
geringe Schwankungen (innerhalb eines Faktors von 2) auf, während die Pro-
duktion leichter Elemente empfindlicher auf die physikalischen Eingangsgrößen
reagiert.

Diese Ergebnisse liefernwichtige Einschränkungen für galaktische chemische
Entwicklungsmodelle und zeigen Bereiche für zukünftige Forschungsprojekte
auf, einschließlich der Notwendigkeit eines besseren Verständnisses der PDCZ-
Aufspaltung des PIE und der Auswirkungen von Unsicherheiten der Kernrate und
Mischungseffekten.
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Abstract

This thesis presents a comprehensive investigation of the modeling uncertainties
of asymptotic giant branch (AGB) stellar evolution and nucleosynthesis through
the examination of two key nucleosynthetic processes: the intermediate and slow
neutron-capture processes (i-process and s-process). The research combines stel-
lar evolutionmodelingwith detailed post-processing nucleosynthesis calculations
to advance our understanding of heavy element production in the universe.

To study the i-process, I run a grid of models with different overshoot val-
ues and masses. A proton ingestion event (PIE) is found to occur in low-mass,
low-metallicity stars even without overshoot. I develop and validate a novel
timescale-based criterion for determining when PIEs occur in stellar models. I
find that diffusive overshooting significantly influences both PIE occurrence and
characteristics. The timing of the split of the pulse driven convection zone (PDCZ)
during a PIE crucially affects the final surface abundances. Comparison of the
modeled and observed surface abundances show that the models overproduce
carbon and have difficulty in matching the first-peak element abundances of
CEMP-r/s stars. A key finding is the identification of “failed” i-process events as a
potential explanation for both some CEMP-r/s and CEMP-s stars, suggesting a
more nuanced picture of heavy element production in metal-poor AGB stars.

Complementing the i-process investigation, I conducted a systematic study of
s-process nucleosynthesis in 3M�, solar-metallicitymodels by varying key physics
choices.Theresults reveal that convectiveenvelopeovershooting,atomicdiffusion,
and the equation of state have the greatest effect on the characteristics of the
13C pocket and the AGB evolution. While heavy element yields show on average
relatively modest variations (within a factor of 2), light element production
demonstrates greater sensitivity to the input physics.

These findings provide important constraints and uncertainties for galactic
chemical evolution models and highlight areas for future research, including the
need for better understanding of the PDCZ splitting during the PIE, the impact of
nuclear rate uncertainties, and the further exploration of mixing effects.
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Chapter 1

Introduction

Non est ad astra mollis e terris via

Seneca,Hercules Furens

There are approximately 300 isotopes which are known to occur in nature
and almost as many which are known to be present in the Sun. Figure 1.1
shows the solar abundance distribution up to lead (Pb). As one can see,

there are a number of striking features to this distribution such as local peaks.
The goal of explaining the origin of these isotopes and the features of this distri-
bution has been a driving force for nuclear physics and astrophysics for nearly a
century. The road to this lofty goal winds its way through the history of chemistry,
astronomy and optics, nuclear physics, quantum mechanics, and astrophysics.
The terminus of this road has not yet been reached, but our understanding of the
origin of the elements has come a long way.

It is now understood that all the isotopes in the universe are forged in stars,
with the exception of the H, He, and trace amounts of Li which were formed in the
Big Bang and some light isotopes formed by cosmic ray spallation. In some cases
these isotopes are created in the deep interiors of stars, in other cases they are
born from the violent explosionswhich end a star’s life, and in some cases both are
true. Whatever the case may be for a specific isotope, an essential criterion is that
its formation must be followed by an escape from the star and an incorporation
into the interstellar medium (ISM), lest it be trapped in the compact objects, i.e.
white dwarfs, neutron stars, and black holes,which populate the stellar graveyard.
Once in the ISM, the isotopes can be incorporated into the next generation of
stars or into the planetary bodies which can form around stars.

In this research a particular emphasis will be placed on the formation of
elements heavier than iron. These elements are formed from a successive series of
neutron captures on ironandother heavy elements followedbyβ−-decays, a decay
in which a neutron turns into a proton and emits an electron and an anti-neutrino.
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Figure 1.1 The solar abundance distribution in number of atoms relative to Si as given by
Lodders (2021). Nuclei with even mass number are marked in blue and nuclei with odd mass
number are marked in red. As is common practice, the abundances have been normalized such
that Si has an abundance of 106. The annotations will be explained in the course of the work.

In this way one is able to form heavier and heavier elements as long as there
is a sufficient number of neutrons. This requirement greatly limits the possible
number of astrophysical sites where such nucleosynthesis processes could occur.
Neutrons decay into protons in approximately 10minutes under stellar conditions
and, therefore,must be constantly produced in order for these neutron captures to
occur. The efficiency of the neutron captures, which is directly tied to the neutron
production efficiency, as compared to the β−-decays is used to categorize the
neutron capture processes into three regimes: the slow neutron-capture process
(s-process), the intermediate neutron-capture process (i-process), and the rapid
neutron-capture process (r-process).

This investigation focuses specifically on the neutron-capture processes which
occur in evolved stars of initial masses between 0.8M�–8.0M�. These so-called
asymptotic giant branch (AGB) stars provide ideal conditions for neutron captures.
At lowmetallicities they have the potential of activating the i-process, while at
intermediate to high metallicities they are known to be a site for the s-process.
Unfortunately, our lack of understanding of certain key physical processes, e.g.
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convection and mass loss, introduce large uncertainties in the modeling of the i-
and s-process in AGB stars.

Understanding the uncertainties inAGB stellarmodeling is crucial formultiple
fields of astrophysics. Thenucleosynthetic yields from these stars provide essential
input for galactic chemical evolution models, while their structural properties
inform our understanding of stellar physics and constrain theories of convection
and mass loss. Additionally, as the primary site of the s-process, AGB stars are key
to explaining the observed abundances of roughly half of all elements heavier
than iron (Kobayashi et al. 2020).

The goal of this work is to better understand how the uncertainties in our
modeling of these poorly understood physical phenomena affects the evolution of
these stars and the nucleosynthetic output of our simulations. To do this we will
study the s-process and the i-process separately. For the i-process portion of this
study, a grid of models was run with varying mass and overshoot values. These
modelswere thenpost-processed to determine the heavy element nucleosynthesis.
For the s-process a similar approach was used, though in this case the mass and
metallicity were fixed and only the choice of physics was varied; the atmosphere
treatment, opacity in outer layers, mass loss, equation of state, atomic diffusion,
and overshoot values were all considered.

This thesis is organized as follows. Chapter 2 provides the prerequisite the-
oretical understanding for the entirety of what follows. Chapter 3 is a detailed
history and literature review of the s-process, i-process, and AGB stellar evolution.
While not exhaustive it does provide both the historical context of howwe arrived
at our current understanding of these phenomena as well as the more recent
context needed to understand this works place in the current research landscape.
Chapter 4 will delve into the numerical methods and codes which have been used.
The results are split into two chapters, Chapter 5 and Chapter 6, covering the i-
and s-process, respectively. Finally, the conclusions will be presented in Chapter 7.
A list of acronyms used in this work can be found in Appendix A.
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Chapter 2

Theory

Die Sonne strahlt bekannterWeise
In polytroper Sphären Glanz
Und ihre vorgeschreib'ne Reise
Bestätigt meine Formeln ganz.
Ihr Anblick gibt Lemaitre Stärke,
Wenn keiner sie ergründenmag.
Die unbegreiflich hohenWerke
Sind herrlich wie am ersten Tag.

The Character of Prof. Eddington,
Faust. EineHistorie

In 1926, Arthur Eddington published a series of lectures named “Stars and
Atoms” (Eddington 1927). In the beginning of the first chapter he briefly
addresses the audience directly:

From his central position man can survey the grandest scales of
Nature with the astronomer, or the minutest works with the physicist.
To-night I ask you to look both ways. For the road to a knowledge of
the stars leads through the atom; and important knowledge of the
atom has been reached through the stars. (Eddington 1927)

The current landscape of AGB stars and their nucleosynthesis was formed by the
research, theories, and observations from both fields: astrophysics and nuclear
physics. I will begin this chapter with a overview of nuclear physics, then move on
to stellar evolution, and finally discuss observations. In all sections the discussion
will be limited to only those concepts which are necessary for the understanding
of the current work. Readers can consult the references therein for more details
on specific topics.
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2.1 Nuclear Physics

All atomic nuclei consist of protons and neutrons, known collectively as nucleons.
The number of neutrons in the nucleus, denoted by N , and the atomic number,
or number of protons in the nucleus, denoted by Z , together uniquely identify a
nucleus’ species. The sum of Z and N gives one the total number of nucleons in
the nucleus and is called themass number, denoted by A. Any particular nuclear
species is referred to as a nuclide. Nuclides with the same proton number all
belong to the same element. Isotopes are distinct nuclides of the same chemical
element. Thus, they share a common atomic number but have a different number
of neutrons.1

Figure 2.1 A Chart of nuclides for N ≤ 14 and Z ≤ 10. Nuclides which are colored in black
are stable, those in yellow decay via β−-decay, those in orange decay via β+-decay, and those
in turquoise decay via α-decay. The blue shaded regions denote magic numbers.

Nuclides can be nicely visualized by plotting them on what is called the chart
of nuclides. Figure 2.1 is an example of such a chart where isotopes colored in
gray are stable, those in yellow decay via β−-decay, those in orange decay via
β+-decay, where a proton is converted to a neutron and emits a positron and a
neutrino, and those in turquoise decay via α-decay, which is the emission of a
He nucleus. As one can see, nuclides are plotted based on the number of protons

1The references for this section will be Iliadis (2007, Ch. 1) and Kippenhahn et al. (2013,
Ch. 18) unless otherwise stated
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and neutrons they have with the x-axis showing the run of neutron number and
the y-axis showing the run of proton number. Isobars, or lines of constant atomic
weight, lie along diagonal lines from lower right to upper left. Analyzing charts
like this can provide useful insights. For instance, here one can see that there
are no stable isotopes along the isobars with a mass number of 5 or 8 —wewill
return to this point in the next chapter. In the course of this section we will return
to this figure a few times and explain more of its concepts.

Another property of the atomic nucleus, and, in fact, the most fundamental
one, is its mass. Measurements of atomic nuclei showed that, contrary to what
one would expect, the rest mass of a nucleus, mnuc, is less than the sum of the
mass of its constituents, i.e.

mnuc = Zmp + Nmn −∆m, (2.1)

where mp is the mass of the proton, mn is the mass of the neutron, and ∆m is
known as themass defect. According to Einstein’s famous equation one can relate
this mass defect to an equivalent energy: BE=∆E =∆mc2. This energy, BE, is
referred to as the binding energy of the nucleus which is a measure of the energy
it would take to separate a given nucleus into its constituent nucleons. Thus, the
binding energy is intimately related to the stability of a nucleus. The binding
energy can also be written as

BE(Z , N) =
�

Zmp + Nmn −mnuc

�

c2.

Aplot of binding energy per nucleon versusmass number can be seen in Figure 2.2.
Notice that the most tightly bound isotopes are around 56Fe (62Ni and 58Fe have
higher binding energies per nucleon but are not plotted in this figure). These
isotopes make up what is known as the “iron peak”. On either side of this peak
the binding energies decrease.

There are a number of theoretical models to explain the characteristics of
nuclei. One of the most famous is known as the shell model. A proper derivation of
the shell model is beyond the scope of this work, but a brief discussion is in order.
Conceptually, the nuclear shell model is the nuclear analogue of the atomic shell
model, which is very successful in describing the properties of atoms. In the case
of the atomic shell model the nucleus represents the heavy center of a Coulomb
field in which electrons move. If one solves Schrödinger’s equation for this system
it describes a series of shells characterized by various quantum numbers that set
the properties for these shells: energy, howmany electrons can occupy each shell,
etc.

Attempting to apply this conceptual model to the nucleus comes with compli-
cations. For one, there are two types of elementary particles involved, protons
and neutrons, as opposed to just one, electrons. Also, nuclear interactions are not
governed by the Coulomb force, but rather the strong force, so the potential is not
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Figure 2.2 Binding energy per nucleon versus mass number from Krane & Halliday (1987),
slightly modified by me.

known precisely. The basic assumption of the shell model is that the interaction
of one nucleon with all other nucleons can be approximated by some average
potential. Nevertheless, this theory is very successful in describing a number of
properties of nuclei.

One key feature which is apparent when this theory is applied is, just as there
are particularly stable configurations in the atomic shell model when electron
shells are full (the noble gasses), there are particularly stable configurations in the
nuclear shell model when a nucleus’ major shells are full. This happens when the
number of protons or neutrons in a nucleus is 2, 8, 20, 28, 50, 82, and 126. These
are called themagic numbers. If a nucleus has amagic number of both protons and
neutrons, then it is known as being doublymagic. Looking again at Figure 2.1, the
light blue regions denote magic numbers. As one can see, 16O is a doubly magic
nuclide as it has 8 protons and 8 neutrons. The list of stable magic number nuclei
can be found in Table 2.1 and some are also labeled in Figure 1.1 along with their
magic number(s) in parentheses. It should stressed that just because a nucleus is
magic or even doubly magic does not mean that it is stable, only that it is more
stable than would otherwise be expected. 56Ni is a good example of a nucleus
which is doubly magic but nevertheless decays with a relatively short half-life.
The increased stability ofmagic-number isotopes is responsible for the abundance
peaks after Fe in the solar abundance distribution marked by the dotted lines in
Figure 1.1.

An alternate theory of the nucleus also exists. The liquid drop modelmodels
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the forces on the outermost nucleons of the nucleus similarly to the modeling of
surface tension in a water droplet. These two models of the nucleus can broadly
be placed into two categories based on which of the following two fundamental
assumptions are made: the nucleus can be described as a collection of nucleons
freely moving in an average potential (shell model), or each nucleon feels the
force of all other individual nucleons in the nucleus forming a sort of coupling
between all nucleons (liquid drop model). Both theories are able to accurately
describe certain phenomenon. For example, as we have just discussed, the shell
model describes the stability of the magic-number isotopes. The liquid drop
model on the other hand can be used to explain the properties of nuclei of very
high mass and away from the magic numbers. The abundance “hill” labeled
“spheroidal deformation” in Figure 1.1 can be explained with this theory. Far from
a closed shell the nucleus may be significantly deformed as can be ascertained
frommeasurements of quadrupolemoments and rotational level structure (Bohr
& Mottelson 1953a,b, Nilsson 1955). This spheroidal deformation results in
lower energy levels for extra neutrons and thus more stable nuclei which explains
the increased abundance of the nuclei with mass number around 160 (Burbidge
et al. 1957).

Having established some foundational knowledge of the nucleus, we will now
move onto discussing nuclear reactions. A nuclear reaction is simply a process
through which at least one nuclide is transformed into another. Imagine a nuclear
reaction involving four nuclei. One nucleus of species 1 and one of species 2
interact to form one nucleus of species 3 and one of species 4. One can write this
reaction as

1+ 2→ 3+ 4 or 1 (2, 3)4.

In theevent that species1and2are identical to species3and4, then the interaction
is called a scattering. Otherwise, the interaction is a nuclear reaction. Species 1
and 2 are called the reactants and species 3 and 4 the products.

One of the primary properties of a nuclear reaction is how much energy it
produces or requires. If a reaction produces/requires energy it is known as an
exothermic/endothermic reaction. The energy of the reaction, commonly referred
to as the reaction’s Q-value, can be calculated via

Q1 (2,3)4 =
�

BE3 + BE4

�

− (BE1 + BE2). (2.2)

Therefore, the reactants must have less binding energy than the products for the
reaction to generate energy. Given what we know about the iron peak this means
that for isotopes lighter than 56Fe nuclear fusion will produce energy, whereas
for isotopes heavier than 56Fe nuclear fusion will require energy input. This can
be seen graphically in Figure 2.2. Additionally, the slope of the binding energy
curve is steepest for lightest isotopes meaning that fusing the lightest isotopes
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Table 2.1 The stable magic number nuclides. Nuclides in bold are doubly magic and there-
fore appear once under both the “Protons” and “Neutrons” headings.

2 8 20 28 50 82 126

Protons
3He 16O 40Ca 58Ni 112Sn 204Pb
4He 17O 42Ca 60Ni 114Sn 206Pb

18O 43Ca 61Ni 115Sn 207Pb
44Ca 62Ni 116Sn 208Pb
46Ca 64Ni 117Sn
48Ca 118Sn

119Sn
120Sn
122Sn
124Sn

Neutrons
4He 15N 36S 48Ca 86Kr 136Xe 208Pb

16O 37Cl 50Ti 87Rb 138Ba 209Bi
38Ar 51V 88Sr 139La
39K 52Cr 89Y 140Ce
40Ca 54Fe 90Zr 141Pr

92Mo 142Nd
144Sm

together, say protons to 4He, will generatemore energy than fusing two 12C nuclei
to generate 24Mg.

In order for the reaction to take place at all the nuclei of species 1 and 2 must
be brought close enough together that the strong but short-ranged nuclear forces
dominate over the weaker but farther-reaching Coulomb force. The nuclei, being
both positively charged, will resist this. The picture is sketched in Figure 2.3.
Without loss of generality we will for now assume the stationary rest frame of the
nucleus of species 1 which has a charge Z1. The nucleus of species 2 with charge
Z2 approaches 1 with an energy E. If we assume the nuclear force will begin to
dominate at a distance r0 from 1 then the Coulomb barrier which nuclei 2 must
overcome is approximately Vc = Z1Z2e2/r0. In a star the energy of the incoming
nuclei is a result of its kinetic energy from thermal motion, hence, why these
reactions are referred to as thermonuclear reactions. However, if one estimates
the average kinetic energy of a nucleus at the temperature at the center of the
Sun, roughly T ≈ 107 K, then one finds that it is a factor of 103 smaller than the
Coulomb barrier. Since there are a distribution of kinetic energies in an ideal gas
of a particular temperature, one could turn the question around and ask what
the probability is of finding a particle in the high-energy tail of the Maxwell-
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Boltzmann distribution which has the energy to overcome the Coulomb barrier.
Unfortunately, at this energy, the exponential factor of the Maxwell-Boltzmann
distribution drops to e−1000 ≈ 10−434. This means that even given the some 1057

nuclei in the Sun, there is effectively no chance for a nuclear reaction to take place.
Yet, we know they happen.

Figure 2.3 A diagram depicting quantum tunneling and the Coulomb barrier. Vc is the
maximum of the Coulomb potential, rc is the classical turn around point for a particle with
energy E, and r0 is the distance from the nucleus at which the nuclear forces exceed the
Coulomb force.

The way out of this predicament came from quantummechanics and George
Gamow.Quantummechanics allows for a small butfinite probability that aparticle
will penetrate or “tunnel” its way through the Coulomb barrier despite having an
energy that is classically not sufficient to overcome it. The probability, P, for this
to happen is

P∝ E−1/2e−2πη , where η=
�m

2

�1/2 Z1Z2e2

~E1/2
(2.3)

is called the Sommerfeld factor, E is the relative kinetic energy of nucleus 1 and
2, and m is the reduced mass of nucleus 1 and 2. If one assumes Z1Z2 = 1 and
T ≈ 107K, then P is of the order 10−20. Since P∝ eZ1Z2 , in order to burn heavier
nuclei one needs higher temperatures. This results in the well separated burning
phases we know from stars.

To see if the tunneling probability is large enough to allow for reactions to
occur one can take the product of the tunneling probability distribution and the
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Maxwell-Boltzmann distribution to get the true probability of a reaction taking
place. This is shown in Figure 2.4. The tunneling probability is plotted with a
dot-dashed line and the Maxwell-Boltzmann distribution with the dashed line.
The product of the two is shown in the solid line. The peak in the product of the
two distributions is known as theGamow peak and gives an estimate of the energy,
and thus the temperature, at which a reaction is likely to take place in a star.

Figure 2.4 Panel a of Figure 3.13 from (Iliadis 2007). See text for description

So we have now seen that nuclear reactions depend on the energy of the
reactants (which in stars is directly tied to the temperature of the plasma) and the
chargeof the reactants.Theorygivesagoodunderstandingofhowandwhycertain
reactions are or are not probable, but to quantitatively determine the probability
one relies on experiment whenever possible. In experiments the probability that
an interactionwill occur is called the cross-section of the interaction. To determine
cross-sections an experimentalist needs three things: a beam of particles, a target,
and a detector. If the reaction being studied is 1 (2, 3)4, then a beamof particles of
species 1 would be shot at a target made ideally 100% of particles of species 2 and
the detector would be set to detect particles of species 3 or 4. The cross-section,
σ, would then be

σ =
R

I1N2

where R is the rate of detections, I1 is the number of particles of species 1 incident
on the target per unit time per unit area, and N2 is the number of particles of
species 2 that are exposed to the beam. σ then has dimensions of area and is
reported with the unit barn (b)2 where 1b= 100 fm2. While this clearly means
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the cross-section is not exactly the probability of a reaction occurring, the two
are proportional. It should also be noted that the cross-section will depend on
the energy of the particles in the beam. Thus, this experiment must be done for a
range of energies to see how the cross-section would change at different energies
(and thus temperatures in a star). In Figure 2.5 one can see a sketch of what a
plot of cross-section against energy might look like.

Figure 2.5 A hypothetical cross-section
versus energy curve. E1 and E2 mark
resonant energies. Based on Figure 18.4 in
Kippenhahn et al. (2013)

As one can see from the cross-section
curve, it generally is a smooth curve but
it also has peaks. These peaks are called
resonances. To discuss this a small digres-
sion must first be made to the topic of the
Bohr picture of the nucleus (Bohr 1936).
In this picture the nuclear reaction can be
seen as consisting of two steps. First, a nu-
cleus of species 1 and one of species 2 form
a compound nucleus, C∗, which is always
formed in an excited state, denoted by the
∗ in the exponent. The compound nucleus
is assumed to be excited as it has not only
the binding energy of 1 and 2 but also their
kinetic energies. Second, C∗ decays via a
particular “channel”. The primary assumption of the Bohr picture is that the
first and second step are independent of one another and the channel in which
C∗ decays only depends on the properties of C∗ and not on how it was formed.
Possible decay channels are shown below. (Weiss et al. 2004)

1+ 2→ C∗



















1+ 2 Elastic Scattering
3+ 4 Particle Emission
...
C + γ γ-ray emission

Via which channel C∗ decays will depend on a number of factors, one of which
being the energy levels of the C∗ nuclei from nuclear shell theory. Looking at
Figure 2.6, one can see that, for the compound nucleus C∗, the energy it would
take to remove a nucleon from the ground state is Emin. The energy levels below
Emin in energy can only decay via γ-emission which is unlikely. Thus, these states
are referred to as stationary states. However, if a particle’s energy is above Emin

it will not necessarily be expelled immediately. The sharp rise of the Coulomb

2The name “barn” was established by scientists in the Manhattan Project after other potential
candidates including “Oppenheimer”, “Bethe”, and “Manly” were excluded for various reasons
(Baker & Holloway 1947). The name is meant to reflect the fact that the barn is a very large
area for nuclear purposes.
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Figure 2.6 A sketch of energy levels in a compound nucleus C∗. The energy levels E1 and E2
correspond to the same energies as in Figure 2.5. Enon−resonant marks one of many non-resonant
energies. See text for more details. Based on Figure 18.3 in Kippenhahn et al. (2013).

potential still acts like a wall for particles on the left side just as it does for
those on the right. These particles can exist in these quasi-stationary levels for
some time, but eventually the particles will escape via tunneling. These quasi-
stationary states lead to these peaks in the cross-section curve which we set out to
explain. For example, to form C∗ from 1 and 2 with gradually increasing energy
E of their relative motion, the tunneling probability will increase according to
Equation (2.3) as long as E does not correspond to a quasi-stationary level. If,
however, E does correspond to a quasi-stationary level, then the colliding particles
find a resonance and can form C∗ much more easily. At these resonant energies
the reaction probability is enhanced by orders of magnitude.

Nowthat the requisite conceptshavebeen laidout, the timehascometodiscuss
thermonuclear reaction rates. Again the reaction 1 (2, 3)4 will be considered.
Suppose that one charged particle of species 1 is moving with a velocity v relative
to all charged particles3 of species 2. If there are n2 particles of species 2 per unit
volume and the cross-section for the reaction isσ, then it is easy to see that the
rate per unit volume at which a particle of species 1 will interact with a particle of
species 2 is n2σv. If we now assume that there is not only one particle of species 1
but rather n1 particles of species 1 per unit volume then

r12 = n1n2σv,

3If one of the reactants has no charge, i.e. a photon or a neutron, then the Coulomb barrier
need not be overcome and the general picture changes.
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where r12 is the reaction rate per pair of particles and n1 is the number density of
species 1. However, this does not account for the case where species 1 and 2 are
the same. In this case the number of unique particle pairs is given by

n1(n1 − 1)
2

≈
n1n1

2
,

where the approximate equality holds in the limit of large particle numbers (a
safe assumption in our case). Substituting that into the equation for r12 yields

r12 =
1

1+δ12
n1n2σv ,

where δ12 is the Kronecker delta function,

δ12 =

¨

0, species 1 6= species 2

1, species 1= species 2
.

Without this extra factor one would be double counting particles when species 1
and 2 are the same. This would effectively be allowing for the nucleus to interact
with itself to form heavier nuclei.

At this point one of our assumptions must be removed as it is incorrect. It was
assumed that all particles of species 1 move with relative velocity v. Becauseσ
depends on v, this is a critical assumption. A more realistic assumption is that
the relative velocities of the particles follow a Maxwell-Boltzmann distribution.
Switching from v to E, one finds that the fraction of all particle pairs in the energy
interval [E, E + dE] is

f(E)dE =
2
p
π

E1/2

(kT )3/2
e−E/kT dE.

To get the reaction rate per unit time and volume one must integrate over all
energies:

r12 =
1

1+δ12
n1n2

∫ ∞

0

σ(E)v f(E)dE.

The integral itself is an important quantity called the average cross-section or the
reactivity which is denoted as

〈σv〉=
∫ ∞

0

σ(E)v f(E)dE.

The final quantitywhich is not yet known isσ(E). A derivation of this quantity
will not be done here (interested readers can find an in depth derivation inWeiss
et al. (2004, Sec. 17.11)) and instead the result will simply be stated as
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σ(E) =
S
E

e−2πη.

where the exponential quantity comes from the tunneling probability, η is the
sameasdefined inEquation(2.3), andS is knownas theastrophysical cross-section
factor or the astrophysical S-factor. This factor contains all of the intrinsic nuclear
properties of the particular reaction at hand. In theory it can be calculated, but
one rather relies on experimental measurements when possible. Measurements
of S are not always possible. Even when it is possible, it can only be done at
very high energies since the cross-sections are too low at low energies to be
accurately measured in terrestrial laboratories. This means that the energies
for which S is known are much higher than those of astrophysical relevance.
Thus, the experimental data for S must be extrapolated down to the low energies
relevant for stars. This can be done reliably for non-resonant reactions as S is
nearly constant with energy in this case. If, however, there are resonances, known
or unknown, in the lower energies, then S can vary greatly with energy, and the
results can be uncertain. Finally, we have arrived at the final expression for the
average cross-section for the case of non-resonant reactions,

〈σv〉=
23/2

(mπ)1/2
1

(kT )3/2

∫ ∞

0

S(E)e−E/kT−η̄/E1/2
dE,

where

η̄= 2πηE1/2,

and η, once again, is the same as defined in Equation (2.3). m is the reduced
mass of particles 1 and 2 and comes from replacing v with E via E = 1

2 mv2. If
there are resonances more work must be done to get an accurate cross-section.
Luckily, the stellar physicist need not calculate this quantity. 〈σv〉 is measured
experimentally and provided in large databases such that in practice one needs
only the following rate equation:

r12 =
1

1+δ12
n1n2〈σv〉12. (2.4)

There is only one factor missing from our rate equation, but it can make a
large difference in the rate: electron screening. In most regions of the star the
nuclei are largely or fully ionized meaning that there are many free electrons in
the stellar plasma. At high densities each nucleus tends to attract neighboring
electrons due to their positive charge and forms a negative “charge cloud” around
it. From the perspective of a second nearby nucleus this charge cloud partially
shields the positive charge of the first nucleus and lowers the peak of the Coulomb
barrier. Hence, the reaction rate for that reactionwill be higher than if one ignored
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this effect.
Electron screening can be taken into account by simply multiplying the reac-

tion rate by a screening factor,

f = eU0/kT , where U0 = Z1Z2e2/rD.

This is only valid in the so-called “weak screening limit” as first defined by
Salpeter (1954), where the electrostatic energy between the particles when rD

apart is less than the mean thermal energy per particle. rD is the Debye length
and can be thought of as approximately the radius of the charge cloud. For the
remainder of this work the factor f will be omitted from the equations as is
customary, but it must be stressed that f is not included in the reactivity values
which one finds in the nuclear databases and as suchmust be computed separately
for each reaction involving charged particles and for each temperature.

With the tools to calculate rates one might logically next want to determine
how the abundances of the reactants and productswould change over time given a
particular reaction rate.Again, usingour canonical hypothetical reaction1 (2, 3)4,
let us consider what the change of the abundance of species 1 would be. The
amount of particles of species 1 should be decreasing since it is a reactant, and
it should depend on the amount of particles of species 1 and 2 since without
those particles the reaction cannot take place. Finally, it should depend on the
cross-section of the reaction. Putting that together one gets

dY1

dt
= −

1
1+δ12

ρNAY1Y2〈σv〉12

which of course is just the rate expression from Equation (2.4) with a negative
sign since the abundance of species 1 is decreasing. The Y’s are mole fractions,
defined as Y1 = n1/(ρNA), where NA is Avogadro’s number. The mole fraction
of the isotopes is used instead of the mass fraction or number density as it is
insensitive to changes in mass density, i.e. compression or expansion of the stellar
gas, which is not true of the mass fraction or the number density.

As a brief aside, we have now encountered three different ways of expressing
the abundance of a species of nuclides: number density, mass fraction, and mole
fraction. The mole fraction was just defined, and you will recall that number
density is the number of particles of species i per unit volume and is denoted as
ni or Ni. Themass fraction of species i is the fraction of the total mass which is
due to the mass of all particles of species i. It is defined as

X i =
ni Mi

ρNA
,

where Mi is called the relative mass fraction of species i and is calculated via
Mi = mnuc,i/mu and mu is the unified atomic mass unit. mu is defined as one-
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twelfth the mass of an atom of 12C. Since neutrons and protons have very nearly
the same amount of mass (the neutron is about 0.2% less massive) and electrons
have about four orders of magnitude less mass, mu is effectively the mass of a
nucleon, and Mi is approximately the isotope’s mass number.

Up until now we have always assumed that a reaction involves two reactants
and two products. This is not always the case: a β-decay only has one reactant,
for example. Triple body reactions are also possible. The above equation can be
expanded to allow for this,

dYi

dt
=
∑

j

C i
jYj +
∑

j,k

C i
j,kρNAYjYk〈σv〉 j,k +

∑

j,k,l

C i
j,k,lρ

2N 2
A YjYkYl〈σv〉 j,k,l , (2.5)

where

j, k, l, i may be n, p, α,γ, e+,−,ν,12 C, etc.
C i

j = ci

C i
j,k = ci/
�

1+δ j,k

�

!

C i
j,k,l = ci/
�

1+δ j,k +δ j,l

�

! .

InEquation (2.5) I have switched fromnumbers to letters for the indices to indicate
the generality of this expression (it is not only valid for the reaction 1(2,3)4).
The C i

j,k (C
i
j,k,l) terms handle the double counting issue when j = k ( j = k, or

k = l, or l = j, or j = k = l). The ci ’s themselves specify howmany particles of
species i are created or destroyed in a reaction. It is also important to note that
the ci ’s, and thus the C i

j,k’s and C i
j,k,l ’s, can be positive or negative depending on

whether the isotope i is created or destroyed. For example, in a 12C+ 12C reaction
C

12C
12C,12C = −2/2.
Naturally, one wants to follow the change of the abundance of all species

in the reaction. Thus, one has many of these equations; one for each species to
be considered. This creates a stiff system of coupled differential equations. In
practice, a stiff numerical system is one for which the time evolution of different
components of the system are described by a wide range of timescales. To get
a sense for how stiff this system of equations is one can consider the first two
reactions of the pp-chain, the process by which the Sun produces its energy. The
first reaction of the pp-chain, 1H (p, e++ν)2H, has a reaction timescale on the
order of 10 billion years. Step two of the pp-chain, 2H (p, γ)3He has a timescale of
just seconds. Hence, even for the Sun, the timescales involved in nuclear burning
can differ by over 17 orders of magnitude!

Sucha stiff systemmustbe solvedviaan implicit numerical scheme.Commonly,



19 2.1 Nuclear Physics

this is done via the backward Euler method combined with a Newton-Raphson
method (Hix & Meyer 2006). That works as follows. From the backward Euler
method one has the usual equation:

Y(t +δt)− Y(t)
∆t

= Ẏ(t +∆t). (2.6)

Rearranging this equation one can cast it into a root finding problem,

Z =
Y(t +δt)− Y(t)

∆t
− Ẏ(t +∆t) = 0, (2.7)

which can be solved via the Newton-Raphson method. The change in the abun-
dances is then

∆Y = (JZ)
−1Z , (2.8)

where the terms of JZ , the Jacobian of Z , are

J(i, j) =
δi j

∆t
− JẎ(i, j), (2.9)

where∆t is the time step andδi j is the Kronecker delta function. JẎ, the Jacobian
of Ẏ, is calculated in the usual fashion as

JẎ(i, j) =
∂ Ẏi

∂ Yj
, (2.10)

where the first index runs over all reactants and products and the second index
runs over all reactants.4 Once the change in abundance has been calculated, the
energy generation rate of all the nuclear reactions can be calculated via

εnuc =
∑

i

dYi

dt
Mexc,iNAc2, (2.11)

where Mexc,i is the mass excess of species i and is equal to

Mexc,i = mnuc,i − Aimu. (2.12)

A program which solves these equations is called a nuclear network. Nuclear
networks are contained in all modern stellar evolution codes. Depending onwhat
stars one is interested in modeling and how detailed one wants to investigate the
nucleosynthesis, the nuclear networkwill track the abundances of tens, hundreds,
or even over a thousand isotopes. The time it takes to solve the equations increases
quickly, as O
�

n3
�

, with increasing number of isotopes, n (Hix & Meyer 2006).

4This is technically not true. The second index also runs over all the reactants and products
as well, but, as the mole fraction of the products does not enter into the equations for Ẏ, the
derivatives with respect to product mole fraction are all zero.



2. Theory 20

Moreover, this system of equations must be solved at least once per grid point
where nuclear burning is happening and per time step in a stellar model. This
means that the nuclear network can greatly slow down the stellar evolution code
if one wants to track many isotopes at a time.

One way around this is to use a post-processing code. A post-processing code
takes the thermodynamic output from a stellar evolution code with a small
nuclear network as input for a nucleosynthesis calculation using a much larger
nuclear network. In the post-processing approach the thermodynamic input is
considered as fixed. No feedback of the assumed mixing processes or energy
release by the reactions considered in the post-processing calculation on the
stellar structure is possible. Because of this, all reactions which are important
for the energy generation, and thus which affect the stellar structure, must be
included in thenuclearnetwork in the stellar evolution codeandany reactions that
are considered in the post-processing are assumed to be energetically irrelevant.
More information on the detailedworkings of a post-processing codewill be given
in Section 4.2. Some form of post-processing has been in use since at least Peters
(1968) who used it to calculate the nucleosynthesis of the weak component of
the s-process. A key to the method becoming more popular were the papers of
Arnett & Truran (1969) andWagoner (1969) wherein efficient algorithms for
solving the nuclear network equations were developed. After this, a number of
studies utilized these algorithms to calculate the nucleosynthesis of the s-process
(Shorin et al. 1971, Peters et al. 1972, Couch et al. 1974). To the best of
my knowledge the first application of post-processing to s-process calculations on
the AGB is the work of Truran & Iben (1977).

While this approachdoes introduce some inconsistencies it allows for following
large numbers of isotopes. Due to modern computational speeds as well as better
algorithms for solving stiff equations and taking advantage of the sparseness
of the matrix formed from the system of equations, large networks can now be
implemented directly in stellar evolution codes (the interested reader should
consultTimmes(1999) for a comparisonof thedifferent solvingmethodsaswell as
the advantages of sparse algorithms). Nevertheless, there are still computational
efficiency advantages to using a post-processing code.

2.2 Stellar Evolution

In the following section the aspects of stellar evolution as it relates to this thesis
will be discussed. It is assumed that the reader has a basic understanding of
stellar evolution and, as such, some details will be skipped. This includes the
stellar structure equations. If a topic is unfamiliar Kippenhahn et al. (2013) is
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a standard reference for stellar evolution.5

Hot Bottom Burning 22Ne neutron source

13C Pocket C-star formation

Figure 2.7 A diagram depicting the evolution of stars with different initial masses. The stars
evolve from left to right. Different phases of evolution are denoted by colored regions.

The property of a single star that has the greatest impact on its evolution and
end fate is the mass it has when it forms. In Figure 2.7, one can see the different
paths which stars take through their evolution based on the mass they are born
with. The exact values for each mass range also depend on other properties such
as metallicity. To aid in the discussion we will follow the evolution of a 1M� (the
blue path in Figure 2.7) and a 5M� (the red path in Figure 2.7) star. The “massive
stars” (8M�–10M�) will not be discussed.

Irrespective of mass, all stars begin their life on the main sequence (MS).
Everything before that is considered part of the formation of the star. The MS
begins at the zero-age main sequence or ZAMS when H burning begins in the core
of the star. We will begin our discussion of the evolution of these stars here. The
discussion will be split into two parts: the evolution of a 1M� star up to the AGB
and the evolution of a 5M� star up to the AGB.

2.2.1 Pre-AGB Evolution of a 1M� Star

For stars up to roughly 1.2M� the core of the star on the MS is radiative and
the bulk of the energy is produced via the proton-proton chain or pp-chain. The
pp-chain is the process by which these stars create helium from protons. There
are multiple paths for the pp-chain, denoted with roman numerals, three of four
of which are shown in Figure 2.8. Regardless of the path the pp-chain takes, the
net result is always 4p→ 4He+ 2e+ + 2ν. The neutrinos are assumed to leave
the star without interaction and remove energy from the star. The timescale for
completing the chain is controlled by the slowest reaction in the chain which
is the first reaction: p (p, e++ν)2H. This reaction is infamous for having such a
low cross-section that it cannot be measured in terrestrial laboratories. When
one estimates this cross-section theoretically one finds that on average a proton

5Kippenhahn et al. (2013) along with Habing & Olofsson (2004) are the references for
all content in this section unless otherwise stated.
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must wait on the order of 8× 109 yr in the core of the Sun before undergoing this
reaction.

Figure 2.8 A schematic depiction of the
pp-chain. Isotope colors have the same
meaning as in Figure 2.1.

As more protons are converted to he-
lium in the core, the molecular weight of
that material increases. This leads to an
increase in the central temperature and
density. Once the core has exhausted its
supply of protons it “turns-off”, or leaves,
the MS and crosses the Hertzsprung Gap.
During this time theHe-rich core is too cool
to ignite He burning and so it contracts to
the point that degeneracy sets in. At the
same timeHburning is establishing itself in
a shell outside the core. For reasons which
are still not fully understood (interested
readers can consult Miller Bertolami
2022) this combination of processes causes
the star to expand in radius. The cooling
of the outer layers turns them convective

and by the time the star reaches the Hayashi line, the border between stars in
hydrostatic equilibrium and those that are not, the convective envelope (CE)
already extends deep into the star. The “barrier” for stable stars demarcated by
the Hayashi line pushes the star to higher luminosity at near constant effective
temperature along the red giant branch (RGB). As the star ascends the RGB the
CE continues to penetrate deeper into the star until it reaches material which has
already been processed by H burning. This causes material enriched mainly in
4He, 13C, and 14N to be brought to the surface of the star. This phenomenon is
known as the First Dredge-up (FDU). The FDU leaves behind a discontinuity in
the molecular weight gradient between the homogeneous, H-rich envelope and
the He-enriched layers below. Later, as the H shell continues to move outwards in
the star, it will reach this discontinuity at which point the luminosity of the star
drops briefly before continuing to increase. This creates the so-called “bump” on
the RGB.

As the star continues to ascend the RGB, the degenerate He core continues
to contract and heat. Neutrino losses from star’s center cause the temperature
maximum in the star to migrate away from the center. At the tip of the RGB He
burning is ignited at the location of the temperature maximum in an off-center
ignition.This violent episode causes the luminosity generatedby the star to exceed
1×109 solar luminosities and is called the core helium flash. The energy generated
in this event is not radiated from the star but instead is used to lift the degeneracy
of the core, and the star then proceeds towards the horizontal branch (HB). Here
the star is gently burning helium in its core, which is now convective. The most
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important nuclear reaction in this phase is the triple-α reaction: 4He (2α, γ)12C.
Other α-capture reactions such as 12C (α, γ)16O also take place but account for at
most a couple percent of the energy generation. Following He exhaustion the star
enters an analogous phase to that it was in just after theMS. The now carbon- and
oxygen-rich core begins to contract and becomes degenerate while He burning
begins in a shell above the core and below the H shell. The star then begins to
ascend the giant branch for a second time as it enters the early-AGB (E-AGB)
phase.

2.2.2 Pre-AGB Evolution of a 5M� Star

For stars above roughly 1.2M� the CNO cycle rather than the pp-chain dominates
the energy production during the MS. Because of the CNO cycle’s higher depen-
dence on the temperature (T 13...20 as compared to T 3.5...5.5) the core of the star
becomes convective. The result of each cycle is the same as for the pp-chain, that
is, 4p→ 4He+ 2e+ + 2ν. In the CNO cycle, though, heavier elements are used as
catalysts for this to occur. In each cycle, C, N, O, or F nuclei act only as catalysts, in
the sense that the total abundance of the heavier nuclei together is not altered and
only hydrogen is consumed. The relative abundances of the individual catalysts
will change. As can be seen in Figure 2.9, proton captures on C, N, and O are used
to build up to an isotope which then decays by emitting a helium nucleus. Just as
the pp-chain has multiple paths, so too in the CNO cycle there are 4 cycles. Only
the first two are depicted in Figure 2.9 as they are the most relevant for the stellar
mass range considered in this work.

Figure 2.9 A schematic depiction of the
CNO cycle. The lines show the reaction
pathways. Isotope colors have the same
meaning as in Figure 2.1.

Each cycle overlaps with the next one
and one isotope acts as a critical junction
for determining if a cyclewill be completed
or if thenext cyclewill be entered. ForCNO-
I and CNO-II that junction isotope is 15N
which can either undergo a (p, α) reaction
thereby completing the CNO-I cycle, or un-
dergo a (p, γ) reaction and enter the CNO-
II cycle. In the case of the CNO-I cycle, the
timescale for completing a cycle is set by
the slowest reactionwhich is 14N (p, γ)15O.

The star ends theMSmuch as the 1M�
stardid, crossing theHertzsprungGapasH-
shell burning establishes itself. These stars
likewise climb the RGB and experience the
FDU just as their lower mass counterparts
do. The main difference here is that the core does not become degenerate and
instead He burning ignition occurs non-violently at the center of the star under
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non-degenerate conditions.
At this point the star settles on the horizontal branch burning helium in a

convective core and hydrogen in a shell. The competition between these two
energy sources will determine how far into the blue the star will travel, i.e. how
hot the surface of the star will be. Following the end of central He burning the
star is forced by the rising He shell to expand. The expansion cools the outer
layers enough that the H shell is extinguished and the CE delves deeper into the
star. Eventually, the CE will encounter the region formally occupied by the now
extinguished H shell and the star will undergo its second dredge-up phase. The
second dredge-up (SDU) will significantly enhance the surface abundance of 4He,
12C, and 14N. Following SDU, the H shell reignites and the star climbs the giant
branch a second time entering the E-AGB phase.

2.2.3 On the AGB

Figure 2.10 Cross-sections of a 3M� stellar model at different points in the evolution.
Each section of the plot is labeled with the evolutionary phase depicted. Blue denotes H
burning, orange denotes He burning, and gray denotes convection. The white lines are shells of
constant mass at the values shown in the scale to the left. Time runs counter clockwise, though
each quarter circle only shows a snapshot of the structure of the star in that phase. The inset is
not to scale and shows the most interesting part of the structure of the AGB star. Here, the light
blue color denotes the intershell region.

Regardless of initial mass, at the start of the AGB the structure of the star is
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qualitatively the same. The star consists of a C/O degenerate core, a He shell, an
intershell region, a H shell, and a CE. The structure of a star in different phases
of its evolution is shown in Figure 2.10. The inset shows a zoomed in view of
the AGB phase, where the components are no longer to scale so as to better see
each of them. The AGB phase is split into two parts: the E-AGB, where the star is
simply climbing the giant branch with increasing luminosity generated by the
two burning shells, and the thermally pulsing AGB (TP-AGB) phase, where the
characteristic thermal pulses (TPs) have begun. TPs refer to the characteristic
oscillations in the H and He luminosities of the star along the AGB. To understand
how these TPs occur, a full pulse and interpulse phase is depicted in Figure 2.11
and will be described in detail.

Before discussing a TP cycle though, there is an important question to answer
first. Why do the pulses occur at all? The TPs on the AGB are due to a thermal
instability of the thin He shell. There is a relatively simply mathematical model
which can be used to show this and will aid us later in discussing the finer details
of the He-shell flashes. The argument that follows comes in large part from
Sackmann (1977) but utilizes instead the equations from Kippenhahn et al.
(2013).

If one compares the density-radius relationship for the case of central burning
and for the case of a burning shell one finds (Equations 33.3–4 in Kippenhahn
et al. 2013)

dρ
ρ
= −3

dr
r

for the center (2.13)

dρ
ρ
= −

r
D

dr
r

for the shell, (2.14)

where r is the radial coordinate and D is the thickness of the shell source. We
then assume that the layers above the shell expand or contract homologously.
Thus, we can apply a homology relationship for the pressure in the shell

dP
P
= −4

dr
r

,

and, using Equation (2.14), we get

dP
P
=

4
n

dρ
ρ

,

where I have defined n= r/D. It is worth stressing here that the way n is defined
means that a thinner shell has a larger n than a thicker shell.

Next, we notice from Equation (2.14) that to go from the case of central
burning to shell burning all onemust do is replace the factor of 3 with n. Applying
this to Eq. 25.27 from Kippenhahn et al. (2013) we get our next equation:
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dP
P
=

4δ
4α− n

dT
T

.

Combining the previous two equations we get our third equation

dT
T
=

4α− n
δn

dρ
ρ

.

The factors of α and δ have their usual meaning in the Kippenhahn book. They
quantify the deviation of the gas from an ideal gas and come from the equation of
state. If radiation pressure would be considered then

α=
1
β

and

δ =
4− 3β
β

,

where

β =
Pgas

P
=

1− Prad

P
.

For nowwewill assume an ideal gas meaning α= δ = β = 1. We will remove
this assumption later. All together, we have

dP
P
=

4
n

dρ
ρ

(2.15)

dP
P
=

4
4− n

dT
T

(2.16)

dT
T
=
�

4
n
− 1
�

dρ
ρ

, (2.17)

and I will give each coefficient its own variable name

G1 =
4
n

(2.18)

G2 =
4

4− n
(2.19)

G3 =
4
n
− 1. (2.20)

It should be clear from Equations (2.15) to (2.17) that n = 4 is some sort of
critical point (G2 is not even well defined at that point). Specifically, if n> 4 then
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G3 < 0 meaning that density decreases with increasing temperature. This means
as the shell expands the temperature will increase. Additionally, the relative
change in pressure is less than the change in density when n > 4. These two
criteria are a perfect combination for a thermonuclear runaway. Note, that this is
a completely different kind of thermonuclear runaway from that which occurs
during the core He flash. There, the runaway occurs due to the equation of state
of degenerate material. Under degenerate conditions the temperature decouples
fromthepressure anddensity.Here, the runaway is causedbyapurely geometrical
effect. If the shell is thin enough it is unstable.

Figure 2.11 A sketch of a Kippenhahn diagram of two TPs. As in Figure 2.10, orange
denotes the He shell, blue denotes the H shell, and gray denotes convection. The purple line is
the 13C pocket. The regions of the plot labeled 1, 2, 3, and 4 refer to the pulse, power down,
TDU, and interpulse phase of the TP cycle, respectively. MH is the distance that the H shell
travels outward during the interpulse and Mdredge is the mass of material dredged up during
the TDU. Finally, the neutron-source reactions are written at the location in the star where
they would be active.

A TP cycle can be roughly broken up into 4 parts: pulse, power-down, third
dredge-up, and interpulse. These correspond to zones 1, 2, 3, and 4 in Figure 2.11,
respectively. Starting with zone 1 and the pulse, the thin He shell is unstable as
we have shown and a thermonuclear runaway occurs with the shell luminosity
able to reach up to 1× 108 L�. The energy release drives a convective zone in the
intershell region known as the pulse-driven convection zone (PDCZ) as well as
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causing the expansion of the layers above theHe shell. At this point it is prudent to
think about what stops the flash. This seemingly simple question is complicated
by the fact that there are three different maxima during the flash that one must
explain: The maximum helium luminosity (LHe), the maximum temperature at
the base of the He shell (THe), and the maximum extent of the PDCZ. None of the
maxima occur at the same point in time. We can use Equations (2.15) to (2.20) to
understand the first two maxima.6

The luminosity of the He shell is driven almost exclusively by the triple-α
reaction. The energy generation rate due to the triple-α reaction is

εnuc∝ ρ2Tν

and so

dε
ε
= 2

dρ
ρ
+ ν

dT
T

. (2.21)

ν is a purely nuclear physics term. From the rate in Harris et al. (1983) one
can see that, in the temperature regime of interest, ν = −3+ 44.0/T8, where
T8 = T/1× 108 K. Secondly, we can use Equation (2.17) to express the relative
change in the energy generation purely in terms of temperature:

dε
ε
=
�

−3+
44
T8
+

2
G3

�

dT
T
=

�

−3+
44
T8
+

2
4
n − 1

�

dT
T

. (2.22)

It is clear that if the result of the terms in the parentheses is positive, then the
energy from He burning will continue to grow, and if it is negative it will subside.
So now we can ask, how does this expression change during the flash? In the
beginning of the flash the shell is thin meaning n� 4, and the temperature is
around 100 MK so the expression is

−3+ 44− 2= 39.

So theHe shell is extremely sensitive to temperature and the burning is happening
extremely quickly. As theflash continues and theHe shell expands, nwill approach
thecritical valueof4but still be slightlyhigher than4. Thiswill cause the third term
in the expression to become more negative rapidly. Additionally, the temperature
is still increasing, now being roughly 250 MK, which suppresses the second term.
If we take n= 4.1 and T8 = 2.5 then the expression is

−3+ 17.6− 82= −67.4.

6We will again be following the argument of Sackmann (1977), but essentially the same
argument was already made by Weigert (1966) to explain the separation of the luminosity
and temperature maxima
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This means that we have entered a regime where increasing the temperature will
actually decrease the energy generation rate! This explains why the maximum
of the He luminosity always occurs before the maximum in temperature. This
third term in the expression carrying the geometrical thickness factor becomes
increasingly negative as the shell approaches the boundary between thin and
thick and greatly suppresses the energy generation rate.

However, the shell is still thin and thus the continued expansion of the shell
leads to a continued increase in temperature even if the nuclear burning is slowing.
The temperature will reach its peak exactly when n = 4 as can easily be seen
by Equation (2.17), at which point with decreasing n the temperature will also
decrease. One may ask what is the critical value of n which will cause the peak
LHe? If we assume that this peak will occur at, say, 225 MK then one can easily
solve for where the expression has its root and find

n= 4.5496.

As a final point to make here, one can consider what would happen if I do not
assume that the radiation pressure is negligible. In that case we have, in place of
Equations (2.18) to (2.20),

G1 =
4
n

(2.23)

G2 =
4
n

4− 3β
4
n − β

(2.24)

G3 =
4
n − β

4− 3β
. (2.25)

Thus, the criterion for a thin shell changes to n > 4/β . However the criterion
for the percentage change of pressure being less than the percentage change in
density is still achieved at n> 4. Bothmust be fulfilled for the instability. Carrying
the new G coefficients through to Equation (2.22), we now have

dε
ε
=
�

−3+
44
T8
+

2
G3

�

dT
T
=

�

−3+
44
T8
+

2(4− 3β)
4
n − β

�

dT
T

.

If, as before, we assume the peak of the He luminosity will occur at 225 MK, then
our new expression is

−3+ 19.5+
2(4− 3β)

4
n − β

= 0,

and we solve for n to get
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n=
4

− 2
16.5(4− 3β) + β

.

Here we see that an increasing contribution of the radiation pressure will lead
to the transition of the shell from thin to thick to happen at a larger value of n,
i.e. earlier. This in turn will slightly dampen the maximum He luminosity and
temperature achieved during the flash.

Shortly after the peak in temperature the PDCZwill reach itsmaximumextent.
Despain & Scalo (1976) argue that the maximum extent of the PDCZ is not gov-
erned by the hydrostatic readjustment of the star but rather by a thermodynamic
one. Their argument is based on the paper by Schwarzschild & Härm (1965)
who showed that the two criteria for the instability of the shell source are:

1. A positive perturbation in entropy leads to a positive perturbation in tem-
perature.

2. The shell is thick enough that the excess heat will not diffuse away faster
than the instability can grow, but thin enough to be unstable.

During a pulse, they argue, the intershell region does expand hydrostatically, but
this expansion has little impact on the layers above the H shell because they are
hydrostatically decoupled from the intershell region. This decoupling is due to the
energy generation in the H shell which provides a strong restoring force against
perturbations in radius (Stein 1966). However, the thermal perturbations of the
He shell can be communicated to the outer layers by means of radiative diffusion.

They define the timescale for the growth of the instability as

τe ≈
CpT

εn
,

where Cp is the specific heat capacity, and the timescale for radiative diffusion
from the He shell to the H shell as

τdiff ≈
3

128σ

�

∫ r2

r1

√

√κCp

T 3
ρdr

�2

,

where κ is the opacity. As long as τe < τdiff the PDCZ will grow because the
instability is growing faster than the outer layers can receive the information, but
when τe ¦ τdiff the outer layers can adjust to any changes from the He shell as
quickly as they occur and the PDCZ will cease to grow and recede. One year later
Fujimoto (1977) carried out a similar analysis.While the timescaleswere defined
somewhat differently, their computations support the argument. As it turns out
these timescales are equal only after the maximum temperature is reached when
τHe in increasing and τdiff is decreasing.
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As the PDCZ recedes and the He luminosity and temperature continue to
dwindle, the star has entered the phase known as power-down, shown in zone 2
of Figure 2.11. With the H shell extinguished there is no longer a strong entropy
barrier holding back the CE and so it moves inward in mass. If the CE moves into
the formerly convective region of the PDCZ, it will dredge-up material enriched
from partial He burning as well as elements heavier than iron which have been
produced via a series of neutron captures known as the s-process (this will be
discussed in more detail in Section 2.2.6). This is known as the third dredge-up
(TDU) and is shown in zone 3 in Figure 2.11. The efficiency of the TDU, denoted
by λ, is a key quantity in AGB models and is not empirically well known. It is
defined as

λ=∆Mdredge/∆MH, (2.26)

where ∆Mdredge is the mass dredged up after a TP and ∆MH is the distance
traversed by the H shell during the preceding interpulse phase (see Figure 2.11
for a visual representation of these quantities) (Lattanzio 1989). At this point
the star has entered zone 4 which denotes the interpulse phase. Here the star
has again begun contracting and the H shell attains H-burning temperatures
again. At the same time s-process nucleosynthesis is happening in the 13C pocket
(this will be discussed in more detail in Section 2.2.6). As the temperature and
densities continue to rise, the He shell contracts until it is once again thin and thus
unstable leading to another thermonuclear runaway. TPs and TDUs can occur
many times during the AGB. The AGB phase finally ends when the envelope has
been completely stripped due to mass loss.

One important change to this picture for stars above 3M�–5M� is the occur-
rence of hot-bottom burning (HBB)— the colorful name being coined by Scalo
et al. (1975). HBB refers to a situation where the base of the CE is hot enough
that hydrogen burning can occur there. This gives the H-burning region access to
abundant fuel for nuclear burning and leads to a higher luminosity of the star than
one would expect from the AGB core mass-luminosity relationship. Furthermore,
since the burning is occurring in the envelope it will alter the surface composition.
The main effect is to reduce the C abundance and increase the N abundance as
one would expect from a region subjected to CNO-cycle burning.

The AGB phase finally ends when mass loss has fully, or mostly, eroded the
envelope leaving behind a core ofmostly C andOandperhaps a very thin envelope.
The core is in turn surrounded by a thick shroud of dust and gas — the former
envelope of the star whichwas lost during the AGB. Thismaterial is endowedwith
the nucleosynthetic signature of the star and enriches the interstellar medium
(ISM) or could be accreted by a companion star in the event that the AGB star
was in a multiple system like a binary.
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Figure 2.12 A Diagram depicting the structure of a 3M� AGB star during a TDU at the
time of the deepest extent of the CE. The extent of the PDCZ in the preceding pulse and the
subsequent 13C pocket are shown as well.

2.2.4 Convection

Before continuing on to discuss some further details of AGB evolution, a brief
aside is in order. In the preceding discussion of evolution a number of convective
zones have been mentioned. The modeling of convection in 1D is one of the
biggest sources of uncertainties in stellar models. Convection in real stars is an
extremely turbulent process and spans regions where the temperature, pressure,
and density may change by many orders of magnitude. The only way to properly
model it is to fully solve the Navier-Stokes equations in 3D. This is however so
computationally expensive that it can only be done for small parts of a star for very
short (in comparison to stellar evolutionary timescales) times. As such, stellar
modelers are forced to use some sort of approximative 1D theory. By far the most
common such theory is themixing length theory (MLT). The simple mixing length
picture of convection involves a parcel of matter which rises a set length, the
mixing length, due to a dynamical instability. The neutral buoyancy point where
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this instability ends is known as the Schwarzschild boundary (Schwarzschild
1906), and it marks the end of the convective zone. The mixing length is a free
parameter in this theory which in stellar models usually takes a value between
1.5–2.

Once one has solved the mixing length equations one has the necessary
temperature gradients to determine where in the star convection should occur
and one has the convective velocities (or diffusion coefficients) which describe the
convective motions. However, MLT on its own does not specify how the actually
mixing should be calculated. For that one needs an additional theory. There are
two main approaches to mixing in stellar evolution codes: the diffusive approach
where one uses the diffusion coefficients fromMLT and the advective or linear
approachwhere one uses the convective velocities (thesewill be discussed inmore
detail in Chapter 4). These mixing schemes are known to give different results.
This is studied in detail in (Goriely & Siess 2018) where both mixing schemes
are implemented in the same stellar evolution code, STAREVOL, and compared
to each other. Even with all other code details kept the same, the different mixing
schemes produce different results.

TheMLT is known to suffer from a number of issues, one of which involves the
boundary of the convective zone. It is known from3Dhydrodynamical simulations
that there is in fact some mixing which takes place beyond the Schwarzschild
boundary. This is referred to as extra mixing or convective boundary mixing
(CBM). Additionally, there are observations, such as the turn off point of the MS
in star clusters (Magic et al. 2010) or the properties of eclipsing binary stars
(Remple et al. 2021), which can only be matched by stellar evolution models
when CBM is accounted for. Overshoot, which will be discussed in more detail
in Section 4.1.1, is an extra mixing process which is commonly used in stellar
evolution codes. This is discussed here as the uncertainties in convection will rear
their head almost any time one attempts to investigate a phenomenon in stars in
detail.

2.2.5 Mass Loss on the AGB

A typical assumption in the calculations of stellar evolution before around 1980 is
that the mass of the star does not change despite the observations which showed
that stars do lose mass. The first direct observational evidence of mass loss from a
star came from Biermann (1951) who determined that the deflection of comet
tails could not solely be explained by the momentum transfer of solar photons,
and instead was due to a flow of particles coming from the Sun. A few years
later Deutsch (1956) was able to deduce that the M-type red giant star in the
α Her binary system was losing mass at a rate six orders-of-magnitude higher
than the Sun. Shklovskii (1957) was the first to suggest that the mass loss of cool
extended red giants may be the source of the circumstellar material surrounding



2. Theory 34

planetary nebulae. The study of mass loss in stars was greatly helped by the IRAS
space survey in 1983, the first all-sky survey at infrared wavelengths. Using this
data Olofsson et al. (1990) were able to determine that the shells of planetary
nebulae were indeed consistent with episodic mass loss due to TPs on the AGB.

As already discussed, the AGB terminates when mass loss fully erodes the CE
of the star. The most widely accepted mass loss picture for AGB stars at present
involves two components. First, shock waves, driven by the radial pulsations of
the star and strengthening as they propagate through the sharply decreasing
density of the star’s outer layers, act as a levitation mechanism driving the radial
extension of the atmosphere. These shocks compress, heat, and push the material
as it travels through. Second, the material which has been pushed further from
the star undergoes radiative cooling and leads to dust grain formation. These
dust grains feel the pressure of the radiation field generated by the star providing
the momentum for the so-called dusty winds.

Despite having this picture, the mass loss of AGB stars is not quantitatively
well understood, somass loss laws used inmodeling tend to be based on empirical
or simple theoretical estimates. These laws all attempt to connect the properties
of the stars to their mass loss rates. The most well known and widely used mass
loss parameterization is Reimers’ wind (Reimers 1975). Based on observations
of red giants and supergiants, Reimers developed the mass-loss relationship:

ṀReimers = −4× 10−13ηRLR/M .

This relationshiphad theadvantageofbeingobservationallymotivatedandsimple
to incorporate in stellar evolution codes. It soon became clear, however, that,
depending on evolutionary stage, it was prone to under- or overestimating the
mass loss. For this reason the calibrating parameter, ηR, was added to the formula
which is not necessarily constant throughout the evolution. Many variations of
this general formula were developed in the following years in order to improve
the estimate (for a discussion see Bloecker (1995)).

In Iben & Renzini (1983) the authors included a new type of mass loss: a
superwind. This superwind was invoked by Renzini (1981) as a way to produce
the characteristic sturctures observed in the ejecta surroundingplanetary nebulae.
In their models the superwind mass loss is switched on once a certain critical
luminosity is reached.

A different approach is taken by Vassiliadis & Wood (1993) who use an
empirical relation which is solely dependent on the period, P, of the linear pulsa-
tions of the star and its mass. The period itself is calculated via another empirical
relationship which relates the mass and radius of the star to its period. It can be
argued that this is a more physical description as the pulsations of the star are
thought to be part of the mechanism behind the mass loss.

One important variable which is not taken into account in these mass loss
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prescriptions is the C/O ratio at the surface of the star. This situation was rectified
in Wachter et al. (2002) and van Loon et al. (2005) who developed mass
loss prescriptions specifically for C-rich and O-rich stars, respectively. The mass-
loss prescription of Wachter et al. (2002) is based on pulsating wind models
whereas van Loon et al. (2005) used observations of O-rich AGB stars to develop
their parameterization.

In recent years thefieldhas shifted fromattempting toprovide simple formulae
to instead providing tables to be interpolated. The data from these tables come
from increasingly advanced and complicated simulations of the outer layers of
AGB stars and atmospheres. A far from exhaustive list of these kinds of studies
includes:Mattsson et al. (2010), Eriksson et al. (2014), Bladh et al. (2019),
Siess et al. (2022), and Sandin et al. (2023).

A shared feature of all AGB mass-loss rates is the increased mass loss with
increased luminosity. This leads to brief spikes in the mass loss with every pulse
resulting in thin circumstellar shells around the star. Effective temperature is
also included in somemass loss prescriptions with lower effective temperature
leading to higher mass loss. Aside from luminosity and effective temperature, the
C/O ratio at the surface of the star also plays a significant role in the mass loss of
AGB stars. The greater the C/O ratio the more dust is formed in the outer layers,
the more the opacity increases, and the stronger the winds are. On the AGB each
TDU will increase the C/O ratio at the surface. Once the C/O ratio exceeds unity
the star is a carbon star and the mass loss increases dramatically. This can be seen
in Figure 2.13. Because of this effect it is now standard practice to use opacity
tables for various C/O mixtures.

Figure 2.13 Mass loss rate and luminosity as a function of time on the AGB for a 3M� star.
The dashed line indicates when the C/O ratio exceeds unity
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Another critically important consequence of themass loss on the AGB is that it
enriches the ISM with the nucleosynthetic products of the star. This includes the
s-process isotopes which were dredged-up in the TDUs. Because of this, AGB stars
are of great importance to galactic chemical evolution models. These models rely
in part on nucleosynthetic yield tables from AGBmodels. These yield tables simply
tabulate the total amount of all isotopes which were lost in the winds of an AGB
model and thus went into the ISM.

A yield can be calculated for each isotope tracked in the stellar evolution
code. The exact way of calculating the yield can differ from study to study so it is
important to be careful when interpreting results across studies. Generally, there
are two formulae

Mi =

∫ τstar

0

Ṁ(t)X surface
i (t)d t (2.27)

and

Yi =

∫ τstar

0

�

X surface
i (t)− X i(0)

�

Ṁ(t)dt. (2.28)

where τstar is the current age of the star, Ṁ(t) is the mass loss rate at time t,
X surface

i (t) is the surface mass fraction of isotope i at time t, and X i(0) is the initial
mass fraction of isotope i.Mi gives the total mass of isotope i expelled into the
ISM and is always positive, whereasYi only keeps track of the isotope creation
or destruction relative to the initial abundance of the star and can be positive or
negative. Both will be used in this work, thus, for the purposes of disambiguation,
we will refer toM as the mass yield and Y as the net yield. Similar to Yi, one
can define an overproduction factor for an isotope i in terms ofMi as,

Fi =
Mi

(Mini −Mfinal)X i(0)
. (2.29)

2.2.6 s-process

It has already been discussed on the basis of Figure 2.2 that nuclear fusion up to
iron results in energy generation and nuclear fusion past iron requires energy.
This alone strongly suggests that the generation of elements heavier than iron
is likely not a large factor in the evolution of stars, but rather a process which
generates trace element abundances.

Recalling the discussion from Section 2.1, as Z increases the Coulomb bar-
rier becomes harder to overcome and tunneling becomes less effective. For this
reason it was quickly hypothesized that heavy element production is the result
of successive neutron captures. Since the neutron has no charge it does not feel
the Coulomb potential of the nucleus. Of course neutron captures alone will not
result in a change of Z and thus to a new element. However, a nucleus can not
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indefinitely capture neutrons. As one addsmore neutrons the nucleuswill become
more unstable and will eventually undergo β−-decay, turning one neutron into a
proton, and thus arriving at the next row up in the chart of nuclides. The swath
of the chart of nuclides where elements are stable to β-decays is referred to as
the Valley of Beta Stability. Figure 2.14 shows a sketch of the valley of stability
for one element — this is essentially a cross-section of the chart of nuclides for
constant atomic weight, A, i.e. an isobar. The orange dots on the left are unsta-
ble neutron-poor isotopes, while the yellow dots on the right are neutron-rich
unstable isotopes, and the black dots are stable isotopes. Successive neutron
captures will push the nucleus farther to the right where the isotopes get more
and more unstable. How far the nucleus gets depends on the interplay of the
neutron density, or similarly the time between neutron captures, and the lifetime
of the isotope before it decays. Here one can identify two extremes: the neutron
captures dominate over the β−-decays, or vice versa. The first case we call the
r-process with typical neutron densities of Nn ¦ 1020 cm−3, and the second case
we call the s-process with typical neutron densities of Nn ¦ 108 cm−3.

Figure 2.14 A sketch of the valley of beta stability for constant A. Based on Fig. 12.13 in
Shaviv (2012).

To get a better picture of the behavior of the s-process one can ask how the
abundances of isotopes would change if subjected only to neutron captures and
β-decays. Recall that the slowness of the neutron captures as compared to the
β -decays is the defining characteristic of the s-process. Using Equation (2.5) one
can see that the equation for the number abundance, NA, of a nuclide with mass
number A, is
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dNA

dt
= NnNA−1λnA−1 −

�

λβ +λnA

�

NnNA. (2.30)

where Nn is the neutron number density, λβ is the β-decay rate, and λnA is the
neutron capture rate for the nuclide with mass number A. To simplify things
λ= 〈σv〉 is often written asσvT whereσ is some average cross-section and vT is
the thermal velocity of the neutrons. This is valid as 〈σv〉 for neutron captures is
very insensitive to temperature changes, and the temperature at which neutron-
capture processes take place is largely constant for a particular neutron exposure
epoch (Clayton 1983). This further implies that 〈σ〉 and vT are constant.

We can then define a new quantity, Φ = NnvT , called the neutron flux and
rewrite Equation (2.30) as

dNA

dt
= σnA−1NA−1Φ−

�

σβ +σnA

�

NAΦ. (2.31)

We will now assume that all nuclei on the s-process path are either stable or the
isotope is very short lived. Thus, we can treat a two-step reaction, such as

(Z , A) + n→ (Z , A+ 1) + γ→ (Z + 1, A+ 1) + β− + ν̄, (2.32)

as a one-step reaction

(Z , A) + n→ (Z + 1, A+ 1) + γ+ β− + ν̄. (2.33)

In this way we can ignore the β-decays in our equations and eliminateσβ from
Equation (2.31). Additionally, we will replace t in Equation (2.31) with the time-
integrated neutron flux, or neutron exposure, which is equal to τ =

∫

Φdt, to
get

dNA

dτ
= σnA−1NA−1 −σnANA. (2.34)

This description of the s-process is called the classical s-process and proved to
be a very useful phenomenological tool. In Clayton et al. (1961) it was used to
show that a single neutron irradiation event cannot reproduce the solar s-process
abundance distribution. Seeger et al. (1965) then showed that a good solution
can be found if one assumes a distribution of exponential neutron exposures of
the form

ρ(τ) =
f N56Fe

τ0
exp−τ/τ0 (2.35)

whereτ0 is aparameterwhichcontrols themeanneutronexposure, f is a constant,
and N56Fe is the abundance of 56Fe which is assumed to be the seed, or starting
point, of the s-process. 56Fe is assumed to be the seed for the s-process for a
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number of reasons. It has a higher neutron-capture cross-section thanmany of the
elements lighter than it, yet it is comparably abundant to the light elements which
cannot be said of the elements heavier than it. This gives us a boundary condition
for the s-process which is needed to solve these equations. The analytical solution
to the system of equations of the type seen in Equation (2.34) looks like:

σnANA =
f N56Fe

τ0

A
∏

i=56

�

1+ (σniτ0)
−1
�−1

. (2.36)

Asmore abundance and nuclear data became available it was determined that
three different exponential distributions of neutron exposures would be required
in order to explain the observed s-process abundance.

1. The Weak Component: This mainly produces elements between Fe and Sr.

2. The Main Component: This mainly produces elements between Sr and Pb.

3. The Strong Component: This mainly produces Pb.

The weak component is believed to occur in the cores of massive stars during
central He burning, whereas the main component occurs in AGB stars. The strong
componentmayalsobeproduced inAGBstars of lowmetallicity. For the remainder
of the section we will focus on the main component.

Now, we must discuss the shortcomings of the classical s-process model. First,
Equation (2.34) tends to a solution for which σnA−1NA−1 ≈ σnANA (Clayton
1983). While for long sections of the s-process pathσN is locally near constant
it is not constant at the magic numbers or over long spans of the path. This can
be seen in Figure 2.16. You will recall that nuclei with magic numbers of protons
or neutrons are particularly stable as explained via nuclear shell theory. Just as
atoms with full electron shells are reluctant to gain or lose electrons, nuclei with
full nuclear shells are resistant to changes in their nucleon number. This means
that isotopes near magic numbers have very small neutron-capture cross-sections.
This creates bottlenecks in the s-process path and abundances will build up into
peaks at these magic numbers. This also means that large neutron exposures
are required to get past these peaks. There are three main peaks in the s-process
path at N=50, 82, and 126 which can be clearly seen in Figure 1.1. Peak one is
located around 88Sr, peak two is located around 138Ba, and peak three is located
around 208Pb. These peaks will be missed in the classical s-process analysis. The
second shortcoming of the classical approach is that it ignores the presence of
branching points. Recall that one assumption made in the classical approach is
that all isotopes are either fully stable, i.e. λβ � λn, or decay immediately, i.e.
λβ � λn. This is not always the case. There are a number of places along the
s-process path where, for a particular isotope, λβ ≈ λn. Here the s-process path
will split as some of the nuclei of the branching isotope decay and some capture
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Figure 2.15 A depiction of the s-process path from the seed to the first peak. Isotopes with a
red background denote branching points. The seed, 56Fe, is colored dark blue

neutrons. This branching can be seen in Figure 2.15 where a number of branching
isotopes are shown in red and the s-process path is shown in blue.

One way in which branching points can be useful is that they serve as a way of
determining the neutron density of s-process enrichedmaterial, or, if one assumes
a particular neutron source reaction, as a thermometer for the temperature at
which the s-process occurred. As an examplewewill look at the branching point at
85Kr, which controls whether the s-process path flows through 85Rb or 87Rb. In a
high-neutron-density environment 85Kr will capture a neutron to get to the stable
isotope 86Krwhichwill againundergoaneutroncapture to 87Kr,whichwill thenβ -
decay (in just over an hour) to stable 87Rb. In a low-neutron-density environment,
however, 85Kr will simply β-decay to 85Rb. Because of this behavior the ratio of
85Rb/87Rb or the ration of Rb to the first peak elements of Sr, Y, and Zr can provide
information of the condition where the s-process occurs (Wallerstein et al.
1997).

In AGB stars the s-process can occur in two places (see Figure 2.11 again).
For stars above roughly 3M� the s-process can take place at the base of the
PDCZ. In these stars the temperatures here can exceed 300 MK and thus activate
the 22Ne (α, n)25Mg reaction. This produces neutron densities of 1011 cm−3 for a
period of tens of years. This is sometimes referred to as the convective s-process as
the neutron captures are happening in a convective environment. In stars below
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Figure 2.16 The solar abundance distribution from Lodders (2021), neutron-capture
cross-sections from the KADoNiS Database (Dillmann et al. 2014), and their product σN as a
function of mass number for s-only isotopes as given by Seeger et al. (1965).

this mass the main site for the s-process is the 13C pocket mentioned briefly in
Section 2.2.3 and shown in Figure 2.11. Here temperatures are lower at only
100 MK and theneutrondensity is also lower at≤ 107 cm−3. However, because the
13C pocket lasts on the order of 40000 yr–50000 yr the total neutron exposure is
actually higher than for the convective s-process. The neutrons here are generated
via the 13C (α, n)16O reaction in a radiative environment.

The formation of the 13C pocket itself is one of the most important open ques-
tions in AGB stellar modeling and depends highly on the treatment of convection.
The general theory of its formation goes as follows. At the deepest extent of the CE
during TDU some amount of protons are mixed beyond the base of the CE. This is
necessary because there is not enough 13C in the intershell region to generate the
necessary neutron exposure for the s-process. These protons are then captured
by the abundant 12C to form 13N which subsequently undergoes β+-decay to
13C. This 13C can then capture an α to create a neutron. If too many protons are
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mixed beyond the convective border however, then the 13C may capture another
proton and become 14Nwhich is aneutron poison. The termneutron poison simply
refers to an isotope which can efficiently capture neutrons thereby impeding the
s-process. The 13C pocket is normally defined as the region of the star where the
effective 13C mass, X eff

13C, is greater than 1×10−4, where X eff
13C = X 13C−

13
14 X 14N. The

details behind the process, including how deep into the star the CE goes during
TDU, how the protons are mixed beyond the convective border, and howmany
protons are mixed, are all still unknown. These factors all fundamentally rely on
the modeling of convection which, as discussed, is very uncertain. To underscore
the challenge of modeling the 13C pocket and why even small uncertainties may
be important, it is useful to think about the scales involved. According to models,
an AGB star has a radius on the order of 100000 000 km, the overshoot region of
the CE, which is responsible for the extra mixing of protons for the 13C pocket,
extends over approximately 100000 km, and the 13C pocket itself is only on the
order of 100 km wide.

The best way to try and understand the properties of the 13C pocket are to
compare the results of stellar models with observations, either spectroscopic or
meteoritic (see Section 2.3), in order to constrain what is allowed. One example
of this is is the use of [hs/ls] as a proxy for neutron exposure as determined by
Luck & Bond (1991). This quantity represents the average abundance ratio of the
elements between Ba and Sm (hs) and those between Sr and Zr (ls). In practice
one is usually limited to using only a handful of the elements in each range to
calculate [hs/ls] due to the limited number of abundance determinations possible
from observations. For example, one could calculate [hs/ls] as7

[hs/ls] = [hs/Fe]− [ls/Fe]

=
[Ba/Fe] + [La/Fe] + [Ce/Fe]

3
−
[Sr/Fe] + [Zr/Fe]

2
. (2.37)

AGB stars of solar metallicity are observed to have−0.5≤ [hs/ls]< 0.0 (Busso
et al. 1995).

2.2.7 i-process

In addition to the s-process, Cowan & Rose (1977), also proposed the idea of an
intermediate neutron-capture process, or i-process, which they claimed could
occur in evolved red giants. The i-process, as the name suggests, is defined by
having neutron exposures intermediate to those of the s-process and r-process,
Nn ≈ 1012 cm−3–1016 cm−3. This idea has gained traction in the last two decades
as research into so-called CEMP-r/s stars, carbon-enhancedmetal-poor stars with

7[X/Fe] is referred to as spectroscopic notation. [X/Fe] = log10(NX/NFe)∗ − log10(NX/NFe)�.
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both r- and s-process features in their heavy element abundance patterns, has
shown that it may be necessary to invoke the i-process to explain the strange
abundance patterns of these stars.

Though the location at which the i-process occurs remains uncertain, the
common thread among all the hypotheses is the need for protons to be mixed to
regions of high temperature actively undergoing He burning. This is generally
referred to as a proton-ingestion event (PIE), but other names such as H-ingestion
event (HIE), He-flash driven deep mixing (He-FDDM), and dual flashes among
others can be found in the literature.8 The protons, having been mixed into a
He-burning region, are captured by the abundant 12C to form 13C. The neutrons
for the i-process are then released via the 13C neutron source reaction which is
very active at typical He-burning temperatures of 200MK–300MK. This results in
neutrondensitiesmuchhigher than those of the s-processwhere the same reaction
is occurring but at typical temperatures around 90MK–100MK. A number of
candidate astrophysical sites for the i-process have been put forth by various
authors. The idea proposed by Denissenkov et al. (2017) and Denissenkov
et al. (2019) is that the i-process occurs in rapidly accreting white dwarf stars
(RAWDs). In this scenario the white dwarf is accreting proton rich material from
its binary companion. An unstable He-burning shell is formed by the burning
of the proton-rich material. The He shell ignites and drives a convection zone
resulting in protons being mixed into the He burning regions leading to i-process
levels of neutron densities. Another possible site is the core He flash of low-mass
extremely metal-poor stars when the flash driven convection zone penetrates
the H-rich region of the star (Fujimoto et al. 2000, Campbell et al. 2010,
Cruz et al. 2013). Super-AGB stars (AGB stars with initial masses between
7M�–10M�) have also been suggested (Siess 2007, Jones et al. 2016).

In this workwe focus on the final potential site, the thermally pulsing AGB (TP-
AGB) phase of low-mass metal-poor stars (Fujimoto et al. 2000, Iwamoto 2009,
Cristallo et al. 2009a, Suda & Fujimoto 2010, Choplin et al. 2021, Goriely
et al. 2021, Choplin et al. 2022, 2024). In this scenario the large He-burning
luminosity during the pulses drives a PDCZ between the He and H shells, as is
the case in the higher-metallicity AGB stars. However, at lowmetallicity, PDCZ
can overcome the relatively small entropy barrier of the H shell and thereby mix
protons to the base of the PDCZ to be burned. The penetration of the PDCZ into
the H shell is only possible at lowmetallicity as the dearth of metals, especially
CNO, forces the H shell to become hotter to compensate for the reduced number
of catalysts and thus reduces the entropy of the shell (Fujimoto et al. 2000).
Here, as was the case for the s-process, the details of the PIE are strongly linked
to the modeling of convection in 1D and the uncertainties associated with that.

8In this work PIE will be used.
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2.3 Observations

Having dedicated the majority of this chapter to theory, it is now time to discuss
the observational side of things. The most important observational techniques
related to AGB stars and their nucleosynthesis are spectroscopy and meteorite
analysis. Additionally, variability is another critical observational characteristic of
many AGB stars. Here a brief introduction to these topics will be given. Unless
otherwise specified the reference for Sections 2.3.1 and 2.3.2 will be Habing &
Olofsson (2004). For Section 2.3.3 the reference is Encrenaz et al. (2004).

Figure 2.17 Spatial Distribution of AGB stars in the Milky Way from two surveys: IRAS (left)
and WISE (right). Blue dots mark the O-rich AGB stars, while red dots mark the C-rich AGB
stars. This is Figure 13 in Suh (2021)

2.3.1 Spectroscopy

The first recorded observation of spectral lines in the solar spectra came from
Wollaston(1802),whousedaverynarrowapertureonhis spectroscopeallowing
himtoget amuchcleaner spectrum.Figure2.18 showshisdrawingof the spectrum
he observed. Stellar spectroscopy in general can trace its origin back to Joseph von
Fraunhofer who, in 1817, discovered that the spectrum he obtained from Sirius is
very different from the one he obtained from the Sun (von Fraunhofer 1817,
pg. 220 to 221). The realization that the features of spectra could be attributed
to chemical elements and the work of determining these attributions began with
Kirchhoff & Bunsen (1860). Shortly after, large catalogues of stellar spectra
were already being formed. Secchi (1868) at the Vatican observatory observed
and collected spectra from asmany as 4000 stars. Among these stars were a small
group of red stars which he noticed had different spectra than most red stars. In
particular the spectral lines likely associated with carbon were much stronger
than usual.

Starting in the late nineteenth century, work on the prolific Henry Draper
Catalogue began at Harvard. This catalogue contained the spectra of hundreds
of thousands of stars. One publication of this work included the division of stars
into specific classes based on the width of their spectral lines (Maury & Pick-
ering 1897). As more and more stars were assigned a spectral classification,
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Figure 2.18 Figure 3 from Wollaston (1802) showing the solar spectrum. The letters
denote different lines in the spectrum.

Hertzsprung (1911) and independently Russell (1914) developed what came
to be known as theHertzsprung-Russell diagram (HRD)— the name being coined
later by Strömgren (1933)—which shows the location of stars in themagnitude-
spectral classification plane, or, equivalently, the luminosity-effective temperature
plane (see Figure 2.19).9

There are three primary spectral classifications to which AGB stars belong:
M, S, and C. M stars are characterized by TiO-bands, S stars show ZrO-bands
which is an indication that s-process elements have already begun being dredged
up to the surface of the star, and C stars lack metallic oxides and instead have
molecular bands from carbon compounds, most notably CN and C2. The C class
corresponds to the set of peculiar stars first noticed by Secchi (1868) and are
also called carbon stars. It is also possible that a star belongs to more than one
spectral classification. For example, there are stars whose spectra contain both
TiO and ZrO bands. These stars are then classified as MS stars.

These spectral classifications canalsobeunderstoodas a temporal progression.
Stars at the beginning of the AGB will have spectral type M. As multiple TDUs
occur the surface of the star will become enriched in C and s-process elements.
The carbon will quickly cling to any excess O atoms and form CO leaving strong
s-process lines indicative of an S type star. Further C enrichment will cause CN
and C2 molecules and a C type spectrum.

There are two classifications related to AGB stars which will be referred to
in this work. Barium (Ba) stars, first identified by Bidelman & Keenan (1951),
defied explanation for a long time as their evolutionary status was well before
the AGB, yet they exhibited clear signs of s-process enhancement. It wasn’t until
McClure et al. (1980) that it was found that all Ba stars are actually in binary
systems with a white dwarf companion. The explanation then was clear; the Ba

9Interestingly, one year before Hertzsprung, Rosenberg (1910) published a diagram plotting
the stars in the Pleiades cluster on an apparent magnitude vs strength of calcium and hydrogen
lines plot which is effectively an HRD.
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Figure 2.19 An HRD from Russell (1914). The different marker types correspond to
membership to different moving cluster. One can see that the MS is denoted with the diagonal
lines (though it is not yet referred to as such in the publication).

stars became s-process enhanced during a mass transfer phase with the more
evolved companion while the companion was in the AGB phase.

Similarly, there are observations that have shown that there are many more
extremely metal-poor stars with strong carbon enhancement than predicted
(Beers et al. 1992, Beers 1999, Rossi et al. 1999, Aoki et al. 2007, Suda
et al. 2011). These carbon-enhanced metal-poor (CEMP) stars are further sub-
categorized based on whether the surface abundances show no signs of heavy
element enhancement (CEMP-no), signs of s-process enhancement (CEMP-s),
signs of r-process enhancement (CEMP-r), or signs of both r- and s-process en-
hancement (CEMP-r/s) (Beers & Christlieb 2005). The i-process has been
invoked to explain the abundance signatures of the CEMP-r/s stars as multiple
studies have determined that these star’s abundances cannot be explained by
a linear combination of r- and s-process contamination (Jonsell et al. 2006,
Lugaro et al. 2012, Dardelet et al. 2014, Hampel et al. 2016). Again in the
case of CEMP stars the abundance of neutron capture elements is assumed to be
the result of contamination by a companion star, where the i-process actually
occurred, which is now a white dwarf.

To be labeled a CEMP star the star must have [Fe/H] < −1 and [C/Fe] > 1
(Beers & Christlieb 2005). The criteria for classifying the CEMP stars into
their various sub-classifications is complicated and has continued to develop over
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the years. Originally, the focus was primarily on Ba and Eu. Ba is traditionally
considered an s-process element and Eu an r-process element. So one could
analyze the spectra of a CEMP star and try andmatch the resulting abundances to
a solar s- or r-process abundance curve which had been scaled to the appropriate
metallicity. For a CEMP-s star the Ba abundance would be a good match for the
scaled solar s-process abundance curve. ACEMP-r starwould have a Eu abundance
which matches well to the scaled solar r-process abundance curve. A CEMP-no
star would have no unusual heavy element abundances. Finally, a CEMP-r/s star
would have a Ba abundance which matches a scaled solar s-process, but it would
also have a Eu abundance which matches well to the scaled solar r-process curve.
One of the original ideas to explain this was to assume the star was born from
ISMmaterial with a high r-process enrichment and then was contaminated with
s-process enrichedmaterial by a companion star (Jonsell et al. 2006). Research
into these stars revealed that the abundance pattern of the CEMP-r/s stars cannot
be replicated by assuming a star which has undergone and/or been contaminated
bymaterial enrichedbyboth the r-process and the s-process (Lugaro et al. 2012).
Furthermore, the Eu and Ba abundances of CEMP-r/s stars as a group are actually
correlated. This would also be difficult to explain under the paradigm where
CEMP-r/s stars are a mixture of r-process and s-process material. Why should
the abundances of two different elements created via different nuclear burning
processes in different astrophysical locations be correlated? This all points to
the need for a single nucleosynthetic process which can explain these stars. As it
would seem that this nucleosynthetic process should have properties between
that of the r-process and the s-process, the i-process is a logical candidate.

As more CEMP stars were observed the classification of these stars into their
various subgroups became more complicated. Additionally, different researchers
would use slightly different criteria. A classification system that was widely used
was the one of Beers & Christlieb (2005). Their classification system worked
as follows:

• CEMP-s: [Ba/Eu]> 0.5

• CEMP-r/s: 0.0< [Ba/Eu]< 0.5

• CEMP-r: [Ba/Eu]< 0.0 and [Eu/Fe]> 0.0

This system works well but some researchers still felt it was not able to handle
all CEMP stars. In Karinkuzhi et al. (2021) they propose a more elaborate
classification scheme. Their approach involves calculating the “distance” between
a CEMP star’s abundance distribution and the solar r-process abundance distribu-
tion. To do so one must choose a set of heavy elements, they use Y, Zr, Ba, La, Ce,
Nd, and Sm, and then calculate the signed distance as
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and the root mean square distance as
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(2.39)

where the sum is over the set of heavy elements chosen, the ∗ subscript refers to the
observed star, and log10 εx i

= log10(nx i
/nH) + 12. The quantity log10 εx i ,norm(r,∗)

is the standard r-process abundance profile, log10 εx i ,r , normalized to the star’s
Eu abundance: log10 εx i ,r + (log10 εEu,∗ − log10 εEu,r). Using these quantities they
then define the following criterion for the demarkation of CEMP-s and CEMP-r/s
stars:

• CEMP-s: dS > 0.6

• CEMP-r/s: dS < 0.6.

InFigure2.20onecanseeanexampleof theabundancedistribution foraCEMP-r/s,
CEMP-s, and CEMP-r star. The data points are observations of actual CEMP stars
and the solid lines are model predictions from a stellar evolution code.
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Figure 2.20 A comparison of the abundance pattern for three CEMP stars: CEMP-r/s in red,
CEMP-s in blue, and CEMP-r in green. The data points are observations of the star which is
shown in the legend. Solid lines are model predictions for a model with the parameters shown
in the legend. This is taken from Fig. 11 in Karinkuzhi et al. (2021).

2.3.2 Variability

As many as 90% of TP-AGB stars are what are known as long-period variables or
LPVs. LPVs are, as the name suggests, characterized by long-period variations in
their flux. This separates them from shorter period variables such as Cepheids
whose variability is shorter and has a different physical origin. The observation
of the first LPV occurred in 2 steps. In 1596 the East Frisian (now days The
Netherlands) clergyman and astronomer Fabricius was studying Jupiter and
noticed thata star in theconstellationof thewhale (Cetus)disappeared(Hoffleit
1997).Heoriginallybelieved it tobea “StellaNova”—TychoBrahehaddiscovered
thefirst stellanova (Tycho’s Supernova) twodecades earlier in1572 (Brahe1573)
— but he saw the star had reappeared in later observations. In 1638 the Dutch
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astronomer Holwarda observed that the star dis- and reappeared with a period of
about one year. This star received the name “Stella Mira”, the “miraculous” or
“amazing star” and is the prototypical Mira variable star (Habing & Olofsson
2004).10

Now days LPVs are split into four classifications:Mira-like (M), semi-regular
of type a (SRa), semi-regular of type b (SRb), and Irregular (L). The classifications
are based on the amplitude of the variations of the flux in the V-band as well as
how consistent the period of variability is. Mira-like variables have the largest
amplitude and most consistent period while Irregular variables have small am-
plitudes and irregular periods. Variability is one of the most important criteria
observers have to separate E-AGB stars from their thermally pulsing elders.

2.3.3 Meteorites

In 1794, Ernst Florens Friedrich Chladni was the first to recognize the extrater-
restrial origin of meteorites, which he referred to as „Weltenspäne“ [“World
shavings”]11 (Chladni 1794). It was a common belief at the time that meteorites
were of a volcanic origin (Society 1802). It came to be accepted that meteorites
were not only of extraterrestrial origin but that they also are among the oldest
objects in the solar system, dating back to its formation. The analysis ofmeteorites
has impacted both nuclear physics and astrophysics. Meteorite analysis done by
Harkins (1917)first revealed theodd-eveneffect of atomicnumberonabundance.
This phenomenon, still sometimes referred to as the “Harkin Effect”, shows that
nuclei with even number of nucleons aremore abundant than their odd neighbors.
This was eventually explained with the nuclear shell model (see Section 2.1).
Additionally, Noddack & Noddack (1930), Goldschmidt (1937), and Suess &
Urey (1956) compiled the early abundance distribution catalogues using data
from meteorites as well as solar observations. These abundance distributions
proved to be invaluable tools for many astrophysical researchers.

The oldest solid bodies in the solar system are found in meteorites. These
calcium-aluminum-rich inclusions or CAIs are found in the most primitive of mete-
orites. CAIs are one of the major components of chondrites, a subclass of stony
meteorites. These meteorites are “undifferentiated” meaning they did not suffer
mass fractionation which occurs, for example, with any change of phase such as
melting in the core of large asteroids. On the other hand, “differentiated” mete-
orites, such as iron and stony-ironmeteorites have undergone these processes.
Undifferentiated meteorites can be used to date the formation of the meteorites
and thus the Solar System and the Sun. To do this one must leverage our un-
derstanding of radioactive decay chains and the half-lives of the participating

10It is possible, though unclear, that Mira was observed by astronomers as far back as Aratus
(315–245 B.C.), Hipparchus (134 B.C.), and Chinese observers (1070 A.D.) (Hoffleit 1997).

11Translation mine
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isotopes. Differentiated meteorites are not suited for this task as the process of
differentiation itself will produce isotopic anomalies which cannot be confidently
separated from the expected changes arising from radioactive decay.

The key to all meteorite analysis, including dating the meteorite, is the law of
radioactive decay. Consider a parent isotope, P, and a daughter isotope, D, where
P(t) and D(t) are the abundances of the parent and daughter isotope respectively
at time t. Using the radioactive decay law (Rutherford & Soddy 1903) we
know that P(0) = P(t)eλt , where λ= ln(2)/t1/2 is the decay constant and t1/2 is
the half-life of the decay from P to D. Thus,

D(t) = D(0) + P(t)
�

eλt − 1
�

, (2.40)

and we would like to solve for t. P(t) and D(t) can be measured but D(0) is
unknown and cannot be measured. The way around this impasse is to consider
a third, stable isotope, S, which is of the same element as D. The assumption
being that the two isotopes would experience the formation of the meteorite the
same and thus the quantity D(0)/S(0) is identical from one sample to another.
Therefore, Equation (2.40) can then be written

D(t)
S(t)

=
D(0)
S(0)

+
P(t)
S(t)

�

eλt − 1
�

(2.41)

One may recognize this as the equation of a line where the unknown quantity,
D(0)/S(0), is the y-intercept. Thus, one need only take multiple samples measur-
ing D(t), S(t), and P(t) and plot them to find D(0)/S(0) at which point one can
solve for t. A classic example of a set of such isotopes is P=87Rb, D=87Sr, and
S=86Sr.

But meteorites hold more information than simply their age. The first hint of
the existence of what came to be known as stardust grains appeared in the 1960s
when analysis of the composition of the noble gases Ne (Black & Pepin 1969)
and Xe (Reynolds & Turner 1964) trapped inside old carbonaceous chondrite
meteorites showed the presence of exotic components with isotopic composi-
tions completely different to the “normal” Solar System material. Eventually
microscopic dust grains were recovered frommeteorites, displaying enormous
anomalies in their isotopic compositions relative to the solar composition. These
are too large to be attributed to fractionation or cosmic rays. In Figure 2.21 one
can see the large variation in isotopic abundances found in different star dust
grains attributed to various astrophysical sources. The white rectangle shows
the range of the isotopic abundances which are found in “normal” Solar System
material. Where the dashed lines cross is the solar value of these isotopic ratios.

The stardust grains originated as dust grains in the gas surrounding stars. One
obvious, and observationally confirmed, candidate location for the formation
of dust is the wind-driven, outer layers of AGB stars. Another astrophysical site
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Figure 2.21 N and C isotopic ratios of individual presolar SiC grains. The solar value of the
isotopic ratios is given by the dashed lines. The shape of the markers correspond to the type of
stardust grain the measurement comes from. The colored ellipses show those stardust grains
which are thought to have originated at a particular astrophysical source given by the labels
near the ellipses. The white rectangle roughly shows the range of the isotopic abundances
which are found in “normal” solar system material. This figure is Figure 1 from Zinner et al.
(2006). The annotations are mine based on a similar figure from Hoppe (2010).

where dust is observed to form is the cooled ejecta of core-collapse supernova
explosions. When the Sun and Solar System formed some of the stardust grains
had traveled from their formation site and became trapped insidemeteorites from
which they are recovered today. Since stardust grains carry the detailed signature
of the isotopic composition of the gas that surrounds stars, they are effectively
small shavings of stars. While the bulk of the solar systemmaterial comes from
many different stars as a result of the chemical evolution of the Galaxy, each
stardust grain instead carries the nucleosynthetic signature of the particular site
of its formation.
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The analysis of stardust grains is very similar to that done for dating mete-
orites. For various combinations of D, S, and P, one can determine D(0)

S(0) to glean
information on the abundance of the material from which the meteorite formed.
The value of this ratio for a material can show an excess in a daughter nucleus as
compared to standard solar systemmaterial and is a sign that it is a stardust grain.
For example, a large excess of 26Mg as compared to the stableMg isotope, 24Mg, is
a sign that themeteorite formedwith 26Alwhich decays into 26Mg (Lugaro et al.
2018). These excesses are measured as per mil or per ten thousand variations
with respect to some lab standard, denoted as δ- or ε-values, respectively:

δ
�

26Mg/24Mg
�

=

�
�

26Mg/24Mg
�

measured

(26Mg/24Mg)standard
− 1

�

× 1000. (2.42)

A linear correlation between the excess and the elemental ratio, δ(26Mg/24Mg)
vs Al/Mg, proves that 26Al was incorporated into the sample. The abundances of
certain radioactive isotopes, such as 135Cs or 205Pb, in stardust grains provide tight
constraints on the nucleosynthesis in stellar sources such as AGB stars (Lugaro
et al. 2018).
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Chapter 3

History

…the heaven's glorious sun
That will not be deep-search'd with saucy
looks:
Small have continual plodders ever won
Save base authority from others' books

William Shakespeare, Love's Labour's
Lost

The development of our understandingofstellarnucleosynthesis spans
a century of scientific inquiry, marked by crucial theoretical advances and
observational discoveries. This chapter examines this development in

two distinct periods: from 1920 to 1995 (Section 3.1), when the fundamental
concepts were established, and from 1995 to the present (Section 3.2), focusing
on recent refinements in our understanding of AGB nucleosynthesis. While the
reader may proceed directly to Section 3.2, the ability to place discoveries and
advancements in a historical context and to understand how our knowledge has
progressed will provide the reader with a greater appreciation of the field as a
whole and the value of our scientific inheritance. Hopefully, the reader leaves the
section with a much more optimistic view of the progress science has made than
Biron in Love’s Labour’s Lost (see epigraph). Section 3.2 will begin with a timeline
of the important milestones covered in Section 3.1 for those who skipped that
section. All readers are recommended to read this section.

3.1 1920 to 1995

“We are pulling at the wrong end of the tangle, which has to be unravelled by a
different approach.” So opinedArthur Eddington in his 1920 paper on the internal
constitution of stars (Eddington 1920). The “tangle” he referred to was the
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question of how the Sun produces its energy. In this paper Eddington asserts that
Lord Kelvin was “pulling at the wrong end of the tangle” by trying to explain
this energy production via gravitational contraction which, as was known even
then from geological evidence, grossly underestimates the lifetime of the Sun.
Instead he proposed a different approach; what if this energy came from nuclear
processes? Specifically, the fusion of H to He could provide the energy needed.
Thiswas not the first time that it was suggested that the energy of the atompowers
the Sun. In 1903, Rutherford and Soddy calculated the energy released via the
nuclear decay of heavy elements like radium (Rutherford & Soddy 1903). They
found that it is more energetic than any known chemical reaction. Realizing that
this decay energy is necessarily only a small part of the internal energy of the
atom they suggested that

The maintenance of solar energy, for example, no longer presents
any fundamental difficulty if the internal energy of the component
elements is considered to be available, i.e. if processes of sub-atomic
change are going on. (Rutherford & Soddy 1903, pg. 591)

Nevertheless, Eddington’s conjecture was concrete, identifying the specific
process via which the internal energy of the atom could be released (H fusing to
He), and also, for the time, bold. Only one year earlier the first artificial nuclear
reaction (i.e. excluding decays which happen naturally without intervention)
was produced: 14N(α, p)17O. Again it was Rutherford who had published the
experiment in which protons were seen being ejected by nitrogen atoms being
bombarded with α-particles (Professor Sir E. Rutherford F.R.S. 1919), and,
as Eddington wrote, “…what is possible in the Cavendish Laboratory may not
be too difficult in the Sun.” (Eddington 1920) It remained unclear, however,
how this process would work. The neutron was unknown at the time, not to be
discovered for another 12 years, and a He nucleus was thought to be composed
of 4 protons and 2 electrons. This meant all six constituents would have to meet
simultaneously to form He.

There were, however, other ideas for powering the Sun. James Jeans had two
ideas. The first was that the energy generation was the result of the annihilation
of protons and electrons (Jeans 1924). The main benefit of this theory was that it
explainedwhy stars seem to losemass. Thiswasquickly challengedon thegrounds
that a proton and electron are unlikely to annihilate given their vastly different
properties, such asmass (Schumann 1925). His second ideawas that the Sunwas
composed of “super-heavy elements” whichwere heavier than any found on Earth
(Jeans 1925a). These elements would then decay providing the energy needed
for the Sun. Henry Russell, on the other hand, thought that there are a series of
critical points at which some process comes into play which can annihilate some
newportion ofmaterial to release energy and cause the Sun to losemass (Russell
1925). White dwarfs are then composed of some immutable substance which
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cannot be annihilated. The primary difference between the models is that Jeans’
hypothesis implies no dependence of the energy generation on temperature. In
the words of Jeans, “If my stellar matter is compared to uranium, Russell’s must
be compared to gunpowder.” (Jeans 1925b)

A key pillar of our understanding of nuclei was erected over the course of
a series of papers by Aston in the early 1920’s (Aston 1919, 1920a,b,c, 1921,
1922). Using a machine of his own invention, the mass-spectrograph, Aston was
able to show definitively that not every atom of an element is the same. Most
known elements actually consist of atoms with the same charge but different
weights: the isotope. This was not a new idea. The name had been coined years
earlier by Soddy (Soddy 1913). At that time research into radioactive elements
had shown that certain decay chains lead to elements with different weights but
identical chemical properties. This was, however, thought to be unique to the
radioactive elements. Aston was able to show that, not only was it not unique to
radioactive elements, it is almost a ubiquitous property of elements across the
entire periodic table of elements. He was also able to reason from his accurate
mass determinations that the difference in weight between isotopes was equal
to the weight of a proton. Thus, he naturally concluded that “Nature uses the
same standard bricks in the construction of the atoms of all elements, and that
these standard bricks are the primordial atoms of positive and negative electricity,
protons and electrons.” An isotope then, he claims, is simply the result of adding
or subtracting a proton-electron pair to the nucleus, changing the mass by that of
effectively one proton (electrons being roughly 1/1000 as massive as protons)
but not affecting the charge.

He was also able to draw a further critical conclusion from his weight mea-
surements. A He nucleus weighs less than 4 protons and 2 electrons. He correctly
proposes that the missing weight is due to the energy which binds the nucleus
togetherwhichhe associateswith howdensely “packed” the electrons andprotons
of the nucleus are. The implication of this as it relates to energy release is not lost
on him:

it is the first step towards what may well be the greatest achievement
of the human race, the release and control of the so-called “atomic
energy.” … If we could transmute the hydrogen contained in one
pint of water the energy so liberated would be sufficient to propel
theMauretania across the Atlantic and back at full speed. (Aston
1922, pg. 705)

These studies by Aston were among the primary evidence used by Eddington to
support his energy source hypothesis.

Three years later Condon used Einstein’s famous equation, E = mc2 (Ein-
stein 1905a), to provide an alternative estimate for the lifetime of the Sun
(Condon 1925). The idea, Condon explains, comes directly from Einstein’s paper
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where he states „Die Masse eines Körpers ist ein Maß für dessen Energieinhalt;
ändert sich die Energie um L, so ändert sich die Masse in demselben Sinne
um L/9× 1020, wenn die Energie in Erg und die Masse in Grammen gemessen
wird.“ [“The mass of a body is a measure of its energy content; if the energy
changes by L, then the mass changes in the same way by L/9×1020, where energy
is measured in erg and mass in grams.”]1 (Einstein 1905a). Thus, considering
the luminosity of the Sun as well as its mass, Condon estimates the lifetime of the
Sun to be on the order of 1012 years. However, the actual source of this energy is
not considered:

It is necessary to bear in mind that, from the manner of its derivation,
the equation [E = mc2] necessitates that loss of mass by a system
accompany loss of energy as a result of radiation. We do not need
to inquire into the source of the energy lost by radiation. (Condon
1925, pg. 126)

However, the estimate Condon obtains is not far off from Eddington’s estimate
of 15 billion years based on an atomic energy source, and both are far closer to
being in agreement with the geological data than the prediction of Lord Kelvin.

Aroundthis time importantobservational results cameto light.Firstly,Harkins
(1917) noticed two things when studying isotopic abundances measured from
meteorites. One, the abundance of nuclei with an even number of nucleons is
higher than that of their odd neighbors, and, two, the so-called α-elements (12C,
16O, etc.) have much higher abundances than their neighboring isotopes. This
implies that these isotopes are particularly stable. Secondly, Aston (1924), con-
tinuing his work on isotopes, showed that almost all elements have isotopes and
that the relative abundance of the isotopes of an element vary from element to
element. Finally, Goldschmidt (1930) saw that when the abundance of isotopes
was plotted as a function ofmass number, and not atomic number as was standard
practice at the time, there are peaks in the abundance distribution. All of these
observations call for some theory of the structure of the nucleus in order to explain
them. This would spawnmany competing theories. Harkins, for example, saw the
stability of the α-elements as evidence that the nucleus contained α-particles as
the basic building blocks, a theory which was widely purported for many years.2

Additionally, therewerestill thesuccessionofatomicmodels fromtheCavendish
laboratory at Cambridge which were the standard models of the time. Beginning
with the infamous “plum pudding model” of J. J. Thomson (Thomson 1904) in
which the electrons are embedded in a positive volume like plums in a plum

1Translation mine
2In the late 1920s Schrödinger criticized his colleagues for their belief in this model: “Just

because you see an α-particle coming out of the nucleus, you should not necessarily conclude
that inside they exist as such!”. He was correct. Both for α- and β-decays, particles emitted
from nuclei are only created at the moment of escape (Jensen 1965)
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pudding. His student Ernest Rutherford updated this model after the famous
“gold-foil experiment” (Rutherford 1911). In thismodel, the Rutherfordmodel,
the electrons orbit amassive positively charged nucleus. Interestingly, seven years
earlier Nagaoka (1904) had already proposed the idea of a “Saturnian” model of
the atom in which rings of electrons orbit a central positive charge, though the
idea lacked experimental backing or a theoretical explanation for why such a
system should be stable. The issue of stability plagued the Rutherford model as
well. Additionally, that same year, Van Den Broek (1911) was the first person
who realized that the position of the elements in the periodic table was due to the
charge of its nucleus. Before that the ordering was largely based on the atomic
weight except for in certain cases such as Ni and Co where the ordering by atomic
weight was not kept due largely to the intuition of chemists whose experiments
showed the properties of the elements suggested an alternate ordering. This idea
supports the Rutherford model of a central positive charge surrounded by a cloud
of electrons.

Around this time, we see the first attempts at incorporating the new field of
quantummechanics intoamodelof theatom.Haas(1910)hadalreadyestablished
the relationship between Planck’s constant and atomic dimensions, being the first
person to accurately estimate what would come to be known as the Bohr radius,
and Nicholson (1912a) and Nicholson (1912b) first associated the spectral
line radiation he observed in the solar corona as being due to the quantized nature
of the energy of electrons in an atom. These ideas were solidified by Rutherford’s
studentNiels Bohr3whoaddedquantummechanical effects toRutherford’smodel
deriving the electron shell structure of the atom and solving the model’s stability
issue (Bohr 1913). That same year a series of experiments conducted by Henry
Mosely (Moseley 1913, 1914) effectively proved not only the Rutherford/Bohr
model’s central positive mass surrounded by electrons but also the ordering
of the elements on the periodic table being due to the charge of the nucleus.
Furthermore, he was able to show that there were missing gaps in the periodic
table. One example is the gap at atomic number 43. This would later be identified
as Technetium (Tc) which has no stable isotopes. We will see that this will have
important consequences later. The Bohrmodel, while very successful as an atomic
model, proved not very useful in penetrating the mysteries of the nucleus itself.
Those mysteries would have to wait.

The study of abundances once again lead to a surprise at the end of the 1920’s.
Unsöld (1928) and later Russell (1929) determined that the abundance of H
and He in the Sun is vastly different than on Earth. This defied the conventional
wisdom of the time that the composition of both bodies was roughly the same. In
fact, this result was so surprising that Russell himself had refused to believe the
same conclusions which were presented in Cecilia Payne’s Ph.D. thesis (Payne

3One of 11 future Nobel laureates trained by Rutherford (Rhodes 2012, pg. 66).
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1925b) four years earlier and convinced her to back off from her conclusions
in the resulting paper (Payne 1925a). In that paper, Payne writes “Hydrogen
and helium are omitted from the table. The stellar abundance deduced for these
elements is improbably high, and is almost certainly not real.” The newabundance
measurements meant that there are significantly more protons available for
Eddington’s energy source, but the question of how these reactions would occur
was still unanswered.

One of the most important steps in solving this conundrum came by way
of Gamow. In 1925, an experiment by Rutherford and Chadwick showed that
α-particles emitted by uranium have less energy than than they should gain from
the repulsive Coulomb field of the uranium nucleus (Rutherford & Chadwick
1925). To solve this apparent paradox, in his 1928 paper, Gamow describes the
phenomenon of quantum tunneling (Gamow 1928)4. The α-particle tunnels its
way through the Coulombfield of the uraniumnucleus and thus the Coulombfield
only imparts its energy on theα-particle from the point where it is done tunneling
onward. While the theory was developed to explain how particles can escape a
nucleus during decays, it also makes it easier for a nucleus to capture an incoming
particle. This allows reactions to occur at higher rates and at lower temperatures
than previously thought possible since the Coulomb barrier of a nucleus need not
be entirely overcome. Two years after this success Gamow would attempt to also
explain the structure of the nucleus by assuming that Harkins was correct and
that nuclei are built from α-particles. His model consists “…of a nucleus built
from α-particles in a way very similar to a water-drop held together by surface
tension.” In his model, though, a certain number of protons and electrons can be
bound to the aggregations of α-particles (Gamow 1930).

The possible implications of quantum tunneling on nuclear reactions was
immediately clear. Atkinson & Houtermans (1929) investigated the application
of quantum tunneling on nuclear reactions in stars. They find that protons are
likely able to penetrate lighter elements and that

Daraus ergibt sich die Möglichkeit, die Energieentwicklung der Ster-
ne aus den Massendefekten der Elemente zu erklären, wobei die
Annahme von Sechserstößen für den He-Aufbau vermieden wird.
[This raises the possibility of explaining stellar energy generation from
elemental mass defects, avoiding the assumption of six-particle colli-
sions for He buildup.]5 (Atkinson & Houtermans 1929, pg. 656)

Additionally, they note that, even with quantum tunneling, they see no way
of creating the heavy radioactive elements via direct fusion. Atkinson would
continue to research the idea of nuclear reactions in stars and, in 1931, published

4Independently, Gurney and Condon developed the same theory in Gurney & Condon
(1929), which was published only a few months after Gamow’s paper.

5Translation mine
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two papers (d’Escourt Atkinson 1931a,b) on his ideas for creating He in stars
without the need for a six-particle reaction. The process he proposes involves a
series of proton captures on light elements until an unstable isotope is reached
which would then decay via the emission of an α-particle. He referred to this as a
“regenerative process” because the abundance of the light element which initially
captured a proton would not change.

Part three of the paper series by Atkinson (d’Escourt Atkinson 1936) was
not written until 1936. By this time two very important new discoveries caused
Atkinson to revisit his original ideas. In 1932, Chadwick correctly explained the
energetic, neutral radiation, which had been observed by others, such as Curie
& Joliot (1932), as the neutron (Chadwick 1932), and, in 1932, Urey et al.
(1932) had discovered deuterium based on the prediction of Birge & Menzel
(1931). Atkinson argues that, in light of these new discoveries, the only option
for the first step of a proton-to-He reaction chain in stars is p (p, e++ν)2H.

The discovery of the neutron had a profound impact on the study of nuclear
structure. The α-particle model of Harkins and Gamowwas jeopardized and the
Bohr model of the atom remained unable to explain the properties of the nucleus
itself. The time was ripe for new theories. Bartlett (1932) attempted to explain
why certain isotopes such as 4He and 16O are particularly stable by assuming that
the nucleus has a shell structure in analogy to the atomic shell structure. 4He and
16O then correspond to closed shells which are particularly stable configurations.
Elsasser (1934) attempted to explain the abundance peaks seen by Goldschmidt
as being due to those nuclei having a “special” number, later to be known as
“magic number”6, of neutrons and/or protons which would lead to particularly
stable nuclei. He correlated these numbers with closed shells following Bartlett
(1932). At the same time, Bohr (1936) and Bohr & Kalckar (1937) proposed an
alternate view of the nucleus, extending the idea first proposed by Gamow (1930),
which would come to be known as the “liquid drop model” due to the similarities
between the modeling of the forces on the outermost nucleons of the nucleus
and the modeling of surface tension in a water droplet7. In this case though, they
dropped Gamow’s original assumption that He nuclei are the building blocks of
all nuclei. A great debate raged for many years over the two models, and, as it
turns out, both models are successful in explaining certain aspects of nuclear
physics and Nobel prizes would be awarded to scientists for work on both models
(Shaviv 2012).

Finally, 19 years after Eddington’s hypothesis, the foundation of stellar nucle-
osynthesis would come into being in the span of only 2 years. In 1939, Hans Bethe

6The term magic number was coined by Eugene Wigner as a pejorative moniker for the idea.
Indeed a number of prominent physicists viewed magic numbers as an exercise in numerology
and not as real physics (Jensen 1965, Mayer 1964).

7Interestingly, the first paper Bohr ever published was on determining the surface tension of
water (Bohr 1909).
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published his paper showing that the conversion of protons to He—what would
one day be called the proton-proton chain — could provide the energy which
powers stars (Bethe & Critchfield 1938). Additionally, Carl vonWeizsäcker
and Hans Bethe had independently derived the CNO cycle in 1938 and 1939,
respectively (von Weizsäcker 1937, 1938, Bethe 1939a,b). Both processes
validated the predictions by Atkinson. The proton-proton chain begins with the
reaction which he predicted would be the first step from synthesizing protons to
He, and the CNO cycle could be classified as a regenerative process. While these
papers established a theoretical basis for nuclear burning in stars, there was still
no observational evidence proving nuclear burning occurred in stars at all. But all
the isotopes we observe must come from somewhere.

One alternate attempt to explain the origin of the elements was the famous
“Alpher–Bethe–Gamow”8 paper (Alpher et al. 1948). This paper,which correctly
determines the relative abundances of H and He due to Big Bang nucleosynthesis,
suggested that the abundances of all atomic nuclei are due to neutron captures
immediately following the Big Bang9. Gamow reasoned that the elements could
not have been created in an equilibrium scenario. His argument was as follows.
The binding energy of nuclei increases with atomic weight, i.e. A∝ BE. Thus,
any equilibrium process would lead to an exponential decrease in abundance.
However, observations only show this is true up to Fe. Heavy elements show strong
deviations from this trend and, thus, require non-equilibrium conditions such as
those found during the Big Bang. As an interesting side note, the calculations for
this paper were only possible due to 97 papers from the Manhattan Project being
declassified and presented at the 272nd American Physical Society Meeting in
1946. This included crucial neutron capture data (Shaviv 2012).

The main stumbling block for the “hot Big Bang” theory, as it came to be
known, came with the realization that there are no stable isotopes with an atomic
mass of 5 or 8 (recall Figure 2.1 where this was already pointed out). This creates
an impassable roadblock for neutron captures to overcome. However, the gap
at A = 5 and A = 8 was a problem for stellar nucleosynthesis as well, having
already been a stumbling block for Bethe when trying to determine how stars
could synthesize C from He. If He captures a proton the resultant nuclide will
have A= 5 and decay back to an A= 4 nuclide thus not climbing any higher in
mass. Similarly, two He nuclei reacting will produce a nuclide with A = 8 and
also decay to lower A.

In 1954, Hoyle, a long time advocate for the idea that the synthesis of the

8The paper is also referred to as the αβγ paper due to the similarity of the author’s last
names to the Greek letters. In fact, Gamow added Bethe as an author on the paper exactly for
this reason (Gamow 1961, pg. 64).

9The name “Big Bang” only came about later via Fred Hoyle who used the image of a big
bang to help explain the theory in 1949 on a BBC radio show. It may or may not have been
denigratory (Kragh 2013).
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elements occurred in stars, pointed out that the gap at A = 8 was not an issue
in stars because the high densities allowed for the possibility of a triple body
reaction: α+α+α→ 12C (Hoyle 1954). His work on what would come to be
known as the triple-α reaction is best known for his prediction of an energy level
in C. Based purely on astrophysical arguments such as the relative abundance of
C to O, he was able to predict that the 12C nucleus had an energy level at around
7.7 MeV corresponding to a resonancewhichwould allow for the triple-α reaction
to occur. The energy level was later experimentally confirmed to exist (Dunbar
et al. 1953).

Mayer (1948) finalized the explanation of the magic numbers. Mayer sum-
marized the then available data showing that nuclei with proton or neutron
numbers of 20, 50, 82 and 126 are particularly stable and that these nuclei would
have very low neutron-capture cross-sections. One year later she was able to
use the nuclear shell model to explain why magic nuclei are particularly stable
by including a strong spin-orbit coupling term (Mayer 1949). The inclusion of
this term causes the energy levels of certain states to change drastically. Where
there would otherwise have been available energy levels there are now large
gaps with no available energy levels. The proton or neutron number where these
gaps occur are the magic numbers. This can be see in Figure 3.1. Interestingly,
in Haxel et al. (1949) and Jensen et al. (1949), the spin-orbit coupling was
independently proposed. The first paper, Haxel et al. (1949), was rejected by
the journal Nature under the accusation that “it is not really physics but rather
playing with numbers” (Jensen 1965).

Finally, in 1952, the question of whether stellar nucleosynthesis occurs was
answered. Paul Merrill discovered the spectral lines of Tc i in several giant stars
(Merrill 1952). Given that Tc, one of Henry Mosely’s missing gap elements, has
no stable isotopes and any Tc isotope would decay within a few million years
at most (Greenstein 1954), the discovery was irrefutable evidence that Tc is
made in situ in these stars via nuclear processes. This undoubtedly came as a
shock at the time. One of the few people who had seriously considered the idea of
stars creating elements heavier that helium was Fred Hoyle (Hoyle 1946, 1954).
He proposed that the elements between C and Fe could be created via nuclear
reactions in certain very hot stars. Tc on the other hand is even heavier than Fe
and there was no clear way in which a star could produce it.

One year later a seemingly unrelated discovery was made through observa-
tions of the M 92 globular cluster. Recent advancement in photovisual plates and
photoelectric techniques had lead observers to unprecedentedly accurate color-
magnitude diagrams (CMD), and in Arp et al. (1953) they noticed a new feature
of the CMD of M 92. There appeared to be a “bifurcation” of the giant branch
(see Figure 3.2), the meaning of which was unclear to them. In the same year
observations of M 3 revealed the same feature (Sandage 1953). The explanation
of this feature would remain elusive for a time.
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Figure 3.2 Figure 2 from Arp et al. (1953) showing the bifurcation of the giant branch.
The annotations are mine.

Figure 3.1 A schematic diagram show-
ing the energy levels for protons in a
nucleus. The splitting of the dotted lines
shows the effect of the spin-coupling term.
Figure 6 in Mayer (1964).

An explanation for Tc in stars, however,
did not have towait long. Cameron (1955)
laid out a proposal that neutron captures
in giants could produce isotopes up to lead
and bismuth at which point the neutron-
capture path terminates in a closed loop
due to the isotopes above Pb and Bi being
unstable. Such a process would require a
neutron-source reaction, a reaction which
can continually produce neutrons, since
the lifetime of a free neutron in stellar
conditions is on the order of 10 min. The
source of the neutrons, he determined, is
the 13C (α, n)16O reaction for which he cal-
culated the rate and found it can efficiently
produce neutrons at temperatures around
1× 108 K.

This remarkably accurate picture was
then further analyzed that same year by

Fowler et al. (1955). In this paper the authors encounter the issue that in order
to explain the roughly constant abundance of heavy elements with A > 100 in
the solar abundance pattern, one needs roughly 20 neutrons per metal nucleus.
If one calculates the equilibrium abundance of 13C after CNO burning there are
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only approximately 2.4 13C nuclei per metal nucleus. Furthermore, they note
that there is a potential problem due to a neighboring isotope. If 14N is produced
via p-capture on 13C, then the production of heavy elements will be suppressed
since 14N has a large neutron-capture cross-section. Ultimately, they conclude
that “…neutron production follows any building of heavier nuclei by helium as
long as hydrogen can be introduced into the core by some mixing process…”.
However, no such mixing process was known to occur in stars.

The correct identification of the second neutron-source reaction in 1960 also
came from Cameron (Cameron 1960). He proposes that the 22Ne (α, n)25Mg
reactionwouldbea logical candidate foraneutronsourceas 22Ne is already readily
available during He burning and, thus, avoids the issues associated with the 13C
source. Amidst this burst of theoretical progress a crucial piece of observational
work was published. Suess & Urey (1956) compiled the most comprehensive
and accurate solar abundance catalogue to date. Taking observational evidence
frommeteoritic analysis, spectroscopy, geological studies, as well as relying on
previous compilations (Noddack & Noddack (1930) and Goldschmidt (1937)
being among the first attempts at such a compilation), they were able to give
estimates of the abundances of isotopes from 1H up to 238U.

In a few short years the landscape of nucleosynthesis, in particular in stars,
had completely changed, and, in 1957, Margaret Burbidge, Geoffrey Burbidge,
William A. Fowler, and Fred Hoyle published their landmark paper, Burbidge
et al. (1957), often referred to as B2FH due to the initials of the authors. The
paper begins “Man inhabits a universe composed of a great many elements and
their isotopes” and in its over 100 pages reviews and organizes the theory of
stellar nucleosynthesis and argues for the origin of these great many elements.
This was the first attempt at systematically organizing stellar nucleosynthesis into
a discrete number of processes each with their own stellar sites. The abundances
fromSuess & Urey (1956) provided crucial constraints and insights into possible
mechanisms. They postulate 8 nuclear processes are responsible for creating all
the isotopes: H burning, He burning, α-process, e-process, s-process, r-process,
p-process, and x-process. The s-process, or slow neutron-capture process, is the
name they gave to the neutron capture process discussed by Cameron (1955)
and Fowler et al. (1955). This name was chosen because the neutron captures
occur on a timescale which is generally slower than the intervening β -decays. As
can be seen in Figure 3.3, the s-process path roughly follows the valley of stability
and can produce isotopes up to Pb.

With a roadmapof the s-process and a goal of reproducing the solar abundance
pattern, researchers went to work. Clayton et al. (1961) showed using the
classical s-process approach that no single neutron exposure event could properly
reproduce the solar abundance of elements which are only associated with the
s-process, so-called s-only nuclei.However, Seeger et al. (1965) determined that
an exponential distribution of neutron exposures could work. Finally, Clayton &
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Figure 3.3 The s-process and r-process paths. The magic numbers N=50, 82 and 126 are
also marked. This is Fig. V,2 in Burbidge et al. (1957)

Rassbach (1967) and later Clayton & Ward (1974) found that three different
exponential distributions of neutron exposures were necessary. This meant that
the s-process likely had multiple stellar origins.

There was another issue which was encountered when trying to explain the
observations of Merrill (1952); how did the Tc make its way to the surface of
the star? The s-process was believed to be occurring in the core of the star and
there was no known mechanism which would convectively connect the envelope
and core of a giant star to transport these products to the surface (Greenstein
1954, Fowler et al. 1955, Burbidge et al. 1957).

Over the course of the 1950’s and 1960’s a new tool was introduced which
revolutionized the field and dominates astrophysical research to this day: comput-
ers. The increased computational power of computers was described by Martin
Schwarzschild in 1958: “A person can performmore than twenty integration steps
a day… for a typical single integration consisting of, say, forty steps, less than
two days are needed.” (Schwarzschild 1958). Clearly an efficient algorithm for
solving the equations of stellar structure was needed to make the computational
time feasible. In a series of papers (Henyey et al. 1959, 1964), Henyey outlined
just such a numericalmethod for solving the stellar structure equations efficiently:
the Henyey method. For the first time numerical simulations of the evolution of a
star could be carried out in detail.

These simulations quickly lead to many question being answered as well
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as some surprises. One such surprise was uncovered by Weigert (1966) and
Schwarzschild & Härm (1965) independently. They found that after central He
burning the star evolvedwith two small nuclear burning shells: oneHshell andone
He shell. The surprise came when they noticed the star to be thermally unstable.
Previously, the only thermal instability known in stars was due to the ignition of
helium in a star with a degenerate core (Schwarzschild & Härm 1965). This
new thermal instability caused the star to pulse and the luminosities of the shell
sources to vary violently. In a follow-up study Schwarzschild & Härm (1967)
showed that during each TP (which they referred to as “relaxation oscillations”)
a convective zone appeared between the H and He shells (the PDCZ), and, in the
case on one pulse (pulse #9), the convective zone extended very slightly beyond
the lower border of the H shell. This would provide the mixing of protons into a
He rich zone which was required by the theory of Fowler et al. (1955). This
category of star, characterized by two burning shells over a degenerate core, was
later identified by Iben & Rood (1970) to be responsible for the bifurcation of the
giant branch first observed by Arp et al. (1953) (see again Figure 3.2). These
stars were dubbed AGB stars (Sandage & Walker 1966). As it turns out it was not
a bifurcation of the branch but rather a second giant branch which asymptotically
approaches the red giant branch in a CMD.

The detailed investigation of pulse #9 and any associated nucleosynthesis
was left to Sanders (1967). Sanders concluded that only a very small number
of protons mixed into the PDCZ would be necessary to release enough neutrons
to produce isotopes all the way up to lead. The conclusion of Sanders (1967)
was, however, quickly challenged. Subsequent simulations carried out by other
authors (Rose & Smith 1972, Sweigart 1974, Sugimoto & Nomoto 1975,
Iben 1975b,a, Truran & Iben 1977, Schoenberner 1979), as well as Weigert
(1966) the year before, showed that the PDCZ does approach the H shell, but that
it never penetrates the H shell. The lack of consideration of the radiation pressure
is pinned as the cause of the PDCZ extending too far in the Schwarzschild
& Härm simulation (Iben 1976). It was shown in Section 2.2.3 how ignoring
radiation pressure leads tomore violent flashes. Thesemore violent flashes would
drive larger PDCZs. Additionally, Iben (1975a) finds that, in higher mass AGB
stars, the 22Ne (α, n)25Mg neutron source proposed by Cameron (1960) can
reproduce much of the s-process abundance pattern without needing to invoke
some form of proton mixing. The temperatures required for the activation of this
source, though, limits its applicability to intermediate-mass AGB stars.

Numerical simulations, assuming the 22Ne source, with a post-processing
nuclear network covering the typical s-process path were done the subsequent
year (Truran & Iben 1977). In this study, the authors modeled the pulse phases
as “square wave episodes” where the temperature and density vary as a square
wave over the pulse phase. The resulting s-process abundances were critical in
determining which neutron source is active in stars based on observations. This
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study was only made possible by two important studies from the end of the
1960’s. Arnett & Truran (1969) andWagoner (1969) developed two different
methods for solving the system of equations needed to calculate abundance
changes of isotopes due to nuclear reactions. Previous attempts at solving the
equations via direct integration (Truran et al. 1966) only produced solutions
with a great deal of effort due to the highly stiff nature of the equations.

Iben (1976) was not, however, the last word on the possibility of the PDCZ
mixing protons into the He shell. Despain & Scalo (1976) show through a ther-
modynamic timescale argument that there is no physical reasonwhy a sufficiently
intense flash would not be able to make contact with the H-rich region, and, in
fact, they simulate such a flash by artificially increasing the triple-α rate by a
factor of 200. This conclusion was corroborated in Fujimoto (1977). Iben (1976)
identifies the entropy barrier between the PDCZ and the H-burning shell as the
primary hurdle one must overcome for this to occur. This barrier is smaller for
lower core masses (Iben 1977) and lower metallicities (Fujimoto et al. 1984).

The calculation of such an event had already been attempted by Sweigart
(1974). Although he finds that there is no mixing of protons into the intershell
region, he runs models for which he artificially injects protons into the intershell
region. He notes that when he injects protons at a rate ten times faster than is seen
in the simulation of Schwarzschild & Härm (1965), the PDCZ splits into two
during the ingestion which could have an effect on the continued evolution. De-
spain (1977) extends the work done earlier by Christy-Sackmann et al. (1974)
by analyzing models which have a convective zone that is forced to extend from
the surface of the star to the base of the He shell where temperatures are around
200 MK. The light element nucleosynthesis is followed with a proper nuclear
network including neutron-source reactions and the s-process nucleosynthesis is
calculated analytically using the method of the classical s-process. He finds that
the “rapid s-process” which occurs in this star leads to abundances which are not
typical for either the s- or the r-process:

In particular, some nuclei that are thought to be produced only by the
s-process are bypassed in thedeeplymixed envelope, andother nuclei
thought to be synthesized in the r-process are produced. However,
the abundances of the r-process nuclei differ greatly from both solar
system and normal r-process calculations. (Despain 1977, pg. 785)

Cowan & Rose (1977) also show that the resulting release of neutrons
from such an event would be too high for the s-process but too low for the
r-process. Thus, they proposed the idea of an intermediate neutron-capture
process, or i-process. The i-process, they said, would have neutron densities
of Nn ≈ 1015 cm−3–1017 cm−3 resulting from the mixed protons being captured
by 12C to form 13C which would subsequently undergo the neutron-producing
reaction 13C (α, n)16O. It is important to note, however, that all of these models
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achieved the mixing of protons into the intershell in an artificial way. Because of
this, the idea of an i-process would mostly die out for the time being.

Around the same time, Ulrich (1973) showed that the recurring TPs seen in
the AGB models could provide the exponential neutron exposures which were
deemed necessary by Seeger et al. (1965) and Clayton & Rassbach (1967)
for the s-process to reproduce the solar abundance pattern. Ulrich was agnostic
regarding the source reaction of the neutrons and only assumed that the s-process
was occurring in the PDCZ.

While the results of Ulrich (1973) seemed to corroborate the mechanism
Iben proposed—which indeed is the correct one for intermediate-mass AGB stars
— it became clear that it alone cannot explain the s-process abundance pattern
of all stars. For one, there exist AGB stars which show clear signs of s-process
enhancement but with distributions that cannot be matched when assuming
the 22Ne source and with low luminosities which imply masses that are too low
for the activation of the 22Ne source (Clegg et al. 1979, Blanco et al. 1980,
Scalo 1981, Smith & Lambert 1986). Furthermore, measurements of s-process
anomalies in meteoritic SiC grains yielded isotopic ratios of noble gases which
could only be explained by nucleosynthesis at relatively low temperatures typical
of the 13C source (Gallino et al. 1990). Finally, in numerical simulations carried
out by Boothroyd & Sackmann (1988b), among others, the temperatures in the
PDCZ in low-mass AGB stars were confirmed to not be high enough to activate
the 22Ne source.

This of course reintroduces the issue originally discussed by Fowler et al.
(1955) of trying to explain how protons can be mixed into the He-burning region
and in the correct proportions to produce enough 13C for the neutron-source
reaction and not too much 14N while also bringing the nucleosynthetic products
to the surface. As one would expect, many ideas were put forth: “plume mixing”
(Ulrich 1973, Scalo & Ulrich 1973), “deep mixing” (Sackmann et al. 1974),
semiconvection (Iben 1982, Hollowell & Iben 1988, Sackmann & Boothroyd
1991), diffusion (Prialnik et al. 1981, Iben 1982, Kovetz et al. 1984, Busso
et al. 1992), and overshoot (Iben 1976, Hollowell & Iben 1988, Sackmann &
Boothroyd 1991) to name a few.

In1975, Ibendemonstrated thathismodels,which includedovershoot, showed
the CE extend deep into the star’s interior after each pulse, as had been seen
by others (see, for example, Weigert 1966, Schwarzschild & Härm 1967,
Sweigart 1973, Sugimoto & Nomoto 1975). However, now the envelope was
able to penetrate regions of the star which had previously been occupied by the
PDCZ (Iben 1975b). Now there was a way for the nuclear burning products to
reach the surface and, in this case, it would occur many times during the AGB.
Similar results were also obtained in the simulations of Sugimoto & Nomoto
(1975) for more massive AGB stars that same year. In this case overshoot was not
used, but rather the authors increased the mixing length parameter to achieve
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this effect. This phenomenon came to be known as the TDU.
This result along with the work done much earlier in Russell (1934) finally

solved the riddle of the C stars first discovered by Secchi (1868). Russell
(1934) had shown that the binding energy of CO leads to M type spectra if the
abundance of O exceeds that of C and to C type spectra otherwise. Now there
was an explanation for how a star’s surface could become so C rich; the material
in the intershell region is rich in C due to He burning and the TDU brings this
material to the surface.

Further investigation of the TDU phenomenon lead investigators to a possible
solution for the other issue plaguing the 13C source since Fowler et al. (1955):
some mixing process is required to get protons into He burning regions. In Iben
& Renzini (1982), they notice that at the deepest extent of the CE during a TDU
protons can be carried away by semiconvection into the C-rich region between the
burning shells and form a 13C-rich region. The semiconvection zone is the result
of the increased opacity in that region due to the 12C-rich intershell region being
pushed outward to low enough temperatures that C provides a large contribution
to the opacity (Sackmann 1980). The authors then suggest that this 13C-rich
region would be engulfed by the convective shell in the subsequent pulse and
create s-process elements. Unfortunately, it was found that this effect is only seen
in very low-metallicity stars (Hollowell & Iben 1988). Also, other authors were
either unable to reproduce the effects of semiconvection or found the effect to be
orders of magnitude weaker (Lattanzio 1987, Boothroyd & Sackmann 1988c).

At this time the crucial neutron capture cross-section measurements were
greatly improvedandexpandedby twostudies:Bao & Käppeler(1987)andBeer
et al. (1989). The status of the neutron capture cross-section measurements
relevant to the s-process at that time is summarized in Table 2 of Kappeler
et al. (1989).286 cross-sections had been experimentallymeasuredwith varying
degrees of accuracy, leaving roughly 70 unmeasured.

Finally, in Straniero et al. (1995) we arrive at the current picture of low-
mass AGB s-process nucleosynthesis. In their simulations the authors artificially
mix protons into theC-rich intershell at the deepest extent of theTDU.This creates
a 13C pocket, as they call it, which, instead of being engulfed by the convective
shell in the subsequent pulse, burns radiatively in the interpulse period. The
neutron density created by the 13C source at this temperature is a much better
match to the observations.

3.2 Recent Developments: 1995 to Present

Before continuing, a summary of the important events fromSection 3.1 are shown
in Table 3.1 for those readers who skipped Section 3.1. At the end of the previous
section we had finally come to the currently accepted picture of low-mass AGB
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Table 3.1 A timeline of milestones from 1920 to 1995

1920 • Eddington first suggests that stars are powered by fusing H to
He.

1928 • Gamow derives quantum tunneling overcoming a critical
roadblock to nuclear fusion in stars.

1932 • Chadwick discovers the neutron.
1937-39 • Bethe and vonWeizsäcker discover the pp-chain and CNO cycle.

1948 • Mayer explains the magic numbers with nuclear shell theory by
including a strong spin-orbit coupling term.

1952 • Merrill discovers Tc in a stellar spectra, proving stellar
nucleosynthesis does occur.

1955 • Cameron correctly identifies the 13C neutron-source reaction
and proposes heavy element synthesis via a series of successive
neutron captures.

1957 • B2FH organize stellar nucleosynthesis into a discrete number of
processes each with their own stellar sites.

1960 • Cameron correctly identifies the second neutron source
reaction: the 22Ne source.

1961 • Clayton et al. show that no single neutron exposure event can
reproduce the s-process abundance pattern.

1964 • Henyey et al. describe the Henyey method, an efficient
algorithm for solving the stellar structure and evolution
equations.

1965 • Seeger et al. show that an exponential distribution of neutron
exposures is necessary to explain the s-process abundances.

1965-66 • Weigert and Schwarzschild & Härm independently discover TPs
in their AGB simulations.

1973 • Ulrich shows that the recurring TPs on the AGB could provide
the exponential neutron exposures needed for the s-process.

1975 • Iben shows that the 22Ne source is indeed active in intermediate
mass AGB stars.

1975 • Iben shows his models with overshoot experience TDU
explaining how s-process elements reach the surface of AGB
stars and why AGB stars become C rich.

1977 • Cowan & Rose propose the existence of an i-process with
neutron densities between those of the r- and s-process.

1995 • Straniero et al. identify the correct location for the s-process in
low-mass AGB stars: the 13C pocket during the interpulse phase.
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s-process nucleosynthesis from Straniero et al. (1995). A small amount of
protons is mixed beyond the formal Schwarzschild boundary of the CE during the
TDU forming a 13C pocket which burns radiatively during the interpulse period
thereby producing s-process elements. In their paper the extra-mixing of protons
was done in an entirely artificial way. This of course side-steps the fundamental
question of how these protons get into the intershell region, which remains
unanswered. The details of the 13C pocket— how it forms, how large it should be,
etc.— have dominated the research of the s-process ever since. It is a complicated
question as it is dependent on the uncertainties in both the nucleosynthesis as
well as the stellar structure. Additionally, understanding how neutron sources,
mass loss, and mixing change as a function of mass and metallicity and using
this information to match observations became the focus of many researchers.
These two pursuits are the main focus of the coming subsection. The subsequent
subsection will be dedicated to the developments related to low-metallicity AGB
stars and the i-process. The topics have been split up to avoid an excessive amount
of jumping from one topic to the next.

3.2.1 s-process and the AGB

Following Straniero et al. (1995), there was a push to test the new theory. The
analysis of Lambert et al. (1995) confirmed earlier results (see, e.g., Malaney
1987) that the low ratio of Rb/Sr at the surfaces of the target stars heavily favors
the 13C source over the 22Ne source as the neutron source for the s-process in
low-mass AGB stars. Furthermore, the match is even better if one assumes the 13C
source is active not in the He shell during the pulse but in the intershell region
during the interpulse phase where the temperatures are lower. This still left the
mechanism responsible for the extra mixing undetermined.

This extra mixing had been problematic for some time. Though it had been
recognized from early on that extra mixing was required in order for TDU to
occur (Iben 1976), there were still instances in which studies found TDUwithout
any additional mixing (Lattanzio 1989, Straniero et al. 1997). Furthermore,
studies were split on what the metallicity and mass cutoffs were for the TDU.
Lowermetallicity and higher mass seemed tomake TDU easier to achieve (Busso
et al. 1999). The answer to the first problem came fromPols et al. (2001). They
found that the Schwarzschild boundary at the base of the CE in stellar models
is unstable, at least in the sense that any mixing of protons beyond it will cause
the boundary to move deeper as well. The codes which achieved TDU without
extra-mixing were, they claimed, doing so by accidentally mixing protons below
the Schwarzschild boundary due to numerics. This caused the Schwarzschild
boundary to move deeper into the star and, thus, a TDU could occur. The second
problem is largely the result of our lack of understanding of how convection really
operates in stars. This is still an open question and lead to the development of a
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number of different hypotheses regarding the physical origin of the extra mixing
needed for AGB stars.

In1996,Freytagandcollaboratorsperformeda2Dhydrodynamical simulation
of a shallow surface convective zone (Freytag et al. 1996). In their simulation
they see clear evidence of mixing beyond the formal convective boundary which
they describe as overshoot. The vertical velocities of the material, which are
non-zero when they reach the edge of the formally convective region, decay
exponentially as the material advances through the overshoot region and away
from the Schwarzschild boundary. Additionally, they provide a 1D approximative
parameterization for the behavior of mixing in the overshoot region. Herwig
et al. (1997) implemented this as

D(z) = D0 exp
−2z
f Hp

, (3.1)

where f is the free parameter, Hp is the pressure scale height, z is the radial
distance from the Schwarzschild boundary, and D0 sets the scale of diffusive
speed and is proportional to Hp. They find that using this overshoot prescription
one is able to produce a 13C pocket during the TDU, however, this comes at the cost
of introducing a free parameter which can not be calibrated observationally. This
parameter controls the size of the overshoot region. Furthermore, the inclusion
of overshoot in the PDCZ can have a large effect on the characteristics of the
pulse and the intershell abundances. Nevertheless, there was at least a possible
physical explanation for the 13C pocket now. Furthermore, models which used
overshoot had intershell abundances of O and C which are a much better match
to observations of PG1159 stars (Herwig 2000). These stars are post-AGB stars
at the center of planetary nebulae and their surface abundances should match
the intershell abundances of AGBmodels.

It was around this time that it became clear that the stellar models, with the
help of the improved nuclear data, were now superseding the classical s-process
approach. Using the 13C-pocket approach, Gallino et al. (1998) found that the
final surface abundance of s-process elements in their stellar models could not be
reproduced by the simple exponential law of neutron irradiations as was assumed
in the classical s-process. Furthermore, a study by Arlandini and collaborators
used the recently updated (n,γ) cross-sections to show that the classical s-process
analysis leads to inescapable internal inconsistencies, in particular around magic
number nuclei (Arlandini et al. 1999). These inconsistencies arise largely from
the fact that the classical approach to s-process nucleosynthesis assumes average
quantities, such as the effective values for the neutron density and temperature,
which do not map well to the true features of the stellar models.

Observations were also providing critical insights. Abia & Wallerstein
(1998) analyzed the spectra of SC, S, and Ba stars and determined the abundance
of some s-process elements. In particular using the ratio of 85Rb/87Rb they are
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able to provide estimates of the neutron density in the star which the material
was subjected to prior to dredge-up. Comparing these surface enhancements to
the models of Gallino et al. (1998) and Straniero et al. (1997) they find
that some stars experienced neutron exposures expected for the 13C source, while
some experienced the activation of the 22Ne source. In a follow-up study Abia
and collaborators extended their spectroscopic observations to more stars (Abia
et al. 2001). In doing so they make a number of important conclusions. First,
the increase in C abundance at the surface of the stars correlates to the degree of
s-process enhancement in the star. This observationally confirms that the TDU
is bringing both the C and the s-process elements to the surface as had been
previously suggested by e.g. Smith & Lambert (1990). Secondly, they determine
that almost all the C stars they find have a mass M ® 3M�. These results in
combination with the physically motivated overshoot briefly made it seem as
though the puzzle of AGB stars was close to solved.

The overshoot approach quickly ran into issues, though. Herwig (2000) finds
that the size of the 13C pockets produced via overshoot are orders of magnitude
smaller than estimated for the s-process. They also find that in addition to a
13C pocket there is a partially overlapping 14N pocket at a slightly higher mass
coordinate. This is important because 14N acts as a neutron poison effectively
consuming neutrons and leaving few to none for the s-process. This limits the
regionwhere the s-process is expected to occur to those regionswhere the number
abundance of 13C is greater than that of 14N. Thus, there was still room to test
other theories. Langer et al. (1999) simulated the effect of rotational induced
mixing at the base of the CE. They find that the maximum 13C abundance in the
13C pocket is similar to that found by Herwig et al. (1997), however, there is an
important fundamental difference between the two mixing schemes. Overshoot
only mixes the regions just beyond the convective zone and thus only mixes for
as long as the convective zone is nearby. Rotational mixing on the other hand is
always mixing, even after the CE begins to recede. Thus, the rotational mixing
spreads the 13C peak out before the neutron production begins. They still achieve
s-process neutron densities and a larger pocket (in mass) than Herwig (2000),
however they fail to include the 14N neutron poison reaction in their simulations.
Yet, the two mixing processes are not mutually exclusive and Herwig & Langer
(2001) run simulations including both effects. They find that the rotationalmixing
not only spreads out the 13C but also the 14N such that once the 13C neutron source
is active the 14N pocket has completely overlapped the 13C pocket, effectively
choking off the s-process. This casts serious doubt on rotational mixing being
the missing extra mixing process, at least as implemented in Herwig & Langer
(2001).

A slight modification of the overshoot prescription by Herwig et al. (1997)
was used in Chieffi et al. (2001) to calculate the AGB evolution of a zero-
metallicity star. While Herwig et al. (1997) use a diffusive overshoot approach,
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meaning the exponential decay is applied to the diffusion coefficients in the
models, Chieffi et al. (2001) applies the exponential decay directly to the
convective velocities. This is strictly speaking amore direct implementation of the
results from Freytag et al. (1996), but it requires the use of an advectivemixing
scheme. In this paper they establish that TPs do in fact happen for primordial
stars and that these zero-metallicity stars can even become carbon stars. This
method was then applied to AGBmodels of population II stars where it was found
that the 13C pocket produced via this prescription is larger by a factor of 10 than
in the diffusive mixing approach (Cristallo et al. 2001).

An important study in understanding the effect of the characteristics of the
13C pocket on the s-process came in 2000. Goriely & Mowlavi (2000) calculate
the nucleosynthesis resulting from different ad hoc H profiles left behind by the
TDU. First, they confirm the conclusion of Gallino et al. (1998) that the 13C
pocketwill formaround the regionwhere the proton-to-12C ratio is approximately
0.1 after the TDU. Secondly, they find that the shape of the proton profile left
behind by the TDU has very little effect on the end nucleosynthesis. The extent of
the profile is, however, key and, of course, dependent on the TDU.

There were a number of studies done to investigate the TDU efficiency, λ, and
its dependency on fundamental stellar parameters. Lattanzio (1989) finds that
λ increaseswith increasing coremass and decreasingmetallicity. The dependency
on metallicity had been found also a year earlier in Boothroyd & Sackmann
(1988c). Karakas et al. (2002) attempted to find fitting formula for the efficiency
of TDU for use in synthetic models. In doing so they determine that mass loss can
decrease the value of λ. Comparison of models to observational evidence from,
e.g. Girardi et al. (1999), showed that codes likely do not predict sufficiently
efficient TDU episodes (Karakas et al. 2002). Because of this new ideas were
necessary to explain how TDUs could be made to be more efficient.

Herwig & Austin (2004) showed that when varying the 14N (p, γ)15O and
triple-α reaction rates within the given uncertainties, λ is uncertain within a
factor of two. Furthermore, Herwig (2000) showed that overshoot at the base
of PDCZ during the pulse also impacts λ. In both cases the reason for this is that
the peak He luminosity is impacted by these variables. The stronger the pulse the
stronger the subsequent dredge up due to the greater expansion and cooling of
the upper layers of the intershell region.

Another idea put forth was internal gravity waves (IGWs) (Denissenkov &
Tout 2003). IGWs are excited by perturbations in any fluid subject to a gravita-
tional field. In stars the perturbations come from convective eddies which reach
the base of the convective zone. The IGWs can then propagate through the stellar
material, and, in the radiative layers adjacent to the convection zone, lead to
additional mixing. The 13C pocket formed by IGWs is two orders of magnitude
larger than typical values for the diffusive overshoot prescription. This result is
not seen in all codes however (see Goriely & Siess 2018).
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Progress was being made on including different physics in other parts of
the AGB star as well. Marigo (2002) showed convincingly that the structure
of the outer envelope of AGB is acutely sensitive to the opacities. In particular,
including the molecular opacities for C-enriched envelopes dramatically reduces
the effective temperature of these stars and brings their colors into much better
agreement with observations.

All the while neutron-capture cross-section measurements were being con-
stantly improved and expanded, providing critical input for the s-process studies.
A proper review of these studies is beyond the scope of this work, but a few papers
will be mentioned here for the interested reader. Kaeppeler et al. (1994) pro-
vided updated reaction rates for various α-capture reactions as well as the 22Ne
neutron-source reaction. Building upon the work of Kappeler et al. (1989), Bao
and colleagues conducted extensive experiments to measure neutron-capture
cross-sections for various isotopes. Their research included measurements on
isotopes like 99Tc and 175Lu, which are crucial for s-process nucleosynthesis. These
measurements significantly expanded the database of known cross-sections and
improved the accuracy of s-process models (Bao et al. 2000). This study also
formed the basis of the Karlsruhe Astrophysical Database of Nucleosynthesis in
Stars (KADoNiS) database. Further updates to the neutron-capture cross-section
measurements in this database can be found in Dillmann et al. (2006, 2008)
and Dillmann et al. (2014). Jaeger et al. (2001) updated the neutron-capture
cross-section for the 22Neneutron-source reaction. In 2008,Heil and collaborators
conducted experimental studies of the 13C (α, n)16O reaction at stellar energies
(Heil et al. 2008). More recently the LUNA collaboration has provided an up-
dated cross-section measurement for the 13C neutron-source reaction (Ciani
et al. 2021).

As can be plainly seen in this discussion, there aremany variables and physical
phenomenon which can impact the evolution of an AGB star. Furthermore, the
relevancy and relative importance of these variables can change within the stellar
parameter space. In an attempt to help bring order to this picture, as well as to
provide useful results for other fields, some researchers took it upon themselves to
create grids of AGBmodels including the abundance yields of thesemodels. There
are a number of grids of different sizes runwith different codes bydifferent groups.
Here we will focus on the three most widely used grids in the literature: The
Monash grid (Karakas & Lattanzio 2007, Karakas 2010, Karakas & Lugaro
2016), the FRUITY grid (Cristallo et al. 2009b, 2011, 2015), and the NuGrid
models (Battino et al. 2016, Pignatari et al. 2016). These grids provide not
only structural information about all of the models in the grid but also the yields
of those models. These results can then be used as input in galactic chemical
evolution studies.

While all of these studies perform the same task, there are some key differ-
ences in the numerical methods employed in each. Here we will discuss the key
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differences. The stellar evolution tracks of the Monash grid are run using the
mass loss prescription of Vassiliadis & Wood (1993) on the AGB, a mixing
length parameter of 1.75, and no convective overshoot at any point during the
evolution, though there are select models with some overshoot used. These tracks
are then post-processed to determine the final yields. One distinguishing feature
of the post-processing code is the use of an artificial 13C pocket (Lugaro et al.
2003, Karakas 2010). Instead of resolving the 13C pocket in the stellar evolu-
tion code and having the post-processor calculate the nucleosynthesis of it, the
post-processor itself forces the mixing of extra protons past the base of the CE at
its deepest points of mixing during the TDU. The amount of protons mixed and
the profile of the proton abundance is fully customizable making it extremely
flexible for testing the effect of different mixing possibilities. It is however also
fully heuristic and, thus, not necessarily physical or consistent with the stellar
track. It should also be noted that the models do not include opacity tables with
large variations in C/O.

TheNuGridmodelsarealsopost-processedbutwithadifferentpost-processing
code which does not use the same artificial-pocket approach, instead opting to let
the evolutionary code resolve the pocket. The models of Pignatari et al. (2016)
arewith themass loss prescription of Bloecker (1995)withηB = 0.01. This value
is then changed toηB = 0.04 for tracks less than 3M� andηB = 0.08 for the 3M�
track once the star becomes aC star. The code does not, however, useC/O-variable
opacities. These models do include overshoot with a value of fov = 0.014 being
used everywhere during the pre-AGB phase. On the AGB, fov = 0.008 is used for
the PDCZ and, during TDU, they switch to fov = 0.126 for the CE. The models
of Battino et al. (2016) (B16) include an extension of the usual convective
overshoot method. In addition to the standard exponentially decaying overshoot
profile, the authors add a second shallower mixing profile to simulate the effect
of IGWs.

Finally, the FRUITY models are the only models of the three where no post-
processor is used. Instead a full network of 500 isotopes is built directly into the
evolution code itself, avoiding the need for any post-processing. Additionally, the
mixing schemeused in thesemodels is not the diffusive basedmixing schemeused
in the other grids. Here an advectivemixing scheme is appliedwherein the degree
of mixing between two grid points is linearly dependent on the time step and the
mixing timescale between the two grid points (Chieffi et al. 2001, Straniero
et al. 2006). Overshoot is then implemented, analogously to Equation (3.1), via
an exponential decay of the convective velocities:

v = vbce exp
−d
βHp

. (3.2)

Here, d is the distance to formal convective boundary, vbce is the velocity at
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the Schwarzschild boundary, HP is the pressure scale height, and β is the free
parameter. One important consequence of this scheme as it is implemented in
Cristallo et al. (2009b) is that there is no overshoot at the base of the PDCZ.
This is because they find that vbce is zero at the lower boundary of the PDCZ, i.e.
the radiative gradient is equal to the adiabatic gradient. In addition, C/O variable
opacities and the mass loss prescription of Vassiliadis & Wood (1993) are used.

Despite the popularity of these studies, very little work has gone into prop-
erly comparing the results of the grids, in particular the evolutionary models
themselves, against each other. Lugaro et al. (2003) conducted a very nice
comparison of the codes in question (or older versions of these codes). However,
due to the very different physics which were used for each code, it is hard to know
whether the results have any generality. For instance, all the codes use different
mass loss descriptions and each code handles overshoot differently including one
code where it was ignored entirely. One additional comparison is found in the
following figure from Yagüe López et al. (2022). In Figure 3.4 one can see the
final surface enhancements of various models of a 3M�, solar metallicity star.
Even from this one comparison it is clear howmuch uncertainty there is in the
results and howmuch code differences can play a role.
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Figure 3.4 Figure 7 from Yagüe López et al. (2022). The final surface abundances of 3M�,
solar metallicity models from different AGB model grids are shown as well as a model from the
original paper which is labeled as SNUPPAT.
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In addition to these studies,where the focuswasmore on thenuclear synthesis,
there is also the study of Weiss & Ferguson (2009) where a grid of AGB models
was run using GARSTEC, the same stellar evolution code used in this work, with
a focus on solely the structure and evolution of such models. They find that
the C/O ratio has a large impact on the effective temperatures of their models
when using the new C/O-variable opacities. Additionally, since they use mass
loss prescriptions which take into account C/O, the mass loss was also very high
in these models leading to short AGB lifetimes and fewer pulses as compared to
other studies. Finally, they find that the overshoot at the base of the PDCZ inhibits
the growth of the core along the AGB and puts some of their models in contention
with observations.

WorkonAGBstarswithGARSTEC continued inWagstaff &Weiss (2018) and
Wagstaff et al. (2020). These studies extended thephysics available inGARSTEC
to include spherical atmospheres, Planck mean opacities, and convective-zone-
specific overshoot parameters. Wagstaff & Weiss (2018) focused on the affect
of the outer boundary condition on the models. It was determined that there is
little to no difference between models with an Eddington gray atmosphere and
a spherical atmosphere. The use of the Planck mean opacities in the outermost
layers of the star does however shift the star to cooler temperatures. Ultimately,
this was found to have a negligible affect on the structure and evolution of the star.
The primary affect is simply to increase themass loss as a direct result of the lower
effective temperature. Wagstaff et al. (2020) then investigated how overshoot
at different convective boundaries alters the evolution of AGB models. It was
found the overshoot at the lower boundary of the CE and the lower boundary of
the PDCZ have the largest impact on the models. A grid of models with varying
overshoot parameters were run and compared to observations such as the Carbon
star count, PG1159 surface abundances, and the initial-final mass relationship.
Ultimately, there was no set of overshoot parameters which could simultaneously
match all observational constraints. Neither of these studies sought to study the
s-process and so the 13C pocket was not resolved.

3.2.2 i-process and the AGB

In 1985 the HK survey was launched. The name comes from the fact that the
survey used a narrowband interference filter to restrict the bandpass to the H and
K lines of Ca ii. The goal of this survey was to study the nucleosynthesis of the first
population of stars by analyzing the abundance distribution of extremely metal-
poor stars,whosecomposition isonly the resultofbigbangnucleosynthesisandthe
pollution of the first generations of stars (Beers et al. 1985). Analysis of the data
provided a serendipitous result; therewere farmoremetal-poor stars with carbon
enhancement than expected. Additionally, these CEMP stars, as they became to
be known, have differing neutron-capture-element enhancements (Norris et al.
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1997a,b,Beers1999). Someexhibiting signsof r-process enhancements (Sneden
et al. 1996), some exhibiting signs of s-process enhancement10, some which
appear to have enhancements somewhere between r- and s-process (Hill et al.
2000, Cohen et al. 2003), and still others with no heavy element enhancement
(Norris et al. 1997b). This implies, among other things, that the s-process must
be activated in AGB stars of extremely lowmetallicity. Additionally, the CEMP-r/s
stars must be properly explained.

Work had already been done on modeling the i-process in AGB stars (see
the discussion in Section 3.1) and had continued. In Malaney (1986b) a post-
processing nuclear network, covering only the light elements, including a simple
mixing schemewas used to calculate what would happen if protons were injected
into the PDCZ. He finds that the rate at which the protons are ingested has the
greatest impact on the maximum neutron density achieved. He finds neutron
densities ranging from 1× 109 cm−3–1× 1014 cm−3 depending on the ingestion
rate. Furthermore, he runs some models where he artificially splits the PDCZ in a
way which matches the behavior seen by Sweigart (1974) and finds that this
also has a large impact on the neutron densities. A follow-up study was conducted
with a nuclear network extending out to N = 50 and finds that the abundance
distribution of such an event is much different than that of a typical AGB scenario
(Malaney 1986a). As in the other earlier studies of the i-process, the ingestion of
protons by the PDCZ was achieved artificially in these simulations.

Fujimoto et al. (2000) computed evolutionary models spanning a mass
range of 0.8M�–5.0M� and a metallicity of [Fe/H] = −2–0. They categorize the
behaviour of their models into five different cases. In case II′, which corresponds
to [Fe/H]® −2.0 and 1M� ® M ® 3M�, their models exhibit a PIE. They claim
these stars will evolve into more N-rich C stars with the additional enhancement
of s-process elements. These results along with the observation of the CEMP-r/s
stars revived interest in the idea of an i-process.

An important point of this paper is that the PIE was achieved naturally and
not artificially. As we saw in Section 3.1 none of the pre-2000 models had a PIE
event occur naturally except Schwarzschild & Härm (1965), though as Iben
(1976) showed this was due to the lack of consideration of the radiation pressure.
As we will see in the remainder of this section, post-2000 models easily find
PIEs happening. This naturally begs the question of what had changed in that
time. Certainly the models improved, the input physics improved, etc. However,
this is not the deciding factor. If one looks at Table 3.2 one will notice that the
old studies were modeling stars in the wrong part of the parameter space. Of
course they did not have the benefit of the observations of CEMP-r/s stars to guide
their simulations. In the modern studies the authors focused on extremely metal-

10this category had been known for some time and were originally designated as CH stars
(Keenan 1942) and studied by a number of authors, e.g. Vanture (1992). It was only now that
they were determined to be a subcategory of CEMP stars.
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Table 3.2 The mass and metallicities of the models of previous i-process studies.

Reference Mass [M�] [Fe/H] PIE

Schwarzschild & Härm (1965) 1 −1.25* yes**

Weigert (1966) 5 0.38* no
Rose & Smith (1972) 0.85 −0.25* no
Sweigart (1974) 0.7 −1.25* no
Iben (1975a,b, 1976) 7 Pop I no
Fujimoto et al. (2000) 1–3 −2.5 to −5 yes
Iwamoto et al. (2004), Iwamoto (2009) 1–3 −2.7 yes
Campbell & Lattanzio (2008) 1–3 −2.5 to −5 yes
Suda & Fujimoto (2010) 1.2–3.4 −3 to −5 yes
Cristallo et al. (2009a) 1.5 −2.44 yes
Choplin et al. (2021) 1.0 −2.5 yes

* calculated from the Z value given in the paper by assuming Z� = 0.018.
** due to lack of consideration of radiation pressure.

poor and lower-mass stars for which the PIEs do occur. The reason that lower
metallicities and lower masses make PIEs easier is that both affect the entropy
barrier of the H shell. It can be shown that the entropy barrier of the H shell is
smaller for lower core masses (Iben 1977) and lower metallicities (Fujimoto
et al. 1984). The lower the entropy barrier is the easier it is for the PDCZ to
overcome it and ingest protons.

The work of Fujimoto et al. (2000) was improved and extended by Suda
& Fujimoto (2010) with a grid of models spanning masses of 0.9M�–9M� and
[Fe/H] of −5– − 2 as well as 0. They find that region of the parameter space
for case II′ is bounded by [Fe/H] ® −3 and 1.2M� ® M ® 3.4M�. Detailed
nucleosynthesis of heavy elements is again not conducted, but they do state that
the case II′ starswill again beN-richC starswith s-process enhancement. A similar
study was conducted by Lau et al. (2009) with qualitatively similar results. This
is also the first study which attempts to include convective overshoot into the
calculations. Unfortunately, numerical difficulties prevent them fromdrawing any
firm conclusions. They do however claim that the inclusion of overshoot during
the TP-AGB phase “does not significantly affect the subsequent evolutionary
behaviour” and that it only shifts the range in parameter space where one would
expect certain phenomena to occur.

A year earlier Cristallo et al. (2009a) calculated the evolution of a Z=5×
10−5, 1.5M� star. They find a PIE occurs in the first fully formed pulse leading to
neutron densities of Nn ≈ 1015cm−3. Additionally, they find that the CNO energy
release in the PDCZ can exceed that of the triple-α energy release. When this
occurs there develops a temperature inversion in the PDCZ and the convection
zone will split in two and does not re-merge. After the PIE the star evolves as
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a usual AGB star. As a final note, they find, in agreement with Iwamoto et al.
(2004) and Iwamoto (2009), that a large amount of 7Li is produced via the
Cameron-Fowler mechanism (Cameron 1955, Cameron & Fowler 1971) as a
result of the PIE.

The possible origins of the CEMP-r/s stars were addressed in Jonsell et al.
(2006) by considering 9 different origin scenarios, including: the star formed
from r-process rich material and created the s-process enhancement itself, the
star formed from r-process rich material and accreted the s-process material from
a companion star, and a scenario where the star is in a triple system and accretes
the r-process rich material from one companion and the s-process rich material
from the other companion. None of the 9 scenarios proves to be convincing in
explaining the observations.

A similar study is conducted by Lugaro et al. (2012) wherein detailed s-
process post-processing nucleosynthesis calculations are done on AGB models
from two different stellar evolution codes and compared to the observations of
different CEMP stars. The simulated s-process abundances provide a good match
to theCEMP-s stars, but fail tomatch theEuabundanceobserved inCEMP-r/s stars
by at least an order of magnitude. Secondly, they find that Ba and Eu abundances
in CEMP-r/s stars are correlated suggesting that the either a single process is
responsible for the r/s enhancement or that the s-process and r-process which
enriched the material must be correlated, which is unlikely. This result was also
confirmed by Cristallo et al. (2016) in self-consistent stellar models.

In addition to the comparisons to spectroscopic evidence, there is also some
meteoritic evidence to support the idea of an i-process. Several works have shown
that pre-solar grains may bear the isotopic signature of i-process nucleosynthesis.
In one case strongly negative values of δ

�

134Ba/136Ba
�

are shown to be incompat-
ible with s-process models but expected of the i-process (Liu et al. 2014) while
the other study points to anomalies in Ca and Ti which can only be explained by
neutron densities typical for the i-process (Jadhav et al. 2013).

Based on these results, some researchers began looking for a separate “r/s”
process with a natural candidate being the i-process. Dardelet et al. (2014)
carried out a one-zone nucleosynthesis simulation with the temperature and
density being taken from the PDCZ of an AGBmodel. An arbitrary amount of H
is included in the composition to simulate the effect of protons being entrained
from the envelope. They find that almost all of the 12C is consumed within the
first second of the simulation. After ten minutes the 13C has formed and begins
producing a neutron density of Nn ≈ 1014 cm−3–1016 cm−3 depending on the
initial amount of H in the zone. The resulting abundances match the observations
of CEMP-r/s stars well.

Using a similar approach, Hampel et al. (2016) addressed the question of
what neutron density best reproduces the CEMP-r/s abundance pattern. To do
so they performed detailed nucleosynthesis calculations with different neutron
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densities which were kept constant throughout the simulation. All simulations
were continueduntil a time integratedneutronexposureof495 mb−1 was reached.
Their primary conclusion is that the CEMP-r/s observations are best matched by
a constant neutron density of 1× 1014cm−3.

Most recently, in a series of papers (Choplin et al. 2021, Goriely et al.
2021, Choplin et al. 2022, 2024), the Brussels group investigate the i-process
with the STAREVOL stellar evolution code with a fully coupled network of 1160
isotopes. The first paper provides an in depth analysis of a single evolutionary
track for a 1M�, [Fe/H] = −2.5 star. As was seen in Cristallo et al. (2009a),
the authors find that a PIE occurs early in the AGB phase, in this case during the
third pulse. The ingestion of H into theHe shell causes a huge burst of energy from
the CNO cycle. This energy eventually exceeds that of the triple-α reaction and
creates a temperature inversion, splitting the PDCZ into two separate convection
zones which do not remerge. In disagreement with Cristallo et al. (2009a),
they find that the split occurs after the peak in the neutron density which reaches
Nn = 4.3× 1014 cm−3. However, the neutron density remains very large in the
lower convection zone even after the split. The products of the nucleosynthesis in
the lower shell never reach the surface and remain locked in the star. On the other
hand, the material in the upper convective zone reach the surface. Clearly the
timing of the splitting of the convective zone is crucial. If it were to split before the
maximum neutron density is reached than the final surface abundances would
be very different.

After the PIE, the merging of the upper part of the split PDCZ with the CE
brings the i-process enriched material to the surface. Along with it comes a vast
amount of carbon raising the surface 12C abundance by over 3dex. Thus, the star
becomes a carbon star triggering rapid mass loss which ends the AGB before any
further pulses can occur. This is in disagreement with the models of Cristallo
et al. (2009a) which find that their AGB star continues its expected evolution.
The authors suggest a few explanations including the different masses of the
modeled stars (1M� as opposed to 1.5M�) as well as the roughly 1dex difference
in CNO enhancement at the surface of the stars.

Anotherkeyaspectof thisfirstpaper is a testof thedependencyof thePIEon the
spatial and temporal resolution of the simulation. They find that when decreasing
the spatial and temporal resolution the PIE “resists” strongly suggesting it is not a
numerical artifact. Furthermore, they find that some final surface abundances
may vary by up to 0.6dex depending on resolution settings. Finally, if the spatial
or temporal resolution is too coarse it is possible to miss the PIE entirely and have
the star evolve along a typical AGB evolution.

The second paper of the series concentrates on the nuclear uncertainties and
their affect on the i-process and PIEs (Goriely et al. 2021). Their findings
show that, in general, the final elemental surface abundances are uncertain
within±0.4dex due to the nuclear uncertainties. Interestingly, they find that the
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uncertainty related to the 13C neutron source reaction rate and the β -decay rates
have only a minor impact on the final surface abundances. Of course this may be
different if one were able to consider isotopic rather than elemental abundances.

The third paper presents a grid of models with initial masses of 1, 2, and
3M� and metallicities of [Fe/H] =−3.0,−2.5,−2.3, and−2.0 (Choplin et al.
2022). They find that PIEs occur inmodelswithmasses of 1M� and 2M� andwith
metallicities of [Fe/H] = −3,−2.5, and−2.3 during the first or second TP. The
peak neutron density remains relatively unchanged over this parameter range
with Nn = 1014 cm−3–1015 cm−3. They find that the PIE effectively terminates the
AGB phase for their 1M� models, but the 2M� models continue along the AGB
after the PIE. The authors expect that this is due to the larger envelopes (in mass)
of the 2M� stars which dilutes the carbon enrichment and, thus, avoids triggering
the rapid mass loss which goes along with a high C/O abundance. None of their
models with a mass of 3M� or a metallicity of [Fe/H] = −2.0 experience a PIE as
the entropy barrier of the H shell is too large in these stars.

The fourth paper focuses on the impact of overshoot on the i-process in AGB
stars (Choplin et al. 2024). Various overshoot values for the top and bottom
of the PDCZ as well as the bottom of the CE are tested on their standard 1M�,
[Fe/H] = −2.5 model. Their calculations are, however, not carried out until the
end of the AGB. Instead they apply a so-called dilution method to approximate
the final surface abundances based on the structure and abundances of the star
when the PDCZ splits, which is where they stop their evolutionary models. They
find that the overshoot value at the top of the PDCZ, which they vary from 0.0
to 0.2 pressure scale heights, is the most impactful of the overshoot parameters
in determining whether a PIE will occur and in determining the final surface
abundances. Additionally, they find that the parameter space within which a PIE
can be expected to occur is enlarged in bothmass andmetallicity when overshoot
is added to the models. Specifically, for low-mass stars they find PIEs occurring at
nearly solar metallicity and at lowmetallicity they find PIEs in stars up to 3M�.



Chapter 4

Numerical Methods

Science is what we understand well
enough to explain to a computer. Art is
everything else we do.

Donald Knuth, Foreward to A=B

Since the advent of the Henyey method, numerical calculations have
played an integral role in the study of stellar evolution. While computa-
tional power has grown exponentially since the 1950s, the numerical tools

used have in turn grown in complexity, seeking to leverage the now available re-
sources. Despite the progression of this computational arms race, researchers are
still forced to weigh the costs and potential rewards of increasing the complexity
of their codes. One example which has already been mentioned (Section 2.1)
is the splitting of AGB nucleosynthesis calculations into an evolutionary part,
handled by a stellar evolution code, and a nucleosynthesis part, handled by a
post-processing code. In this chapter the codes which handle these tasks will be
discussed in more detail, beginning with the stellar evolution code.

4.1 GARSTEC

For the purposes of generating the stellar evolution models for this work the
Garching Stellar Evolution Code or GARSTEC (Weiss & Schlattl 2008)was used.
It is a general purpose stellar evolution code capable of calculating stellar models
from the pre-main sequence to early white-dwarf stage for low-mass stars, or
carbon burning for higher mass stars. More information on the specific workings
of the code can be found in Weiss & Schlattl (2008) andWeiss & Ferguson
(2009)1, but the discussion here will be limited to those physical processes which
are of particular importance for this study or which are specific to the AGB branch
of the code used here. The solar abundances used throughout this work is that of
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Grevesse & Sauval (1998).

4.1.1 Convective Mixing and Overshooting

In GARSTEC, convection is handled by the standard mixing-length formulation of
Kippenhahn et al. (2013). As already discussed, the mixing length provides the
temperature gradients necessary to determine where convection is occurring in
stars as well as convective velocities. The mixing scheme in GARSTEC is, however,
diffusive. The diffusion coefficients, Dconv, are calculated from the conevctive
velocities, vconv, fromMLT via

Dconv =
1
3

vconvαHP , (4.1)

whereα is themixing length parameter andHp is the pressure scale height. For the
models run in this work, α= 1.68. Once the diffusion coefficients are calculated
the mixing is performed by solving

∂ X i

∂ t
=
∂

∂mr

�

�

4πr2ρ
�2

D
∂ X i

∂mr

�

, (4.2)

where D is the sum of the convective and overshoot diffusion coefficients, X i is
the mass fraction of isotope i, and mr is the mass coordinate. To calculate the
overshoot diffusion coefficient one needs a theory for convective overshoot.

Convective overshooting, whether in the form of material overshooting the
boundary or other proposed extra mixing processes, is a physical process which
certainly takes place at all convective boundaries. As already discussed in Sec-
tion 2.2.4, in the simplified picture of MLT there is no convective motion beyond
the Schwarzschild boundary. However, the Schwarzschild boundarymarks where
the acceleration of the convective elements is zero. The material will reach this
point with a non-zero velocity and, thus, will overshoot the boundary by some
amount. This is what is known as convective overshoot. It should be noted that in
the literatureovershoot is oftenusedas a catch-all term forCBMand its application
in stellarmodels is also oftenmeant to be an amalgamation of any number of CBM
processes (Angelou et al. 2020). Convective overshooting is implemented in
GARSTECwith the description by Freytag et al. (1996). The overshoot diffusion
coefficient is defined as

Dover(z) = D0 exp
−2z
f Hp

, (4.3)

where f is the free parameter, Hp is the pressure scale height, z is the radial
distance from the Schwarzschild boundary, and D0 sets the scale of diffusive

1Unless otherwise indicated, these will be the references for all details of the code in the
next four sections.
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speed and is proportional to Hp. The area where overshoot is occurring is often
referred to as the overshoot region, and the convective region excluding the
overshoot region is sometimes referred to as the formal convective zone.

Using this description, problems may occur when running models for stars
with very small convective cores. As Hp grows ever larger towards the center
of the star, the overshooting region would become unrealistically large. This is
handled in GARSTEC by applying a geometrical cut-off. In Equation (4.3), the Hp

is replaced by

H∗p = Hp min

�

1,

�

∆RC Z

2Hp

�2�

, (4.4)

which ensures that the overshooting region is restricted to a fraction of the radial
extent of the convective zone,∆RC Z . This feature is common in stellar evolution
codes, though the specific implementation can vary (for a detailed discussion, see
Section 2.7 of Anders & Pedersen 2023).

As an additional extension in the AGB branch of the code, the option for
setting different overshoot parameters for different convective boundaries was
implemented (Wagstaff 2018, Wagstaff et al. 2020). During the course of
the life of a star many different convective zones will come and go. Normally,
the same overshoot value is used for all convective zones and applies to both
the upper and lower boundaries. There is, however, no reason to think that this
overshoot parameter would not change for qualitatively different convective
zones or even for the upper and lower boundaries of the same convective zone
due to the different thermal and structural conditions (see, e.g., the discussions
in Miller Bertolami (2016) andWagstaff et al. (2020)). More concretely,
many studies have shown that during the AGB a very large overshoot parameter
is required at the base of the CE in order to inject enough protons into the deeper
layers to facilitate the formation of the 13C pocket. However, using such a large
overshoot for, say, the core during H burning would be incongruous with the
findings that a much lower overshoot parameter causes models to match the
observed turn-off of the main sequence seen in clusters (Magic et al. 2010).
Separate overshoot parameters can be set for the core convective zone during H
burning (fCHB), the core convective zone during He burning (fCHeB), the bottom
of the convective envelope (fCE), the bottom of the PDCZ (fPDCZb), and the top
of the PDCZ (fPDCZt).

4.1.2 Diffusion

Diffusion, which we will refer to as atomic diffusion to avoid ambiguity with
diffusive mixing, in stars is the result of gradients. In chemically inhomogeneous
regions concentrationgradients power concentrationdiffusion. Even in chemically
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homogeneous stars, temperature and pressure gradients cause heavier elements
to migrate towards the center of the star via temperature or pressure diffusion
(Kippenhahn et al. 2013).

Atomic diffusion is a slow process. Under solar conditions the characteristic
time it would take for an element to diffuse a solar radius is roughly 6× 1013

years (Thoul et al. 1994). This suggests that atomic diffusion only plays a role
in low-mass stars where the timescale of evolution is long enough to allow for
atomic diffusion to be effective. Nevertheless, when discussing the 13C pocket
isotopes traveling even short distances may have an important effect. Therefore,
atomic diffusion has been tested in a number of the models in this work.

Atomic diffusion is handled in GARSTEC using the description of Thoul et al.
(1994). This approach assumes all elements are ionized and neglects the effects of
radiation pressure but is otherwise quite general. By default, the atomic diffusion
scheme in GARSTEC only considers H and He, however, other elements can be
specified too. For the present study, when atomic diffusion was applied, it was
done so for 1H, 4He, all C, N, and O isotopes, and neutrons.

4.1.3 Equation of State

Most models were run using the OPAL equation of state (EoS) (Rogers & Nay-
fonov 2002). The tables are interpolated on a grid of 4x4 tables via a smoothed
quadratic interpolation as perOPAL recommendations (Weiss & Schlattl 2008).
In special cases the EoSused by the codewas not theOPALEoS but rather FreeEOS
(Irwin 2012). This EoS is calculated using an equilibrium-constant approach to
minimize the Helmholtz free-energy. The equilibrium-constant approach gives
numerical solutions of high quality with thermodynamic consistency which is
typically better than 1 part in 1011.

4.1.4 Nuclear Network

In the AGB branch of GARSTEC the nuclear network has been expanded. This was
originally done as part of the work by Cruz et al. (2013). This was necessary in
order to account for the neutron sources and neutron poisons important for the
s-process. Additionally, they needed more isotopes to follow the nuclear burning
processes during the proton ingestion episodes that may occur in extremely low-
to zero-metallicity RGB stars.

The old network had 15 isotopes and approximately 21 reactions. The new
network has 34 isotopes with 119 reactions. See Figure 4.1 for an overview of the
two networks. Note that 26Al requires special treatment. At temperatures present
in stars one cannot assume that all 26Al nuclei are in the ground state, some may
be in what is called a metastable or isomeric state. That is to say in an energetic
state. These two states are treated as separate isotopes in the network.
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Figure 4.1 The nuclear network of GARSTEC in this work. The blue squares represent those
isotopes which are in the nuclear network in the main branch of GARSTEC. Red isotopes are
ones which have been added to the network in the AGB branch. Isotopes with a solid outline
are stable, those with a dashed outline are unstable. The main neutron-source reactions and
the primary neutron-poison reaction are marked with arrows.

Additionally, some reactions in the network are what will be referred to as
implicit reactions. These are two step reactions which have been condensed into
one reaction to avoid needing to include even more isotopes. This is a valid
approximation so long as the second step of these implicit reactions is a β -decay
with a short half-life. Short, in this case, means the half-life of the decay must be
shorter than the time step taken by GARSTEC, and, thus, the time resolution is
not fine enough to distinguish between the reaction proceeding in two steps or
one. The energy generation of both reactions is of course accounted for.

Thenuclearnetwork tracks theenergyandcompositionchangesdue tonuclear
reactions by solving a system of equations. In general, the composition of any
material subject to nuclear burning will evolve according to Equation (2.5) and
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the energy generation can be calculated with Equation (2.11) as discussed in
Section 2.1. This creates a stiff system of coupled differential equations. Being a
stiff system of equations, one must use an implicit solver to calculate a solution.
In GARSTEC, this is handled via a backwards-differencing scheme. Special care is
taken to regulate the nuclear time steps such that abundance changes are kept at
a level of at least 10% per step.

While the frameworkof this extendednetworkwas inplaceprior to the current
work, I spent a great deal of time improvingandextending thenetwork. In fact, the
network was almost completely rewritten such that the system of equations is set
up programmatically by the code itself instead of being hardcoded. Furthermore,
comparisons of the network to that of the LPCODE code (Althaus et al. 2015,
and references therein) were conducted to ensure that all important isotopes
and reactions were accounted for. Additionally, a basic method for interpolating
reaction rates from rate tables was implemented.

The reaction rates used by GARSTEC in this work come from different sources.
With a few exceptions the rates come from either the NACRE collaboration
(Angulo et al.1999,Xu et al. 2013)or the recommendedJINAReaclibdatabase
rates (Cyburt et al. 2010). The important exceptions are listed below:

• 13C (α, n)16O (Ciani et al. 2021)

• 22Ne (α, n)25Mg (Jaeger et al. 2001)

• 12C (α, γ)16O (Kunz et al. 2002).

4.1.5 Opacities

The possibility of using “non-standard” opacities in GARSTEC is the result of
the work of Kitsikis (2008) and Kitsikis & Weiss (2007). The possibilities for
opacities were then subsequently expanded by GrahamWagstaff during his PhD
(Wagstaff 2018, Wagstaff & Weiss 2018).

C/O Opacities

Usually, for main sequence stellar evolution one would use opacities from OPAL
(Iglesias & Rogers 1996) for all models except for those models with low
effective temperatures. In that case, one would use the tables from Ferguson
et al. (2005). These tables all assume that the abundance distribution of metals
is similar to that of the solar abundance. However, during the TP-AGB phase, the
star will undergo a number of TDU events. These events will dredge-up large
amounts of C to the surface, increasing the star’s surface C/O ratio. In order to
better model the outer layers in this phase, one needs opacity tables for which
C/O is varied. Otherwise, the opacity will be underestimated. The opacity as a
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Figure 4.2 Figure 3 from Marigo et al. (2011). The top panel shows the evolution of
the effective temperature of a TP-AGB model with initial mass of 2.60M�, from the first TP
up to the post-AGB phase. The color-coding corresponds to the current surface C/O ratio.
The bottom panel shows the Rosseland mean opacity as a function of the temperature and
increasing C/O (Z= 0.02, X = 0.7).

function of temperature and C/O ratio is shown in Figure 4.2. Kitsikis (2008)
added C/O-variable opacity tables to GARSTECwhich are automatically switched
to based on the current abundances. The C/O values for the tables are 0.17, 0.48,
0.9, 1.0, 1.1, 3.0, and 20.0.

Rosseland vs. Planck

It has already been discussed how the change in opacity due to composition,
specifically C/O ratio, cannot be ignored in AGB stars, however, there is a more
fundamental issue to be considered when it comes to opacity.

To avoid time consuming and complicated radiative transfer calculations a
definition of a frequency independent, or grey, opacity is required. Assuming
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Local Thermodynamic Equilibrium (LTE) and the Diffusive Approximation2, which
are strictly valid only in the stellar interior, one can derive the Rosseland Mean
(RM) opacity (Rosseland 1924), denoted by κR, as

1
κR(ρ, T )

=

∫∞
0

1
κ(ν)

∂ Bν
∂ r dν
∫∞

0
∂ Bν
∂ T dν

,

where Bν is the Planck function. This is the standard treatment for opacities in
the atmospheric calculations in stellar evolution codes.

In the outer layers of a star, the diffusive approximation breaks down and the
use of RM opacitites is no longer justified. An alternative to the RM opacity is the
Planck mean (PM) opacity, κP , as outlined in Eddington (1921, 1916), defined
as

1
κP(ρ, T )

=

∫∞
0
κ(ν)Bν dν
∫∞

0
Bν dν

,

which does not rely on the diffusive approximation.
TheRMopacities tend toallow the radiationflux topass throughat frequencies

of least resistance, leading to an undersampling of the actual mean opacity in a
stellar atmosphere. On the other hand, the PM opacities tend to lead to opacities
which are larger than the RM opacities. Wagstaff & Weiss (2018) found that
the AGBmodels using the PM opacities have cooler effective temperatures than
those using RM opacities and, thus, have different temperatures at the base of
the convective envelope which could have an impact on the TDUs.

The ability to use PM opacities is included in GARSTEC (Wagstaff 2018).
Specifically, the code is able to use PM opacities in the outer layers of the star
and transition to RM opacities in the inner layers (Wagstaff 2018, Wagstaff &
Weiss 2018).

4.1.6 Atmosphere Treatment

The options for modeling the atmosphere in GARSTEC were also extended in
Wagstaff (2018). A full solution of the stellar atmosphere including radiation
transport is costly in termsof time so simplifiedmodels areused in stellar evolution
codes. Themost widely usedmodel by far is the Eddington gray atmospheremodel
(Eddington 1959, pg. 320).

The Eddington gray atmosphere model uses a number of assumptions:

1. The absorption coefficient has no dependence on frequency.

2The Diffusion Approximation states that if the mean free path of a photon is ‘short’ then
the transport of photons in that material can be modeled as a diffusive process.
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2. The atmosphere has a plane-parallel geometry.

3. The atmosphere is in thermal radiative equilibrium.

The first assumption allows us to ignore many of the complications that
arise from a full radiative transport calculation. The second assumption means
that we consider the atmosphere to consist of parallel sheets stacked upon one
another. Within these sheets all quantities of interest (radius, luminosity, etc.)
are constant. In other words, all quantities only depend on the depth in the
atmosphere. Altogether, this allows the equation of hydrostatic equilibrium to
be combined with the definition of optical depth, τd , and thus the temperature
stratification can be solved for.

This model works reasonably well, in particular for solar-like stars, and is
therefore used in almost all stellar evolution calculations. The problem one en-
counters in AGB stars (and really in any star once it leaves the main sequence)
is the plane-parallel geometry assumption is no longer valid. The atmosphere
of an AGB star is very extended and should be calculated assuming a spherical
geometry. To test what impact this may haveWagstaff (2018) implemented a
spherical grey atmosphere, as outlined in Lucy (1976).

Within this framework, the effective temperature is taken analogously with
the Eddington solution, i.e. Teff = T∗ at τd = 2/3, where T∗ is referred to as the
photospheric temperature to acknowledge the lack of a unique definition for ef-
fective temperature in an extended atmosphere. This approach has the advantage
of reducing to the Eddington plane-parallel atmosphere already implemented
within GARSTEC, when the geometric extent of the atmosphere is negligible.

The temperature stratification is given by

T4 =
1
2

T4
∗

�

2W+
2
3
τ

�

,

where W is the geometric dilution factor

W =
1
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and the optical depth is defined as

dτd

dr
= −κr
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.

4.1.7 Mass Loss

The mass loss rates on the AGB can reach extreme values of up to 10−4 M� yr−1

and is critical in determining the lifetime of the AGB phase. As discussed in
Section 2.2.5, our theoretical understanding ofmass loss on the AGB is insufficient
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to derivemass loss rates directly from physical laws. Instead, parameterizedmass-
loss relation, both empirical and theoretical, are employed in stellar evolution
codes. In this study, different mass loss prescriptions were used in different
evolutionary phases which will be described below.

Prior to the AGB, Reimers’ wind (Reimers 1975) was used,

ṀReimers = −4× 10−13ηR
(L/L�)(R/R�)

M/M�
, (4.5)

with ηR = 0.4. Once on the AGB, the mass loss rates will depend on the linear
pulsation period, estimated as

log10(P) = −1.92− 0.73 log10(M/M�) + 1.86 log10(R/R�) (4.6)

as determined by Ostlie & Cox (1986) on the basis of linear pulsation models.
If the period as given by Equation (4.6) is less that 400 days then Reimers’ mass
loss is used. If, however, the period exceeds 400 days the mass loss switches to
one of two options depending on the surface composition. For O-rich surface
compositions the mass loss formula of van Loon et al. (2005) is used,

log10(ṀAGB) = −5.65+ 1.05 log10

�
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�
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3500K

�

, (4.7)

whereas, for C-rich surface compositions the parameterization ofWachter et al.
(2002) is used,

log10(ṀAGB) = −4.52+ 2.47 log10

�
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L�

�

− 6.81 log10

�
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�

− 1.95 log10

�

M
M�

�

.
(4.8)

4.2 ANT

The post-processing code used in this work is the Astrophysical Nucleosynthesis
Tool (ANT) (Battich et al. 2023). Given a series of sequential stellar models
calculated with a 1D stellar evolution code like GARSTEC, ANT reads the density,
temperature, and mixing information (convective velocities or diffusion coeffi-
cients) from the models, and calculates the nucleosynthesis and the mixing of
chemical elements, decoupled from each other. By default, the abundances are
read by ANT from GARSTEC for the initial model after which the abundances are
evolved without any information of the abundances in GARSTEC.

The number of isotopes and reactions which ANT follows is flexible and can be
adjusted based on the problem being investigated. For example, for the i-process
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calculations in this work a network of 1190 isotopes is used. For the s-process only
343 isotopes are followed. Below, I cover the important details of the workings of
ANT.

4.2.1 Nuclear Network

The nuclear network of ANT includes reactions of up to three reactants. The basics
of nuclear networks including the system of equations which needs to be solved
(Equation (2.5)) has already been covered andwill not be repeated here. However,
the way of solving those equations is different in ANT than in GARSTEC. This is
mainly due to the fact that the network in ANT is significantly larger and so more
efficient methods are required to solve the network equations in a reasonable
amount of time. As already discussed, Equation (2.5) is a very stiff set of equations
and requires an implicit scheme to solve. ANT uses the Bader-Deuflhard method
(Bader & Deuflhard 1983). The linear algebra package for solving the system
of equations is the MA48 package (HSL 2013) which uses Gaussian elimination
to solve a sparse unsymmetric system of equations. This implementation follows
the suggestion of Timmes (1999).

In general, one can understand the Bader-Deuflhard method as follows. The
system of equations to resolve is composed of one equation for each isotope in
the network. These equations can be written as

d~y
dt
= ~f (~y), ~y = (y1, . . . , yNisot

) (4.9)

~y(t0) = ~y0 (4.10)

where yi is theabundance (inmole fraction)of isotope i and fi is the corresponding
function for the time derivative of that isotope. The functions fi(~y) depend on
products of the abundances and are, therefore, non-linear. This is an initial value
problem with y0 being the initial abundances provided at time t0. In practice
these abundances are taken from a stellar evolution code. The algorithm used to
solve this initial value problem is the semi-implicit mid-point method, combined
with a Richardson extrapolation.

The implicit mid-point method begins with an implicit form of the mid-point-
rule equation

~yn+1 − ~yn−1 = 2h ~f
�

~yn+1 + ~yn−1

2

�

. (4.11)

One then converts this into a semi-implicit form by linearizing about ~f (~yn):
�
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Now, for a given time, t0, and time step, H, one divides the time step from t0 to
t0+H into sub-time-steps of size h= H/n, for a given n. Note, that we have yet to
specify what n should be so that one can calculate h. This is where the Richardson
extrapolation enters. The idea of Richardson extrapolation is to calculate the
solution from t to t +H a certain number of times using different subdivisions, h,
of the time step, H, and then extrapolate the different solutions to h= 0. In this
sense one is considering the final answer of the numerical calculation itself as an
analytical function of h which we probe by seeing how it changes with different
values ofh. In thisway one is often able to take larger time steps. For stiff problems,
Bader & Deuflhard (1983) propose the sequence:

n= 2,6, 10,14, 22,34, 50, ... . (4.13)

The extrapolation is then performed with a polynomial function. The number of
attempts one makes to cross the interval H with different values of h (howmany
numbers of the sequence 4.13 use) depends on the precision required.

For a given n the reaction network is then advanced over the n sub-time-steps
of h totaling a complete time step of H via the following series ofmatrix equations:

~∆0 =

�

1− h
∂ ~f
∂ ~y

�−1

h ~f (~y0) (4.14)

~y1 = ~y0 + ~∆0, (4.15)

~∆k = ~∆k−1 + 2
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~yk+1 = ~yk + ~∆k, k = 1, ..., n− 1 (4.17)

~∆n =
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�−1

[h ~f (~yn)− ~∆n−1] (4.18)

~yn = ~yn + ~∆n, (4.19)

where the Jacobianmatrix, J = ∂ ~f /∂ ~y , is always evaluated at t0 and the function
~f is reevaluated at each sub-time-step h.

4.2.2 Convection

By default, ANT implements convection via the advective mixing mechanism
describedbyChieffi et al. (2001),which itself is basedon themixingdescription
from Sparks & Endal (1980). In this scheme one calculates the mass fraction
abundance of isotope k in shell i, X k

i , from the unmixed abundance, 0X k
i , as

X k
i =

0X k
i +

1
Mconvec

∑

j∈Mconvec

�

0X k
j −

0X k
i

�

fi j∆m j, (4.20)



97 4.2 ANT

where Mconvec is the mass of the convective zone and∆m j is the mass of shell j.
The sum runs over all grid points in the convective zone. The quantity fi j, known
as the mixing factor3, is defined as

fi j =min

�

∆t
τi j

, 1

�

, (4.21)

where∆t is the time step over which the material is to be mixed and

τi j =

∫ r j

ri

dr
vMLT

=
j
∑

l=i

∆rl

vMLTl

. (4.22)

Here ∆rl is the width of shell l and vMLTl
is the convective velocity in shell l

as computed via mixing length theory. One can think of τi j as a characteristic
timescale of convective motions between shells i and j. This mixing scheme
has the advantage that it is fast to implement, but it is an advective mixing
schemewhereas in GARSTEC themixing is diffusive. This introduces an additional
inconsistency between the stellar evolution code and the post-processor. To
improve this situation, the mixing scheme was altered. In Einstein (1905b,
Section 4) the derivation of the frequency distribution of the distance traveled by a
particle via diffusion fromapoint source is shown.Unsurprisingly, this distribution
is Gaussian. The mean of the distribution is 0 and its standard deviation is

p
2Dt

where D is the diffusion coefficient and t is the time elapsed. Leveraging the
properties of the Gaussian distribution, we can then say the root mean square of
the distance traveled by a particle with diffusion coefficient D in time t is alsop

2Dt.
We can now use this information to rewrite the expression for fi j based on the

timescale for diffusion. Thus, we have

fi j =min

�

∆t
τD

i j

, 1

�

, where τD
i j =

j
∑

l=i

∆r2
l

2Dlα2
, (4.23)

Dl is the diffusion coefficient for shell l, and α is a constant whose meaning will
be discussed now. In the Chieffi mixing scheme there was a clear criterion for
full mixing; If the velocity is high enough to allow for a particle to traverse the
entire distance to the next grid point in the allotted time, then fi j = 1. In this new
mixing scheme it is not so clear what the criterion for full mixing is. For instance,
consider a simple case where we have a two-grid-point-wide convective zone.
The mixing factor for the mixing between grid points 1 and 2 is then

3In Chieffi et al. (2001) this is called the damping factor as opposed to the mixing factor
as it is called in Sparks & Endal (1980). Given that larger values of f mean increased mixing
the original nomenclature of Sparks & Endal (1980) makes more sense and will be used here.
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f12 =
∆t
∆r2

1
2D1α2

=
2D1∆tα2

∆r2
1

. (4.24)

We can then ask what does it mean if f12 = 1 in this case? Well, it implies that

∆r1 = α
p

2D1∆t = ασ. (4.25)

This means, if we assume for the time being that α= 1, that f12 = 1 implies that
the distance to the next grid point is exactly equal to the 1σ value of the Gaussian
distribution which have assumed for our diffusion process. However, if the next
grid point is 1σ away that means 34.1% of the particles originally in shell 1 have
moved a distance less than ∆r1, i.e. the particles are still in shell 1. This is far
from fully mixed. Now by changing the value of α we can change the σ-value
at which we assume full mixing. So if α= 1/4, then f12 = 1 when∆r1 = 1/4σ.
This α is effectively a free parameter in this scheme which will be kept at 1/4 for
the entirety of this work. I made one final change to the mixing scheme. The form
of fi j was changed to

fi j =

¨

1.0 if∆t/τD
i j > 1.0

1.0− (1.0−∆t/τD
i j)

4 else.
(4.26)

This change improves the agreement between GARSTEC and ANTmarginally and
is not essential.

Below one can see some tests of the new mixing scheme. One important
thing to keep in mind for these tests is that the reaction rate sources for ANT
and GARSTEC are not necessarily the same. Thus, even for the reactions which
the two networks both include, the rate may be different, and so some of the
abundance differences in the following tests are due to this. These differences
however will be the same for both mixing schemes since neither mixing scheme
relies on changes to the networks of either code. First, a 3M�, solar metallicity
track was run from the ZAMS to the end of the MS without overshoot. This track
was thenpost-processedbyANToncewith the standardChieffimixing schemeand
once with the new Einstein-Sparks-Chieffi (ESC) mixing scheme described above.
The results can be seen in Figure 4.3 where the solid lines show the abundances
from GARSTEC and the dashed line shows the abundances from ANT. There is
hardly any difference between the two mixing schemes and both reproduce the
abundances of GARSTEC quite well. This is not surprising since the convective
velocities in the core are high and the time steps which GARSTEC takes are quite
large on theMS. Together this means that fi j ≈ 1 throughout the convection zone
and so the mixing schemes are mathematically identical.

Figure 4.4 again shows the results of the mixing schemes on the MS, but
the stellar models now include overshooting. In this case there is a noticeable
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Figure 4.3 A comparison of the Chieffi mixing scheme (left) and the ESC mixing scheme
(right) in ANT on the MS for a model without overshoot. Solid lines are the abundances from
GARSTEC and dashed lines are the post-processed abundances from ANT. Dark regions denote
convection zones.

difference between the twomixing schemes. This difference is due to the behavior
of the mixing scheme in the overshoot regions where fi j < 1. Here the Chieffi
mixing scheme overestimates the value of fi j and over mixes. The ESC mixing
scheme on the other hand much better matches the abundance profiles from
GARSTEC in this region, implying a much more accurate determination of fi j.
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Figure 4.4 A comparison of the Chieffi mixing scheme (left) and the ESC mixing scheme
(right) in ANT on the MS for a model with overshoot. Solid lines are the abundances from
GARSTEC and dashed lines are the post-processed abundances from ANT. Dark gray areas
denote formally convective regions and light gray areas denote overshoot regions.

Next, the mixing schemes were tested during the central He-burning phase of
the same track including overshoot. To be clear, for this test the post-processing
was done only from the start of central He burning instead of from the ZAMS. In
doing so we avoid the complications arising from determining which abundance
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irregularities are from this phase and which are perhaps cumulative effects from
the previous evolution. Here again one can see that the ESCmixing scheme better
matches convection in GARSTEC in particular in the overshoot regions.
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Figure 4.5 A comparison of the Chieffi mixing scheme (left) and the ESC mixing scheme
(right) in ANT during central He burning for a model with overshoot. See Figure 4.4 for an
explanation of the plot elements.

Finally, a test of the mixing schemes was run for the PDCZ, again including
overshoot. Figure 4.6 shows a snapshot of the star as the PDCZ is diminishing in
size. Again one can see that in the formally convective region the results of the two
mixing schemes are quite similar. Both showa fair amount of deviation for 13C and
14N, though these isotopes have relatively low abundances. This may very well be
due to different reaction rate sources in ANT and GARSTEC. Additionally, the ESC
mixing scheme seems to do a better job of reproducing the abundance profiles of
16O and 4He in this region. The largest differences between the schemes is in the
formerly convective region below the PDCZ where the extended overshoot region
would have been located (0.585® mr/M� ® 0.59). Here one can see that both
mixing schemes again have difficulties matching the 13C and 14N isotope profiles,
though the ESCmixing scheme at leastmatches the location andmagnitude of the
abundance peaks near mr/M∗ ≈ 0.59 for these isotopes. Where the difference is
most pronounced is in the abundance profiles for 4He, 12C, and 16O. It is clear that
the Chieffimixing scheme over mixes these elements. This is the same behavior
as was seen in Figure 4.4.

In summary, these comparisons show that the Chieffimixing scheme is per-
fectly appropriate for formally convective regions, but to use overshoot an ad-
justment of the mixing scheme is needed. The ESC mixing scheme is much more
suited to these situations and is simple to implement in a code which already has
the Chieffimixing scheme implemented. Of course nomixing scheme will exactly
match what is done in GARSTEC except for the mixing scheme used in GARSTEC,
and there will always be some deviations due to different networks, reaction rate
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Figure 4.6 A comparison of the Chieffi mixing scheme (left) and the ESC mixing scheme
(right) in ANT during a PDCZ for a model with overshoot. See Figure 4.4 for an explanation of
the plot elements.

sources, and numerics.

4.2.3 Abundances from GARSTEC

By default ANT only reads the abundances from GARSTEC for the first model after
which the abundances of the two codes are completely independent. This has the
drawback that, for example, the neutron densities reported for the models run
in GARSTECmay not be in agreement with the neutron densities in ANT. I thus
devised a way that the neutron densities in the two codes are in better agreement.
To do this I edited ANT such that at every time step the code reads the abundances
of 1H, 13C, and 14N from GARSTEC. In this way the most important isotopes in
determining the neutron density are in exact agreement between both codes. For
the case of the i-processwhere the neutron captures are happening in a convective
region, ANT also ignores the neutrons in themixing scheme. This is valid since the
decay time for neutrons is around 10minutes and the capture time for neutrons in
the PIE may be even shorter. Thus, the neutrons are never mixed far from where
they were produced before they are destroyed. Note that this handling of the
abundances was not implemented for the tests of the mixing scheme shown in
the previous section.

Figure 4.7 and Figure 4.8 show the abundance comparisons of ANT and
GARSTEC for a PIE of a 1M� model without overshoot and the 13C pocket for a
3M� model with overshoot. In both cases the neutron densities are in very good
agreement. This is the desired behavior. Note, 1H, 13C, and 14N are excluded from
these plots since they are forced to be in perfect agreement via this method.
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Figure 4.7 A comparison of the abundances of ANT and GARSTEC during a PIE for a 1M�
model without overshoot. See Figure 4.4 for an explanation of the plot elements. 1H, 13C, and
14N are forced to agree with GARSTEC and, as such, are not shown.
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Figure 4.8 A comparison of the abundances of ANT and GARSTEC in the 13C pocket (purple
region) for a 3M� model with overshoot. See Figure 4.4 for an explanation of the plot ele-
ments. 1H, 13C, and 14N are forced to agree with GARSTEC and, as such, are not shown.
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Chapter 5

Investigations of the i-process

What we observe is not nature itself, but
nature exposed to our method of
questioning.

Werner Heisenberg, Physics and
Philosophy

As has been shown in the previous chapters, there is much we still
do not know about the i-process including where in the universe it occurs.
Even if one assumes that it occurs in low-mass, low-metallicity AGB stars

there are still unknowns related both to the stellar structure, such as where and
when the PDCZ splits during a PIE and which stars experience PIEs, as well
as to the nuclear processes, such as what sort of final surface abundances one
could expect from these stars. In my investigations into the i-process I sought
to address these questions by means of running and analyzing stellar evolution
models coupled to a post-processing code. I will first discuss in detail the stellar
evolutionmodels and the results related to the stellar structure and light-element
nucleosynthesis before discussing the heavy-element nucleosynthesis in detail.
The results related to the structure and light-element nucleosynthesis of the
1.2M� models have already been published in Remple et al. (2024).

5.1 Structure and Light-Element Nucleosynthesis

5.1.1 The Fiducial Model

We begin by discussing in detail the evolution of a Minitial = 1.2M�, Z = 5× 10−5

([Fe/H] = −2.56) evolutionary model. This model will act as a fiducial model for
comparing what happens when we add or change the physics in other models.
The values of mass and metallicity were chosen to allow for a comparison to
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both Cristallo et al. (2009a) and Choplin et al. (2021). For this model,
overshoot was only applied to the convective core with overshoot parameters
of fCHB = fCHeB = 0.016. This value is calibrated to match observations of
main-sequence stars in clusters (Maeder & Meynet 1991, Stothers & Chin
1992, Weiss & Schlattl 2008, Magic et al. 2010). There is no clear way of
calibrating the core overshoot for the HB so I followed the typical practice of using
the same value as for theMS (Wagstaff et al. 2020). It should bementioned that
there are studies which suggest, based on model matching to asteroseismology
observations, that higher or lower values of fCHeB are needed during the central
He burning (Bossini et al. 2017, Brogaard et al. 2023). The dependence of
the results on the core overshoot parameter for the MS and HB were not tested.

pre-AGB

The evolution up to the AGB phase proceeds in the expected manner. H burning
in the core occurs under radiative conditions until the exhaustion of H at an age
of 2.5 Gyr. The star then crosses the Hertzsprung gap and ascends the RGB. The
core He flash occurs off-center in the degenerate central regions of the star before
the star settles on the HB, burning He in its core for another 100 Myr.

The AGB

After the exhaustion of He in the core on the HB, the star once again ascends
the giant branch— in this case the AGB. The E-AGB phase sees the two, mostly
dormant, burning shells moving outward in the star until the ignition of the H
shell. The TP-AGB phase for this star begins with a typical cycle of pulse, power
down, and interpulse phase. TheH-free coremass of thismodel just before the first
instability is 0.56M�. Despite this first pulse being ratherweak, theHe luminosity
peaks at log10 LHe/L� = 5.6, it is nevertheless able to drive a PDCZ in the intershell
region. The pulse is not followed by a TDU. After the flash the models exhibit a
series of sub-flashes with progressively weaker peak He luminosities and smaller
PDCZs. This is something present in all of our models for the first few instabilities,
after which the sub-flashes disappear. This is a known phenomenon (see, for
example, Sackmann 1977). In the second instability the He luminosity exceeds
log10 LHe/L� = 6.5 and the PDCZ spans over 3.0×10−2 M�. The pulse is followed
by one sub-flash and, as before, no TDU.

The third instability is where the PIE occurs. This flash is again stronger than
the previous oneswithHe luminosities in excess of log10 LHe/L� = 7.2 even before
the PIE. The PDCZ, driven by the large release of energy at its base, begins to
extend into the H-rich regions near the H shell. The protons ingested there are
quicklybroughtdeeper into thePDCZwhere temperatures are in excess of200 MK
and the 12C (p, γ)13N reaction proceeds with rapidity. The freshly synthesized
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Figure 5.1 Kippenhahn diagram showing the structure of the fiducial model (top) and the
maximum neutron density at each time step (bottom). Time is shown as model number on the
lower x-axis and as time in days relative to the time of maximum neutron density in the upper
x-axis. In the Kippenhahn diagram the top and bottom of the H shell is denoted by the solid
blue lines with the dotted blue line following the point of maximum H burning in the shell.
The top and the bottom of the He shell is denoted by the solid orange lines with the orange
dashed line following the point of maximum He burning in the shell. Formally Convective
regions are shown in gray. The time when the neutron density is the largest is denoted by the
dashed red line, and the location and time at which the PDCZ splits is denoted by the black
circle.

13C reacts after a short time with the abundant α-particles to produce neutrons.
311 years after the pulse began, the neutron density exceeds 1011 cm−3 marking
the beginning of the i-process conditions. The following 150.56days see a steady
increase in the neutron densities until the maximum value of 9.15× 1014 cm−3

is reached. Around this time the H luminosity also reaches its maximum of
log10 LH/L� = 10.42. TheHe luminosity, on the other hand, reached itsmaximum
of log10 LHe/L� = 8.18 somewhat earlier. The run of the luminosity during the
PIE can be seen in Figure 5.2.

Before the timewhen the neutron density reaches its maximum value (time of
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maximum neutron density, TOMND), the PDCZ splits in two. The offset between
the twoevents is only1.14hours. Theneutrondensity achieves itsmaximumvalue
in the lower part of the split PDCZ and therefore the bulk of the nucleosynthesis
will occur there. Additionally, the upper and lower parts of the split PDCZ do
not remerge throughout the remaining evolution. The upper convective zone,
which contains some of the nucleosynthetic products of the PIE prior to the split,
merges with the CE a few years after the split, and the nucleosynthetic products
can make their way to the surface of the star. The splitting of the PDCZ occurs
when the timescale for the 12C (p, γ)13N reaction is approximately equal to the
local convective turnover timescale (Cristallo et al. 2009a, Choplin et al.
2021). The influence of numerics on the splitting was tested and will be discussed
in Section 5.1.3.

30550 30840 31120 31410 31700
Model Number

1.25

3.54

5.83

8.13

10.42

Lu
m

in
os

ity
 [

lo
g 10

( 
*/

L 
 )]

Figure 5.2 Time evolution of the H
luminosity (in blue) and the He luminosity
(in orange) of the fiducial model during
the PIE.

The PIE drastically changes the surface
composition of the star. Along with any
heavy elements, C is also brought up to
the surface in large quantities. The C/O ra-
tio at the surface of the star reaches 19.26.
The large C/O ratio triggers intense mass
loss rates of up to Ṁ ® 1 × 10−5 M� yr−1.
Despite this, the star is able to survive long
enough to undergo three more thermal
pulses.Thesecondandthirdof thesepulses
are unimportant for the topics of interest
in this work, but the first post-PIE pulse is
important. The star experiences a rather
strong TDU following this first pulse which
will have consequences for the final surface
abundances as it allows some of the heavy
elements which were trapped in the lower

part of the split PDCZ to nevertheless reach the surface. This occurs in two steps.
First, the PDCZ of the post-PIE pulse will mix the isotopes from the lower part of
the split PDCZ throughout the intershell region. Second, theTDUwill descend into
this intershell region, though not deep enough to reach the samemass coordinate
as the lower part of the split PDCZ, and bring some of the mixed material to the
surface.

The testing of the numerics has already been mentioned once and was done
repeatedly throughout the study as the small spatial and temporal scales involved
require that such tests be conducted. For instance, from Figure 5.1 one can see
that the time between the PDCZ approaching the base of the H shell and the
TOMND is on the order of a year, which is in agreement with Choplin et al.
(2021). Thus, the temporal and spatial resolution settings of the code were tested
to determinewhat, if any, impact they had on the occurrence of the PIE. Inmy tests
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Figure 5.3 Kippenhahn diagram (see Figure 5.1 for an explanation of the plot elements) of
the low temporal resolution model. In this case the PIE is missed entirely due to too large of
time steps and the model follows a standard AGB evolution.

for this particular model, I find that the occurrence of the PIE is not particularly
sensitive to the spatial resolution of our models. It is however sensitive to the
temporal resolution. GARSTEC has many ways of controlling the time steps of
the models. Apart from setting the minimum andmaximum allowed time step,
one can also require the time steps to be small enough to restrict the change in
certain quantities such as luminosity, effective temperature, etc., to remain below
a threshold value. In the end it was found that specifically the size of the allowed
changes of the H and He luminosity are key. If larger jumps in the H and He
luminosity are allowed between models the PIE will be missed entirely and the
star will evolve as a normal AGB star as was also seen in Choplin et al. (2021).
The evolution of this low-time-resolution track can be seen in Figure 5.3. In the
default case the time step taken by GARSTEC can reach the level of hours and does
not exceed 10−4 yr at any point during the PIE. In the low-time-resolution case,
where the PIE is missed, the smallest time step taken during the pulse where the
PIE should occur is about 6.2days before quickly becoming larger again.

5.1.2 To Ingest or Not to Ingest

The discussion at the end of the previous section begs the questions: “How do you
know if you have missed a PIE or if the star should not have one at that pulse?”.
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The Entropy Argument

There is currently no consensus in the literature on how to determine whether a
PIE should happen for a particular TP. Most of the arguments rely on the idea of
an entropy barrier (Fujimoto et al. 1990, Iwamoto et al. 2004, Choplin et al.
2022). Specifically, one calculates the entropy barrier imposed by the H-burning
shell across models of different mass andmetallicity. Based on the entropy barrier
values of the models which experience a PIE or not, one then defines a critical
entropy below which a PIE should occur. This is the approach taken in Choplin
et al. (2022). While they are able to find a critical entropy barrier value, they
stress that this method has a number of important drawbacks. Namely, it only
gives a hint as to whether or not a PIE should happen. If the entropy barrier
for a particular pulse is near the critical value one would still need to check if
using different resolution settings in the code would lead to a PIE. Additionally,
the metallicity dependence is not straightforward, and thus one cannot easily
extrapolate the critical entropy barrier value to other metallicities. Finally, the
exact value is likely to be code dependent.

The Timescale Argument

The method I developed involves using timescale estimates to establish criteria
for determining whether a PIE occurs. This approach has been effectively utilized
in previous studies to estimate the extent of the PDCZ (Despain & Scalo 1976,
Fujimoto 1977) as has already been discussed (see Section 2.2.3 and Section 3.1).

Despain & Scalo (1976) define two key timescales: the timescale for the
growth of the instability,τHe, and the timescale for radiative diffusion from theHe
shell to the H shell, τdiff. As long as τHe < τdiff, the PDCZ will continue to expand,
since the instability develops more rapidly than the outer layers can respond to it.
However, when τHe ≈ τdiff, the outer layers can react to changes in the He shell
as quickly as they occur, leading to the cessation of PDCZ growth.

An Update to the Timescale Argument

In the present study the timescales are defined as

τHe =




Cp

�

〈T 〉
LHe/Mconv

(5.1)

τdiff =
Cpκρ

sradc
H2

p (5.2)

where the angled brackets denote an average over the PDCZ, Cp is the specific
heat capacity, Mconv is the mass of the PDCZ, and srad is a quantity defined in
Sugimoto (1970) as
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Figure 5.4 Time evolution of the three timescales, τHe, τdiff, and τH, for the third TP in
a 3M�, solar metallicity model (left) and a 1.2M�, Z=5× 10−4 model (right). No PIEs are
expected for stars with these parameters, and no PIE is seen. The zero point for time on the
x-axis is the point when the PDCZ first appears for this pulse.

srad =
4a
3

T 3

ρ

and represents the non-dimensional entropy of radiation. τdiff is evaluated one
grid point beyond the upper boundary of the PDCZ and τHe is evaluated for the
PDCZ. These are almost identical to the definitions used in Fujimoto et al.
(1990) with the only difference being that here the specific heat capacity is also
averaged over the PDCZ.

To these timescale I also add a third, τH, that is defined exactly as in Equa-
tion (5.2) but evaluated at the base of the H-rich region. This is defined as the
point below the H shell where the mass fraction of hydrogen drops below 0.15.
The exact value of τH is only weakly sensitive to how one defines the base of the
H-rich region. Changing the critical value of the hydrogen abundance to 0.1 or
0.2 only results in a change in τH of approximately two percent.

Model Investigations of Timescales

I begin by examining the variation of these quantities for pulses where a PIE is
not seen and not anticipated to occur. In Figure 5.4, the temporal evolution of the
timescales during the third TP is depicted for two models: a 3M� star with solar
metallicity (left panel) and a 1.2M� star with a metallicity of Z=5× 10−4 (right
panel), which is ten times higher than that of the fiducial model.

In both cases, τHe initially decreases as the pulse intensifies. This behavior
can be attributed to the increasing luminosity of the He shell. The He luminosity
reaches its maximum as τHe reaches its minimum; subsequently, as the He lumi-
nosity declines, τHe increases again. Shortly after this minimum, the condition
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Figure 5.5 Time evolution of the three timescales, τHe, τdiff, and τH, for the third TP of the
low-time-resolution 1.2M�, Z=5× 10−5 model (left) and the fiducial model (right). In the left
panel the code missed the PIE due to poor time stepping while in the right panel the PIE was
resolved. The zero point for time on the x-axis is the point when the PDCZ first appears for this
pulse.

τHe ≈ τdiff is satisfied, marking the point where the PDCZ attains its maximum
extent. The evolution of τdiff follows a similar pattern: it initially decreases due to
a reduction in density and a rise in temperature just beyond the upper boundary
of the PDCZ. After the PDCZ reaches its maximum extent, the layers above it
cool, leading to an increase in τdiff. In contrast, τH remains relatively constant
throughout the pulse, with only a slight increase as the PDCZ nears its maximum
extent. No PIE occurs in either of these models.

In Figure 5.5, a similar plot to Figure 5.4 is presented, this time illustrating the
thirdTPof a starwith1.2M� andZ=5×10−5. The left panel displays the low-time-
resolution model where the PIE is not resolved, while the right panel presents
the fiducial model in which the PIE is successfully resolved. Comparing these
results with those from Figure 5.4 reveals a critical condition that is satisfied in
themodels of Figure 5.5 but was not met in the previous models: τHe < τdiff ' τH.
Even in the model where the PIE is unresolved, this condition is briefly met. In
the model where the PIE occurs, the onset of the PIE coincides with the condition
τHe < τdiff ' τH. Additionally, in the low-resolution model where the PIE is
missed, this condition is met for TP three through six, but not in any subsequent
pulses. This finding aligns with the expectation that PIEs are only possible during
the first few TPs (Choplin et al. 2022). It is also noteworthy that even when
τdiff = τH, these quantities are not evaluated at the same grid point, indicating
that their equivalence is non-trivial.

By comparing the timescales presented in Figures 5.4 and 5.5, it becomes
evident that τH increases relative to the other timescales as both metallicity and
mass decrease. The relationship between these timescales and the star’s mass
and metallicity can be understood as follows. Starting with τdiff, the key point is
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that burning shells exert a strong restorative force against radial perturbations,
whereas non-burning mass shells will expand or contract in unison with the rest
of the star (Stein 1966). This suggests that the behavior ofτdiff remains relatively
consistent across different metallicities and masses, as the intershell region’s
expansion proceeds in a similar manner in all cases. This consistency is illustrated
by comparing Figures 5.4 and 5.5. However, the behavior of τH is expected to
change because the H-shell luminosity (and consequently the energy generation)
is significantly lower during the flash at lowermetallicity. This reduction in energy
generation means the H shell resists radial changes less effectively, causing the
outward expansion of the H shell to begin earlier in the pulse. As a result, the
base of the H-rich region is pushed further outward, expanding along with the
neighboring layers. At this greater radius, the temperature is lower than it would
otherwise be, leading to an increase in τH.

To verify this, the PIE pulse was re-simulated with the CNO burning rates
increased by a factor of ten. This increase in CNO rates increases the H-shell lumi-
nosity, thereby enhancing the shell’s resistance to radial changes. Consequently,
τH remains sufficiently low that it never exceeds τdiff, preventing the occurrence
of a PIE. It is important to note that increasing the CNO rates also affects the
temperature in the shell, making it difficult to disentangle these simultaneous
effects and determine which one is primarily responsible for suppressing the
PIE. However, the tenfold increase in CNO reaction rates leads to nearly a 100%
increase in H-shell luminosity, compared to only a 25% increase in the H-shell
temperature near the time when the PIE would have occurred.

The behavior of τHe is the most straightforward to explain, as it primarily
depends on the He luminosity. Therefore, its dependence onmass andmetallicity
directly follows the trend of He-shell luminosity in AGB stars: τHe decreases with
increasing mass and decreasing metallicity.

The discussion so far has focused on stellar evolution trackswithout overshoot
from the PDCZ. While the criterion remains applicable to tracks with nonzero
fPDCZ, a slight modification of the definitions is required. As previously discussed,
τdiff is evaluated just beyond the edge of the PDCZ.When overshoot is considered,
τdiff should be evaluated at the boundary of the overshoot region, defined as the
point where the diffusion coefficient drops below 1 cm2 s−1. With this adjustment,
the criterion remains valid for tracks including PDCZ overshoot. This is demon-
strated in Figure 5.6, where the evolution of timescales is shown for a 1.2M�,
Z= 5×10−5 star with fPDCZ= 0.008 and fCE= 0.016. In this case, the criterion
τHe < τdiff ' τH is again satisfied as the PIE occurs.
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Figure 5.6 Time evolution of the three timescales, τHe, τdiff, and τH, for the first TP of the
1.2M�, Z=5× 10−5 star with fPDCZ= 0.008 and fCE= 0.016. The zero point for time on the
x-axis is the point when the PDCZ first appears for this pulse.

5.1.3 Including Overshoot on the AGB

Wewill now use the fiducial model as a point of comparison when discussing the
models for which overshoot on the AGB was included. Recall that we only vary
overshoot parameters on the AGB; all models had overshoot included for core
convective zones in earlier phases of the evolution. The key results for all models
discussed in this section can be found in Table 5.1.

Overshoot from the CE Only

In an attempt to isolate the impact of overshoot at each convective zone indi-
vidually, the tracks where overshoot is only applied to one convective zone will
be discussed first. Starting with overshoot from the CE, controlled by fCE, one
can see in Table 5.1 the expected positive correlation between fCE and the final
C/O ratio. The increase in C/O over the fiducial model is rather minimal, though,
and not enough to suppress the post-PIE TPs which were also seen in the fiducial
model. Furthermore, all of these tracks experience a rather deep TDU in the TP
immediately following the PIE. For the tracks with fCE≥ 0.64 there is a second
TDU as well which is not as deep. No track has more than 2 post-PIE TDUs. It is
seen in standard AGB evolution that as the end of the AGB phase nears and the
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envelope mass becomes small TDU efficiency decreases and can even go to zero.
Themass loss in these models is so high that after 2 TPs the envelopemass is quite
small. Thus, as with the higher metallicity AGB stars, the TDUs become less and
less efficient.

Focusing on the PIE-related quantities, there is a negative correlation between
fCE and both the maximum neutron density and the neutron exposure. The
neutron exposure is here defined as the neutron flux integrated over the time
between the beginning of the pulse and the split of the PDCZ. Finally, as with the
fiducial model, the PDCZ split always occurs before the TOMND.

Overshoot from PDCZ Only

For those tracks with only PDCZ overshoot, controlled by fPDCZ, a new phe-
nomenon appears. While the PDCZ splits before the TOMND for all but one track,
the upper and lower parts of the split PDCZ can remerge. This remerging is in
some cases temporary, only lasting a couple of time steps, and in some cases
is permanent. In all cases the remerging only happens after the peak in the H
luminosity has passed and the H burning has begun to decrease. This remerging
could allow for the nucleosynthetic product formed in the lower part of the split
PDCZ, which would otherwise be trapped there, to make their way to the upper
part of the split PDCZ, and eventually to the surface of the star. In the case of tracks
with partial or permanent remergings, the neutron exposure reported in Table 5.1
is calculated from the beginning of the pulse to the time when the PDCZ splits
for the final time or when the neutron densities fall below 1011 cm−3, whichever
happens first. It should be noted that the efficiency of the mixing between the
formerly split convective zones is not considered when determining if they have
remerged or not. Thus, whether substantial mixing occurs between these regions
is not considered. An example of a partial remerging can be seen in Figure 5.7
(left panel) around model 23 800, and a permanent remerging is shown in the
right panel of Figure 5.7. For these models there is again a negative monotonic
relationship between the overshoot and the neutron exposure, with increasing
fPDCZ the neutron exposure will decrease. Additionally, the final C/O value is
much smaller in these tracks than in the previously discussed ones and decreases
with increasing fPDCZ. This is not surprising as it is well known that overshoot at
the base of the PDCZ alters the intershell composition. The larger the overshoot
the more He is brought into the PDCZ from below. This leads to stronger flashes
with higher temperatures which in turn decreases the C/O ratio (Herwig 2000).

Overshoot at all Boundaries

With overshoot at the isolated boundaries tested, one can move on to the more
internally consistent approach of applying overshoot at all convective boundaries.
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Table 5.1 Key results of the stellar evolution models for all the tracks discussed in this
section.

fPDCZ fCE max Nn τ Split after remerge* Final C/O post-PIE
TOMND Pulses

[cm−3] [mb−1]

0.000 0.000 9.15× 1014 27.256 n n 19.256 3
0.000 0.016 8.04× 1014 25.50 n n 20.939 4
0.000 0.064 7.87× 1014 28.04 n n 22.593 4
0.000 0.128 5.99× 1014 21.54 n n 19.804 4
0.008 0.000 8.98× 1013 23.17 y n 8.06 0
0.016 0.000 9.01× 1013 20.57 n t 6.33 0
0.016† 0.000 9.75× 1013 22.65 y t 5.93 0
0.032 0.000 1.24× 1014 18.76 n p 3.976 0
0.008 0.016 1.00× 1014 22.71 n t 7.858 0
0.008† 0.016 8.42× 1013 22.65 y t 7.792 0
0.008 0.128 1.32× 1014 20.20 n t 8.013 0
0.016 0.016 5.6× 1013 12.28 n t 6.436 0
0.016† 0.016 6.24× 1013 13.50 y p 6.651 0
0.016 0.128 4.73× 1013 5.04 n t 7.516 0
0.032 0.016 7.45× 1013 10.23 n t 4.904 0
0.032 0.128 5.40× 1013 6.59 n p 5.294 0

* whether the split PDCZ remerges again: n for no, t for temporarily, p for perma-
nently
† track run without the geometrical cutoff to the overshoot

These tracks will be discussed now. The trends seen in these tracks mirror those
seen in the previous sections, implying that their properties can largely be un-
derstood as a combination of the properties of the individual convective zone
tracks. For instance, none of these tracks have any post-PIE TPs, consistent with
the fPDCZ-only tracks. There are however some interesting points which must
be mentioned. First, in each of these tracks the PDCZ splits before the TOMND,
but the PDCZ later remerges either temporarily or permanently. Second, the
maximum neutron densities and neutron exposures are smaller for these tracks
than for the fiducial model. Finally, in addition to the remerging which has been
discussed before, these tracks also experience a sort-of dredge-up-like event. After
the TOMND and before the remerging, the upper part of the split PDCZmoves
inward in mass engulfing regions below the mass coordinate where the PDCZ
split occurred. In this way, the upper part of the split PDCZ is able to partially
dredge-up the material from the lower convective zone (see Figure 5.7). The
greater fPDCZ, the deeper below the PDCZ split point the upper convective zone
can reach.

As a final point in this section, it is important to address several numerical
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Figure 5.7 Kippenhahn diagrams (see Figure 5.1 for an explanation of the plot elements) of
a PIE. Left panel: the fPDCZ= 0.016, fCE= 0.016 track experiences a partial remerging that
occurs around model 23 800. Additionally, one can see the dredge-up-like event that happens
when the upper part of the split PDCZ descends into the region below the split point. Right
panel: the fPDCZ= 0.016, fCE= 0.016 track without the geometrical cut-off to the overshoot
experiences a permanent remerging.

aspects of the overshooting implementation in GARSTEC. First, as mentioned
earlier in this section, overshoot was applied exclusively at the base of the CE
and at both boundaries of the PDCZ. This strict application of overshoot has a
drawback. When the PDCZ splits, the code identifies only one zone as the PDCZ,
meaning that overshoot is applied to only one of the resulting zones, while the
other remains unaffected.

A second numerical aspect of overshooting in our code is the convective zone
cutoff described in Sect. 4.1.1. As discussed in that section, the geometric cutoff is
implemented to prevent small convective cores from growing unrealistically large.
However, in somemodels, this cutoffwas also being applied to the split convective
zones. Therefore, it was necessary to investigate the effects of either removing the
geometric cutoff or applying overshoot to both parts of the split PDCZ during the
AGB phase. Since both modifications have a similar impact on the models, only
one scenario will be discussed: the case where the geometric cutoff is removed.
The results for these tracks are presented in Table 5.1, indicated by the † symbol.

The most significant feature of these tracks is that the PDCZ split occurs after
the TOMND. Furthermore, the split PDCZ eventually remerges permanently or
temporarily. Interestingly, this modification has a minimal impact on the key
characteristics of the track. The maximum neutron density and neutron exposure
increase by only about 10%. This is because the delay in the PDCZ split caused by
removing the geometric cutoff is slight, so the neutron exposure is not significantly
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different from the case where the geometric cutoff is retained.

Further Investigations of the Split

As we have seen, the splitting of the PDCZ happens before the TOMND for most
models. This is in disagreementwith the results fromChoplin et al. (2021, 2022)
which show that in all cases the split is occurring only after the TOMND, but it is in
agreement with Cristallo et al. (2009a). This warrants further investigation. It
has already been explained that this split is the result of the competition between
the timescale of convection and that of the 12C (p, γ)13N reaction, with the split
occurring once the burning timescale is comparable or exceeds the convective
timescale. Because of this, we know how to influence the split. To get the split
to occur later one would either increase the mixing velocities or decrease the
12C (p, γ)13N reaction rate. Both were tested.

Starting with the convective velocities, the PIE was calculated for the fiducial
model with the convective velocities artificially increased by a factor of 4. This
increases the typical convective velocities from standard values of around 8×
105 cms−1 to 3× 106 cms−1. As one can see in Figure 5.8 that alone is enough
to push the split of the PDCZ (marked by the black dot) to after the TOMND
(denoted by the vertical red dashed line). However, as with the models without
the geometrical cutoff, the neutron exposure is only marginally higher (3%) than
the fiducial model. This is because the maximum neutron exposure is lower in
this model.

The next test was to change the reaction rate of the 12C (p, γ)13N reaction.
GARSTEC uses the rate from Xu et al. (2013). Fortuitously, this compilation also
provides a “low” rate for all of their reactions which is the rate at the lower edge
of their uncertainty. In the case of this reaction, the “low” rate is roughly 25%
lower than the standard rate across the temperature range of interest here. This
“low” rate was implemented in GARSTEC and a similar test as before was done.
In this case, as can be seen in the left panel of Figure 5.9, the reduction of the
12C (p, γ)13N reaction rate pushes the split closer to the TOMND as compared to
the fiducial model. The split still happens before than the TOMND, though.

One could of course combine the two effects and a test of this was run as
well. The result is shown in the right panel of Figure 5.9. The combination of
higher convective velocity and lower 12C (p, γ)13N reaction rate leads again to
the split happening after the TOMND. Also, in this case the mass coordinate of
the split is lower than in the standard case. This will have a positive impact on the
final surface abundances of the heavy elements as more of the neutron exposed
material will make it to the surface.

As a final test, I set all of the physics back to the standard treatment discussed
in Chapter 4 and attempted to fine-tune the time-step settings in the code in
order to achieve a model which more closely resembles that of Choplin et al.
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Figure 5.8 Kippenhahn diagram (see Figure 5.1 for an explanation of the plot elements) of
a PIE for the fiducial model where the convective velocities have been artificially increased by a
factor of 4. The black dashed line marks the time when protons begin being ingested while the
red dashed line marks the time when the neutron density achieves its maximum value. The
black dot marks the time and location of the splitting of the PDCZ.

(2021). In particular, Fig. 2 of Choplin et al. (2021) shows that the time steps
are large enough that less than 200 time steps are needed from the start of the
PDCZ to the split. The primary settingwhich needed to be changed in GARSTEC to
achieve something similar was the minimum allowed time step. As a default I had
been using 1× 10−5 yr. If, however, the minimum allowed time step is increased
to 3.4× 10−4 yr, then the results match those of Choplin et al. (2021) better.
Specifically, there are slightly over 200 time steps from the start of the PDCZ to
the split, and, more importantly, the split of the PDCZ happens after the TOMND.
This was tested for all of the models and, in some cases, the maximum allowed
change in the H luminosity also had to be increased in order achieve this result.

In Figure 5.10 one can see the result of running this test for the fiducial model.
One can clearly see that the PDCZ now splits after the vertical dashed red line
which marks the TOMND. Not only that, but the split occurs deeper in the PDCZ
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Figure 5.9 Kippenhahn diagram (see Figure 5.8 for an explanation of the plot elements) of
a PIE for the fiducial model where the “low” 12C (p, γ)13N reaction rate from Xu et al. (2013)
has been used. The left panel was run with standard convective velocities, and the right panel
was run with convective velocities increased by a factor of 4.

than in the standard fiducial model. This will increase the surface abundance
enhancements even more.

For the remainder of the work the standard convective velocities and reaction
rates will be used, but these tests just serve to further show how even small
differences between codes can have very important consequences.
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Figure 5.10 Kippenhan diagram (see Figure 5.8 for an explanation of the plot elements) of
the fiducial model with fine-tuned time step settings in order to change when the PDCZ splits.

5.1.4 Varying the Mass

At this point the 1.2M� tracks have been thoroughly covered and the discussion
can be extended to tracks of different mass. Stellar tracks with masses of 1M�,
1.5M�, 2M�, and 2.5M�were run. The results of these simulations can be seen in
Table 5.2. Note, that two tracks from Table 5.1 have been included as well for easy
comparison. The tracks have been given labels corresponding to the following
naming scheme:

1M
︸︷︷︸

Mass

fPDCZ
︷︸︸︷

P008 C016
︸︷︷︸

fCE

. (5.3)

Thus, the label above corresponds to a 1M� track with values of 0.008 and 0.016
for fPDCZ and fCE, respectively.

Before discussing the results, it is important to note that one track has been
omitted from this table: the 2.5M� track without overshoot. This is because this
track does not experience a PIE meaning that some of the quantities in the table
are not defined for this track. Now, onewill notice that some trends from Table 5.1
continue here. For instance, regardless of mass, the models without overshoot
all have the split of the PDCZ occurring before the TOMND. Additionally, when
comparing the models of the same mass with and without overshoot, the model
with overshoot generally has a lower value for the maxmimum neutron density
and the neutron exposure.
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Table 5.2 Key results of the stellar evolution models for tracks of different masses.

Label max Nn τ Split after remerge* Final C/O post-PIE
TOMND Pulses

[cm−3] [mb−1]

1M P000 C000 4.25× 1014 21.821 n n 19.627 0
1M P008 C016 6.36× 1013 13.032 n t 8.238 0
1.2M P000 C000 9.15× 1014 27.256 n n 19.256 3
1.2M P008 C016 1.00× 1014 22.710 n t 7.858 0
1.5M P000 C000 7.36× 1014 20.076 n n 23.803 13
1.5M P008 C016 1.30× 1014 25.087 y n 8.853 0
2M P000 C000 1.56× 1015 25.680 n n 15.322 10
2M P008 C016 1.64× 1014 13.448 y p 7.584 2
2.5M P008 C016 1.66× 1014 63.387 n t 6.433 5

* whether the split PDCZ remerges again: n for no, t for temporarily, p for perma-
nently

There arehowever somenewresults tobegleaned fromthis table. For example,
there is a positive correlation between mass and the maximum neutron density.
This is particularly noticeable for the models without overshoot. Furthermore,
all models with overshoot either have the split happen after the TOMND or
experience some sort of remerging. The 2MP008 C016 and 2.5MP008 C016 tracks
also experience TDUs in each post-PIE TP.

Finally, there would appear to be some evidence that the split happens after
the TOMND preferentially at higher mass. This was investigated in some detail
to try and determine the cause. The results are shown in Table 5.3. A number of
quantities were calculated for select tracks at the two extremes of the mass range.
max TPDCZ is the maximum temperature in the PDCZ just before the split, max
VPDCZ is the same but for the convective velocity, ṀH is the harmonic mean of the
proton ingestion rate during the PIE, MH is the total mass of protons ingested
during the PIE, and, finally, Ratio is the ratio of the quantities in the first two
columns.

The ingestion rate and total mass ingested were considered because previous
studies (Sweigart 1974, Despain 1977, Malaney 1986b) have suggested that,
in particular, the ingestion rate may have an impact on the splitting. However,
there is no discernible pattern to those models where the split happens before
the TOMND (1.5M P008 C016 and 2M P008 C016) and the ingestion rate. The
good-split tracks, those whose split occurs after the TOMND, have two unique
characteristics. One, they have the highest mass of protons ingested. This along
with the fact that the ingestion rates are similar to the other tracks with overshoot
implies that the proton ingestion in these tracks takes place over a longer period
of time than for the others. Second, one can see that max TPDCZ is lower for tracks
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Table 5.3 Quantities which were investigated as possible factors in the splitting of the
PDCZ for select i-process tracks.

Label max TPDCZ max VPDCZ ṀH MH Ratio
[MK] [cms−1] [proton s−1] [M�] [MK/cms−1]

1M P000 C000 229 9.00× 105 2.89× 1037 7.98× 10−5 2.54× 10−4

1M P008 C016 214 1.69× 106 2.02× 1042 9.56× 10−5 1.27× 10−4

1.5M P008 C016 229 3.30× 106 3.72× 1041 1.55× 10−4 6.93× 10−5

2M P000 C000 263 2.46× 106 9.01× 1035 7.09× 10−5 1.07× 10−4

2M P008 C016 234 2.57× 106 4.47× 1041 3.13× 10−3 9.11× 10−5

2.5M P008 C016 263 2.82× 106 2.07× 1042 1.27× 10−4 9.32× 10−5

with overshoot and increases, though only marginally, with increasing mass. max
VPDCZ, on the other hand, is larger for tracks with overshoot and increases more
significantly with increasing mass than does max TPDCZ. If one considers the ratio
of these quantities, then one will see that the two tracks with good splits have
the lowest values for the ratio. This of course makes sense given what has already
been discussed about the physical origin of the split.

Timescale Check

As a final word on the structure and evolution of these models, a check of the
timescale argument for different masses is in order. Figure 5.11 shows the same
kind of plot as in Section 5.1.2 for the 1M� and 2M� models with and without
overshoot. As one can see the criterion τHe < τdiff ' τH is fulfilled at the start of
the PIE for all models regardless of mass and overshoot.
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Figure 5.11 Time evolution of the three timescales, τHe, τdiff, and τH, for 1M P000 C000
(upper left), 1M P008 C016 (upper right), 2M P000 C000 (lower left), and 2M P008 C016
(lower right). The zero point for time on the x-axis is the point when the PDCZ first appears
for this pulse.

5.1.5 The Surface Abundances

Table 5.4 presents the final surface abundances for key light elements across all
model tracks, expressed in both mass fraction and A(X )1 notation. The models
were computeduntilwind-drivenmass loss nearly depleted the envelope, atwhich
point numerical convergence could not be achieved. While C/O is included in the
table for completeness, it has already been discussed in the previous sections and
will not discussed further here.

Focusing first on the 1.2M� tracks with varying overshoot, an examination
of the CNO elements reveals that N/O ratios exceeding unity occur exclusively
in tracks lacking PDCZ overshoot. The N/O ratio variations are primarily driven
by changes in O abundance. As previously noted, higher fPDCZ values correlate
with elevated helium burning temperatures, resulting in decreased intershell
C/O ratios. This shows as enhanced O abundances at the stellar surface, as clearly
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demonstrated in the table.
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Figure 5.12 Time evolution of the surface abundances (in mass fraction) of certain elements
for 1.2M P008 C000.

7Li also exhibits substantial surface enhancement. Since the reaction net-
work was not applied below a specific temperature threshold, the 7Be (e−, ν)7Li
remained inactive in the envelope during late AGB evolution following the PIE.
Consequently, Figure 5.12 displays the combined abundance of 7Li and 7Be as
a proxy for 7Li, given that all of the 7Be would be expected to decay to 7Li. Test
calculations were conducted for one model with a lower temperature cutoff to
ensure that this is indeed the case. In Table 5.5 and for the remainder of this
chapter it is understood that when we discuss the Li abundances we are in fact
discussing the sum of Li and Be abundances. The elevated Li abundance indicates
that the Cameron-Fowler mechanism (Cameron 1955, Cameron & Fowler
1971) is at work in these stars. When the upper part of the split-PDCZ region
merges with the envelope, the H shell continues burning at the base of themerged
convective zones. Initial temperatures of 50 MK post-merging gradually decline,

1A(X ) is given by A(X ) = log10(NX/NH)∗ + 12
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creating conditions for brief HBB and a window where 7Be can form and be
convectively transported to the surface layers, where electron capture produces
7Li. The surface Li abundance remains stable thereafter, with Li being removed
through stellar winds rather than being destroyed.

The PIE’s impact on heavier elements is less pronounced. Sodium is enhanced
in all tracks, with the fPDCZ= 0 tracks being themost enhanced. Magnesium and
aluminum abundances remain relatively constant across the overshoot parameter
space. However, as one can see in Figure 5.12, the envelope does experience
a rather large enrichment in the isotope 26Alg . This is a sign of H burning at
temperatures above approximately 100MK (Ventura et al. 2016). Indeed
during the PIE the temperatures in the H burning shell exceed 150 MK, enabling
26Alg synthesis.

Most elements also show a trend in their surface abundances with mass. For
C, N, O, and Li the final surface abundances decrease with increasing mass. This
is likely a dilution affect. The larger the mass of the star the more massive the
envelope and the more diluted any enhancements are as the elements are spread
evenly throughout the envelope. Na, Mg, and Al remain rather constant over
the mass range with the exception of the 2.5M P008 C016 track which shows
enhancements in all 3 elements. This is due to the hotter TPs allowing for more
processing of the heavier isotopes.

Finally, the 2.5M P000 C000model should be discussed. Recall that this model
does not undergo a PIE and instead evolves as a normal AGB star. Because of this,
the surface abundance of Li is negligible as expected. The surface abundances
of C, N, and O are also all lower than the models with PIEs. In particular N and
O are orders of magnitude smaller since less CNO processed material will make
its way to the surface in this star. Because of the very low abundance of O, the
C/O ratio of this star is the highest of any track. Moreover the 12C/13C ratio
is also the highest of any track. This is not surprising due to the lack of PDCZ
overshoot and the lowmetallicity. For comparison Cristallo et al. (2009b) find
that, for a 3M�, Z=1× 10−4 track with overshoot from the CE, C/O= 53.0 and
12C/13C= 1.72×104. Asmymodel has no overshoot from the CE the values seem
reasonable.
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5.2 Heavy-Element Nucleosynthesis
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Figure 5.13 Final surface abundances ([X/Fe]) for those models without overshoot. The
2.5M P000 C000 model has been omitted due to its lack of a PIE.

Having discussed the stellar models in great detail, I can now move on to
discussing the results of thepost-processing calculations.As alreadydescribed, the
stellar models were post-processed by the ANT code which takes the abundances
of 1H, 13C, and 14N, as well as the temperature, density, and diffusion coefficients
from GARSTEC for every time step and calculates the nucleosynthesis using a
network with 1190 isotopes. The focus in this section will be on the surface
abundances of the models as this is the material which will be lost from the
star and potentially accreted by its binary companion whereby the companion
will become the CEMP-r/s star that is observed today. The models that were
post-processed correspond to those from Table 5.2.

First, themodels without overshoot will be discussed beginningwith the 1M�
model. The final surface abundances of the heavy elements (Z≥ 26) for this track
is shown in Figure 5.13 (top left). This is clearly not a typical i-process abundance
pattern (see Figure 2.20). In fact it looks much more like a convective s-process
abundance pattern. This could in theory be the result of the activation of the
22Ne neutron source in a pre-PIE TP. However, the neutron densities never reach
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appropriate levels for this prior to the PIE. Instead, this abundance pattern is
the result of the splitting of the PDCZ. Since the split happens early, the average
neutron exposure over the whole PDCZ prior to the split is relatively low. This is a
similar situation as one has in the convective s-process; a high neutron density for
a short time leading to a small neutron exposure. The high Rb abundance relative
to Sr, Y, and Zr is a typical signature of this (Wallerstein et al. 1997).

Fe Ni Zn Ge Se Kr Sr Zr Mo Ru Pd Cd Sn Te Xe Ba Ce Nd Sm Gd Dy Er Yb Hf W Os Pt Hg Pb Po0.0
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Figure 5.14 The surface abundance ([X/Fe]) following the PIE for the 1.2M P000 C000
model.

The 1.2M� model has surface abundances which are more i-process-like. In
fact, Figure 5.13 shows that the 1.2M� (top right), 1.5M� (bottom left), and
2M� (bottom right) models all show an abundance pattern which is closer to
what is expected for the i-process. However, there are some differences between
the models including the amount of the surface enhancement as well as some
details of the abundance pattern, for instance the relative abundance of the peak
elements. The explanation for this is multifaceted so we will take it one model at
a time.

First, the 1.2M� model. Recall that this model, like all models without over-
shoot, experiences the PDCZ splitting before the TOMND. Therefore, after the
PIE the surface abundance pattern is similar to that of the 1M� model (see Fig-
ure 5.14). However, as already discussed, this model experiences a very deep
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TDU in the first post-PIE TP. In this way the star is able to bring more of the
i-process enhanced material to the surface leading to the abundance pattern
seen in Figure 5.13 (top right). Perhaps the most striking feature of the final
surface abundance distribution is the high Rb abundance. The meaning of a high
Rb abundance has already been discussed. However, the magnitude of the Rb
abundance in comparison to other first-peak elements for this model is unusual.
There is an additional factor which must be discussed here as well. As was seen in
the simulations of Choplin et al. (2024) for one particular star, the PIE leaves
behind a 13C pocket at its base. The pocket, which in this model spans a mass of
around 3× 10−4 M�, has temperatures between 80 and 100 MK which is exactly
what is expected from the traditional 13C pocket in higher metallicity AGB stars.
At this temperature the 13Cneutron source reaction is active and neutron densities
reach 2 × 107 cm−3. In contrast to the traditional 13C pocket, this pocket lasts
much longer, 193 kyr. Therefore, the neutron exposure is correspondingly higher
at 8.97 mb−1. This pocket will get engulfed by the following PDCZ and some of its
material will thenmake its way to the surface during the TDU. Thus, the i-process
abundance pattern will be contaminated by something more s-process-like. This
deep 13C pocket can be seen in Figure 5.15.

The 1.5M� track undergoes a very similar evolution to the 1.2M� track,
including the deep 13C pocket forming after the PIE. The reason for its very low
enhancement of heavy elements is that the post-PIE TDU it experiences is roughly
1/3 as efficient as that of the 1.2M� model. Additionally, the neutron exposure
of this model during the PIE is approximately 25% less than that of the 1.2M�
model. Together these two aspects explain the low surface enhancements.

The 2M� model likewise undergoes a PIE with an early split followed by a
deep 13C pocket and a TDU after the first post-PIE TP. However, the TDU in this
model is twice as efficient as in the 1.5M�model. Additionally, the temperature in
the post-PIE PDCZ reaches300 MK which is sufficient to activate the 22Neneutron
source reaction and undergo convective s-process (Jaeger et al. 2001, Lugaro
et al. 2023). This explains the relatively large enhancement of the first-peak
elements in this model.

Figure 5.16 shows the final surface abundances of those tracks which have
overshoot. As one can see, the final surface abundances for 1M P008 C016, 1.2M
P008 C016, and 1.5M P008 C016 look similar to that of 1M P000 C000. The reason
for this is again the lack of TDU in these models. Even though the 1.5M P008
C016 track has a split which occurs after the TOMND, it is so soon after that the
neutron exposure is not significantly higher than in other models and so only the
first-peak elements arrive at the surface after the PIE. Thus, without a TDU there
is no way for the heavier elements to get to the surface. For 2M P008 C016 and
2.5M P008 C016 the situation is better. These tracks have a TDU for each post-PIE
TP and so some of the heavy elements arrive at the surface. The enhancements
are still fairly low, though. This is again the dilution affect. These stars have more
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Figure 5.15 The deep 13C pocket. The colored lines show the decimal log of the mass
fractions of certain isotopes. The dashed line shows the decimal log of the temperature. The
pocket is denoted by the yellow line which traces the X eff

13C. The area to the right of the plot is
the diminishing PDCZ.

massive envelopes, but the mass of the PDCZ does not change significantly with
stellar mass, thus the heavy elements are spread over a much larger mass and
have correspondingly lower surface enhancements. Additionally, in both tracks
the 22Ne neutron source reaction is active in the post-PIE TP and so the first peak
abundances are high. Finally, there is the 1.2M P000 C064 track. This is the track
whose surface abundances are the most i-process-like of any track and the most
enhanced. This is because, as was already said, this track has two post-PIE TDUs
along with higher neutron exposures owing to the lack of PDCZ overshoot. These
tracks all have the deep 13C pocket seen in the models without overshoot as well.

Clearly, themass and physics of themodels affect the final surface abundances
greatly. In Figure 5.17 one can see theuncertainty in thefinal surfacemass fraction
for each isotope. The uncertainty is given by

δX i = log10 X min
i − log10 X max

i (5.4)
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where δX i is the uncertainty in the mass fraction of isotope i, and X max
i and X min

i ,
are themaximum andminimumfinal surfacemass fractions for the isotope across
all tracks. Note, that the 2.5M P000 C000 has been excluded from this analysis
since it does not experience a PIE. The isotopes with the greatest uncertainties
are, not surprisingly, the heaviest isotopes. Specifically, 176Lu, 198Hg, 207Pb, 208Pb,
and 209Pb have the most uncertain surface mass fractions. Additionally, there
is a trend of higher uncertainties for higher mass isotopes. The vast majority of
isotopes are uncertain by at least 0.5 dex.



133 5.2 Heavy-Element Nucleosynthesis

Fe Ni Zn Ge Se Kr Sr Zr Mo Ru Pd Cd Sn Te Xe Ba Ce Nd Sm Gd Dy Er Yb Hf W Os Pt Hg Pb Po0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

[X
/F

e]

Co Cu Ga As Br Rb Y Nb Tc Rh Ag In Sb I Cs La Pr Pm Eu Tb Ho Tm Lu Ta Re Ir Au Tl Bi

Element

1M P008 C016

Fe Ni Zn Ge Se Kr Sr Zr Mo Ru Pd Cd Sn Te Xe Ba Ce Nd Sm Gd Dy Er Yb Hf W Os Pt Hg Pb Po0.0

0.5

1.0

1.5

2.0

2.5

[X
/F

e]
Co Cu Ga As Br Rb Y Nb Tc Rh Ag In Sb I Cs La Pr Pm Eu Tb Ho Tm Lu Ta Re Ir Au Tl Bi

Element

1.2M P008 C016

Fe Ni Zn Ge Se Kr Sr Zr Mo Ru Pd Cd Sn Te Xe Ba Ce Nd Sm Gd Dy Er Yb Hf W Os Pt Hg Pb Po0.0

0.5

1.0

1.5

2.0

[X
/F

e]

Co Cu Ga As Br Rb Y Nb Tc Rh Ag In Sb I Cs La Pr Pm Eu Tb Ho Tm Lu Ta Re Ir Au Tl Bi

Element

1.5M P008 C016

Fe Ni Zn Ge Se Kr Sr Zr Mo Ru Pd Cd Sn Te Xe Ba Ce Nd Sm Gd Dy Er Yb Hf W Os Pt Hg Pb Po0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

[X
/F

e]

Co Cu Ga As Br Rb Y Nb Tc Rh Ag In Sb I Cs La Pr Pm Eu Tb Ho Tm Lu Ta Re Ir Au Tl Bi

Element

2M P008 C016

Fe Ni Zn Ge Se Kr Sr Zr Mo Ru Pd Cd Sn Te Xe Ba Ce Nd Sm Gd Dy Er Yb Hf W Os Pt Hg Pb Po0.0

0.5

1.0

1.5

2.0

2.5

[X
/F

e]

Co Cu Ga As Br Rb Y Nb Tc Rh Ag In Sb I Cs La Pr Pm Eu Tb Ho Tm Lu Ta Re Ir Au Tl Bi

Element

2.5M P008 C016

Fe Ni Zn Ge Se Kr Sr Zr Mo Ru Pd Cd Sn Te Xe Ba Ce Nd Sm Gd Dy Er Yb Hf W Os Pt Hg Pb Po0.0

0.5

1.0

1.5

2.0

2.5

3.0

[X
/F

e]

Co Cu Ga As Br Rb Y Nb Tc Rh Ag In Sb I Cs La Pr Pm Eu Tb Ho Tm Lu Ta Re Ir Au Tl Bi

Element

1.2M P000 C064

Figure 5.16 Final surface abundance ([X/Fe]) for those models with overshoot.
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5.3 Discussion

5.3.1 Comparison with Observations

The final surface abundances of our models can also be compared to the growing
number of observations of CEMP-r/s stars. Following Karinkuzhi et al. (2021),
CEMP-r/s stars are classified as such based on their abundance distribution’s
distance to an r-process distribution (see Section 2.3.1). All the objects used for
comparison in this study are those that were defined as CEMP-r/s by Karinkuzhi
et al. (2021) as well as a number of additional objects identified by Choplin
et al. (2021). All objects have [Fe/H] between -2 and -3 and are CEMP-r/s stars
based on the Karinkuzhi et al. (2021) classification system. The basic properties
of these objects can be seen in Table 5.5.

The comparisons of the light element abundances of the models to the ob-
servations can be seen in Figures 5.18 and 5.19. The top line of plots show only
data for the 1.2M� tracks, whereas the bottom row of plots shows the data for
the tracks in Table 5.2. Thus, 1.2M P000 C000 and 1.2M P008 C016 are in all
plots in both rows. In all panels there is an additional set of points that are in
blue and are the so-called diluted abundances. As previously discussed, these
CEMP-r/s stars are thought to owe their abundances not only to the environment
they were born in, but also to a mass transfer phase with a companion star which
is where the i-process actually occurred. To account for this, when comparing
abundances, one does not compare the observations directly to the abundance of
the i-process star model. Rather, one dilutes the abundances of the i-process star
with material of the star’s initial composition which the CEMP-r/s star is assumed
to also have prior to the mass transfer phase. In that case the abundance of the
diluted material can be calculated as

Xdiluted = (1− f )X∗ + f X initial, (5.5)

where X∗ is the surface mass fraction of isotope X of the i-process star, X initial is
the initial mass fraction, and f is the dilution factor, a free parameter ranging in
value from 0 to 1. The f value used in Figure 5.18 is 0.80 which was chosen as
it provides a good match to the observations. This high value of f is consistent
with the findings of Choplin et al. (2021), who argue that it is advantageous
because it requires less extreme amounts of accreted material and significantly
reduces the implied accretion efficiency (see erratum for Choplin et al. 2021).
In another study focusing on the s-process abundance enhancement in Ba stars,
Cseh et al. (2022) found that the average best-fitting f was approximately
0.7 for longer period systems, while shorter period systems required a lower f .
Focusing first on the top row of panels, the elements N and O in our models shows
a good agreement with the observations. However, models that include large
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Table
5.5

Key
characteristics

ofthe
observed

CEM
P-r/s

stars
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in
this

study.Errors
are

provided
w
here

available.

Star
T

eff
log

10 (g)
[Fe/H

]
[C
/H
]

[N
/H
]

[O
/H
]

Reference

CS
22891-171

5215
±
68.0

1.24
±
0.09

−
2.50
±
0.10

−
0.43
±
0.08

−
0.83
±
0.08

1
H
D
5223

4650
±
120.0

1.03
±
0.30

−
2.00
±
0.08

−
0.53
±
0.03

−
0.73
±
0.05

−
1.39
±
0.10

1
H
D
76396

4750
±
100.0

2.00
±
0.30

−
2.27
±
0.10

−
0.43
±
0.05

−
1.43
±
0.05

−
0.99
±
0.10

1
H
D
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4443
±
57.0
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±
0.10

−
2.32
±
0.10

−
0.93
±
0.10

−
0.63
±
0.05

−
1.69
±
0.10

1
H
D
187861
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±
100.0

1.50
±
0.25

−
2.60
±
0.10

−
0.13
±
0.09

0.02
±
0.03

−
1.29
±
0.10

1
H
D
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±
48.0

1.28
±
0.16

−
2.50
±
0.09

−
1.28
±
0.06

−
1.13
±
0.08

−
1.69
±
0.10

1
H
D
209621

4740
±
55.0

1.75
±
0.25

−
2.00
±
0.09

−
0.43
±
0.06

−
0.03
±
0.08

−
0.89
±
0.10

1
H
D
224959

4969
±
64.0

1.26
±
0.29

−
2.36
±
0.09

−
0.13
±
0.05

0.12
±
0.06

−
1.19
±
0.05

1
H
E
0151-0341

4820
±
112.0

1.15
±
0.08

−
2.89
±
0.08

−
0.53
±
0.04

−
0.23
±
0.03

−
1.39
±
0.10

1
H
E
0319-0215

4738
±
100.0

0.66
±
0.40

−
2.90
±
0.10

−
0.43
±
0.08

−
0.43
±
0.09

−
0.99
±
0.10

1
H
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±
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±
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2.00
±
0.10

−
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±
0.08

−
0.53
±
0.04

−
1.19
±
0.10

1
CS

22948-027
5000

1.90
−

2.23
±
0.16

−
0.13
±
0.20

2
CS

29497-030
7000
±
44.0

4.00
±
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−
2.52
±
0.16
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±
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−
0.23
±
0.35

−
0.85
±
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±
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±
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±
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−
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±
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±
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−
0.68

7
H
E
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±
100.0
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±
0.33

−
2.42
±
0.05

−
0.19

−
1.03
±
0.09

8,9
H
E
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6380
±
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3.90
±
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−
2.3
±
0.15

−
0.35
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10,11
H
E
2258-6358
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±
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1.60
±
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±
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−
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±
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−
1.23
±
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±
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amounts of overshoot from the PDCZmay have too much O, depending on the
chosen value of f . For C, the models predict too large of abundances even after
dilution. In the bottom row one can see that the agreement to observations is
improved for masses of 1.5 and 2M�. Additionally, the 2.5M P000 C000 track,
which does not experience the PIE, falls below the observed values for O and N.

Figure 5.19 presents abundance ratios plotted against each other. As before
the top row of panels are for the 1.2M� models, while the bottom row shows the
data for the tracks in Table 5.2. For the 1.2M� models the tracks all match the
observations well for [N/O]. All model points in this plot are shifted to the right
by the C abundances which are too high as already discussed. For the [Na/O]
vs. [Mg/O] plot most of the models seem to match the observations well except
those with fPDCZ = 0. When looking at the models with different mass the
conclusions are similar. The trend of models without overshoot being outside the
observations continues. Finally, the 2.5M P000 C000 track which does not have
a PIE is clearly outside the data. Overall, some amount of overshoot from the
PDCZ seems necessary, however, even values of 0.016 push themodel abundances
to the most extreme end of the observations for O and N. Moreover, overshoot
from the CE improves the agreement to the observed [Na/O] and [Mg/O]. As
before, models with masses of 1.5 and 2M� fit the observations the best. It is also
interesting to note that only when looking at [N/H]would one say that the 2.5M
P000 C000 data point is a clear outlier after dilution. This is in agreement with
Fujimoto et al. (2000) who claimed that stars which experience a PIE will be
N-rich C stars. Thus, it may not be easy to distinguish, from the light-element
abundances, fromwhich kind of star a CEMP-r/s star accreted its mass from: a
star with a PIE or a standard AGB star. However, N is a good element to focus on
for this task.

Lastly, we discuss Li in this section. Due to the limited number of Li abundance
observations in CEMP-r/s stars, a different sample of stars was used as compared
to the previous plots. These stars are listed in Table 5.6. All stars are CEMP-r/s
stars with [Fe/H] between −2 and −3 and have observed Li abundances. For
consistency the dilution factor was kept the same as before ( f = 0.8).

As can be seen in Figure 5.20, the Li abundances of our models tend to be high
even after dilution, though many are still within the observational constraints.
The models without PDCZ overshoot, including the fiducial model, are more
Li-rich than the most Li-rich stars in our sample even after dilution. The situation
is similar for the stars of different masses, however, at higher masses (> 1.5M�)
even the tracks without overshoot fall within the observations.

A comparison of the heavy isotope abundances to observations can also be
done. Liu et al. (2014) analyze stardust grains and find two which are unable
to be matched by s-process models. They propose that these two stardust grains
come from an i-process source. The main difference between these grains and
those of normal s-process models is that the grains exhibit a negative value
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Figure 5.19 Abundance ratios of [N/O] vs. [C/O] (left) and [Na/O] vs. [Mg/O] (right)
from models and observations. The top row of plots show only data for the 1.2M� tracks,
whereas the bottom row of plots shows the data for the tracks in Table 5.2. Thus, 1.2M P000
C000 and 1.2M P008 C016 are in all plots in both rows. The plot elements and dilution factor
are the same as in Figure 5.18.

Table 5.6 Key characteristics of the observed CEMP-r/s stars
used in the Li analysis. Errors are provided where available.

Star [Fe/H] [Li/H] Ref.

CS 22183-015 −2.82±0.15 <−2.65 1
CS 22898-027 −2.44±0.17 −1.08±0.01 1
CS 22948-027 −2.23±0.16 <−2.26 2
CS 22949-008a −2.09±0.04 <−2.26 1
CS 29497-030 −2.52±0.16 <−2.16 3
CS 29526-110 −2.06±0.30 <−0.96 4
LP 706-7 −2.53±0.30 −0.96±0.02 4
SDSS 1707+58 −2.52±0.30 <−0.76 4
HD 5223 −2.10±0.20 0.00±0.03 5
HE 1418+0150 −2.00±0.20 −0.05±0.03 5
HD 187216 −2.50±0.20 0.00±0.03 5
HE 0017+0055 −2.60±0.20 −0.10±0.03 5

(1) Masseron et al. (2012), (2) Aoki et al. (2002a),
(3) Sivarani et al. (2004), (4) Aoki et al. (2008),
(5) Susmitha et al. (2021)
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Figure 5.20 Surface abundance of [Li/H] vs. [Fe/H] for models and observations. The plot
elements and dilution factor are the same as in Figure 5.18. The left panel shows only data
for the 1.2M� tracks, whereas the right panel shows the data for the tracks in Table 5.2. Thus,
1.2M P000 C000 and 1.2M P008 C016 are in both panels. Those observations for which only a
maximum Li abundance is provided have a downward facing arrow as an error bar for their Li
abundances.

for δ
�

134Ba/136Ba
�

. If one compares the measured δ
�

134Ba/136Ba
�

and 12C/13C
values to those at the surface ofmymodels, one finds the values in Table 5.7.While
the model values for δ

�

134Ba/136Ba
�

are almost all negative, agreeing with the
conclusion of Liu et al. (2014), some are not as negative as the measured value
even when factoring in the uncertainties. The tracks without PDCZ overshoot
have more negative values than those with. Furthermore, the 12C/13C ratio is
much too small in the models. To investigate this in more detail, the value of
these quantities at different locations and at different times in the 1.2M P000
C064 model are also listed in the table. For example, the rowmarked “post-PIE”
shows the value of these quantities in the lower part of the split PDCZ after the
i-process nucleosynthesis is done. “Deep Pocket” refers to the values in the deep
13C pocket at the end of its lifetime and “post-PDCZ” refers to the values in the
former PDCZ region after the first post-PIE TP and before the TDU. These values
cannot be directly compared to the observed values since this material would
need to make its way to the surface of the star and would thus be diluted by
the envelope composition. Nevertheless, it can help us to understand how these
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Table 5.7 Isotopic measurements for two stardust grains (G232 and
G244) associated with an i-process source from Liu et al. (2014) com-
pared to values from my models. For 1.2M P000 C064, values at different
locations and times in the evolution are also given. See text for more
details.

Source 12C/13C δ
�

134Ba/136Ba
�

G232 94±1.0 −606±388
G244 68±1.0 −433±328
1M P000 C000 (surface) 3 −22
1M P008 C016 (surface) 5 −29
1.2M P000 C000 (surface) 7 −173
1.2M P008 C016 (surface) 5 −20
1.2M P000 C064 (surface) 9 −63
1.2M P000 C064 (post-PIE) 417 −827
1.2M P000 C064 (deep pocket) 15135 612 373
1.2M P000 C064 (post-PDCZ) 69183 097 85
1.5M P000 C000 (surface) 5 −57
1.5M P008 C016 (surface) 6 −8
2M P000 C000 (surface) 5 −175
2M P008 C016 (surface) 8 −61
2.5M P000 C000 (surface) 5836 1
2.5M P008 C016 (surface) 27 90

values are affected by different events.
As one can see the post-PIE values are in better agreement with the obser-

vations, in particular for δ
�

134Ba/136Ba
�

. However, this material is then also
subjected to the neutron exposure of the deep 13C pocket. This drastically changes
the values. The 12C/13C value increases dramatically as the 13C is burned to pro-
duce neutrons for the s-process. Moreover, δ

�

134Ba/136Ba
�

becomes quite large
reflecting the s-process neutron densities. Finally, this material is spread out over
the intershell by the subsequent PDCZ and, prior to the TDU, has the values in
the “post-PDCZ” row of the table. These values are again more what one would
expect for the s-process.

This analysis has shown that the contamination of the i-processmaterial by the
s-process occuring in the deep 13C pocket can have a significant impact on the final
surface abundaces of heavy isotopes. Additionally, the high measured 12C/13C is
informative as well. As has already been discussed in connection with Table 5.4, a
standard, low-metallicity AGB star would be expected to have a 12C/13C greater
than 1000. Models with a PIE and no TDUs have 12C/13C values near the CNO
cycle equilibrium values. The measured value is somewhere in between. The way
for a model to do this would be a PIE followed by many TDUs. This can be seen in
the models of Cristallo et al. (2009a) where a PIE occurs followed by many
TDUs and yields a surface 12C/13C value of nearly 80. For my models with a PIE,
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the highest 12C/13C value is 27.45 for 2.5M P008 C016, which is also the model
with the most post-PIE TDUs with 5. Unfortunately, this model also has the 22Ne
neutron source active in the TPs which causes it to have a positiveδ

�

134Ba/136Ba
�

.
This would suggest that in order for my models to have enough TDUs to match
the measured 12C/13C values, the mass loss rate would have to be significantly
reduced. This could occur if either the surface C/O were reduced or if the mass
loss prescription were altered. Additionally, the mass of the star which generates
the stardust grain should be less than 2.5M� to avoid activating the 22Ne source.

Now a comparison of surface abundaces ([X/Fe]) to observations will be
conducted. Since many models in this work have abundances which are not
typical for the i-process, I will also compare the surface abundances of the models
to some CEMP-s stars with metallicities of−2≤ [Fe/H]≤ −3. To determine how
good the fit of the models to the observations is a reduced χ2, χ2

red, calculation is
performed. For each observed star the χ2

red for each model is calculated as

χ2
red =

1
N

N
∑

i=1

�

[X/Fe]model
i − [X/Fe]observed

i

�2

σ2
i

, (5.6)

where N is the total number of observed elements used, [X/Fe]model
i is themodel’s

surface value for [X/Fe] for isotope i, [X/Fe]observed
i is the observed value for

[X/Fe] for isotope i, and σi is the observational error for isotope i. Following
Choplin et al. (2021) a minimum value of 0.2 forσi is assumed. The dilution
factor, f , is allowed to freely vary in order to get the best fit. In Table 5.8 one can
see, for each observed star, the best fitting model as well as the χ2

red and dilution
factor for that fit. The stars in the upper part of the table are CEMP-r/s stars, while
those in the bottom part are CEMP-s stars.

As one can see, the best fittingmodel for all but oneCEMP-r/s star is 1.2MP000
C064. Given that this model also has themost typical i-process abundance pattern,
that was to be expected. Theχ2

red formany of the CEMP-r/s stars is not satisfactory.
Additionally, one must also eliminate any case where f = 0. This would imply
an unrealistic mass transfer efficiency. This leaves only 1 of the CEMP-r/s stars
which is fit reasonably well. Figure 5.21 provides an overview of the model and
observational data. The colored markers in the upper panel of the figure show
the observational data with errors. The gray region is the span of abundances
covered by the models and the gray line is the mean of the model abundance data.
The residuals (model–observation) of the best fitting model to the corresponding
observations for each observed star are shown in the lower panel. Additionally,
the mean of the residuals for each element is marked by the red rectangles. Some
elements have also been labeled. In Figure B.1 one can find a similar plot for each
observed CEMP-r/s star and best fitting model separately, along with the χ2

red and
dilution factor. The χ2

red does not tell the whole story, though. There are some
stars where only one element is not fit well and all others are (seeHE1120-2122 in
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Figure B.1 as an example). In this case the model may still represent a good fit to
the observations. The residuals for most elements are good across all best fitting
tracks. The vast majority of points lie within the dashed lines marking values of
−0.4 and+0.4 dex. Anything between these lines represents a reasonable fit to
the data considering that the uncertainty on the observations is on the order of
0.2–0.4dex.

Nevertheless, there are two isotopes whose abundances are measured inmost
of the stars and whose average residuals are well outside the dotted lines: Y and
Eu. For Y the final surface abundance is primarily determined by the material
which reaches the surface immediately after the PIE — the subsequent TDUs
do not change the surface abundance of this element significantly. This is true
of all first-peak elements. The high Y abundance results frommaterial exposed
to a very high neutron density for short times. If the duration of the neutron
flux were increased, then more of the material would make it past the first peak.
That being said, the Y abundances for some stars have also posed problems for
other studies. This will be discussed more in Section 5.3.2. The Eu abundance
deviations are likely explained by the s-process nucleosynthesis which happens
in the deep 13C pockets. This contaminates the i-process enhanced material with
a more s-process-like abundance signature. This leads to lower Eu enhancement,
especially relative to theBa enhancements. The impact of s-process contamination
was already seen when comparing the models to meteorite measurements.

The fact that the first-peak element surface abundances are almost exclusively
the results of the enrichment which occurs when the upper part of the split
PDCZ merges with the CE, provides a way to test observationally if the early split
is realistic or not. Given that the observed first peak element abundances are
generally not well matched by the models this suggests that the split occurs too
soon in the models. Alternatively, if one assumes the models are correct, then this
would suggest that the CEMP-r/s stars are polluted by something other than AGB
stars. If one omits the first-peak elements from the comparison and recalculates
the χ2

red, then the results improve significantly. This is shown for select stars as
the number in parentheses in the χ2

red column of Table 5.8.
Figure 5.22 shows the same type of plot as Figure 5.21 but for the CEMP-s

star data. In Figure B.2 one can find a similar plot for each observed CEMP-s star
and best fitting model separately, along with the reduced χ2 and dilution factor.
In this case there is no element whose mean residual is outside the dotted lines,
however, as with the CEMP-r/s stars, there is a tendency for the residuals to be
below zero. This means the models have a tendency to be less enriched in these
elements than the observed stars. Herewe can also see that Eu is fit better than for
the CEMP-r/s stars supporting the argument that contamination by the s-process
is part of the reason for the lower Eu abundances. Overall, the quality of the fits
for the CEMP-s stars is better than for the CEMP-r/s stars with the exception of
CS 22942-019. For this star the abundance pattern of the 2.5M P008 C016 star is a
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Figure 5.21 Overview of the model data and observations for the CEMP-r/s stars. In the
upper panel the gray region denotes the spread of abundances of the model data, the gray line
is the mean value for the abundances of the isotopes for all model data, and the points are the
observations with errors. In the lower panel are the residuals (model–observations) of the best
fitting track and the corresponding observed star for each star. The dashed gray lines mark the
values of −0.4 and +0.4. The red rectangles mark the mean of the values of the residuals for
each element. Some elements have also been labeled.

good fit, but the magnitude of the model surface abundance is too small to match
the observations.

The fact that the models presented here experience a PIE and an s-process
event and can potentially explain both some CEMP-r/s and some CEMP-s stars
brings up an interesting prospect. Namely, that PIEs may be responsible for both
some CEMP-r/s and some CEMP-s stars. The deciding factor between whether
the final surface abundances are more s-process- or i-process-like is when the
split occurs and whether TDUs occur afterwards. The later the split and the more
post-PIE TDUs, the more i-process-like the surface abundances will be and vice
versa. This channel of “failed i-process stars”, i.e. stars with early splits and a
deep 13C pocket with surface abundances that are more s-process-like, would
in fact be necessary to explain the CEMP-s stars at low metallicity given these
models. This is because the models show that any amount of PDCZ overshoot up
to at least a mass of 2.5M� will lead to a PIE and no standard 13C pocket will be
produced at any point. Thus, none of the models undergo the typical s-process
synthesis channel of the 13C pocket. Furthermore, at higher masses one would
expect that the s-process happens under convective conditions during the TPs.
Therefore, it seems there is a problem in producing 13C pockets at low metallicity.
A problem which would be solved by the deep 13C pockets seen after the PIEs
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Figure 5.22 Overview of the model data and observations for the CEMP-s stars. All plot
elements have the same meaning as in Figure 5.21.

in these models. It should be noted that other studies see standard 13C pockets
after PIEs so this argument may not be necessary. Nevertheless, it is an interesting
prospect which deserves attention.

In order for this scenario to work onewould have to understandwhat physical
conditions impactwhen the split happens andwhether this could vary from star to
star. So farmost studies seemtofind the split alwayshappeningbefore theTOMND
or always happening after. Though, there is still a dearth of comprehensive and
robust studies across many codes in this area.

Overall, there are a few general conclusions which can be drawn from these
results. First, models with fPDCZ higher than 0.008 and equal to 0.0 are often in
tension with the observations of light element abundances. Second, fCE should
be high enough to allow for post-PIE TDUs in order to increase the heavy-element
surface abundance enhancements, though 0.128 is likely too large. Third, tracks
with a mass of 1.5 and 2M� match the observations of light elements the best.
Finally, the heavy-element abundances are best matched by a track with no
PDCZ overshoot and fCE> 0.016. Overall, there is a difficulty for my models to
match both the light and heavy element abundances simultaneously and certain
elements like C and Y are overproduced across all models.

5.3.2 Comparison with Previous Works

In this section the results of this study will be compared to other studies. The
focus will be on a comparison to the studies of the Brussels group (Choplin et al.
2021, 2022, 2024) and to those of Cristallo et al. (2009a).

In Cristallo et al. (2009a) they simulate a 1.5M�, Z=5× 10−5 star. The
PIE and subsequent splitting of the PDCZ occur in the sameway in their models as
in mine, including the fact that the split happens before the TOMND. The H-free
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core mass in their model at the PIE is 0.565M� as compared to my 0.59M�. This
difference is the result of my model including overshoot in the pre-AGB evolution.
The maximum neutron density in their model, 1× 1015 cm−3, is slightly larger
than my 1.5M P000 C000. The split convective zones then never merge again and
the upper convective zonemergeswith the envelope inwhat they refer to as “deep
TDU.” In contrast to our model, their model goes on to have many more TPs and
many additional TDUs, whereas 1.5M P000 C000 experiences many more TPs but
only one post-PIE TDU. This causes more of the material in the lower part of the
split PDCZ in their model to nevertheless make its way to the surface of the star.
Again, this occurs because each subsequent PDCZ overlaps with the region where
the lower part of the PDCZ was and, thus, mixes the material from the lower part
of the PDCZ throughout the intershell. The TDU can then dredge this material up
to the surface.

In terms of the nucleosynthesis there are some similarities and some discrep-
ancies. First, they also find that initially after the TDU only first peak elements
get to the surface. It is only due to the post-PIE TDUs that the heavier elements
also get to the surface. Furthermore, the first-peak element abundances in their
models are also not largely affected by the TDUs. The pattern of the first-peak
abundances is similar to mymodels and quite different from those of the Brussels
group. Specifically, Rb, Kr, and Y show higher abundances in the models with
an early split. This is a sign of high neutron densities for short periods of time
(Wallerstein et al. 1997, Busso et al. 2001). However, because their model
goes through more than 20 TDUs the final surface abundances of the heavier
elements are higher than inmymodels. Furthermore, they do not mention a deep
13C pocket after the PIE, however, they do find standard 13C pockets after each
TDU.

In the first part of a series of papers from the Brussels group they simulate a
1.0M�, Z=4.3× 10−5 star. The largest difference between our models and theirs
is that theirs experiences the PDCZ split only after the TOMND. The H-free core
mass at the PIE for theirmodel is 0.551M�while formymodel it is 0.557M�. This
is due to the fact that the models from the Brussels group do include overshoot
prior to the AGB. In terms of abundances their model post-PIE has 12C/13C= 4.98
in mass as well as C/O= 3.46 as opposed to 3.22 and 19.627, respectively, for 1M
P000 C000.

The exact value of these ratios ultimately depend on a number of factors
including, but not limited to:

• The competition between the triple-α reaction rate, the CNO cycle rates,
and the 13C neutron-source reaction rate

• The ingestion by the PDCZ of material that has been processed by the H
shell and, thus, has CNO-like values for these ratios

• The depth at which the PDCZ splits
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• When during the pulse the PDCZ splits

• The composition of the envelope prior to the PIE

That being said, we can draw some conclusions simply by looking at how the
value of these ratios change in the upper part of the split PDCZ after the split.
After the PDCZ splits, the 12C/13C ratio continues to decrease. This is the result of
the combined effect of the continued CNO cycle burning that is still occurring in
the convective zone since temperatures there are up to 80 MK and the continued
expansion of the upper boundary of the convective zone into regions with lower
12C/13C ratio values. It has already been shown that my models overproduce C
and so the value of C/O from the Brussels group is likely more realistic.

As part of this study they also test the time stepping and spatial resolution of
their code on the PIE. They find, as do I, that too large of time steps can cause the
PIE to be missed. They also find that the split of the PDCZ is not impacted by the
time step or resolution— it always happens after the TOMND. Inmymodels I find
that by increasing the time step sufficiently the split of the PDCZ can be pushed
to later in the PIE. These results are not necessarily inconsistent as I varied the
time step by a factor of 10 whereas they only vary it by at most a factor of 2–3.

Thenucleosynthesisof theirmodel is of coursequitedifferentowing to the later
split. They find that the heavy element abundances reach the surface immediately
following the PIE with no need for additional TDUs. Indeed they report no TDUs
for this model. The final surface abundance pattern is similar to that of my 1.2M
P000 C064 model but with approximately 10 times larger enhancements for
elements past the first peak. They also do a comparison of their abundances after
dilution to observed CEMP-r/s stars, all of which I have included in this work
as well. On average the model of the Brussels group has better χ2

red values than
my models. However, they also have trouble fitting the first-peak elements for a
number of the observed stars.

Their analysis was extended to different masses and metallicities in Choplin
et al. (2022). Here they also find that the 2M� model without overshoot has
a PIE and the 3M� model does not. This is consistent with what is seen in my
2M� and 2.5M� models. They find, however, that the 1M� model has higher
neutron exposure and neutron densities than the 2M�. This is the opposite of
what is seen in my models. Furthermore, they continue to find the split of the
PDCZ to happen after the TOMND regardless of mass or metallicity. Because of
this, there are large discrepancies between my models and theirs when it comes
to the surface abundances.

In this paper they also test the effect of changing the convective velocities on
the splitting of one of their models. Their results agree with mine. Namely, that
a lower convective velocity leads to a larger mass coordinate of the split. I find
that the convective velocity can also cause the split to occur later or earlier. They
make no mention of this suggesting that they see no impact.
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In Choplin et al. (2024) the same 1.0M�, Z=4.3× 10−5 star is run with
varyingovershootparameters.Note, that themodels stilldonotconsiderovershoot
prior to the AGB phase. They focusmainly on the impact of overshoot on the heavy
element abundances and, importantly, only calculate themodels up until the split
point. They then employ what they call a dilution procedure to approximate what
the surface abundances would be. Nevertheless, there are a few things that can
be compared between my study and theirs:

• As before, they find that the split of the convection zone occurs after the
TOMND.

• I also see that the evolution of neutron density proceeds more smoothly
when overshoot is applied to the PDCZ.

• The duration of the PIE was also found to decrease with fPDCZ in ourmodels.

• I also find that increasing the overshoot reduces the neutron exposure.

• Here they also find the deep 13C pocket. However, they only see it at high
metallicity ([Fe/H] = −1). Furthermore, their pocket is larger (2×10−3 M�
vs 3× 10−4 M� in my model), has lower neutron densities (2.3× 106 cm−3

vs 2× 107 cm−3), and lives longer (500 kyr vs 193 kyr).

The differences in the pocket quantities may well be the result of the very
different metallicities. Because of the split, the heavy element abundances of
my models and theirs are different as was the case with the previous studies.
Unfortunately, since they do not evolve the models past the splitting of the PDCZ,
there is no information regarding post-PIE TDUs for this study. None of themodels
from the Brussels group include overshoot prior to the AGB. As such the H-free
core mass at the start of the AGB is likely underestimated. This could be why our
models are different. Core mass is a critical property of AGB stars, and it is known
to influence many aspects of the standard AGB evolution.
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Table 5.8 The name and metallicity of the observed star as well the best fitting model with
its χ2

red and dilution factor, f . The numbers in parentheses are the result of the χ2
red calculation

after omitting first peak elements. CEMP-r/s stars are in the upper part of the table and CEMP-s
stars are in the lower part.

Star [Fe/H] Best Model χ2
red f Reference

CS 22891-171 −2.50±0.10 1.2M P000 C064 3.53 0.34 1
HD 5223 −2.00±0.08 1.2M P000 C064 2.97 0.82 1
HD 76396 −2.27±0.10 1.2M P000 C064 3.32 0.49 1
HD 145777 −2.32±0.10 1.2M P000 C064 2.45 (1.07) 0.89 1
HD 187861 −2.60±0.10 1.2M P000 C064 3.67 0.55 1
HD 196944 −2.50±0.09 1.2M P000 C000 1.13 0.58 1, 4
HD 209621 −2.00±0.09 1.2M P000 C064 4.27 0.45 1
HD 224959 −2.36±0.09 1.2M P000 C064 3.90 (1.26) 0.09 1
HE 0151-0341 −2.89±0.08 1.2M P000 C064 2.80 (1.07) 0.52 1
HE 0319-0215 −2.90±0.10 1.2M P000 C064 2.67 (0.81) 0.67 1
HE 1120-2122 −2.00±0.10 2M P008 C016 2.25 0.00 1
CS 22948-027 −2.23±0.16 1.2M P000 C064 3.43 0.00 2, 13
CS 29497-030 −2.52±0.16 1.2M P000 C064 2.46 0.00 3, 4
CS 31062-050 −2.33±0.16 1.2M P000 C064 3.89 0.10 5, 6, 15
HE 0243-3044 −2.58±0.20 1.2M P000 C064 3.89 0.00 7
HE 0338-3945 −2.42±0.05 1.2M P000 C064 3.94 0.00 8, 9
HE 2148-1247 −2.30±0.15 1.2M P000 C064 4.38 0.00 10, 11
HE 2258-6358 −2.65±0.03 1.2M P000 C064 2.84 (1.60) 0.44 12

CS22887-048 −2.10±0.09 1.2M P000 C064 2.10 0.33 1
HD55496 −2.10±0.09 2.5M P008 C016 1.84 0.39 1
HD198269 −2.10±0.10 2M P008 C016 0.90 0.12 1
HE0111-1346 −2.10±0.09 1.2M P000 C064 2.40 0.61 1
HE1429-0551 −2.70±0.10 1.2M P000 C064 0.66 0.76 1
CS 22942-019 −2.50±0.09 2.5M P008 C016 4.78 0.00 1, 14

(1) Karinkuzhi et al. (2021), (2) Aoki et al. (2007), (3) Ivans et al. (2005),
(4) Roederer et al. (2014), (5) Aoki et al. (2002b), (6) Aoki et al. (2006),
(7) Hansen et al. (2015), (8) Jonsell et al. (2006), (9) Zhang et al. (2011),
(10) Cohen et al. (2003), (11) Cohen et al. (2013), (12) Placco et al. (2013),
(13) Hill et al. (2000), (14) Masseron et al. (2010), (15) Lai et al. (2007)
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5.4 Conclusion

In this chapter, a grid of stellar models with masses between 1M�–2.5M� and a
metallicity of Z = 5× 10−5 were run. In addition to varying the mass, also the
overshoot parameters for various convective boundaries were varied. The primary
conclusions of the current investigation are

• A new timescale argument was developed to check whether a PIE should
occur at a particular TP. The criterion for a PIE is τHe < τdiff ' τH.

• It was found that those stars which have a PIE also have a deep 13C pocket
which forms at the base of the PDCZ and burns under radiative conditions
in the following interpulse period.

• Models with PIEs may be able to explain both some CEMP-r/s and CEMP-s
stars.

• The splitting of the PDCZ is critical in determining the final surface abun-
dances and is sensitive to the code settings and physics choices. However,
even if the split occurs before the TOMND, TDUs can still bring heavy
elements to the surface.

For the fiducial model (M = 1.2M�, Z = 5×10−5, no overshoot) it was found
that a PIE does occur with neutron densities approaching 1 × 1015 cm−3. The
H burning in the PDCZ causes the PDCZ to split as seen in other studies. In my
models, the splitting of the PDCZ happens before the TOMND. Because of this,
the surface is enriched only with first-peak elements when the upper part of the
PDCZ merges with the envelope. However, in the TP after the PIE there is an
efficient TDU which serves to also bring the second- and third-peak elements to
the surface. This model also develops a deep 13C pocket at the base of the PDCZ
after the PIE. This pocket is engulfed by the following PDCZ and contaminates
the surface abundances with an s-process signature.

This same model was run with varying overshoot parameters which have an
impact on the model. It was found that overshoot tends to decrease the maximum
neutron exposure and does not delay the splitting of the PDCZ significantly in
most cases. Furthermore, the PIE happens at an earlier pulse and the AGB phase
ends before any further TPs can occur except for stars with masses greater than
1.5M�.

To test the robustness of the PIE in the models, the fiducial model was run
with various time step and spatial resolution settings. It was found that if the
time step is allowed to be too large then the PIE is missed. A timescale argument
was then presented which allows for a test of whether a PIE should occur at a
particular pulse or not. The timescale argument was then checked for accuracy
against models with and without overshoot. In a similar manner, the robustness
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of when the PDCZ splits was tested. It was found that lowering the proton capture
on 12C rate does not affect when the split happens. On the other hand, increasing
the convective velocities by a factor of 4 and increasing the time step both pushed
the splitting of the PDCZ past the TOMND.

Because the split happens before or very shortly after the maximum neutron
density occurs, the surface abundances after the PIE only show signs of first-peak
element enhancements. If the model experiences a post-PIE TDU then the second
and third peak elements are able to be brought to the surface. This means that the
only models which have a surface abundance pattern close to what is expected
for the i-process are those models with either no PDCZ overshoot or with masses
above 1.5M�.

The surface abundances were compared against observations of CEMP-r/s
and CEMP-s stars. It was found that the models are generally in agreement with
observations for the light elements with the exception of C which is overabundant
in the models. Additionally, some models have Li abundances which are higher
than observed. In general, the results seem to favor models with low but nonzero
values for fPDCZ. For the heavy element abundances the conclusions are less
definitive. Overall, the heavy-element abundances favor models with no PDCZ
overshoot and fCE > 0.016. The models fit the CEMP-s stars better than the
CEMP-r/s stars. However, if the first-peak elements are ignored then the models
can also fit a number of the CEMP-r/s stars well. Since the first-peak abundances
are largely determined by the material which reaches the surface immediately
after the PIE, these results suggest that either the split occurs too early in my
models or that CEMP-r/s star were not polluted by AGB stars. Additionally, the
fact that these “failed i-process” stars are able to match the CEMP-s stars provides
a possible new channel for explaining their origin. Considering the results here
along with those of the Brussels group one could potentially explain both the
CEMP-r/s and low-metallicity CEMP-s stars via AGB stars which undergo PIEs.

In the future this analysiswouldneed tobeextended toadditionalmetallicities.
The most critical task, though, is to get a better understanding of what impacts
the split of the PDCZ, both physically as well as numerically. This single aspect
has the largest impact on the final surface abundances.
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Chapter 6

Investigations of the s-process

Es ist nicht [das Ziel derWissenschaft],
der unendlichenWeisheit eine Tür zu
öffnen, sondern eine Grenze zu setzen
dem unendlichen Irrtum.

Bertolt Brecht, Leben des Galilei

The discussion of the s-process until now was primarily driven by
two ideas: There is a lot that we qualitatively understand about how the
s-process occurs in AGB stars, and there is a lot that remains quantitatively

uncertain. One of the goals of this investigation is to test how the uncertainties in
how we model physics in 1D stellar evolution models, e.g. atmosphere boundary
conditions or convection, impacts the quantitative results of our models. In what
follows, I will run a grid of stellar models for a particular mass and metallicity
while varying the physics choices. The results of these computations will then be
compared to previous studies as well as to observations.

6.1 A First Look

As a first step in this investigation it was prudent to determine which physics
and/or which parameters have a noticeable impact on the models in order to
determine which are worth varying. The computation time of AGB models is
not as prohibitive as it once was, but it still is a computationally expensive task.
Therefore, it remains a worthwhile exercise to determine which parameters can
be held fixed in order to reduce the size of the grid of models which needs to be
run.
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6.1.1 The Boundary Conditions

First, the effect of the different boundary conditions (BCs) was tested. As a
reminder there are two options for the atmosphere model: the Lucy spherical
atmosphere model and the Eddington gray atmosphere model. There are also
two different opacity descriptions which can be used for the outer layers: the
standard RM opacities and the PM opacities. This gives four possible boundary
conditions to be tested. These four boundary conditions will be abbreviated as
such for the remainder of this work:

• Eddington gray atmosphere with RM opacities: EddR

• Eddington gray atmosphere with PM opacities: EddP

• Lucy spherical atmosphere with RM opacities: LucyR

• Lucy spherical atmosphere with PM opacities: LucyP

Stellar tracks with each of the four boundary conditions were run from the
ZAMS until the AGB. The HRD diagram for these tracks up until the tip of the
RGB is shown in Figure 6.1. When viewing Figure 6.1 it is clear that the primary
effect of the switch to PM opacities is the shifting of the stellar tracks to lower
effective temperatures. This, however, only occurs after the tracks have left theMS.
Furthermore, this effect is independent of the atmosphere model used. Despite
the Eddington grey atmosphere being a poor approximation for the atmosphere
of an giant star, switching to a Lucy spherical atmosphere does not appear to
affect the stellar track much at all. This is in agreement with what was already
shown inWagstaff & Weiss (2018). The opacities have a much more significant
impact on the evolution of the star.

When these stars get to the AGB there are some differences noticeable in all of
the tracks. Looking at Figure 6.2 one can see that there is now a small difference
between the LucyP and EddP tracks which were indistinguishable on the RGB,
and there is a noticeable difference between the EddR and LucyR tracks. It should
be mentioned that the LucyR track faced some computational difficulties in this
phase which were not seen in the LucyP or EddR tracks.

Based on these tests it was decided to only run trackswith the EddR and LucyP
BCs for the remainder of the grid. In this way we cover both the standard BC
which is used in almost all other simulations as well as the BC which is the most
physically motivated for AGB stars.

6.1.2 The Overshoot Parameters

Recall that in this version of GARSTEC there are 3 overshoot parameters relevant
on the AGB: fCE controls overshoot from the CE, fPDCZt controls overshoot from
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Figure 6.1 HRD of models with various BCs: EddR (Blue), EddP (Orange), LucyR (Purple),
LucyP (Red). The models are run from the ZAMS to the RGB. The EddR and LucyR almost
perfectly overlap for the entirety of the evolution shown. The same is true of the EddP and
LucyP models.

the upper boundary of the PDCZ, and fPDCZb which controls overshoot from
the lower boundary of the PDCZ. It is clear frommany studies (Herwig et al.
(1997), Lugaro et al. (2003), Weiss & Ferguson (2009), andWagstaff et al.
(2020), and references therein) that overshoot from the CE and from the bottom
of the PDCZ are important for AGB evolution. It is less clear if the overshoot from
the top of the PDCZ is important. A few test tracks were run with the same fCE
and fPDCZb but differing values for fPDCZt. The results of our tests reflect what
was already discussed in Wagstaff (2018), namely, that fPDCZt does not have
much of an impact on the evolution of the tracks (assuming one does not increase
it to such unrealistically high levels that one triggers a PIE). Based on this there is
no need to vary fPDCZb and fPDCZt independently, but rather one can use one
overshoot value for both boundaries of the PDCZ which will be called fPDCZ. One
could of course argue that fPDCZt could be set to zero, but the more internally
consistent thing to do is to let there be overshoot even if it does not have a great
affect on the models.
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6.2 Models of a 3M�, Z� Star

The focus of this study is on the varying of the physics not on the varying of
the stellar parameters themselves. To that end I only considered one star of a
particularmass andmetallicity (M = 3M� and Z = Z�) and varied the physics for
this one star. This included overshoot, opacities, atmosphere treatment, equation
of state, atomic diffusion, and mass loss. For the purposes of disambiguation
the following naming convection will be applied to the models discussed in this
chapter. The label for each track will have at least four parts which are best
explained with an example:

atmosphere
model
︷︸︸︷

Edd P
↑

Opacity

fPDCZ
︷︸︸︷

P008 C016
︸︷︷︸

fCE

, (6.1)

where the atmosphere model can either be “Edd” for Eddington gray atmosphere
or “Lucy” for a spherical atmosphere, opacities can either be “P” for PMopacities or
“R” for RM opacities, and the overshoot values are given without the leading “0.”.
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Thus, the example above would be the label for a track which uses the Eddington
gray atmospheremodelwith PMopacities in the outer layers and has an overshoot
parameter value of 0.008 for the PDCZ and 0.016 for the CE. In addition to these
four parts, extra information may be given about each track if another aspect of
the physics differs from the standard treatment. These include “FEoS” for those
tracks which use the FreeEoS instead of the standard OPAL EoS, “VW” for those
tracks which use the Vassiliadis & Wood (1993) wind description, and “Diff”
for those tracks which include atomic diffusion in radiative layers.

Thepre-AGBevolutionof these starswere all calculatedwith a consistent outer
BC, mass loss prescription, and EoS. The overshoot parameter for the convective
cores and CE prior to the AGB was 0.016 in all tracks. The pre-AGB tracks were
stopped after the end of core He burning and this final model was used as the
starting model for the AGB tracks. Thus, for example, all EddR+OPAL EoS tracks
were run from the same post-HB starting model.

The pre-AGB evolution proceeds in the standard way and so will not be
discussed in detail. There are two important points, though. First, The pre-AGB
mass loss of all models was at most 1%; ergo, is not an important distinction
between the models. Second, The H-free core mass at the start of the AGB differs
between models with different physics. This could be important as the H-free
core mass is one of the defining characteristics of AGB stars. For EddR+OPAL
EoS the H-free core mass is 0.607M�, for EddR+FreeEoS it is 0.587M�, and for
LucyP+OPAL EoS it is 0.604M�.

Table 6.1 shows key global quantities for the s-process tracks run in this study.
The headers of the table have the following meanings

• Label: The label of the track

• NTP: The number of TPs the track undergoes

• NTDU: The number of TDUs that occur

• ∆tAGB: The AGB lifetime

• Final C/O: The Final C/O ratio

• Final Menv: The final envelope mass

• ∆tinterpulse: The mean duration of the interpulse phases

• Mpocket: The mean maximummass of the 13C pockets

• ∆tpocket: The mean lifetime of the 13C pockets

• τpocket: The mean neutron exposure of the 13C pockets.
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Additionally, Appendix C contains, for each track, a table of quantities for each
pulse cycle in that track.

Before discussing the results, there is an important point which must be
addressed. One will notice that the final envelope mass is rather large, but the
AGBphaseendsonlywhen theenvelope is gone.The reason thecomputationshave
notbeen run to theendof theAGB isdue to convergence issues. Thereareanumber
of well-known convergence issues which can affect AGB calculations. Perhaps
the most well known, due to its ubiquity in stellar codes, is the Fe peak opacity
instability. This instability, caused by a peak in the opacity of Fe, results in the local
luminosity of a stellarmodel just below theCE to exceed the Eddington luminosity
(Lau et al.2012).This isnot seen inmymodelswhentheconvergence issueoccurs.
The instability at work here is another. Since the late 1960’s it has been theorized
that the envelopes of luminous giant stars may become dynamically unstable
due to hydrogen recombination (Lucy 1967, Paczyński & Ziółkowski 1968).
Normally H is fully ionized in stars, however, in the extended envelopes of AGB
stars temperatures can drop low enough that H recombines. This recombination
in the outermost part of the envelope injects enough energy to lead to very large
envelope ejection. This is known as the hydrogen recombination instability (HRI),
and the first identification of this instability in a stellar model was in a model
run with GARSTEC (Wagenhuber & Weiss 1994). The HRI is the cause of the
convergence issues seen in our models. This can be seen in Figure 6.3 where the
luminosity of the star is plotted as a function of model number and the rate of
gravothermalenergy release,εg , isplottedasa functionof relativemasscoordinate
for 4 different model numbers. The peak in εg at around mr/M∗ = 0.98 is due to
the energy release of recombination. Furthermore, the negative εg at larger mass
coordinates is where recombination has already occurred and expansion is being
driven.

The HRI prevents one from carrying out the calculations until the end of
the AGB. In tests it was seen that by increasing the mixing length parameter to
values> 1.85 one is able to calculate additional pulses. This is because increasing
the mixing length parameter will increase the effective temperature enough
to avoid this instability. In this study, this was not done because of the effect
this would have on the TDU and thus likely on the characteristics of the 13C
pockets. Therefore, our calculations stop earlier than those of other studies.
Furthermore, the AGB lifetime is then only the time the star is on the AGB up to
when the convergence issues arise; no attempt at extrapolating the quantities to
the true end of the AGB is done. In all cases the HRI occurred when the models
reached an effective temperature between 2400 K and 2550 K and a luminosity
between 3.97≤ log10 L∗/L� ≤ 4.09. Generally speaking, the higher the effective
temperature the higher the luminosity needed to be to trigger the instability. It
should be noted that it remains to be seen whether the HRI really occurs in stars.
Additionally, since the HRI can be avoidedwith a relatively modest increase in the
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mixing length parameter, the occurrence of the HRI may simply be an indication
that the mixing length parameter is too small.

Moving on to the other quantities. The trend of NTP and NTDU follows what
would be expected a priori. Namely, higher values of fCE lead to fewer total TPs
because the TDU efficiency is higher, and thus the C/O ratio increases faster and
the mass loss is correspondingly stronger earlier. This is also reflected in the AGB
lifetimes. It is interesting that regardless of fCE the TDU does not happen for
the first few TPs. The exception to this are the tracks run with FreeEoS which
have TDUs from the second pulse onward. The FreeEoS tracks also have the
longest interpulse phases and shortest AGB lifetimes. These characteristics can
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be explained by the fact that the FreeEoS tracks have more violent flashes than
the OPAL EoS tracks. ThemaximumHe luminosity in the flash is on average more
than 0.3 dex higher in the FreeEoS tracks. This will lead preferentially to more
efficient TDUs and longer interpulse times. The more efficient TDUs, along with
the TDUs starting at an earlier pulse, will cause the track to lose mass faster and
reduce its AGB lifetime. In general, the interpulse duration varies significantly
between tracks with different physics. Within a track there is a tendency for the
interpulse period to first increase and eventually decrease again, though some
tracks end due to the HRI before the decrease begins. This trend of the interpulse
duration first increasing and then decreasing is seen in models from other studies
as well (Karakas & Lattanzio 2007, Cristallo et al. 2009b).

The track with one of the longest lifetimes is EddR P016 C064 VW. The mass
loss of this track is much less than our standard mass loss treatment and as such
this track undergoes three more TPs and two more TDUs and has a longer AGB
lifetime than EddR P016 C064. It also ends with an envelope which is 0.6M�
more massive. The main differences between my standard mass loss descriptions
and the VWmass loss is that the mass loss rates in my models explicity depend
on the effective temperature and are derived specifically for O- and C-rich AGB
stars. This is an important result because many other studies use the VWmass
loss. Thus, the mass loss rate for my models is significantly larger than that of
many other studies. The outer BC also has some impact on the AGB lifetime. If
we compare the final envelope mass and number of TPs of the EddR and LucyP
models one will notice that the LucyP models have perhaps 1 additional pulse
while having similar or higher final envelope masses. This is surprising since the
reduced effective temperature of the LucyP models should lead to higher mass
loss rates. A closer look reveals that this is the case, but it is complicated by other
factors. For example, the P016 C064 tracks show that the EddR model has an
extra TDU, hence a higher C/O. This also increases mass loss and, in this case,
causes the EddR track to losemoremass than the LucyPmodel. For the P008 C064
models, the TDU efficiency of the LucyP track is lower than for the EddR track and,
thus, the EddR track has a higher C/O. Despite this, the final envelopemass of the
two tracks is comparable. Therefore, if these tracks were able to be run to the end
of the AGB, one would likely see that the LucyP tracks end the AGB with fewer
TDUs and fewer pockets. The final C/O ratio largely follows the expected trends.
Namely, that lower values of fPDCZ and higher values of fCEwill lead to higher
C/O ratio values. Additionally, the use of the LucyP outer boundary conditions
also results in a lower final surface C/O value for some models. This is due to the
LucyP model having one less TDU than the EddR model as discussed above.

This leaves the quantities associated with the 13C pocket to be discussed. First,
it may be useful to discuss what values one might expect for these quantities.
The 13C pocket is expected to have neutron densities up to Nn ≤ 1× 107 cm−3. In
order to match observations of [hs/ls], the neutron exposure should be in the
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range ofτpocket ≈ 0.2mb−1–0.5mb−1 with Mpocket ≥ 7×10−5 M� (Herwig et al.
2003). As one can see in Table 6.1, Mpocket and τpocket vary significantly between
the models. The tracks with the lowest τpocket are those with the highest fCE (and
those with atomic diffusion which will be discussed later). This is because these
models mix too many protons into the intershell region and thereby produce 14N
which acts as a neutron poison. On the other hand, this large amount of mixing
causes these models to have among the highest values for Mpocket. Thus, there
is a competition between these two effects which must be kept in mind when
modeling AGB stars. It should also be noted that the size of the 13C pocket in these
models also decreases over the pocket’s lifetime as 13C is processed into 14N. Other
than the twomodels with the highest fCE, the rest have neutron exposures which
are in or very near the required range. There appears to be a negative correlation
between the amount of overshoot from the PDCZ and the neutron exposure. This
is likely due to this overshoot being positively correlated with TDU efficiency and
more protons being mixed into the intershell leading to lower effective 13C in the
pocket. In theory overshoot from the base of the PDCZ could actually increase the
neutron exposure as it raises the amount of 12C in the intershell which can later
become the 13C needed for the neutron-source reaction (Lugaro et al. 2003).
These results show, however, that the impact this has on the TDU efficiency erases
any potential benefit from the increased amount of intershell 12C.

Thevalues for Mpocket areunfortunately allmuch smaller than thevalueneeded
to match observations. As discussed in Section 3.2, this is a common problem
among codes using a diffusive mixing scheme. Nevertheless, it is still useful to
look at how Mpocket changes across the tracks. First, as expected, the size of the
pocket increases with increasing fCE. fPDCZ, on the other hand, seems to have a
negligible affect on the size of the pocket. The implication of this is interesting.
This suggests that TDU efficiency has no impact on the size of the 13C pocket and
that the only thing which matters is the CBM of the protons. The EoS also has no
impact on the pocket size. In addition, neither the mass loss prescription nor the
outer BC show signs of influencing the size of the pocket. One could have expected
the outer BC to play a role since the properties of envelope are more sensitive to
the outer BCs when the envelope is convective (Kippenhahn et al. 2013, Ch.
11.3.3). Other than fCE, the factor which has the largest impact on the size of the
pocket is atomic diffusion which can increase the pocket size by a factor of 2–3.
These pockets are however short-lived and do not produce significant neutron
exposures. This point will be discussed in more detail in Section 6.4.1.

6.3 The Nucleosynthesis

One of the primary points of interest for AGB stars is their nucleosynthesis and
yields to which we now turn our attention. Unfortunately, as seen in the previous



163 6.3 The Nucleosynthesis

section, the 13C-pocket sizes are far from what is predicted to be necessary to
reproduce observations and are so small that one would expect little surface
abundance enhancements. Nevertheless, a select number of tracks have been
post-processed and analyzed. Furthermore, we will look at the light element
nucleosynthesis for all tracks.

The models which have been post-processed have [hs/ls] between−0.01 for
EddR P016 C064 and 0.14 for EddR P008 C064 irwin. This puts these models
beyondor at thehighest endofwhat is allowedobservationally for solarmetallicity
stars. Recall that −0.5 ≤ [hs/ls] < 0.0 at solar metallicity. The reason for this
is discussed in Busso et al. (2001), where they find that [hs/ls] tends to zero
at solar metallicity and as the pocket size decreases (see their Fig. 4). This is
primarily the result of the limited surface enhancements of the s-process elements
causing [hs/Fe] and [ls/Fe] to be nearly 0.0. Indeed when looking at [hs/Fe] and
[ls/Fe] for the models they range from 0.02–0.16 and 0.004–0.04, respectively.
Figure 6.4 shows the final surface abundance of the EddR P008 C064 model and
clearly demonstrates the small surface abundance enhancements of the models.

Fe Ni Zn Ge Se Kr Sr Zr Mo Ru Pd Cd Sn Te Xe Ba Ce Nd Sm Gd Dy Er Yb Hf W Os Pt Hg Pb0.000
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Figure 6.4 The final surface abundances ([X/Fe]) of the EddR P008 C064 track.

Figure 6.4 also shows that the model has a high Rb abundance relative to the
other first-peak elements. A high Rb abundance relative to Sr, Y, or Zr usually
implies high neutron densities (Käppeler et al. 2011). In the case of my models
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it means that the 22Ne neutron source is marginally active in the TP. This, along
with the positive [hs/ls] from the small 13C pockets, means that the abundance
pattern for the first-peak elements is dominated by the convective s-process. The
Mo abundance is also explained in this way. Indeed neutron densities in the final
4 pulses for this model exceed 1× 109 cm−3 as a result of the partial activation of
the 22Ne neutron-source reaction.

The yields for isotopes that are included in GARSTEC (see Section 4.1.4) are
calculated from the output of GARSTEC. The yields for heavier isotopes come from
the output of ANT. Table 6.2 shows themass yields of select light isotopes (Z < 26)
for every track. Appendix C.2 contains similar tables with the net yields and
overproduction factors. Table 6.3 shows the mass yields of select heavy (Z ≥ 26)
isotopes for every post-processed track. The first row in Table 6.2 also shows the
light yields of EddR P008 C016 as calculated from the output of ANT. The results
are in very good agreement with the largest deviations occurring for 19F and 22Ne,
where the yields in GARSTEC are larger by a factor of 1.86 (0.27dex) and 3.68
(0.58dex), respectively. This is likely explained by the usage of different reaction
rates and different sized network between the codes.
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Table
6.3

M
ass

yields
forselectheavy

isotopes
forallpost-processed

s-process
tracks.Allyields

have
units

ofsolarm
ass.

Label
70Zn

70G
e

80K
r

88Sr
89Y

136B
a

138B
a

139La
208Pb

EddR
P008

C016
3.03E-08

9.53E-08
4.65E-09

9.61E-08
2.33E-08

2.85E-09
2.65E-08

3.65E-09
2.17E-08

LucyP
P008

C016
3.03E-08

9.54E-08
4.68E-09

1.00E-07
2.42E-08

3.17E-09
2.99E-08

4.07E-09
2.27E-08

EddR
P008

C064
3.06E-08

9.99E-08
5.06E-09

1.04E-07
2.51E-08

3.46E-09
3.39E-08

4.57E-09
2.39E-08

EddR
P008

C064
FEoS

3.10E-08
9.98E-08

4.97E-09
1.02E-07

2.48E-08
3.70E-09

4.09E-08
5.24E-09

2.43E-08
LucyP

P008
C064

3.06E-08
9.91E-08

4.99E-09
1.04E-07

2.49E-08
3.51E-09

3.39E-08
4.54E-09

2.50E-08
EddR

P016
C064

3.08E-08
9.99E-08

5.13E-09
1.06E-07

2.52E-08
2.91E-09

2.66E-08
3.68E-09

2.22E-08
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6.4 Discussion

6.4.1 Diffusion

As was already discussed, atomic diffusion is capable of increasing the size of
the 13C pocket by a factor of 2–3. The idea of atomic diffusion impacting the
s-process in AGB stars is not new. Prialnik et al. (1981) ran an AGBmodel of
a 6M� star with atomic diffusion and found that the TPs have been completely
suppressed. They explain this by arguing that atomic diffusion takes the normally
very sharp composition border of the burning shells and spreads it out. This
effectively widens the shell so the thin-shell instability never occurs.

Iben (1982) addresses this result and claims it cannot be correct. He argues
that the timescale over which atomic diffusion can distort the H profile during
H burning at least two orders of magnitude larger than the timescale for H shell
to move a distance equal to its width as a consequence of H burning. He does
acknowledge that H diffusion could play a role in spreading the H profile below
the CE during the post-flash phase when the envelope is moving inward in mass
coordinate.

In response to this rebuttal of their paper, the original others of Prialnik et al.
(1981)wrote a second paper, Kovetz et al. (1984). They begin by admitting that
their first paper had some issues: pressure and thermal diffusionwere ignored and
the effect of atomic diffusion was amplified by a poor zoning technique. They find
that having fixed these issues atomic diffusion does not inhibit the shell instability.
Furthermore, they find that pressure and thermal diffusion are always opposite in
sign toconcentrationdiffusionduring thepost-flashdipwith thepressurediffusion
being the larger of the two opposers. They conclude that atomic diffusion cannot
play an important role in the at-the-time accepted picture of the s-process. After
this paper, there is little mention of atomic diffusion in AGB stars. Busso et al.
(1992) claim that the mass affected through purely diffusive processes cannot
exceed 1× 10−4 M� which is lower than for the overshoot and semiconvection
models of Hollowell & Iben (1988) (see discussion in Section 3.1), so they do
not consider it important.

The idea of atomic diffusion is worth looking into again now, as much has
changed in our understanding of the s-process in AGB stars since these papers.
For one, these papers were all assuming the old s-process scenario where a carbon
layer is formed below the CE and has to survive long enough to be engulfed by
the ensuing PDCZ where the s-process actually happens. Kovetz et al. (1984)
found that atomic diffusion helps create this carbon layer, but that the layerwould
not survive until the PDCZ engulfs it. This is of course sufficient in the current
understanding of the s-process. Moreover, it is now thought that semiconvection
is not important and that overshoot alone is only capable of large enough pockets
when adopting rather extreme overshoot parameters. Finally, atomic diffusion is
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often neglected in stellar models due to the long times necessary for it to change
chemical gradients over a large distance. However, the 13C pocket is on the order
of 100 km widemeaning that atomic diffusion needs only be fast enough to affect
composition gradients over rather small distances to have an impact on the pocket.

Unfortunately, the results presented here show that while diffusion does lead
to larger pockets, it also leads to those pockets being smoothed out and producing
insignificant neutron exposures. This is because the 14N settles faster than the
lighter 13C and so the 14N pocket slowly encroaches on the 13C pocket during
the pocket’s lifetime, effectively choking off the s-process. This is a very similar
behavior as was seen in Langer et al. (1999) and Herwig & Langer (2001)
with the effect of rotational mixing on the 13C pocket. As with rotational mixing,
atomic diffusion is amixing processwhich acts throughout the life of the pocket as
opposed to overshoot which only affects the formation and has no further impact
as the CE recedes to higher mass coordinates. It should also be noted that since
atomic diffusion is a very slow process any other physical process acting in the
opposite direction, for example radiative levitation which is not included in our
simulations, could negate the effect of atomic diffusion.

6.4.2 Comparison to Other Studies

Unfortunately, the HRI renders comparisons to other studies difficult since other
studies do not report seeing the HRI in their models. This means the models
from other studies have far more pulses, pockets, and TDUs. Nevertheless, a
comparison will be attempted. I will start with Weiss & Ferguson (2009) as
they also used GARSTEC and much of the same physics as used here.

The models of Weiss & Ferguson (2009) use the same C/O opacities, the
same mass loss prescription, the FreeEoS, and an overshoot of 0.016 at every
convective boundary. Thus, their 3M� model is most comparable to EddR P016
C016 FEoS. Their model begins the AGB with a core mass of 0.596M�, only
0.008M� larger than my model. The model goes on to have 12 TPs and 11 TDUs
ending the AGB after 693 kyr with a core mass of 0.617M� and a C/O ratio of
1.407. EddR P016 C016 FEoS, on the other hand, experiences 9 TPs and 8 TDUs
but has a similar AGB lifetime at 642 kyr. The final C/O ratio for this model is
1.49, which, together with the fewer TDUs, implies a higher TDU efficiency. The
growth of the core mass for the two models is 0.021 and 0.013 for their model
and mine, respectively. Furthermore, they do not find the HRI in their models.
However, convergence issues due to the Fe peak opacity do occur for their models
at a total mass which is similar to my models but much higher than the models
of Cristallo et al. (2011) and Pignatari et al. (2016), for example. The
differences betweenmymodels and theirs would be explained by a higher energy
release during the pulse in the current models. This would lead to more violent
pulses, more efficient TDUs, and less core growth. This could be due to the old
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network not including all of the isotopes that the extended network does, thus
underestimating the energy generation.

TheNuGridmodel (Pignatari et al.2016,P16)closest inmassandmetallicity
to one ofmymodels is the 3M�, Z = 0.02model. This model begins the AGBwith
a core mass of 0.596M�, in good agreement with my models, and undergoes a
total of 23 TPs and 20 TDUs, far more than any model in this study due to the HRI
and the use of the VWwind description in P16. The AGB lifetime for this model is
correspondingly higher at 1270 kyr. However, the final C/O ratio is around 1.6
which is in agreementwithmost of themodels in Table 6.1. The average interpulse
duration for their models is 57.7 kyr which is smaller than any of the models here.
This is the result of the decreasing interpulse duration of the later pulses. The
pocket sizes in their models tend to be between 2× 10−5 M�–3× 10−5 M� which
is also larger than any of the pockets in this study. This is due to their approach of
increasing the overshoot from the CE during the TDU from 0.016 to 0.128. This
was done specifically to yield larger pocket sizes. Nevertheless, their models have
lower TDU efficiencies for the initial pulses until the TDU efficiency peaks and
both codes agree on the efficiency again. This is strange since my tracks with
fCE= 0.128 have much higher TDU efficiencies. Perhaps P16 only increased the
overshoot parameter at the deepest extent of the TDU and not for the entirety of
the TDU. Unfortunately, no further details are given in the paper. That being said,
it is known that different codes have very different predictions for TDU efficiencies
(Marigo et al. 2013).

Next, a comparison to the 3M�, Z = 0.02 model of Karakas & Lattanzio
(2007) (K07)will bedone.Thismodelbegins theAGBwithacoremassof0.576M�.
The small coremass is due to the lack of considerationof overshoot in thesemodels.
The model ends the AGB after 25 TPs and 16 TDUs with a core mass 0.680M�.
This is a rather large increase in the core mass which is aided in part by the
lack of overshoot. It is known that overshoot at the bottom of the PDCZ leads to
lower core growth along the AGB (Weiss & Ferguson 2009). Despite the lack of
overshoot, the TDU efficiency of their model is very similar to that of EddR P008
C016. No overshoot is also the reason why the TDUs only begin after 9 TPs in
the K09 model. Without overshoot the minimum core mass necessary for TDU
increases, and since these models have small core masses to begin with it takes a
number of TPs for the core to reach sufficient size for TDUs. The model becomes
C rich after 18 TPs and 9 TDUs, only 2 more TDUs than is necessary for EddR
P008 C016 to be C rich. Furthermore, the final C/O abundances are very similar
with 1.43 and 1.48 for K07 and EddR P008 C016, respectively. The 13C pocket
related quantities cannot be compared for these models as K07 do not resolve the
pocket. One additional interesting point on this study is the convergence issue
they encounter. They find that their models fail to converge while they still have
very massive envelopes. The Fe peak instability is determined not to be the cause.
Given that their 3M� model ends with a very similar final mass to mine and that
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the Fe peak instability is not responsible, it is quite possible that their models
also experienced the HRI. In Karakas (2010) (K10) they update the models from
K07. The primary difference between the studies is the inclusion of an artificial
pocket. This can have some impact on the light element nucleosynthesis, as we
will see in Figure 6.5. Additionally, the convergence issues of K07 seem to have
been overcome.

Finally, the 3M�, Z = 0.02 model of Cristallo et al. (2011) (C11) will be
analyzed.Thismodel againhasnoovershootprior to theAGBandso the initial core
mass, 0.550M�, is lower than my models. Once on the AGB, overshoot is applied
to all boundaries, though their implementation of overshoot naturally leads to no
overshoot at the base of the PDCZas already explained (see Section 3.2). The small
core mass again leads to much longer average interpulse times (130.588 kyr),
but because overshoot is used, the model begins dredging up material after only
3 TPs as opposed to 9 in K07. The model has 17 TPs and 14 TDUs and ends with a
core mass of 0.635M� and C/O= 1.59. The TDU efficiency is rather low in this
model only peaking at 0.607. Thus, it takes 10 TDUs before the model becomes a
carbon star. This model most closely matches EddR P016 C016 albeit with lower
TDU efficiencies due to the lack of overshoot at the base of the PDCZ. As already
discussed the advective mixing formalism used in C11 study leads to much larger
pocket sizes than with diffusive mixing.

Turning to the nucleosynthesis, in Figure 6.5 one can see a comparison of my
light-isotope yields to those of K07, K10, C11, and P16. The plots are split into
two since different studies provide their yields in the form of different quantities.
As one can see, there is overall good agreement between mymodels and those
of the other studies. There are however some exceptions, the most notable of
which is 16O. For P16 the agreement is quite good, but for K07, K10, and C11
the result disagrees more than it does for any other isotope. The explanation
for this is simple. This is the result of using (or not using as is the case for K07,
K10, and C11) overshoot at the base of the PDCZ. My models and those of P16
both have overshoot and the 16O yields agree. 14N is another isotope where my
model’s yields are similar to some studies’ yields (K10, C11, and P16) but not
all (K07). Given that my yields are close to three of the four studies, I do not
consider this a problem. Finally, 19F and 24Mg also show strong deviations from
other studies. 24Mg is produced in small quantities via neutron captures in 13C
pockets and marginally destroyed in TPs (Cristallo et al. 2011). Given that
my models agree quite well with P16 and disagree significantly with K07, K10,
and C11, the most likely explanation is again overshoot at the base of the PDCZ.
This overshoot will lead to more violent TPs with higher temperatures in the
PDCZ and, consequently, tomore destruction of 24Mg. For 19F, the primary factors
impacting its abundance are the temperature in the PDCZ and the TDU (Lugaro
et al. 2004). The temperatures in the PDCZ of mymodels fall within the range of
220 MK–260 MK which is required for 19F synthesis. Thus, the underproduction
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of 19F in my models is likely due to the fewer TPs and TDUs which my models
experience.
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Figure 6.5 Comparison of light-isotope yields across studies. The yields of all tracks in this
work are shown in the blue distributions. The yields of Karakas & Lattanzio (2007) and
Karakas (2010) are shown as yellow circles and x’s, respectively. The yields of Cristallo
et al. (2011) are in red, and the yields of Pignatari et al. (2016) are in black.

Figure 6.6 shows the same type of plot as Figure 6.5 for select heavy isotopes.
The yields of K07 and K10 have been omitted here as they are not provided in K07
and only provided for elements and not for isotopes in K10. As expected, due to
the small 13C pockets and fewer TDUs of my models, the yields are very small in
comparison to other studies. Nevertheless, it is encouraging that, in particular
for C11, the yields of my models follow the same pattern. For the overproduction
factors there is enough uncertainty in the models that it is hard to say if the
pattern matches that of P16, but the mean values seem to agree with the pattern
except for 80Kr.

6.4.3 Comparison to Observations

Thereareanumberof observationswhich can serveasuseful benchmarks for these
models. First, we will look at the initial-final mass relationship (IFMR), which
provides a useful constraint on the final core masses of our AGBmodels. When
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Figure 6.6 Comparison of heavy-isotope yields across studies. The yields of all tracks in this
work are shown in the blue distributions. The C11 yields are in red, and the yields of P16 are
in black.

developing the relationship between initial and final stellar masses, one typically
focuses on isolatedwhite dwarfs foundwithin stellar clusters. Thesewhite dwarfs
should have evolved from single stars rather than binary systems. Observers
analyze the spectra of these stars to determine key properties of their atmospheres,
including the surface gravity and effective temperature. By combining these
measurements with theoretical white-dwarf cooling models the white dwarf ’s
mass, how long it has been cooling, and other characteristics can be derived. The
progenitor star’s initial mass can then be determined by taking the cluster’s age
and subtracting the time the white dwarf has spent cooling and comparing this
age to stellar models of different masses. Interesting recent work in this field
includes El-Badry et al. (2018), Cummings et al. (2018),Marigo et al. (2020,
2021). It should be clear that this relationship is only semi-empirical and relies
on various modeling assumptions.

In Cummings et al. (2018) analytical formulae for the final mass are given
which, for a star with an initial mass of 3M�, can be written as

Mfinal

M�
= (0.187± 0.061)

Minitial

M�
+ (0.194± 0.199). (6.2)
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If one assumes Gaussian errors and uses a Monte Carlo method to propagate the
errors on the coefficients through to the finalmass then onefinds that, for Minitial =
3M�, Mfinal = 0.746± 0.269M�. In El-Badry et al. (2018), a different IFMR is
given based on a piecewise linear fit. For a 3M� model the data points on either
side to be fit through are (Minitial, Mfinal) = (2.75+0.36

−0.31 M�, 0.67± 0.02 M�) and
(3.54+0.55

−0.43 M�, 0.81± 0.03M�). One can then again use a Monte Carlo approach
to sample the data points to fit through, perform a linear fit on the data, and
then determine what the final mass would be based on the fit and an initial mass
of 3M�. Doing this, one finds that Mfinal = 0.727± 0.176M�. The results of the
Monte Carlo experiment can be seen in Figure 6.7 along with the data from this
work.
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Figure 6.7 The semi-empirical IFMRs of Cummings et al. (2018) (blue) and El-Badry
et al. (2018) (red). Solid lines indicate mean values while dashed lines indicate the 68%
confidence interval. The data for the models presented in this work are in black. The height of
the various distributions relative to one another has no practical meaning.

Comparing these IFMRs to the final coremasses ofmymodels one can see that
themodels systematically under predict thefinal coremass—allmodels are below
themeans of the two IFMRs. This is a knownproblem formodels in thismass range
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(seePastorelli et al. 2019,Wagstaff et al. 2020). Thedisagreement increases
for higher fCE and to a lesser extent higher fPDCZ. However, the uncertainty on
the IFMR is still quite large and the model data is fully within the 68% confidence
intervals of both IFMRs.

One can also look at the luminosity of the model at the first TDU. Based on
observations of 23 S stars (starwhich have experienced at least one TDU), Shetye
et al. (2021) found that, for a Minitial = 3M� star at solar metallicity, the lowest
observed luminosity was between 3.66 ≤ log10(L∗/L�) ≤ 3.68. Comparison of
this to models is not without complication. The luminosity of the model over
one TP cycle can vary over 0.4dex. Additionally, since the sample size is quite
low, it is quite likely that the true minimum luminosity is actually smaller than
what is given above. For EddR P008 C016, for example, the minimum luminosity
post-TDU is log10(L∗/L�) = 3.55whichwould be in tensionwith the observations,
but during the subsequent interpulse phase the luminosity is log10(L∗/L�) = 3.8,
which is in agreement with the observations. For this model the time between the
first TDU and the second which the star spends at a luminosity below the limit of
log10(L∗/L�) = 3.68 is 8760 yr, which is just over 10% of the total time between
TDUs. Regardless of physics chosen, all models have similar values for minimum
and interpulse luminosity after the first TDU. This either means that the lowest
luminosity star in Shetye et al. (2021) is not at the true minimum luminosity,
which is plausible given the small sample size and the short duration of the
power down phase where this true minimumwould occur, or that the models are
under-luminous during the TDU. This would imply that the models are in general
under-luminous. The luminosity of a star on the AGB in the interpulse follows a
core mass-luminosity relationship (see Boothroyd & Sackmann (1988a) for a
review of results from various authors). In Boothroyd & Sackmann (1988a),
this relationship is given as

L∗/L� =

(

38000
�

Mcore
M�
− 0.447
�

, if 0.52M� < Mcore < 0.6M�

50000
�

Mcore
M�
− 0.484
�

, if 0.60M� < Mcore < 0.72M�
(6.3)

If one assumes that the difference between theminimum luminosity and the inter-
pulse luminosity for real stars is the sameas seen inEddRP008C016 and, addition-
ally, require that themodel is never allowed to drop below the observedminimum
luminosity, then thiswould imply an interpulse luminosity of log10(L∗/L�) = 3.93.
Using Equation (6.3) and a luminosity of log10(L∗/L�) = 3.93, one finds that
this star would be expected to have a core mass of 0.654M� This is higher than
even the final core mass of my EddR P008 C016 model. This high core mass could
potentially be achieved if the core overshoot value were increased in the pre-AGB
evolution. The higher coremass would also be in better agreement with the IFMR.
Ultimately, a much larger sample of stars is needed in order to determine how
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robust this lower luminosity limit truly is.
The final comparison done was to the observations of PG1159 stars. PG1159

is a spectral classification for post-AGB stars at the center of planetary nebulae.
The surface of PG1159 stars used to be at the mass coordinate of the top of the
intershell region of the former AGB star. Thus, the surface abundances of PG1159
stars provide constraints on the intershell abundances of AGB stellar models.
For example, it is well established that the observed O abundance of PG1159
stars cannot be explained without some form of CBM at the base of the PDCZ
(Werner & Herwig 2006, Wagstaff & Weiss 2018). In Figure 6.8, one can see
the comparison of the final intershell abundances of all the tracks to the observed
PG1159 data from Werner & Herwig (2006), Löbling et al. (2019), and
Werner et al. (2024). The O/He data is well matched by the tracks, though
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Figure 6.8 Comparison of the final intershell abundances for my models (orange) to
observed PG1159 stars (black). The left panel shows the ratio of the mass fractions of C and
He versus final mass, while the right panel shows the ratio of the mass fractions of O and He
versus final mass. For the track data the final mass was taken to be the core mass of the final
model.

the spread of the data cannot be matched— an issue also seen in the C/He plot.
While the tracks are well within the spread of the data for C/He, they do seem to
occupy a region which is largely devoid of data. The inability of models to explain
the spread of C/He andO/Hewas also noted byWagstaff et al. (2020). Perhaps
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extending the grid to include multiple metallicities would allow for the spread to
be matched.

6.4.4 Uncertainties

Finally, a discussion of the uncertainties of the results based on the choice of
physics is in order. First, it is important to note that, due to theHRI, themodels end
before the true end of the AGB. Hence, the difference between quantities for two
tracks is only a lower limit. If the tracks could be evolved further, the differences
would likely get larger. The impact of the outer boundary condition is largely
negligible. The structure and evolution of the LucyP models differs insignificantly
with those of the EddR models. This is in agreement with Wagstaff & Weiss
(2018) who also found that the outer boundary condition has neither an impact
on the structure of the star nor an impact on the observable predictions of the
model. However, it is expected that the increased mass loss of the LucyP models
would lead to fewer TDUs if the models were able to be evolved to the end of
the AGB. Ultimately, the BC only matters insofar as it may impact the mass loss.
While mass loss was only altered in this study for onemodel, one can nevertheless
quantify the differences. The spread in the number of TPs due to mass loss is 3
and for TDUs it is 2. This correlates to a difference in AGB lifetime of 140 kyr.
The EoS causes little to no spread in the number of TDUs but the number of TPs
can differ by 3. This is because with the FreeEoS the TDUs start to happen at an
earlier pulse number. None of these physical processes affect the 13C-pocket size.
Atomic diffusion, on the other hand does. It increases the size of the pocket by a
factor of 2–3, but it also leads to an early quenching of the pocket and effectively
chokes off any s-process enhancements. Finally, the greatest difference in the
models is seen when varying the overshoot. It affects almost every quantity in
Table 6.1. As expected, increased fCE increases the size of the pocket. However, it
also causes a decrease in the neutron exposure of the pocket. At the highest values
of fCE the neutron exposures are even below what is required for the s-process.
The other quantities change as expected due of the overshoot: higher overshoot
means fewer TPs, TDUs that start earlier and are more efficient, higher C/O, and
longer interpulse times due to smaller core mass growth.

Finally, the uncertainty in the yields must be addressed. Each isotope has a
unique uncertainty associated with its yield. In Figure 6.9, one can see the light
isotopes (those included in the GARSTEC nuclear network) plotted on a chart of
nuclides. The color shows the uncertainty in dex for the net yield of that isotope.
The more red the more uncertain the yield. The uncertainty was calculated via

δYi = log10 |Y
min

i | − log10 |Y
max

i | (6.4)

where δYi is the uncertainty in the net yield of isotope i, and Y max
i and Y min

i ,
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Figure 6.9 Chart of the nuclides showing the uncertainty of the net yields for each light
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whose net yield is less are marked by the empty squares with dotted edges. The saturation of
the red color for each isotope denotes how uncertain the mass yields are. The light gray lines
mark magic numbers. The five isotopes with the largest uncertainties are labeled.

are the maximum and minimum net yields for the isotope across all tracks. The
five isotopes with the largest uncertainties are labeled: 16O, 19F, 20Ne, 22Ne, and
26Mg. The uncertainties in these isotopes originate in the number of TDUs a
model experiences as well as the overshoot at the base of the PDCZ. Each of these
isotope yields are sensitive to the temperature in the He shell. For 16O this has
been discussed many times. 19F requires a very specific temperature range in
the PDCZ to be produced (220 MK–260 MK). Therefore, changing the overshoot
at the base of the PDCZ will affect its yields (Lugaro et al. 2004). The story is
similar for the remaining isotopes.

Figure 6.10 shows the same type of plot as Figure 6.9 but for isotopes from
56Fe and heavier. In this case, the isotopeswith the largest uncertainties are 152Gd,
176Lu, 186Os, 198Hg, and 209Bi. The tracks with the larger fCE values have higher
net yields for these isotopes. Additionally, EddR P008 C064 FEoS has marginally
higher net yields for these isotopes than the other P008 C064 tracks. There is
clearly a trend of greater uncertainty at greater atomic mass. However, many of
the isotopes have yield uncertainties below a factor of 2 meaning their yields are
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quite reliable.
In conclusion, the physics one chooses canhave an important impact.However,

the yields for many isotopes seem to be quite robust against the choice of physics
with many having uncertainties under a factor of 2. The low uncertainties for the
heavy isotopes is a reflection of the fact that the yields primarily depend on the
characteristics of the 13C pocket which are fairly similar across the models which
have been post-processed. For the light isotopes, uncertainties can be as large as
a factor of 10 even for key isotopes like 16O and other isotopes of interest in AGB
stars like 19F. It should also be noted that these uncertainties are only due to the
choice of physics in the models and do not consider the uncertainties in nuclear
rates at all. Because of this, one should consider these lower limits on the true
model uncertainties for the yields.
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6.5 Conclusions

In this work, a grid of models for a 3M�, solar metallicity star with varying
choices of physics was run. The atmosphere model, the opacities of the outer
layers, the overshoot values, the EoS, the mass loss prescription, and the use of
atomic diffusion were all varied. The primary conclusions of this investigation
are:

• The HRI is seen in all models and prevents a calculation of the models to
the true end of the AGB.

• Convective overshoot, atomic diffusion, mass loss, and the EoS have the
largest impacts on the characteristics of the 13C pockets and the AGB evolu-
tion.

• The 13C pockets in the models are too small to match observations or the
results of other studies.

• The yields of heavy elements are largely robust with most yields varying
by less than a factor of 2 across all models. The light elements have larger
uncertainties, up to a factor of 10.

The models for this investigation were run from the ZAMS to the point in
the AGB evolution when convergence issues were reached. These convergence
issues resulted from the HRI and forced an early end to the AGB calculations
for all models presented here. The results of the calculations were compared
to observations and previous works. The final core masses of the models agree
with the IFMR within uncertainties but seem to be systematically too small. The
comparison of the luminosity of the models after the first TDU with observations
of S stars is inconclusive. There are reasons to think that our models do agree
with the observations, however, this would depend on the stars not having been
observed in a restricted phase of theTP cycle. Given the small sample of stars in the
study, this is not unreasonable. If one assumes that the observations were done in
this phase then there is a large tension between the models and the observations,
which would be rectified by larger core masses in the models. However, the core
mass implied by the observed luminosity would be larger than the core mass
after the first TDU seen in models by any group, though it would improve the
agreement to the IFMR. The intershell abundances of the models were compared
against the surface abundances of PG1159 stars and show good agreement to the
data. Nevertheless, the models cannot explain the spread in the observed data
perhaps due to only one metallicity being considered in this study.

Comparing the models to other studies, one finds that my models have fewer
TPsandTDUs, largelydue to theHRI.Themass lossprescriptionused inmymodels
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also leads to significantly higher mass loss than the VW prescription commonly
used in other studies. Direct comparison across studies is complicated by the fact
that the physics varies rather significantly across studies. The nuclear yields of
heavy isotopes in my models are smaller than those of other studies because of
the small 13C pockets in my models. This also causes the [hs/ls] of my models
to be beyond or at the highest limits allowed by observations. However, relative
yields agree for many isotopes. The yields of light isotopes are in agreement with
those of P16 with some exceptions (e.g. 19F).

Finally, the uncertainties in various quantities as a result of the physics choices
were calculated. Itwas found that the yield uncertainties are belowa factor of2 for
many isotopes with a clear trend of higher uncertainty for isotopes at the second
peak and beyond. For the light isotopes the yields are actually more uncertain
with 16O yields uncertain by over an order of magnitude depending on the value
of fPDCZ. Ultimately, it was determined that overshoot, mass loss, and, to a lesser
degree, EoS are the modeling physics which affect the models the most. Future
work in this area should extend this analysis to further masses and metallicities.
Only the overshoot, mass loss, and EoS would need to be varied for future studies.
Moreover, the nuclear uncertainties should also be accounted for in the yield
uncertainties. Finally, it may beworth investigating the impact of atomic diffusion
on the 13C pocket at different masses and metallicities.
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Chapter 7

Conclusion

It is reasonable to hope that in the not too
distant future we shall be competent to
understand so simple a thing as a star.

Arthur Eddington, The Internal
Constitution of the Stars

This thesis has investigated two important nucleosynthesis processes
that can occur in AGB stars: the intermediate neutron-capture process
(i-process) and the slow neutron-capture process (s-process). Through

detailed stellar evolution modeling coupled with post-processing nucleosynthe-
sis calculations utilizing a new mixing scheme developed for this work, I have
explored how various physical processes and numerical treatments affect these
nucleosynthetic processes and their resulting abundance patterns.

7.1 The i-process

The investigation of the i-process yielded several important results regarding both
the conditions necessary for proton ingestion events (PIEs) and the nucleosynthe-
sis that occurs during them. I developed and validated a novel timescale-based
criterion for determining when PIEs should occur in stellar models. This crite-
rion involves comparing three characteristic timescales: τHe, τdiff, and τH. When
τHe < τdiff ' τH, a PIE occurs. This criterion was found to be robust across differ-
entmasses andmetallicities. The timing of the split in the pulse-driven convection
zone (PDCZ) during a PIE was found to be crucial in determining the final surface
abundances. Our models generally showed the split occurring before the time of
maximumneutron density (TOMND). This is in agreementwith Cristallo et al.
(2009a), but in contrast to Choplin et al. (2021). Test calculations showed that
the timing of the split can be influenced by the convective velocities in the PDCZ
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and the time step settings used in the calculations. In theory, the 12C (p, γ)13N rate
is also influential, but reducing it to the lowest values allowed by experimental
uncertainties showed no meaningful change in the split. The use of convective
boundary mixing through diffusive overshooting was found to have significant
effects on both the occurrence and characteristics of PIEs. Specifically, higher
overshooting parameters led to PIEs occurring at earlier thermal pulses and with
smaller neutron exposures. Models with overshooting also showed the possibility
for the split PDCZ to remerge.

Comparison of surface abundances of observed stars revealed a complex
picture. Most models showed good agreement with observations for N and O
abundances while C abundances were systematically too high even after dilution.
Li abundances showed significant variation with mass and overshooting but
were generally in agreement with observations. For the heavy elements, it was
found that the models struggle to match the first-peak element abundances. This
suggests the PDCZ split occurs too early in our models. Tracks with overshoot
from the PDCZ showed systematically lower heavy element enhancements. This
is because these models tend not to have a post-PIE TDU. This is a requirement
for getting heavy elements to the surface when the split happens early in the PIE.
Additionally, it was found that deep 13C pockets formed after PIEs, contaminating
the surface abundances with an s-process signature. Overall, the stars with an
early splitting of the PDCZ, which I have called “failed i-process” stars, are able
to match the surface abundances of some CEMP-r/s as well as most of the low-
metallicity CEMP-s stars. This may be a hint that a wide range of CEMP stars
could be explained via AGB stars which experience a PIE, but which have splits
occurring at different points in the PIE. That being said, one has to also bring
up the alternate explanation which is that the CEMP-r/s stars are polluted by a
source other than AGB stars, such as rapidly-accreting white dwarf stars.

7.2 The s-process

For the s-process investigation, 3M�, solar metallicity models were run with
various different physics choices. In total, the atmosphere model, the opacities
of the outer layers, the equation of state (EoS), the mass loss prescription, the
use of atomic diffusion, and the overshoot parameters were varied. Varying the
input physics revealed that the size and characteristics of the 13C pocket are
primarily influenced by the overshooting parameter at the convective envelope
(fCE), atomic diffusion, which can increase pocket size but leads to negligible
neutronexposures, and theEoS,whichaffects the timingandefficiencyof the third
dredge-ups (TDU). Additionally, the mass loss prescription is important, though
it is less impactful for my models since the hydrogen recombination instability
(HRI) ends the AGB evolution prematurely. The outer boundary condition is only
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important in that it reduces the effective temperature of the model which would
impact the mass loss.

Despite the fact that the 13C pockets in this study are smaller than predicted to
match observations, the uncertainties in nucleosynthetic yields were quantified
across different choices of input physics. Heavy element yields show relatively
small uncertainties (generally below a factor of 2) while light element yields
exhibit much larger uncertainties, particularly for key isotopes like 16O and 19F.
There is a clear trend among the heavy elements of increasing uncertainty with
increasing atomic mass.

7.3 Status and Future Work

Our findings have several important implications for our understanding of stellar
nucleosynthesis and galactic chemical evolution. First, a new advective mixing
scheme was developed which allows for a much better agreement in the mixing
between advective and diffusive mixing schemes, in particular when overshoot
is used. This can easily be implemented in other codes and used for future post-
processing applications. Second, the identification of a robust criterion for PIE
occurrence provides a valuable tool for future stellar evolution calculations and
could help explain the origin of CEMP-r/s stars. Third, the demonstration that
failed i-process events can produce s-process-like abundance patterns suggests
a possible new channel for explaining CEMP-s stars at low metallicity. Finally,
the quantification of uncertainties in nucleosynthetic yields for the s-process and
final surface abundances for the i-process provides important results for galactic
chemical evolution models and interpretations of observed abundance patterns.

There are a number of important directions for future research based on this
work.

1. Extension of the i-process investigation to differentmasses andmetallicities
to better understand the parameter space where PIEs occur.

2. Likewise, the quantification of yield uncertainties in the s-process models
should be extended to different masses and metallicities.

3. Further investigation of the HRI. Primarily, it would be important to in-
vestigate if it truly occurs in stars and determine potential observational
signatures.

4. Expansionof theuncertaintyanalysis forboth the s-processandthe i-process
to include nuclear reaction rate uncertainties.

5. Investigation of the interplay between atomic diffusion and other mixing
processes in AGB stars, particularly regarding their effect on the 13C pocket
formation and evolution.
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6. Development of improved treatments for convective boundary mixing that
can better reproduce observed abundance patterns while maintaining
physical consistency.

These investigations would provide essential fundamental contributions as re-
searchers work toward a more complete understanding of the origin of heavy
elements in the universe.



Appendix A

List of Acronyms

Below is a list of all of the acronyms used in this study along with their meaning.
All acronyms are defined in the text as well.

AGB Asymptotic giant branch

CAIs Calcium-aluminum-rich inclusions

CBM Convective boundary mixing

CE Convective envelope

CEMP Carbon enhanced extremely metal poor

CEMP-s Carbon-enhanced extremely metal-poor with signs of s-process
enhancement

CEMP-r Carbon-enhanced extremely metal-poor with signs of r-process
enhancement

CEMP-r/s Carbon-enhanced extremely metal-poor with signs of both r-
s-process enhancement

CEMP-no Carbon-enhanced extremely metal-poor with signs of neither r-
s-process enhancement

CMD Color-magnitude diagram

E-AGB Early asymptotic giant branch

EoS Equation of state

fCHB The overshoot parameter for the core convective zone during H
burning
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fCHeB The overshoot parameter for the core convective zone during He
burning

fCE The overshoot parameter for the base of the convective envelope

fPDCZt The overshoot parameter for the top of the pulse-driven convection
zone

fPDCZb The overshoot parameter for the bottom of the pulse-driven
convection zone

FDU First dredge-up

HBB Hot-bottom burning

HB Horizontal branch

HRD Hertzsprung-Russell diagram

HRI Hydrogen recombination instability

IFMR Initial-final mass relation

IGW Internal gravity wave

ISM Interstellar medium

KADoNiS Karlsruhe Astrophysical Database of Nucleosynthesis in Stars

LPV Long-period variable star

LTE Local thermodynamic equilibrium

MLT Mixing length theory

MS Main sequence

PDCZ Pulse-driven convection zone

PIE Proton ingestion event

PM Planck mean

RAWD Rapidly accreting white dwarf

RGB Red giant branch

RM Rosseland mean

SDU Second dredge-up
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TOMND Time of maximum neutron density

TDU Third dredge-up

TPs Thermal pulses

TP-AGB Thermally pulsing asymptotic giant branch

ZAMS Zero-age main sequence
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Appendix B

i-process Figures

In this appendix one can find individual plots for each CEMP-r/s (Figure B.1)
and CEMP-s star (Figure B.2), showing both the observational data and its corre-
sponding best-fit model. Each plot includes the name of the observed star as well
as the χ2

red value and dilution factor, f , for the best-fit model.
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Figure B.1 The best fitting model for each observed CEMP-r/s star. In the upper panel the
data points are the observations with errors, the black line is the diluted abundance of the
model. The reduced χ2 and dilution factor are given in the legend. In the lower panel are the
residuals (model–observation) of the fit. The dashed lines mark the values of −0.4 and +0.4.
The solid line marks the mean of the residuals.
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Figure B.1 (cont.)
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Figure B.1 (cont.)



195

0

1

2

3

[X
/F

e]

 = 2.09,  = 0.33

1.2M P000 C064

CS22887-048

30 40 50 60 70 80
Proton Number (Z)

0.0

0.5

R
es

id
ua

ls

0.0

0.5

1.0

1.5

2.0

2.5

[X
/F

e]

 = 1.84,  = 0.39

2.5M P008 C016

HD55496

30 40 50 60 70 80
Proton Number (Z)

0.5

0.0

0.5

R
es

id
ua

ls

0.0

0.5

1.0

1.5

[X
/F

e]

 = 0.89,  = 0.12

2M P008 C016

HD198269

30 40 50 60 70 80
Proton Number (Z)

0.0

0.5

R
es

id
ua

ls

0

1

2

3

[X
/F

e]

 = 2.4,  = 0.61

1.2M P000 C064

HE0111-1346

30 40 50 60 70 80
Proton Number (Z)

0.25
0.00
0.25

R
es

id
ua

ls

0.0

0.5

1.0

1.5

2.0

2.5

[X
/F

e]

 = 0.66,  = 0.76

1.2M P000 C064

HE1429-0551

30 40 50 60 70 80
Proton Number (Z)

0.25
0.00
0.25

R
es

id
ua

ls

0.0

0.5

1.0

1.5

2.0

2.5

[X
/F

e]

 = 4.78,  = 0.0

2.5M P008 C016

CS22942-019

30 40 50 60 70 80
Proton Number (Z)

0.5

0.0

R
es

id
ua

ls

Figure B.2 The best fitting model for each observed CEMP-s star. The plot elements are the
same as for Figure B.1.
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Appendix C

s-process Tables

C.1 Pulse-by-Pulse Tables

Below one can find, for each s-process model, a table of important quantities for
each TP cycle. The table headers are defined as follows:

• TP: A running count of the number of TPs

• M : The total mass at the start of the TP

• Mcore: The mass of the H-free core at thte start of the TP

• MPDCZ: The maximum extent (in solar massed) of the PDCZ for that TP

• TDU: The number of TDUs which have occured

• λ: The TDU efficiency for that TDU

• C/O: The C/O ratio following that TDU

• ∆tinterpulse: The duration of the interpulse phase for that TP

• Mpocket: The mass of the 13C pocket

• τpocket: The neutron exposure of the 13C pocket.



C. s-process Tables 198

Table C.1 Key results for the EddR P008 C016 (see Section 6.2) track for each pulse cycle.

Pulse Interpulse

TP M Mcore MPDCZ TPDCZ TDU λ C/O ∆tinterpulse Mpocket τpocket

[M�] [M�] [M�] [K] [kyr] [M�] [mb−1]

1 2.96 0.608 0.029 8.37 0 0.0 0.31 59.84 0.0 0.0
2 2.96 0.611 0.028 8.38 0 0.0 0.31 65.10 0.0 0.0
3 2.95 0.614 0.029 8.41 0 0.0 0.31 68.31 0.0 0.0
4 2.95 0.619 0.029 8.43 1 0.227 0.32 69.01 0.0 0.0
5 2.94 0.623 0.029 8.44 2 0.359 0.38 70.33 0.0 0.0
6 2.93 0.628 0.028 8.45 3 0.458 0.46 70.95 0.0 0.0
7 2.93 0.632 0.028 8.46 4 0.522 0.57 70.58 0.0 0.0
8 2.91 0.635 0.027 8.47 5 0.608 0.70 70.26 0.0 0.0
9 2.90 0.6390 0.026 8.47 6 0.674 0.85 69.82 0.0 0.0
10 2.89 0.642 0.025 8.48 7 0.766 1.0 70.22 4.0× 10−6 0.544
11 2.83 0.644 0.025 8.48 8 0.747 1.15 69.57 3.6× 10−6 0.517
12 2.70 0.6470 0.024 8.48 9 0.750 1.31 68.12 2.7× 10−6 0.518
13 2.46 0.649 0.024 8.49 10 0.771 1.48 54.84 2.4× 10−6 0.491

Table C.2 Key results for the EddR P008 C016 Diff (see Section 6.2) track for each pulse
cycle.

Pulse Interpulse

TP M Mcore MPDCZ TPDCZ TDU λ C/O ∆tinterpulse Mpocket τpocket

[M�] [M�] [M�] [K] [kyr] [M�] [mb−1]

1 2.96 0.609 0.030 8.38 0 0.0 0.31 60.20 0.0 0.0
2 2.96 0.611 0.027 8.38 0 0.0 0.31 63.66 0.0 0.0
3 2.95 0.615 0.029 8.41 0 0.0 0.31 66.99 0.0 0.0
4 2.95 0.619 0.029 8.43 1 0.233 0.32 67.61 2.5× 10−5 0.0001
5 2.94 0.624 0.028 8.44 2 0.371 0.38 69.02 2.1× 10−5 0.0001
6 2.93 0.628 0.028 8.45 3 0.462 0.47 69.54 1.8× 10−5 0.009
7 2.93 0.632 0.027 8.46 4 0.520 0.58 69.03 1.5× 10−5 0.0001
8 2.91 0.636 0.027 8.47 5 0.596 0.70 68.50 1.6× 10−5 0.005
9 2.90 0.639 0.026 8.47 6 0.673 0.84 68.17 1.3× 10−5 0.006
10 2.89 0.642 0.025 8.48 7 0.770 1.00 68.68 1.3× 10−5 0.006
11 2.88 0.645 0.025 8.48 8 0.751 1.15 67.87 1.2× 10−5 0.006
12 2.86 0.647 0.024 8.48 9 0.745 1.30 66.36 1.1× 10−5 0.005
13 2.71 0.650 0.023 8.49 10 0.756 1.44 64.69 1.0× 10−5 0.004
14 2.44 0.652 0.023 8.49 10∗ 0.0 1.44 0.00 0.0 0.0



199 C.1 Pulse-by-Pulse Tables

Table C.3 Key results for the LucyP P008 C016 (see Section 6.2) track for each pulse cycle.

Pulse Interpulse

TP M Mcore MPDCZ TPDCZ TDU λ C/O ∆tinterpulse Mpocket τpocket

[M�] [M�] [M�] [K] [kyr] [M�] [mb−1]

1 2.96 0.606 0.027 8.34 0 0.0 0.31 54.18 0.0 0.0
2 2.96 0.607 0.029 8.37 0 0.0 0.31 64.53 0.0 0.0
3 2.95 0.610 0.030 8.40 0 0.0 0.31 68.92 0.0 0.0
4 2.95 0.615 0.030 8.42 0 0.0 0.31 69.85 0.0 0.0
5 2.94 0.619 0.029 8.43 1 0.235 0.33 70.29 0.0 0.0
6 2.94 0.624 0.029 8.45 2 0.375 0.39 71.16 0.0 0.0
7 2.93 0.628 0.028 8.45 3 0.448 0.48 71.02 0.0 0.0
8 2.92 0.633 0.027 8.46 4 0.540 0.59 70.59 8.4× 10−6 0.513
9 2.91 0.636 0.027 8.47 5 0.614 0.72 70.16 0.0 0.0
10 2.89 0.640 0.026 8.47 6 0.679 0.86 69.76 4.5× 10−6 0.532
11 2.88 0.643 0.025 8.48 7 0.725 1.01 69.33 5.2× 10−6 0.534
12 2.79 0.645 0.024 8.48 8 0.746 1.16 68.71 2.7× 10−6 0.522
13 2.64 0.648 0.024 8.48 9 0.750 1.32 67.51 3.3× 10−6 0.507
14 2.36 0.650 0.023 8.49 10 0.779 1.50 35.26 2.7× 10−6 0.276

Table C.4 Key results for the EddR P008 C064 (see Section 6.2) track for each pulse cycle.

Pulse Interpulse

TP M Mcore MPDCZ TPDCZ TDU λ C/O ∆tinterpulse Mpocket τpocket

[M�] [M�] [M�] [K] [kyr] [M�] [mb−1]

1 2.96 0.609 0.029 8.37 0 0.0 0.31 60.9 0.0 0.0
2 2.96 0.611 0.027 8.38 0 0.0 0.31 65.26 0.0 0.0
3 2.95 0.615 0.029 8.41 0 0.0 0.31 68.32 0.0 0.0
4 2.95 0.619 0.029 8.43 1 0.533 0.38 72.16 0.0 0.0
5 2.94 0.623 0.029 8.45 2 0.818 0.54 78.43 1.2× 10−5 0.583
6 2.93 0.625 0.030 8.46 3 0.984 0.77 84.51 1.0× 10−5 0.439
7 2.92 0.627 0.030 8.47 4 1.065 1.03 90.62 9.7× 10−6 0.566
8 2.86 0.628 0.030 8.48 5 1.058 1.29 95.16 4.1× 10−6 0.515
9 2.70 0.628 0.029 8.48 6 1.037 1.54 96.76 5.4× 10−6 0.490
10 2.39 0.628 0.029 8.49 7 1.005 1.80 35.71 3.8× 10−6 0.061
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Table C.5 Key results for the EddR P008 C064 FEoS (see Section 6.2) track for each pulse
cycle.

Pulse Interpulse

TP M Mcore MPDCZ TPDCZ TDU λ C/O ∆tinterpulse Mpocket τpocket

[M�] [M�] [M�] [K] [kyr] [M�] [mb−1]

1 2.96 0.588 0.029 8.40 1 0.0 0.36 70.22 1.3× 10−5 0.060
2 2.96 0.589 0.029 8.43 2 1.233 0.52 78.69 5.5× 10−6 0.094
3 2.95 0.590 0.032 8.46 3 1.353 0.79 93.09 1.3× 10−5 0.587
4 2.94 0.591 0.034 8.48 4 1.355 1.12 108.15 6.8× 10−6 0.549
5 2.85 0.590 0.036 8.49 5 1.280 1.43 118.67 4.7× 10−6 0.512
6 2.68 0.588 0.036 8.49 6 1.233 1.71 127.11 3.7× 10−6 0.469
7 2.30 0.586 0.038 8.50 6∗ 0.0 1.71 0.00 0.0 0.0

* Track ends before TDU can occur

Table C.6 Key results for the EddR P008 C064 Diff (see Section 6.2) track for each pulse
cycle.

Pulse Interpulse

TP M Mcore MPDCZ TPDCZ TDU λ C/O ∆tinterpulse Mpocket τpocket

[M�] [M�] [M�] [K] [kyr] [M�] [mb−1]

1 2.97 0.603 0.044 8.36 0 0.0 0.31 61.32 0.0 0.0
2 2.96 0.612 0.031 8.37 0 0.0 0.31 57.12 0.0 0.0
3 2.96 0.614 0.029 8.38 0 0.0 0.31 59.74 0.0 0.0
4 2.95 0.617 0.030 8.41 0 0.0 0.31 63.58 0.0 0.0
5 2.95 0.621 0.030 8.42 0 0.0 0.31 64.52 0.0 0.0
6 2.94 0.626 0.029 8.44 1 0.473 0.37 67.11 3.2× 10−5 0.0015
7 2.93 0.630 0.029 8.45 2 0.768 0.53 71.72 2.8× 10−5 0.0019
8 2.93 0.633 0.029 8.46 3 0.977 0.75 77.15 2.1× 10−5 0.0009
9 2.91 0.634 0.029 8.47 4 1.086 0.99 82.70 2.1× 10−5 0.0005
10 2.90 0.635 0.029 8.48 5 1.079 1.23 87.29 1.2× 10−5 0.0002
11 2.88 0.635 0.028 8.48 6 1.059 1.46 89.40 1.3× 10−5 0.0002
12 2.68 0.635 0.028 8.49 7 1.035 1.68 85.30 1.0× 10−5 0.0001
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Table C.7 Key results for the LucyP P008 C064 Diff (see Section 6.2) track for each pulse
cycle.

Pulse Interpulse

TP M Mcore MPDCZ TPDCZ TDU λ C/O ∆tinterpulse Mpocket τpocket

[M�] [M�] [M�] [K] [kyr] [M�] [mb−1]

1 2.96 0.605 0.029 8.34 0 0.0 0.31 54.18 0.0 0.0
2 2.96 0.606 0.020 8.30 0 0.0 0.31 54.87 0.0 0.0
3 2.96 0.609 0.031 8.39 0 0.0 0.31 65.45 0.0 0.0
4 2.95 0.612 0.029 8.40 0 0.0 0.31 67.03 0.0 0.0
5 2.95 0.616 0.030 8.42 1 0.299 0.33 69.15 3.7× 10−5 0.0018
6 2.94 0.621 0.030 8.44 2 0.600 0.43 73.38 2.2× 10−5 0.0001
7 2.93 0.624 0.030 8.45 3 0.917 0.63 79.43 2.3× 10−5 0.0019
8 2.92 0.626 0.030 8.46 4 1.01 0.87 85.20 2.9× 10−5 0.0006
9 2.91 0.627 0.030 8.47 5 1.066 1.12 90.55 1.7× 10−5 0.0005
10 2.81 0.628 0.030 8.48 6 1.049 1.37 93.74 1.4× 10−5 0.0002
11 2.61 0.628 0.029 8.48 7 1.031 1.62 94.91 1.1× 10−5 0.0001

* Track ends before TDU can occur

Table C.8 Key results for the LucyP P008 C064 (see Section 6.2) track for each pulse cycle.

Pulse Interpulse

TP M Mcore MPDCZ TPDCZ TDU λ C/O ∆tinterpulse Mpocket τpocket

[M�] [M�] [M�] [K] [kyr] [M�] [mb−1]

1 2.96 0.606 0.028 8.34 0 0.0 0.31 54.64 0.0 0.0
2 2.96 0.607 0.029 8.37 0 0.0 0.31 64.46 0.0 0.0
3 2.95 0.610 0.030 8.40 0 0.0 0.31 68.94 0.0 0.0
4 2.95 0.615 0.030 8.42 1 0.237 0.32 70.49 1.1× 10−5 0.086
5 2.94 0.619 0.030 8.44 2 0.578 0.41 74.85 7.6× 10−6 0.212
6 2.94 0.623 0.030 8.45 3 0.904 0.61 81.19 1.2× 10−5 0.531
7 2.93 0.625 0.030 8.46 4 1.015 0.85 87.25 9.7× 10−6 0.636
8 2.91 0.626 0.030 8.47 5 1.053 1.10 92.64 6.0× 10−6 0.537
9 2.82 0.627 0.030 8.48 6 1.053 1.35 96.20 4.4× 10−6 0.521
10 2.63 0.627 0.029 8.48 7 1.034 1.59 97.70 3.5× 10−6 0.479
11 2.22 0.627 0.029 8.49 7∗ 0.0 1.59 0.00 0.0 0.0

* Track ends before TDU can occur



C. s-process Tables 202

Table C.9 Key results for the EddR P008 C128 (see Section 6.2) track for each pulse cycle.

Pulse Interpulse

TP M Mcore MPDCZ TPDCZ TDU λ C/O ∆tinterpulse Mpocket τpocket

[M�] [M�] [M�] [K] [kyr] [M�] [mb−1]

1 2.96 0.608 0.028 8.36 0 0.0 0.31 56.75 0.0 0.0
2 2.96 0.610 0.028 8.38 0 0.0 0.31 63.99 0.0 0.0
3 2.96 0.614 0.029 8.41 0 0.0 0.31 67.57 0.0 0.0
4 2.95 0.618 0.029 8.43 1 0.623 0.39 72.80 5.0× 10−6 0.0
5 2.94 0.621 0.030 8.44 2 0.892 0.57 80.24 1.6× 10−5 0.144
6 2.93 0.623 0.030 8.46 3 1.083 0.83 88.48 2.0× 10−5 0.188
7 2.92 0.624 0.030 8.47 4 1.128 1.12 96.33 1.8× 10−5 0.053
8 2.83 0.625 0.030 8.48 5 1.108 1.40 101.58 1.2× 10−5 0.042
9 2.63 0.625 0.030 8.48 6 1.077 1.67 103.71 1.1× 10−5 0.023
10 2.20 0.625 0.030 8.49 7∗ 0.000 1.78 0.00 0.0 0.0

* Track ends before TDU can occur

Table C.10 Key results for the EddR P016 C016 (see Section 6.2) track for each pulse
cycle.

Pulse Interpulse

TP M Mcore MPDCZ TPDCZ TDU λ C/O ∆tinterpulse Mpocket τpocket

[M�] [M�] [M�] [K] [kyr] [M�] [mb−1]

1 2.96 0.608 0.034 8.37 0 0.0 0.31 63.28 0.0 0.0
2 2.96 0.611 0.032 8.38 0 0.0 0.31 66.05 0.0 0.0
3 2.95 0.614 0.034 8.42 0 0.0 0.31 68.62 0.0 0.0
4 2.95 0.618 0.035 8.43 1 0.343 0.35 70.91 0.0 0.0
5 2.94 0.623 0.035 8.45 2 0.445 0.42 72.40 0.0 0.0
6 2.93 0.627 0.034 8.46 3 0.551 0.53 72.69 0.0 0.0
7 2.92 0.630 0.034 8.47 4 0.676 0.66 72.84 0.0 0.0
8 2.91 0.633 0.033 8.47 5 0.778 0.81 73.19 0.0 0.0
9 2.90 0.635 0.032 8.48 6 0.865 0.96 73.99 0.0 0.0
10 2.89 0.637 0.032 8.48 7 0.919 1.11 75.32 4.4× 10−6 0.517
11 2.78 0.638 0.032 8.49 8 0.921 1.26 75.65 4.2× 10−6 0.519
12 2.58 0.639 0.031 8.49 9 0.942 1.42 76.03 2.6× 10−6 0.541
13 2.14 0.640 0.031 8.49 9∗ 0.0 1.42 0.00 0.0 0.0

* Track ends before TDU can occur
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Table C.11 Key results for the EddR P016 C016 FEoS (see Section 6.2) track for each
pulse cycle.

Pulse Interpulse

TP M Mcore MPDCZ TPDCZ TDU λ C/O ∆tinterpulse Mpocket τpocket

[M�] [M�] [M�] [K] [kyr] [M�] [mb−1]

1 2.96 0.588 0.028 8.39 1 0.0 0.32 66.29 0.0 0.0
2 2.96 0.590 0.028 8.42 2 0.738 0.39 68.71 0.0 0.0
3 2.95 0.593 0.030 8.45 3 0.756 0.52 73.45 0.0 0.0
4 2.94 0.595 0.030 8.46 4 0.856 0.69 78.09 0.0 0.0
5 2.93 0.597 0.030 8.48 5 0.958 0.89 82.60 0.0 0.0
6 2.92 0.599 0.031 8.48 6 1.030 1.10 87.99 2.6× 10−6 0.535
7 2.84 0.600 0.031 8.49 7 1.017 1.30 91.09 3.4× 10−6 0.498
8 2.69 0.600 0.031 8.49 8 1.029 1.49 93.39 3.0× 10−6 0.494
9 2.41 0.601 0.032 8.5 8∗ 0.0 1.49 0.00 0.0 0.0

* Track ends before TDU can occur

Table C.12 Key results for the EddR P016 C064 (see Section 6.2) track for each pulse
cycle.

Pulse Interpulse

TP M Mcore MPDCZ TPDCZ TDU λ C/O ∆tinterpulse Mpocket τpocket

[M�] [M�] [M�] [K] [kyr] [M�] [mb−1]

1 2.96 0.609 0.034 8.37 0 0.0 0.31 63.86 0.0 0.0
2 2.96 0.611 0.031 8.38 0 0.0 0.31 66.16 0.0 0.0
3 2.95 0.615 0.034 8.42 1 0.565 0.37 71.03 9.9× 10−6 0.022
4 2.95 0.618 0.036 8.44 2 0.844 0.51 77.78 0.0 0.0
5 2.94 0.620 0.037 8.46 3 1.057 0.74 84.99 8.0× 10−6 0.225
6 2.93 0.621 0.037 8.47 4 1.217 1.01 92.91 9.5× 10−6 0.137
7 2.88 0.621 0.038 8.48 5 1.250 1.27 100.85 5.9× 10−6 0.464
8 2.74 0.620 0.038 8.48 6 1.214 1.51 106.47 7.6× 10−6 0.506
9 2.47 0.619 0.038 8.49 7 1.173 1.74 47.23 4.0× 10−6 0.116
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Table C.13 Key results for the EddR P016 C064 FEoS (see Section 6.2) track for each
pulse cycle.

Pulse Interpulse

TP M Mcore MPDCZ TPDCZ TDU λ C/O ∆tinterpulse Mpocket τpocket

[M�] [M�] [M�] [K] [kyr] [M�] [mb−1]

1 2.96 0.588 0.028 8.39 1 0.0 0.34 67.42 8.4× 10−8 0.009
2 2.96 0.590 0.029 8.42 2 1.174 0.47 75.11 6.1× 10−6 0.081
3 2.95 0.591 0.031 8.45 3 1.333 0.73 89.05 7.7× 10−6 0.448
4 2.94 0.591 0.033 8.47 4 1.367 1.06 104.31 9.0× 10−6 0.573
5 2.88 0.590 0.035 8.49 5 1.276 1.36 115.40 4.7× 10−6 0.523
6 2.72 0.589 0.036 8.49 6 1.242 1.64 123.95 4.5× 10−6 0.484
7 2.41 0.588 0.037 8.50 6∗ 0.0 1.64 0.00 0.0 0.0

* Track ends before TDU can occur

Table C.14 Key results for the EddR P016 C064 Diff (see Section 6.2) track for each pulse
cycle.

Pulse Interpulse

TP M Mcore MPDCZ TPDCZ TDU λ C/O ∆tinterpulse Mpocket τpocket

[M�] [M�] [M�] [K] [kyr] [M�] [mb−1]

1 2.96 0.604 0.049 8.38 0 0.0 0.31 52.12 0.0 0.0
2 2.96 0.612 0.033 8.36 0 0.0 0.31 59.17 0.0 0.0
3 2.96 0.614 0.034 8.39 0 0.0 0.31 62.69 0.0 0.0
4 2.95 0.617 0.036 8.42 0 0.0 0.31 66.14 0.0 0.0
5 2.95 0.622 0.036 8.43 1 0.451 0.36 68.84 3.0× 10−5 0.0016
6 2.94 0.625 0.036 8.45 2 0.748 0.50 73.07 2.8× 10−5 0.0034
7 2.93 0.628 0.036 8.46 3 1.025 0.71 78.15 2.5× 10−5 0.0025
8 2.92 0.629 0.036 8.47 4 1.199 0.94 84.09 1.8× 10−5 0.0001
9 2.91 0.629 0.036 8.48 5 1.255 1.17 91.22 1.6× 10−5 0.0001
10 2.79 0.628 0.036 8.49 6 1.224 1.38 96.43 1.6× 10−5 0.0001
11 2.54 0.626 0.036 8.49 7 1.178 1.58 60.95 1.4× 10−5 0.0001
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Table C.15 Key results for the EddR P016 C064 VW (see Section 6.2) track for each pulse
cycle.

Pulse Interpulse

TP M Mcore MPDCZ TPDCZ TDU λ C/O ∆tinterpulse Mpocket τpocket

[M�] [M�] [M�] [K] [kyr] [M�] [mb−1]

1 2.98 0.607 0.03 8.34 0 0.0 0.31 57.26 0.0 0.0
2 2.98 0.608 0.032 8.37 0 0.0 0.31 65.17 0.0 0.0
3 2.98 0.612 0.035 8.41 0 0.0 0.31 68.73 0.0 0.0
4 2.98 0.616 0.035 8.43 1 0.545 0.37 72.72 0.0 0.0
5 2.98 0.619 0.036 8.45 2 0.857 0.53 78.95 0.0 0.0
6 2.98 0.621 0.036 8.46 3 1.043 0.75 85.14 0.0 0.0
7 2.98 0.622 0.037 8.47 4 1.222 1.01 92.96 4.6× 10−6 0.232
8 2.98 0.622 0.037 8.48 5 1.251 1.25 100.90 6.2× 10−6 0.193
9 2.97 0.621 0.037 8.48 6 1.226 1.45 106.93 5.3× 10−6 0.515
10 2.97 0.620 0.038 8.49 7 1.195 1.64 111.32 4.5× 10−6 0.470
11 2.96 0.618 0.038 8.49 8 1.175 1.80 113.99 4.8× 10−6 0.447
12 2.88 0.616 0.038 8.49 9∗ 0.0 1.80 0.0 0.0 0.0

* Track ends before TDU can occur

Table C.16 Key results for the LcyP P016 C064 (see Section 6.2) track for each pulse
cycle.

Pulse Interpulse

TP M Mcore MPDCZ TPDCZ TDU λ C/O ∆tinterpulse Mpocket τpocket

[M�] [M�] [M�] [K] [kyr] [M�] [mb−1]

1 2.96 0.606 0.030 8.34 0 0.0 0.31 58.48 0.0 0.0
2 2.96 0.607 0.032 8.38 0 0.0 0.31 66.10 0.0 0.0
3 2.95 0.61 0.035 8.41 0 0.0 0.31 69.63 0.0 0.0
4 2.95 0.615 0.036 8.43 1 0.546 0.37 73.53 0.0 0.0
5 2.94 0.618 0.036 8.45 2 0.814 0.53 79.59 7.5× 10−6 0.0
6 2.93 0.621 0.037 8.46 3 1.085 0.76 86.46 6.8× 10−6 0.010
7 2.92 0.621 0.037 8.47 4 1.213 1.02 94.42 1.0× 10−5 0.241
8 2.85 0.621 0.038 8.48 5 1.229 1.27 101.38 5.8× 10−6 0.178
9 2.70 0.620 0.038 8.48 6 1.227 1.50 107.23 4.9× 10−6 0.502
10 2.38 0.619 0.038 8.49 6∗ 0.0 1.50 0.00 0.0 0.0

* Track ends before TDU can occur
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Table C.17 Key results for the EddR P016 C128 (see Section 6.2) track for each pulse
cycle.

Pulse Interpulse

TP M Mcore MPDCZ TPDCZ TDU λ C/O ∆tinterpulse Mpocket τpocket

[M�] [M�] [M�] [K] [kyr] [M�] [mb−1]

1 2.96 0.608 0.031 8.36 0 0.0 0.31 59.03 0.0 0.0
2 2.96 0.610 0.032 8.38 0 0.0 0.31 65.23 0.0 0.0
3 2.95 0.614 0.034 8.41 1 0.712 0.38 71.12 1.4× 10−5 0.070
4 2.95 0.616 0.036 8.44 2 0.983 0.55 79.91 1.3× 10−5 0.172
5 2.94 0.618 0.037 8.46 3 1.189 0.82 89.36 1.8× 10−5 0.221
6 2.93 0.619 0.038 8.47 4 1.298 1.11 98.95 2.5× 10−5 0.123
7 2.85 0.618 0.039 8.48 5 1.309 1.39 108.71 1.3× 10−5 0.041
8 2.69 0.616 0.039 8.48 6 1.277 1.65 116.11 1.2× 10−5 0.020
9 2.31 0.614 0.039 8.49 6∗ 0.0 1.65 0.00 0.0 0.0

* Track ends before TDU can occur
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C.2 s-process Yield Tables

Table C.18 and Table C.19 show the net yields and overproduction factors for
select light isotopes for each s-process model.
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Table
C.18

The
netyields

forselectlightisotopes
foralls-process

tracks.The
yields

allhave
untis

ofsolarm
ass.

Label
7Li

12C
13C

14N
16O

17O
19F

22N
e

23N
a

24M
g

26M
g

27A
l

EddR
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-2.29E-8

1.47E-2
1.23E-4

4.50E-3
3.47E-4

3.66E-5
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-4.29E-5
8.73E-6

-6.42E-7
EddR

P008
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D
iff

-2.29E-8
1.49E-2

1.23E-4
4.51E-3
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3.67E-5

4.79E-7
8.81E-4
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-4.30E-5
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LucyP
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-2.29E-8

1.45E-2
1.24E-4

4.51E-3
3.05E-4
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7.11E-5
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C064
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7.49E-4
3.53E-5
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7.61E-5
-4.35E-5

6.55E-6
-6.63E-7

EddR
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FEoS

-2.37E-8
2.04E-2
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4.67E-3
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D
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8.58E-4
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6.97E-7

1.09E-3
7.29E-5

-4.36E-5
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-2.48E-6
EddR
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-2.33E-8
1.97E-2

1.24E-4
4.57E-3

7.83E-4
3.72E-5

9.41E-7
1.34E-3

7.46E-5
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P016
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-5.69E-7
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P016
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-2.38E-8

2.04E-2
1.26E-4
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1.78E-3

4.06E-5
7.79E-7

1.23E-3
7.73E-5

-4.49E-5
5.27E-6

-2.51E-6
EddR

P016
C064

D
iff

-2.32E-8
2.37E-2

1.23E-4
4.56E-3

6.67E-3
3.71E-5

6.48E-7
1.38E-3

7.67E-5
-4.35E-5

2.20E-5
-4.72E-7

EddR
P016
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V
W

-2.34E-8
3.30E-2

1.21E-4
4.37E-3

7.48E-3
3.51E-5

2.27E-6
2.87E-3

9.53E-5
-4.39E-5

2.94E-5
2.30E-6

LucyP
P016

C064
-2.34E-8

2.00E-2
1.26E-4

4.59E-3
4.63E-3

3.74E-5
4.32E-7

1.13E-3
7.35E-5

-4.38E-5
1.18E-5

-2.46E-6
EddR

P016
C128

-2.34E-8
2.23E-2

1.24E-4
4.60E-3

4.61E-3
3.75E-5

6.28E-7
1.31E-3

7.57E-5
-4.39E-5

9.48E-6
-2.46E-6
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