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Abstract

Quantum chemical and classical calculations have become an indispensable part of modern
chemistry. A persistent challenge for computational methods is the description of weak
molecular interactions as they occur in complex environments such as in solution, in catalyst-
substrate assemblies, or in biomolecular contexts. This thesis presents a series of methods
and applications where such environmental effects play a crucial role.

The first chapter focuses on organic photocatalysis with an emphasis on the formation of
dispersive ground-state preassemblies between catalyst and substrate in condensed phase.
By exploring the catalytic mechanisms through a series of high-level electronic structure cal-
culations, preassemblies are found to open new pathways in two conceptually different types
of chemical transformations. These reactions include on the one hand the electromediated
photoredox conversion of phosphinated alcohols to carbanions by naphthalene monoimide
type catalysts and on the other hand the photochemical C H arylation of pyrroles via
3d-transition metal complexes.

The second chapter presents a multiscale workflow to include atomistic environmental
effects in quantum dynamic wave packet simulations by sampling the potential energy
surface over the course of a molecular dynamics trajectory. Using this method, the ultrafast
S2→S1 relaxation in uracil is found to be strongly affected by embedding the nucleobase
in an RNA strand, with a trend towards slower relaxation times.

The third chapter of this thesis deals with the topic of artificial photosynthesis. First, the
acid-strength dependent catalytic H2 generation via a cobalt-complex with the redox-active
Mabiq ligand is investigated using high-level DFT/MRCI calculations. In the future, H2

evolving catalysts like Co(Mabiq) could be combined with natural photosystems, which
would act as highly efficient photoactivated electron donors. This requires (a) a better
understanding of the light-harvesting process and (b) an option to protect the photosystem
against harsh environments while retaining or even enhancing its function. This work
thus introduces a new computational model of the excitonic network in cyanobacterial
photosystem I, which captures the molecular dynamics of the nanoscale system and describes
the complex photophysics of chlorophyll in its natural environment at the DFT/MRCI level.
This model is finally used to explore the structural and electronic effects of encapsulating
photosystem I in the metal-organic framework ZIF-8.
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Abstract

Taken together, this thesis emphasizes the importance of including complex environmental
effects in the computational description of molecular transformations. The presented case
studies deepen our understanding of a broad range of photophysical and -chemical processes,
introducing new photocatalytic strategies in organic synthesis, exploring the photostability
of the genetic code, and paving the way toward artificial photosynthesis.
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Introduction

On the arid lands there will spring up industrial
colonies without smoke and without smokestacks;
forests of glass tubes will extend over the plains
and glass buildings will rise everywhere; inside of
these will take place the photochemical processes
that hitherto have been the guarded secret of the
plants, but that will have been mastered by human
industry which will know how to make them bear
even more abundant fruit than nature, for nature
is not in a hurry and mankind is. And if in a
distant future the supply of coal becomes completely
exhausted, civilization will not be checked by that,
for life and civilization will continue as long as the
sun shines!

– Giacomo Ciamician, 1912[1]

The desire to control and harness the energy of the sun is as old as civilization itself. One
of the earliest uses of photochemistry was the bleaching of linen in ancient Egypt,[2] but
photochemistry as a scientific discipline began to emerge only in the 19th century.[3] At that
time, the effects of sunlight on certain pigments were described on multiple occasions,[4–10]

including the invention of photography.[11,12] These discoveries culminated in the seminal
works of Giacomo Ciamician, who systematically explored the potential of photochemical
reactions at the beginning of the 20th century.[1,13,14] Today, one hundred years after his
visionary lecture on the future of photochemistry,[1] the scientific community is still trying
to crack the “guarded secret of the plants” and harness light for chemical reactions.

As a molecule is promoted to an electronically excited state, a multitude of processes can
follow: If the molecule remains in the excited state at least on a picosecond time scale, it
can undergo chemical reactions which are governed by the topography of the excited state
potential energy surface (PES). This can be exploited in the context of photocatalysis to by-
pass unfavorable thermodynamics or kinetics in the ground state PES.[15,16] Typical modes
of operation for photocatalyzed reactions include single electron transfer,[17,18] halogen[19,20]

or hydrogen atom transfer,[21–23] bond dissociations,[24–26] and isomerizations.[27–29] The
absorbed energy can also be dissipated into the environment as heat via internal conversion
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Introduction

(IC). This may involve multiple electronic states if they are connected by conical intersec-
tions (CoIns), crossing points between PESs of the same multiplicity where two electronic
potentials become degenerate and the Born-Oppenheimer approximation breaks down.[30]

Though controversial at the time of their discovery, it is now known that deactivation
through CoIns is ubiquitous in nature, governing for example the photoisomerization of
rhodopsin in the retina[31] or the exceptional photostability of the canonical nucleobases.[32]

If the population crosses to a PES with different spin multiplicity, the process is called
intersystem crossing (ISC). As the deactivation to the original ground state is spin for-
bidden, ISC typically leads to long-lived excited states. Radiative deactivation to the
ground state occurs either via fluorescence if the ground and excited states are of the same
multiplicity, or via phosphorescence if they are not. According to Kasha’s rule,[33] such
radiative decay generally occurs from the lowest-energy excited state. Apart from these
intermolecular processes, the absorbed energy can be transferred radiationless to adjacent
acceptor molecules, which plays an important role in photosensitized organic synthesis[34,35]

and especially in photosynthetic light harvesting.[36–38] The mechanism of energy transfer
depends on the distance between the interacting molecules: At long distances, the interac-
tion is mainly dominated by the Coulomb force caused by the charge density rearrangement
in the donor chromophore upon photoexcitation. According to the Förster model of energy
transfer[39] adjacent acceptor chromophores can react to this change in the electric field by
populating an excited state themselves while the donor returns to the ground state, thereby
transferring the excitation energy. The resonant coupling is strongest when the energies
of the interacting electronic states are similar and when their transition dipole moments
are aligned in parallel. At short distances with sufficient wave function overlap between
donor and acceptor, exchange interactions begin to dominate and give rise to Dexter energy
transfer.[40] Here, the excited valence electron is transferred to the acceptor molecule, which
in turn transfers an electron back to the donor, resulting in the acceptor molecule in the
excited state and the donor in the ground state.

In all of these processes, the molecular environment plays a decisive role. Solvation effects
tune the excited state landscape of molecules,[41–46] either enabling new deactivation path-
ways or trapping population in the excited state. Dispersive interactions between catalyst
and substrate can decide the outcome of a reaction[17,47,48] and any kind of energy transfer
process relies on the interaction between different chromophores and their electrostatic
environment, which tunes both the respective spectra and the coupling.[49–51]

Because of their importance, the treatment of environmental effects in computational
chemistry is an ever evolving field. Early attempts to determine the free energy of solvation
go back to Born,[52] Kirkwood[53,54] and Onsager,[55] who laid the foundations for modern
continuum models.[56] Here, a homogeneous solvent environment is modeled as a dielectric
continuum acting as an effective potential on the molecular surface. By iteratively adjusting
the effective electrostatic field of the solvent to the wave function and vice versa, the interac-
tion energy is accessible without explicitly including any solvent molecules in the quantum
mechanical problem. This significantly reduces the computational effort required for the
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Introduction

treatment of solvent effects and therefore has become the standard for comparing calculated
properties to experiments. However, continuum models reach their limits whenever steric
hindrance or energy/particle transfer plays a role or when the environment is highly hetero-
geneous like in biological systems. In these cases, at least some of the surrounding molecules
must be modeled explicitly, either quantum mechanically or in multiscale hybrid approaches
like the QM/MM or ONIOM frameworks.[57–62] In these, only a critical part of the system is
treated quantum mechanically, while the rest of the environment is typically modeled in the
electrostatic embedding approach as a set of classical point charges which polarize the wave
function.[58,63–67] The interaction energy can be refined further by iteratively modeling the
mutual polarization of the quantum and classical subsystems (polarizable embedding).[68–72]

This is however associated with high computational cost and requires specialized force fields,
which are not yet broadly adopted, though they might hold great potential.[73,74]

Any explicit model must address the challenge of sampling a vast conformational space,
for which multiple strategies have evolved. One is to sample the phase space classically via
molecular dynamics (MD) simulations, which is especially popular for biological systems
with thousands to millions of atoms.[75] Smaller systems up to few thousand atoms can
be sampled by iterative metadynamics with computationally efficient quantum mechanical,
typically semiempirical, methods.[76–78] Such metadynamics simulations have the advantage
of sampling a large portion of the phase space, giving a more complete overview of the
relevant conformational degrees of freedom than conventional MD trajectories. Finally,
geometry optimizations allow a more targeted prediction of energies and properties for
singular structures, using high levels of theory at the expense of increased computational
cost. As a result, geometry optimizations are often carried out from a set of manually
preselected starting geometries or from a precalculated conformational ensemble.

This thesis will demonstrate six examples of photochemical and -physical processes, where
the molecular environment takes on a critical role. The presented studies will traverse
the spatial and temporal scales from single molecules to a complete photosynthetic light-
harvesting apparatus, from femtosecond quantum dynamics to nanoscale MD simulations.
The first chapter elucidates two photocatalytic reaction mechanisms with catalysts whose
short excited state lifetimes should normally prevent diffusion-limited catalysis. Even so,
dispersive ground state preassembly with the respective substrates successfully facilitates
the reaction. The conformational space of preassemblies is explored via a series of structure
optimizations and potential energy scans in the first study as well as iterative metady-
namics in the second study. Multireference and double-hybrid DFT calculations provide
in-depth insights into the photophysical properties that drive the reactions. Combined with
experimental characterizations, a reaction mechanism could be formulated in both cases.

Continuing from a discussion of single critical points on the PES to excited state dynamics,
the second chapter presents a new technique for performing wave packet quantum dynamics
in an explicit environment. To test and demonstrate the new workflow, the ultrafast
deactivation of the nucleobase uracil after photoexcitation was selected as a case study. Such
femtosecond relaxation is responsible for the extraordinary photostability of all canonical
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nucleobases and, by extension, of the genetic code. Wave packet simulations inside a series
of solvated RNA strands show how the natural environment of uracil affects the crucial
S2→ S1 relaxation, accelerating or slowing down the deactivation process.

The theme of biological systems is carried on in the third chapter, which discusses three
key steps towards artificial photosynthesis. Here, the overarching goal is to couple a fuel-
generating redox catalyst to a natural light-harvesting system, which converts sunlight into
electrical current with high efficiency. Thus, the first study explores the mechanism of
H2 evolution from the [Co(Mabiq)] transition metal complex. [Co(Mabiq)] catalyzes H2

evolution in acidic solution at two different potentials, depending on the acid strength. This
suggests two intermediates in the H2 evolution reaction, which are however challenging
to characterize experimentally. Computational screening of the electronic structure and
spectra of possible intermediates in an implicit solvation model fills this gap and allows to
draw conclusions about a plausible reaction mechanism. The second study of chapter 3
focuses on the light-harvesting component of a prospective photosynthetic device, namely
cyanobacterial photosystem I (PS I). An extensive new computational model of PS I is
presented, which includes the dynamics of the full trimeric and membrane-embedded protein
complex as well as the multireference character of chlorophyll excitations. The model is
used to compute site energies and excitonic couplings in PS I with high precision and draw
conclusions about energy traps and barriers upon photoexcitation. A discussion of the inter-
monomer coupling in PS I concludes the analysis of the natural light-harvesting system.
Its prospective application in artificial photosynthesis is the subject of the final study in
chapter 3, where protection of the photosystem by encapsulation in the metal organic
framework (MOF) ZIF-8 is investigated through the microscopic lens of computational
modeling. To this end, the model introduced in section 3.2 is extended to include the MOF,
allowing the detailed analysis of interactions at the PS I/MOF interface. Modeling the
excitonic network with and without the MOF suggests that these interactions give rise to
spectral anomalies, which were hitherto unexplained.
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1
Synthetic Photoredox Catalysis:
The Role of Preassemblies

Chapter 1 Title Graphic: Ground state preassembly between reaction partners can facilitate
photocatalysis, despite short-lived excited states. The graphic illustrates the photoinduced charge
transfer to and from a transition metal complex using earth-abundant 3d-metals (section 1.2).
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1 Synthetic Photoredox Catalysis: The Role of Preassemblies

Photoredox catalysis (PRC) is a transformative tool in synthetic chemistry which uses
light to drive single electron transfer, thus opening new mechanistic pathways with remark-
able efficiency and selectivity.[79–81] First reports on PRC date back to the 1970s, when
the photocatalytic properties of [Ru(bpy)3]

2+ (bpy = 2,2’-bipyridyl) were discovered.[82] Al-
though a series of pioneering synthetic applications followed,[83–87] the use of PRC was
largely confined to the field of artificial photosynthesis for the next few decades.[88,89] It
was in 2008 and 2009 that the field experienced a renaissance in organic synthesis, when
the groups of David MacMillan,[90] Tehshik Yoon,[91] and Corey Stephenson[92] indepen-
dently presented three very different visible-light activated transformations, all catalyzed
by [Ru(bpy)3]

2+. Since then, visible-light PRC has opened a plethora of novel reaction
pathways, often shorter and cheaper than their ground state alternatives.[93]

Especially polypyridyl complexes of the precious metals RuII and IrIII are prevalent as
photocatalysts in both academic and industrial contexts,[94–97] due to their exceptional photo-
physical properties.[98,99] In particular, they absorb light at wavelengths longer than 400 nm,
which enables their selective excitation without triggering unwanted side reactions of the
organic substrates that typically absorb in the ultraviolet (UV) range. After excitation to an
intramolecular charge-transfer (CT) state, they undergo ISC to the triplet domain. There
the population is trapped for hundreds of nanoseconds up to multiple microseconds,[94,95]

enabling diffusion-controlled reactions at typical substrate concentrations.[100] Once excited,
the transition metal complexes can either accept an electron from or donate one to the sub-
strate, enabling both reductive and oxidative activation. Finally, the catalyst is regenerated
either by another substrate, sacrificial agent, co-catalyst or by an external current.[101] High
absorption cross sections in the visible regime, chemical stability, the possibility to tune the
photophysics by ligand substitution and most importantly the long excited state lifetimes
represent significant advantages of Ru and Ir complexes in this mechanistic framework.[102]

Nevertheless, both Ru and Ir are among the rarest elements on Earth.[103] Besides being
expensive, their mining and refinement come with a disproportionately high environmental
and social impact, including freshwater and soil contamination, emission of greenhouse gases
and high energy demands.[104] Thus, there is an increasing emphasis on the substitution
of precious metal catalysts in PRC with either organic dyes[81,105] or first-row transition
metals.[106] However, the scope of suitable photocatalysts is limited by the need for long
excited state lifetimes. This work introduces two photocatalyzed reactions, which circumvent
this requirement by dispersive ground state preassemblies between the catalyst and the
respective substrate or sacrificial electron donor. The presented studies were performed in
close collaboration between synthetic (in)organic chemistry, spectroscopy, and theory to
arrive at comprehensive mechanistic insights. In both cases, the catalysts’ excited state
lifetimes are much too short for diffusion-limited reactions, yet preassembly enables efficient
single electron transfer. From a computational point of view, modeling the open-shell
species with close to 100 atoms, while correctly describing the weak dispersive interactions
in the preassembly is the main challenge to be addressed, for example by means of empirical
corrections in DFT calculations[107–110] or high-level wave function based approaches.

6



1.1 Selective C(sp3)–O Cleavages of Phosphinated Alcohols

Section 1.1 investigates the selective C(sp3)–O cleavage of phosphinated alcohols via
single-electron transfer from organic catalysts, based on the 2,6-diisopropylphenyl-containing
naphthalenemonoimide (NpMI) scaffold. To this end, the reactivity of the substrates is
rationalized by DFT and DLPNO-CCSD(T) simulations in the ground state, while the
catalyst’s excited states are explored via high-level DFT/MRCI and CASSCF calculations.
Geometry optimizations and potential energy scans provide detailed insights into the forma-
tion and stability of dispersive preassemblies which enable the photoinduced single electron
transfer from the catalyst to the substrate. The computational results provide a compre-
hensive explanation of the structure-activity relationship of differently substituted catalysts
and elucidate the driving forces behind the reaction’s selectivity. Next, section 1.2 discusses
the C–H arylation of pyrroles catalyzed by earth-abundant first-row transition metal com-
plexes. The conformational space of possible preassemblies is explored with metadynamics
simulations, complemented by geometry optimizations. High-level CASSCF, NEVPT2, and
double-hybrid TD-DFT calculations are used to characterize the electronic structure and
excited state landscape of the involved open-shell species. These insights are supplemented
by thermodynamics simulations of possible side reactions at the DLPNO-CCSD(T1) level.
Based on the combined experimental and computational results, a mechanism for the full
catalytic cycle is formulated. Both presented studies provide proof-of-concept that pre-
assembly enables efficient PRC with simple catalysts made from earth-abundant elements,
despite their short-lived excited states.

1.1 Selective C(sp3)–O Cleavages of Phosphinated Alcohols

While the benefits of PRC to organic synthesis are undeniable, some challenging reactions
require higher potentials than those available from visible light catalysts. Common photocat-
alysts operate between −1.8 to+1.5V vs. standard calomel electrode (VSCE).[94] Focusing
on the reductive side of the scale, the popular [Ru(bpy)3]

2+ has an excited state reduction
potential of −0.81VSCE,[98,111] while fac-Ir(ppy)3 (ppy=2-phenylpyridine) reaches up to
−1.73VSCE.[112,113] In contrast, the reduction of aromatic π-systems,[114] aryl halides[115] or
esters[116] often requires potentials between −2.2 to−3.4VSCE. While electrochemistry can
easily reach these potentials, it does so at the cost of reduced selectivity or even substrate
decomposition. For this reason, reactions involving solutions of alkali metals[117,118] are
still being used in organic synthesis, despite their harsh conditions, high cost and safety
implications.[119]

Conventional PRC can reach higher potentials with two-photon strategies, inspired by
the photosynthetic Z-scheme,[120] or via generation of solvated electrons from precious metal
photocatalysts.[121,122] Here, energy is added to the system in two steps by photoreducing
the catalyst to a reactive radical anion, which subsequently absorbs a second photon to
reduce the substrate. Expanding on this idea and broadening the scope of suitable catalysts,
the radical anion could also be created electrochemically before the photochemical step,
giving rise to the emergent field of electro-mediated photoredox catalysis (e-PRC).[123–125]
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1 Synthetic Photoredox Catalysis: The Role of Preassemblies

Figure 1.1: Working mechanism of NpMI-based catalysts as elucidated in this work. (a) A radical
anion is generated electrochemically and photoexcited to an intramolecular CT state, which
transfers electron density to the aniline unit. (b) Exemplary structure of a dispersive ground
state preassembly with nBuO-NpMI. Preassembly occurs preferentially at the aniline unit in a
pincer-like conformation, enabling efficient single electron transfer upon photoexcitation.

e-PRC catalysts such as dicyanoanthracene[126] (DCA, E◦ = −3.2VSCE) or NpMI (E◦ <

−3.4VSCE)[127] can easily reach and even surpass the reductive potential of alkali metals,
while retaining much milder reaction conditions. First introduced by Wickens et al., NpMI
(figure 1.1) has shown to activate aryl chlorides for radical coupled phosphorylations and
arylations with remarkable selectivity, even in the presence of other reducible functional
groups.[127]

This inspired the article presented below to expand the reaction scope of the NpMI
scaffold to the selective generation of C(sp3) carbanions from phosphinate esters of aliphatic
alcohols. With a reduction potential between −2.2 to−2.6VSCE this reaction is at the limit
of conventional PRC but accessible via e-PRC. The newly developed catalyst nBuO-NpMI
(figure 1.1) provides much higher product yields than NpMI, even though the two are alike
in all relevant physicochemical properties. Extensive computational work will therefore help
to explain the experimental characterizations and reveal the crucial role of preassemblies in
the photocatalytic process.

The article “Electro-mediated PhotoRedox Catalysis for Selective C(sp3)–O Cleavages of
Phosphinated Alcohols to Carbanions” was published 2021 in Angew. Chem. Int. Ed. The
most important points of the article are summarized below:

• A series of phosphinated aliphatic alcohols was reduced to carbanions via e-PRC. To
this end, a new naphthalene monoimide-type catalyst, termed nBuO-NpMI, was
synthesized, offering superior reactivity with a wider substrate scope, compared to
previous catalysts with similar structural motifs. The mild conditions of the catalyzed
reaction lead to high selectivity and tolerated even reductively labile aryl halides.
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1.1 Selective C(sp3)–O Cleavages of Phosphinated Alcohols

• In an attempt to rationalize the catalyst’s selectivity for benzylic substrates, reduction
potentials of the alkyl phosphinates were compared to the observed product yields.
Reduction potentials calculated at the DFT level (ωB97XD/6-311+G*) were in good
qualitative agreement with those obtained by cyclic voltammetry. However, there was
no correlation with the observed product yields, indicating that the reduction of the
substrate was not the decisive factor for the selectivity.

• In contrast, C(sp3)–O bond dissociation free energies, calculated at the DFT level
(ωB97XD/6-311+G*) and benchmarked against DLPNO-CCSD(T) calculations, cor-
related well with the product yields. The different reaction energies could be explained
computationally by the favorable spin density delocalization in benzylic substrates.
Thus the selectivity of the reaction is largely independent from the reduction potential
of the substrate and rather rooted in the stability of the produced radicals.

• While these results explained the different reactivities within the substrate scope,
they could not rationalize why nBuO-NpMI reacted with more substrates and gave
higher yields than the structurally related NpMI. Both catalysts share the same
reduction potential in the excited state (−3.7 to−3.8VSCE) and their radical anions are
generated with equal efficiency. Electron paramagnetic resonance (EPR) experiments
were conducted with pregenerated NpMI•− and nBuO-NpMI•− radical anions in the
presence and absence of a substrate that only reacted productively with nBuO-NpMI.
The results showed that both catalysts are in principle able to reduce the substrate
upon irradiation with blue light, further corroborating that the higher versatility of
nBuO-NpMI was not rooted in its excited state redox potential.

• Excitation spectra of the electrochemically generated radical anions NpMI•− and
nBuO-NpMI•− indicated the existence of a long-lived species with an emission
maximum at 540 nm and biexponential fluorescence decay (t1 = 7ns, t2 = 20ns).
This species was assigned to a lower-lying, long lived excited state, labeled ES1,
that was not the initially excited state. Related studies have since demonstrated
photocatalytic activity of a two-electron reduced and protonated NpMI− singlet
anion with an excited state lifetime of 20 ns.[128] However, as no quenching of the long-
lived emission component was observed in the presence of a substrate, it is unlikely
that this singlet species, formed under strongly reducing conditions, contributed to
the reaction investigated here.

• To characterize ES1, CASSCF calculations were conducted using a C2v symmetric
model of nBuO-NpMI, where the butyl ether group was replaced by hydrogen. The
energetic order of the excited states and their relative energies were in good agreement
with high-level DFT/MRCI calculations and indicated the existence of a quartet state
(Q1) 0.25 eV below the initially excited doublet state. Thus, ISC to the quartet domain
was considered a plausible deactivation pathway for NpMI-type catalysts.
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• Direct excitation of the lowest excited doublet state only lead to traces of the desired
product, whereas excitation at 415 nm drove the reaction. Since ISC was ruled out
as a possible reactive pathway, the involvement of a higher excited doublet state
was proposed and labeled as “anti-Kasha”-photochemistry. The photophysics of the
nBuO-NpMI•− radical anion was further characterized by DFT/MRCI calculations,
whose results were in excellent agreement with the measured absorption spectrum.
Two bright, intramolecular CT states were identified in the main absorption band,
moving electron density from the naphthalene unit to the N-aniline moiety of the
catalyst.

• The excited state lifetime of doublet states in similar species[129,130] had been measured
to be in the picosecond range, presumably too short for diffusion limited photocatalysis.

• In light of these results, ground state preassembly between the catalyst radical an-
ion and the substrate could explain the different reactivities between NpMI and
nBuO-NpMI. Though such a preassembly was not directly accessible by spectro-
scopic methods, a structure-activity relationship study was performed with differently
substituted catalysts that were increasingly shielded in the ortho-position of the N-
aniline unit. The product yield decreased with increasing steric hindrance, in line
with the preassembly hypothesis.

• Further support for a preassembly-driven mechanism was provided computationally
by means of structure optimizations at the DFT level (ωB97XD/6-311+G*). These
resulted in 13 possible ground state preassemblies with the differently substituted cat-
alysts. In all of them, the substrate coordinates to the N-aniline unit of the catalyst,
which carries the unpaired electron density upon photoexcitation. Here, three of the
substrate’s aromatic groups encase the catalyst via attractive π-π and T-π interactions
(figure 1.1b). Complexation with nBuO-NpMI was consistently associated with the
largest gain in free energy, whereas preassembly with ortho-substituted catalysts was
more unfavorable. Furthermore, potential energy scans along the catalyst-substrate
dissociation coordinates illustrated that the energy barrier for the substrate to ap-
proach the catalyst is much higher when the N-aniline unit is sterically hindered.
Thus, preassembly with nBuO-NpMI is more favorable both thermodynamically
and kinetically, offering a viable explanation for its superior reactivity in e-PRC
reactions.

The article “Electro-mediated PhotoRedox Catalysis for Selective C(sp3)–O Cleavages
of Phosphinated Alcohols to Carbanions” was published 2021 in Angewandte Chemie In-
ternational Edition under the Creative Commons Attribution 4.0 International License∗

(CC-BY 4.0). It is reproduced hereafter from Angew. Chem. Int. Ed., 60, 20817–20825
(2021). The supporting information is available at https://doi.org/10.1002/anie.202105895
and is reprinted partially in appendix A.1. Copyright 2021, the authors.

∗ License available at: https://creativecommons.org/licenses/by/4.0/
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Photoelectrochemistry

Electro-mediated PhotoRedox Catalysis for Selective C(sp3)–O
Cleavages of Phosphinated Alcohols to Carbanions
Xianhai Tian, Tobias A. Karl, Sebastian Reiter, Shahboz Yakubov, Regina de Vivie-Riedle,
Burkhard Kçnig,* and Joshua P. Barham*

Abstract: We report a novel example of electro-mediated
photoredox catalysis (e-PRC) in the reductive cleavage of
C(sp3)@O bonds of phosphinated alcohols to alkyl carbanions.
As well as deoxygenations, olefinations are reported which are
E-selective and can be made Z-selective in a tandem reduction/
photosensitization process where both steps are photoelectro-
chemically promoted. Spectroscopy, computation, and catalyst
structural variations reveal that our new naphthalene mono-
imide-type catalyst allows for an intimate dispersive precom-
plexation of its radical anion form with the phosphinate
substrate, facilitating a reactivity-determining C(sp3)@O cleav-
age. Surprisingly and in contrast to previously reported
photoexcited radical anion chemistries, our conditions tolerate
aryl chlorides/bromides and do not give rise to Birch-type
reductions.

Introduction

Synthetic methodologies involving single electron transfer
(SET) are increasingly popular for the facile synthesis or
modifications of important organic compounds. PhotoRedox
Catalysis (PRC)[1] and Synthetic Organic Electrochemistry
(SOE)[2] lead to easy SET processes, providing notable redox
power for various organic transformations under mild con-
ditions. Generally, visible-light PRC generates radical inter-
mediates with good functional group tolerance in a mild
manner. However, synthetic applications of PRC in terms of
transformations needing highly oxidizing or reducing poten-
tials are limited by the energetic limitations of visible light
photons. One solution is to generate photoexcitable radical
ions by multi-photon processes.[3] Such photoexcited radical
ions are highly oxidizing[3a,b] or reducing species,[3c–h] leading

to a significantly expanded redox “window” for activating
inert substrates. Sacrificial redox additives (e.g. DIPEA) are
employed in stoichiometric excesses in consecutive Photo-
induced Electron Transfer (conPET) processes to prime
catalysts prior to excitation. Their excesses and organic by-
products can plague purification steps. In contrast, SOE
allows direct access to high, user-controlled redox energy
without involving photocatalysts or sacrificial redox additives,
offering advantages to net-oxidative/reductive reactions.
However, the applied constant current or voltage can cause
uncontrollable over-reductions/oxidations to afford by-prod-
ucts. To address the aforementioned limitations in PRC and
SOE, organic chemists have recently explored their combi-
nation (Scheme 1).[4]

Merging the advantages of these two important tech-
niques has made photoelectrochemistry a tool for greener,
more challenging and more selective molecular activations.[5]

Pioneering reports by Xu,[5b–c,m] Lambert,[5g,h,i,k] Lin[5h,j] and

Scheme 1. Previous reductive e-PRC reports involving C(sp2)@X clea-
vages to afford aryl radicals vs. this work involving C(sp3)@O cleavages
to afford alkyl radicals and carbanions. [a] Ep

red. [b] E1/2. [c] Redox
potential vs. SCE.
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Wickens[5f] have shown that introducing applied potential in
photoredox catalysis is not only beneficial for accessing
challenging redox reactions, but is also a green replacement
for sacrificial redox additives.

Among the various strategies for combining photocatal-
ysis and electrochemistry[4a] the sub-category coined electro-
chemically-mediated photoredox catalysis (e-PRC) is highly
attractive. In addition to turning over “spent” closed-shell
photocatalysts, e-PRC can also involve electrochemical gen-
eration of open-shell (radical ion) photocatalysts, followed by
their photoexcitation to species with ultra-high redox poten-
tials. A seminal report from the Lambert group demonstrated
this strategy for super-oxidations of highly electron-poor
arenes.[5k] In the reductive direction, photoexcited radical
anions of dicyanoanthracene (DCA)[5h] and of 2,6-diisopro-
pylphenyl-containing naphthalenemonoimide (NpMI)[5f] are
highly reducing species (E88red < @3.0 V vs. SCE) that reduce
challenging aryl chlorides to their aryl radicals. Even p-
chloroanisole was reduced, beyond reach of the photon
energy limit of monophotonic PRC and where SOE inevi-
tably leads to dehalogenation via subsequent aryl radical
reduction (Scheme 1A).[6] Despite these elegant advances,
reductive e-PRC and biphotonic strategies[3] are still heavily
focused on the reductions of aryl halides/pseudohalides
through C(sp2)@X bond cleavages to generate aryl C(sp2)
radicals in an overall dehalogenation or functionalization
with excesses of radical trapping agents.[5f,h]

Inspired by previous reports,[5] we envisioned that phos-
phinates of aliphatic alcohols (Ep

red =@2.2!@2.6 V vs. SCE)
could undergo e-PRC reduction to give carbanions (Sche-
me 1B). Thereby, an electroactivated-PhotoRedox Catalyst
(e-PRCat) undergoes cathodic activation and photoexcitation
to afford a potent reductant. SET reduction of 1 to its radical
anion followed by C(sp3)@O bond cleavage delivers benzyl
radical 1’’. Its further reduction[7d] to carbanion intermediate
1” would enable either an olefination (X = Cl, Br) or
a deoxygenation (X = H) process by a mechanism that does
not depend on hydrogen atom transfer agents or decarbox-
ylation.[7] Herein, we report the e-PRC reduction of alkyl
phosphinates to alkyl(sp3) carbanions for olefination and
deoxygenation reactions that i) proceeds under exceedingly
mild conditions, ii) tolerates aryl halides/pseudohalides with
similar or more accessible redox potentials than the target
alkyl phosphinate moiety.

Results and Discussion

To assess the viability of our proposed e-PRC alkyl
phosphinate reduction, we employed 2-chloro-1,2-diphenyl-
phosphinate 1a as a model substrate for the olefination
reaction (Table 1). By using DCA as an e-PRCat and Zn(++)/
RVC(@) as the electrodes in a divided H-cell, we examined
the reduction of 1a under blue light irradiation and with
different applied constant potentials. A high constant voltage
(Ucell =@3.2 V) as used previously[5h] for electron-priming
DCA to its radical anion for photoexcitation gave notable
decomposition, desired product E-stilbene (E-2a) in only 7%
yield and a 25% yield of diphenylethane 3a[8] (Table 1,

entry 1). A lower potential (Ucell =@1.6 V) led to a remark-
able improvement in the reaction profile and yield of E-2 a to
70% (Table 1, entry 2). The optimal yield of E-2a was
obtained at an even lower potential (Ucell =@1.0 V). Cyclic
phosphate ester 4a was also a suitable substrate for preparing
product E-2 a (entry 4), offering an attractive Corey–Winter-
type olefination that avoids explosive/toxic trimethylphos-
phite, harsh activating reagents or high temperature. Control
reactions omitting light, constant potential or e-PRCat
confirmed the photoelectrochemical nature of the olefination
reaction (entries 5–7). In contrast to DCA, NpMI as catalyst
delivered higher amounts of Z-2a (entry 8).[9] Allowing the
reaction to proceed for 48 h (entry 9) increased the E-/Z-
ratio to 1/10 (71 % of Z-2a). Detailed investigations (see
Supporting Information (SI)) revealed that light, constant
potential and NpMI are all advantageous to the isomer-
ization, representing a novel photoelectroisomerism of al-
kenes.

Reaction scope was expanded to other substrates includ-
ing precursors to unsymmetrical stilbenes as well as cyclic,
hindered and terminal olefins. Phosphinate precursors are
readily synthesized from their ketones via a-chlorination and

Table 1: Optimization of the reaction conditions.[a]

Entry Substrate e-PRCat Ucell [V] t [h] Product: Yield[a]

1 1a DCA @3.2 12 2a : 7%, E-/Z->20:1[b]

3a : 25%
2 1a DCA @1.6 12 2a : 70%, E-/Z->20:1[b]

3a : trace
3 1a DCA @1.0 12 2a : 79%, E-/Z->20:1[b]

3a : n.d.
4 4a DCA @1.0 24 2a : 79%, E-/Z->20:1[b]

3a : n.d.
5[c] 1a DCA @1.0 12 2a : n.d.

3a : n.d.
6 1a DCA – 12 2a : n.d.

3a : n.d.
7 1a – @1.0 12 2a : trace

3a : n.d.
8 1a NpMI @1.6 12 2a : 80%, E-/Z- = 1:1.3[b]

3a : n.d.
9 1a NpMI @1.6 48 2a : 78%, E-/Z- = 1:10[b]

3a : n.d.
10[d] 1d DCA @1.0 12 2d : n.d.
11[d] 1d NpMI @1.6 12 2d : trace
12[d] 1d nBuO-NpMI @1.6 12 2d : 75 %
13[d] 1d nBuO-NpMI – 12 2d : n.d.
14[c,d] 1d nBuO-NpMI @1.6 12 2d : n.d.
15[d] 1d – @1.6 12 2d : <5%

[a] n.d. =not detected; yields determined by 1H NMR spectroscopy with
1,3,5-trimethoxybenzene as an internal standard. [b] E-/Z- ratios deter-
mined by 1H NMR spectroscopy. [c] In the dark. [d] Fe cathode.
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one-pot NaBH4 reduction/Cl-P(O)Ph2 protection (see SI).
Here we opted to use Fe instead of RVC as a cheaper, robust
cathode material.[10] However, it was quickly identified that
DCA and NpMI were ineffective e-PRCats for the majority
of phosphinates. For example, cyclic substrate 1d underwent
no reaction with these catalysts (entries 10–11). We synthe-
sized nBuO-NpMI as a novel e-PRCat which afforded the
desired product 2d in very good yield (entry 12). Control
reactions confirmed operation of e-PRC (entries 13–15),
while cathode materials greatly impacted the reaction (for
detailed optimizations, see SI).[11] Optimal conditions were
examined for a range of olefination reactions (Scheme 2).
Unsymmetrical Z-stilbenes 2b, 2c were prepared in high
yields from the tandem e-PRC reduction/photoelectroisomer-
ism process. Cyclic olefins 2d–2h, rarely synthesized by the
Wittig reaction due to the inconvenience of substrate
preparations, were prepared in good to excellent (69–83%)
yields. Terminal olefin 2 i could not be prepared in high
selectivity by dehydration of its corresponding tertiary
alcohol as such a method inevitably leads to the most
substituted olefin,[12] in this case, a tetrasubstituted instead
of a terminal olefin.

After the successful preparations of a series of E-styrene
derivatives (exclusive isomers) bearing divergent substituents
including -Ph (2 j), -OBz(2 k), -OMe(2 l) and -CF3(2n) at their
arene rings, we questioned whether halogen substituents
could be tolerated by our reaction. This is a highly challenging
issue, since the reductions of aryl chlorides and bromides by
photoexcited radical anions (either e-PRC or conPET-type)
are highly efficient and heavily reported as discussed earlier
(Scheme 1).[3c–g,5f,h] With this aim, we tested phosphinates
bearing either a chloro- or bromo- substituent on their arene.
To our delight, aryl chlorides 1o–1q and aryl bromide 1r
underwent olefination in moderate to good (39–69%) yields
with high or exclusive selectivities for their E- or Z- isomers;
only traces of dehalogenated styrenes were observed (> 10:1
in favor of olefination for 2p). Compared with products 2o–
2p, p-chlorostilbene 2q has a more conjugated p-system and
is easier to reduce, yet still gave only traces of dechlorinated
product 2a. Substrate 1s, bearing both an alkyl and aryl
phosphinate,[13] selectively underwent e-PRC reduction of the
alkyl phosphinate leading only to C(sp3)@O cleavage to afford
2s in good yield. Our method retains reductively labile
C(sp2)@O functionality, providing complementary selectivity
to a recent report involving a phenothiazine photocatalyst.[13]

Styrene-forming substrates containing longer-chain ali-
phatic groups or a benzyl group retained high E-isomer
selectivity, affording 2t–2v in good to high (62–79%) yields
and high selectivities (> 10:1 in favor of their E-isomers).
Olefin geometry is not impacted by the diastereomeric ratio
of phosphinate precursors, but by the reaction conditions. For
example, although the diastereomeric ratios of phosphinate
precursors to 2r, 2t and 2v were all > 30:1, the E-/Z- ratios
were 4:1, 10:1 and 20:1 respectively. Hindered olefins derived
from carbocycles 1w–1x were formed in high (83–87%)
yields. In the synthesis of 2x, our conditions offer an
alternative to i) nBuLi or Grignard chemistry with expensive
bromocyclobutane and ii) expensive Wittig reagents/cyclo-
butanone, instead starting from commercial, inexpensive

Scheme 2. e-PRC reductive olefination scope. [a] for compounds 2a–
2q, 2 t–2x, 2aa–2ad, X =Cl; for compounds 2r–2s, 2y–2z, 2ae–2ag,
X =Br. [b] Isolated yields. [c] E-/Z- ratios determined by 1H NMR
spectroscopy. [d] Yields in parentheses {} are 1H NMR yields from
NpMI as an e-PRCat.
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cyclobutyl phenyl ketone. Our e-PRC phosphinate reduction
offers complementary selectivity to Birch-type photochemical
reports involving SET,[14] or EnT.[15] Naphthalene-based sub-
strate 1y was well-tolerated, affording 2y in good (62%) yield
without Birch-type reduction products. Amide 1z was also
well-tolerated, in spite of its free proton and labile hetero-
cycle that would react with strong bases. Although an alkyl
phosphinate derived from a non-benzylic alcohol 1aa did not
react, alkyl phosphinates derived from allylic alcohols were
feasible. Allylic substrates 1ab, 1ac derived from naturally-
occurring terpenes were found to be sluggish, but afforded
dienes 2ab, 2ac in satisfactory (30–33 %) yields in a comple-
mentary fashion to previous reports that require strong
bases[16] or transition metal catalysis.[17]

Demonstrating the utility of our base-free approach,
products 2ad–2 ag were synthesized from their alkyl p-
acetylbenzoate precursors. Given the properties of Geraniol
and Nootkatone as fragrance oils and cholesteryl benzoate as
a liquid crystal, our reaction is a useful entry to terpene-
loaded monomers for the synthesis of functional polymers.[18]

Strategies involving strong base (for example i) Wittig reac-
tion of an aldehyde or ii) ketone reduction, mesylation and
E2-elimination) lead to hydrolysis or E2 elimination of the
benzoate,[19] while direct esterification suffers from the
caveats that 4-vinylbenzoic is thermally sensitive and formu-
lated with BHT stabilizer. Further exemplifying utility,
substrate 1ah, readily prepared from its a-dichloroketone,
underwent selective reduction to its unsymmetrical stilbene
2ah in good yield while leaving the olefinic Cl atom
untouched (Scheme 3). This demonstrates the value of our
method which retains reductively labile halides for further
functionalizations. The method provides alternative access to
unsymmetrical halogenated stilbenes that does not rely on
transition metal catalysis.[20] While conPET photocatalysis
and e-PRC are complementary approaches in the reductions
of aryl halides/pseudohalides,[3d,g] conPET conditions did not
effect the net-reductive transformation herein (Scheme 4).

At this juncture, we wondered if overall deoxygenation
would be possible by removing the a-Cl atom from 1a (1ai) as
the generated carbanion would be protonated. Photocatalytic
deoxygenations of alcohols activated as their bis(trifluoro-
methyl)benzoates has been achieved with an iridium photo-

catalyst, but required stoichiometric Hantzsch ester, alkyl-
amine and water at 40 88C.[21] Direct electrolytic reduction of
alkyl phosphinates is known, and required a constant current
of 600 mA at 60–110 88C where a constant potential (Ucell =

@2.4 V vs. Ag/AgCl) was ineffective.[22] Reductive function-
ality (styrenes, aryl halides, dienes, benzoates) would not
tolerate these conditions. e-PRC deoxygenation afforded
desired product 1ai in good yield under standard conditions
(Ucell =@1.6 V) with extended time (Scheme 5). Allylic sub-
strate 1 aj smoothly deoxygenated to 2aj (Limonene). When
a Cl atom was present b- to the phosphinate (1ak),
deoxygenation afforded 2 ak and cyclopropane 2ak’’, confirm-
ing the intermediacy of a benzylic carbanion (see 1a’’,
Scheme 1c). An alkyl phosphinate derived from a non-
benzylic/allylic alcohol (1al) did not react. We sought
explanations as to two questions: 1) why e-PRC conditions
herein could not engage non-benzylic substrates (1aa and 1al,
respectively) and 2) why nBuO-NpMI was a superior e-PRCat
to NpMI ; since NpMI as an e-PRCat gave no conversion of
various substrates (1 f, 1n, 1 o, 1q, 1u) in olefinations
(Scheme 2), and poor conversion of 1ai and 1aj in deoxyge-
nations (Scheme 5).

Concerning the first question, measured reduction poten-
tials (Ep

red) of the alkyl phosphinates (in good agreement with
those calculated by DFT) did not correlate with reactivity
(Table 2). Instead, comparison of the C(sp3)@O bond-disso-
ciation free energies (BDFEs) of phosphinate radical anions
correlated well with reactivity. This corroborated C(sp3)@O
cleavage as the rate-limiting step and rationalized i) the
unique tolerance of our conditions to aryl halides due to their
less exergonic C@X BDFEs (entries 4,5; 6,7) and ii) the lack of
reactivity of phosphinates derived from non-benzylic/allylic
alcohols that require higher temperatures[22] to assist C(sp3)@
O cleavage (entries 9,10).

As to the second question, NpMI and nBuO-NpMI had
identical redox potentials (E1/2 =@1.3 V vs. SCE, Figure 1,
left) by cyclic voltammetry. Their radical anions are electro-
generated with equal efficiency, which is entirely consistent
with the spin densities of their radical anions (Figure 1, right)
being localized on the naphthalene and being unaffected by
substitution on the N-aniline. Spectroelectrochemistry of
both e-PRCats gave identical UV-vis bands for their radicalScheme 4. Attempted reduction of 1d under conPET conditions.

Scheme 5. e-PRCreductive deoxygenation. [a] Isolated yields of prod-
ucts 2ai and 2aj. [b] Yields in parentheses {} are 1H NMR yields from
using NpMI as an e-PRCat. [c] Yields of 2ak and 2ak’’ are determined
by 1H NMR spectroscopy with 1,3,5-trimethoxybenzene as an internal
standard, identified by literature comparisons and GC-MS traces.

Scheme 3. e-PRC reduction of dichlorinated substrate 1ah. [a] Yield of
isolated product. [b] E-/Z- ratio was determined by 1H NMR spectros-
copy.
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anions (Figure 2, left and see SI). Taken together, these
results indicate that their excited radical anions are equally
potent reductants. To probe further, we electrochemically
generated NpMIC@ and nBuO-NpMIC@ under inert conditions
for analysis by EPR (Figure 2, right).[23] In both cases, a pentet
was observed whose intensity was unchanged upon irradia-
tion with blue LEDs. In both cases, in the presence of 1d
(10 equiv.), the EPR signal was identical in the dark (see SI),
but upon irradiation by blue LEDs the EPR signal quenched,

corroborating successful SET from
the doublet states (Dn) of both
catalysts 2[NpMIC@*] and 2[nBuO-
NpMIC@*] to 1d. Given that the
reaction of 1d is only successful
with nBuO-NpMIC@ and taken to-
gether with the discussion of Ep

reds
and BDFEs in Table 2, this con-
firms SET is not the determining
factor for the success of nBuO-
NpMIC@ .

Neutral and electroreduced
forms of NpMI and nBuO-NpMI
were probed by luminescence spec-
troscopy (Table 3). For neutral e-
PRCats, absorbance and emission
(fluorescence) spectra correspond-
ed with the literature.[24] Measured
lifetimes were t& 3.0 ns in both
cases. Although some N-arylnaph-

thalimide derivatives have ultrashort-lived singlet states, due
to rapid intersystem crossing to triplet states,[24] phosphor-
escence does not occur for the N-aryl-1,8-naphthalimides
where N-aryl rotation becomes considerably hindered.[24]

Electroreduction for 1 h and selective excitation of the radical
anions at 452 nm led to a new emission band (lmax ca. 540 nm)
and a longer-lived species with biexponential decay (t1& 7 ns
and t2& 20 ns) for both NpMIC@ and nBuO-NpMIC@ . The
doublet (D1) states of similar radical anions (naphthalene
diimide radical anions, perylene diimide radical anions) are
picosecond-lived and do not luminesce,[25] and we confirmed
by excitation spectra (see SI) that this emission was not
deriving from the initially-formed excited state 2[nBuO-
NpMIC@*] (Figure 2, left), but from a lower-lying, longer lived
excited state, termed “ES1”. Intersection of the longest
wavelength excitation and shortest wavelength emission
bands allows an estimation of E0–0 for photoexcited states.[26]

For these emitting excited states, estimated E0–0 values (EES)
for both [NpMIC@*] and [nBuO-NpMIC@*] were (EES =

56.6 kcal mol@1) almost identical to the triplet energies (ET)
of *IrIII photosensitizers used in olefin photoisomerisms.[9a–c] It
is therefore reasonable to propose E-/Z- photoisomerism
occurs via energy transfer (EnT) from ES1. EnT would be

exergonic to E-stilbene and less so to Z-
stilbene (ET = 51.0 vs. ET = 55.5 kcalmol@1,
respectively), rationalizing high Z-stilbene
selectivity.[9b,c,27] However, the lifetime of ES1

was unchanged in the presence of 1d
(10 equiv.), confirming its catalytic inactivity
in the initial SET step.

In their study of photoexcited benzo-
[ghi]perylenemonoamide (BPI) radical
anions for Birch reductions, Miyake and co-
workers made similar observations.[14] They
assigned the long-lived excited state as the
lowest-lying quartet excited state (4BPIC@*)
arising from intersystem crossing (ISC) from
the doublet state (2BPIC@*). Therefore, the
lowest-lying quartet state 4[nBuO-NpMIC@*]

Table 2: Calculated properties of phosphinate radical anions vs. reactivity.

Entry Radical anion e-PRCat Product yield BDFE Ep
red [V]

[%][a] [kcal mol@1][b] DEcalc.[c] DEexp.[d]

1 1g NpMI 78 (2g) @39.8 (C@O) @2.55 @2.47
2 1a NpMI 78 (2a) @39.2 (C@O) @2.60 @2.23/ @2.34
3 1ai nBuO-NpMI 51 (2ai) @38.7 (C@O) @2.62 ND
4 1o nBuO-NpMI 56 (2o) @38.1 (C@O) @2.45 @2.60
5 1o nBuO-NpMI 5 (de-Cl) @26.9 (C@Cl) – @2.78[f ]

6 1r nBuO-NpMI 39 (2r) @38.2 (C@O) @2.44 @2.33/ @2.46
7 1r nBuO-NpMI trace (de-Br) @30.6 (C@Br) – @2.44[f ]

8 1d nBuO-NpMI 69 (2d) @34.5 (C@O) @2.44 @2.41
9 1aa nBuO-NpMI n.d. (2aa) @27.5 (C@O) @2.40 @2.42
10 1al nBuO-NpMI n.d. (2al) @22.1 (C@O) @2.56 @2.68

[a] Product yields as defined in Scheme 2. [b] Bond dissociation free energies (DG) calculated at the
wB97X-D/6–311+ G*, IEFPCM(MeCN) theory level. [c] Calculated at the wB97X-D/6–311+ G*,
IEFPCM(MeCN) theory level and calibrated to an experimental set, see SI. [d] Measured at 10 mM
[phosphinate] in 0.1 M nBu4N·PF6 in MeCN using Fc as an internal standard and calibrated vs. SCE, see
SI. [f ] Literature redox potentials of PhCl and PhBr are taken as surrogates.[6]

Figure 1. Cyclic voltammetry of e-PRCats (10 mM [e-PRCat] in 0.1 M
nBu4N·PF6 in MeCN) vs. Ag/AgCl (left). DFT calculated spin densities
(right) of NpMIC@ and nBuO-NpMIC@ , see SI for details.

Figure 2. Spectroelectrochemistry of nBuO-NpMI (2.5 mM in 0.1 M nBu4N·PF6 in MeCN)
from 0 to @1.6 V vs. Ag/AgCl (left). EPR spectrum of electroreduced nBuO-NpMI (2.5 mM
in 0.1 M nBu4N·PF6 in MeCN at Ucell =@1.6 V for 1 h) in the presence of 1d (10 equiv.)
and signal quenching upon light irradiation (right).
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is a candidate for ES1, that allows EnT to be spin-conserved.
We calculated the vertical excitation energy of this lowest
quartet state with CASSCF (see SI) and found a reasonable
agreement with the observed lmax of luminescence. It is
energetically close to the doublet states underlying the
415 nm absorption band so that ISC is plausible.

Miyake similarly found that the putative 4BPIC@* was not
catalytically active in the Birch SET step. They hypothesized
SET from a higher lying excited doublet state 2BPIC@* (Dn) in
an anti-Kasha fashion. Consistent with previously reported
anti-Kasha photochemistry of doublet excited state photo-
catalysts,[5a,14] excitation of the broad absorption of 2[nBuO-

NpMIC@*] between 650–900 nm
(D0!D1) with 740 nm or 850 nm
LEDs gave only traces of 2d.[28]

Ruling out participation of the first
excited state (D1), “effective mini-
mum” potentials (E0

1/2) of NpMIC@*
(Dn) at @3.7 V vs. SCE and nBuO-
NpMIC@*(Dn) at @3.8 V vs. SCE
can be calculated by previously
described methods,[29] easily reach-
ing Ep

red of all phosphinates herein
as well as aryl halides.[30, 31] Partic-

ipation of a doublet excited state in SET is consistent with
aforementioned quenching of the EPR signal (Figure 2).

High-level DFT/MRCI calculations were carried out for
nBuO-NpMIC@ to characterize this Dn state. The computed
spectrum (Figure 3, top) is in excellent agreement with the
experimental absorption spectrum, especially at the band
with lmax = 415 nm comprising two bright p–p* states (D0!
Dn and D0!Dn+1). Contrary to the D0!D1 transition around
870 nm, both these excitations transfer electron density from
the naphthalene to the N-aniline unit of nBuO-NpMIC@

(Figure 3, bottom). Preassembly of ground state radical anion
and substrate could explain (i) photochemistry of ultrashort-
lived doublet states[25] and (ii) faster than rates of diffusion.[5a]

Preassembly of nBuO-NpMIC@ with 1d being more favorable
than that of NpMIC@ may explain the reactivity differences of
the e-PRCats in effecting C(sp3)@O cleavage following SET,
and may rationalize profound shift in the molecular site of
reduction compared to previous reports.[32] However, like
Miyake and co-workers, we were unable to find spectroscopic
evidence of preassembly by UV-vis or EPR (see SI). While
the absence of spectroscopic perturbations does not rule out
a preassociation,[33] preassembly could occur at the N-aniline
that is spin-disconnected from the naphthalene where the
radical anion spin density is localized (Figure 1, right). Spin
densities of favorable candidate preassemblies at the N-
aniline unit of nBuO-NpMIC@ found by computational geom-
etry optimizations do not differ from that of nBuO-NpMIC@

alone, while a favorable candidate preassembly at the
naphthalene unit of nBuO-NpMIC@ does differ (see SI). A
preassembly at the N-aniline could also rationalize anti-
Kasha photochemistry, since charge transfer to the N-aniline
in the Dn/n+1 states is proximal to the bound substrate and
promotes intermolecular SET upon photoexcitation (Fig-
ure 3). In contrast, the charge density of the lowest excited
doublet state D1 remains localized on the naphthalene and is
not close to the substrate.

Where spectroscopy offers little insight, a top-down
approach varying catalyst structure and examining product
yields has proven useful in investigating the mechanisms of
reactions involving in situ-formed organic electron donors.[34]

To probe the importance of a preassembly of 1d at the N-
aniline of the e-PRCat, we explored the influence of a series
of e-PRCats with varying electronics and steric bulk (5a–f,
Scheme 6). Compared to NpMI, catalysts with electron
donating alkoxy or p-anisole substituents on the naphthalene
unit (5a, 5b) gave no reaction. Compared to nBuO-NpMI,
a catalyst with additional alkoxy substituents on the N-aniline

Table 3: Lifetimes of neutral and electroreduced[a] e-PRCats.

Entry e-PRCat Conditions lmax (ex)/
lmax (em)

t [ns] ES/ES1

[kcal mol@1]

1 NpMI – 375/412 t =3.2 (S1) 75.4
2 NpMI @1.6 V, 1 h[a] 452/535 t1 = 5.4 t2 =21.7 (ES1) 56.6
3 nBuO-NpMI – 375/412 t =3.2 (S1) 75.6
4 nBuO-NpMI @1.6 V, 1 h[a] 452/548 t1 = 6.8 t2 =19.5 (ES1) 56.6
5 nBuO-NpMI @1.6 V, 1 h[a]

+ 10 equiv. 1d
452/548 t1 = 8.1 t2 =20.3 –

[a] Electroreduced e-PRCat (2.5 mM in MeCN (0.1 M nBu4N·PF6), diluted 8 W .

Figure 3. Calculated DFT/MRCI absorption spectrum for nBuO-NpMIC@

(top). Dark states with oscillator strengths f<0.01 are indicated by
dotted orange lines. Leading electronic configurations for the bright
excited states D1, Dn and Dn+1 (bottom). Dotted red lines indicate
single electron excitations from the ground state configuration.
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(5c) gave a lower (41%) yield of 2 d. The yield of 2d increased
with decreasing steric hindrance at the ortho-positions of the
N-aniline (NpMI ! 5d< 5e).[35] A decrease in “steric bulk”
likely promotes preassociation of radical anion e-PRCat and
1d. In our computational investigations we found multiple
stable ground state preassemblies. Geometry optimizations
(see SI) converged to pincer-like conformations for all
candidates, where two of the substrateQs aryl groups coordi-
nate to the N-aniline of the e-PRCat in a T@p and p@p

orientation, respectively. The thermodynamics and kinetics of
their formations (see SI) mirror reactivity trends in Scheme 6,
corroborating a preassembly between e-PRCat and substrate
before photoexcitation.

Conclusion

We report an electro-mediated photoredox catalytic
reductions of phosphinates derived from a-chloroketones
toward selective olefinations and deoxygenations. This study
reports reductive formation of alkyl carbanions via photo-
excited radical anions as super-reductants. The selective
reduction of C(sp3)@O bonds in the presence of C(sp2)@X
bonds was achieved. Reactivity differences of various radical
anion photocatalysts and anti-Kasha photochemistry, backed
by computational insights, suggest the importance of a close
catalyst-substrate interaction for an effective, selective reac-
tion. In this context, our calculations indicate that intra-
molecular charge transfer in the catalyst radical anion upon
photoexcitation promotes SET to the substrate. Photocata-
lyst-substrate preassemblies such as EDA complexes,[36] non-
covalent interactions,[5a,37] hydrogen bonding[38] and ordering
of solvent[39] are receiving increasing attention to unveil the
next generation of photocatalytic transformations and offer
new frontiers in selectivity and efficiency. Further studies into
the nature of interactions and structure of preassemblies, as
well as catalyst stability,[40] are ongoing.
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1 Synthetic Photoredox Catalysis: The Role of Preassemblies

1.2 C–H Arylation of Pyrroles Catalyzed by 3d-Metal Complexes

Transition metal catalysts have long been a fundamental component of the organic synthe-
sis toolkit in the electronic ground state. Their ability to open shorter and often cheaper
synthetic routes from readily available raw materials has paved the way for widespread indus-
trial applications.[131,132] Complementary to purely organic catalysts like the one discussed
in section 1.1, transition metal complexes also offer an attractive and versatile platform for
PRC.[103,106,133] While Ru and Ir complexes are still prevalent, there are growing efforts to
replace them with complexes of earth abundant and less environmentally damaging first-row
transition metals.[103,106,134–144]

However, the application of 3d-metals in PRC introduces new challenges. The conven-
tional photocatalytic process requires low-energy intramolecular CT states, below the d-d
transitions, to set up the subsequent diffusion-controlled single electron transfer to or from
the substrate while avoiding fast internal conversion. This is the case in strong ligand fields
with sufficient overlap between ligand and d-orbitals. The 4d and 5d orbitals of Ru and Ir
enable such overlap, as they extend well beyond the respective s- and p-shells (figure 1.2).
In contrast, the radial distribution function of the 3d-orbitals in first-row transition metals
has a maximum around the same distance from the nuclei as the 3s and 3p orbitals due
to the lack of a radial node. This is known as the primogenic effect[145,146] and results in
weaker metal-ligand bonds, as the bonding overlap with the 3d-orbitals is counteracted by
electrostatic repulsion from the 3s and 3p orbitals.[138] As a result, the ligand-field splitting
in 3d-metal complexes is much smaller than in their 4d and 5d homologues, such that the d-d
transitions are now lower in energy than the photoexcited intramolecular CT states. This
opens non-radiative decay channels and leads to short excited state lifetimes that hamper

Figure 1.2: Radial distribution function of the valence s-, p- and d-shells with increasing principal
quantum number, visualizing the primogenic effect. The 4d and 5d shells extend further beyond
the respective s- and p-shells, facilitating larger overlap with ligand orbitals and thereby lower-
energy CT states in transition metal complexes than the 3d-shells. Figure inspired by ref. 138.
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1.2 C–H Arylation of Pyrroles Catalyzed by 3d-Metal Complexes

diffusion-controlled reactions. So far, strategies to navigate around this issue have focused
on either suppressing the low-energy ligand-field transitions by employing d10 metals or on
increasing the excited state lifetimes with elaborate ligand design.[103]

The article “Cobalt-Mediated Photochemical C–H Arylation of Pyrroles”, published 2024
in Angew. Chem. Int. Ed. follows a different route. Rather than enforcing certain excited
state properties of the catalyst, thereby limiting its synthetic accessibility, single electron
transfer is facilitated by the formation of a dispersive preassembly with the substrate before
photoexcitation. This circumvents the need for long-lived excited states, as the photoinduced
process is no longer controlled by diffusion. Moreover, the complex is readily accessible from
a synthetic point of view, featuring two simple diiminopyridine ligands (figure 1.3). The
catalytic cycle was characterized through close collaboration between synthesis, spectroscopy
and theory, culminating in the formulation of a detailed reaction mechanism that is mediated
by ground state preassemblies. Correctly describing the electronic structure of the large
and weakly bound open-shell species posed the main challenge for the computational part
of this work. The most important points of the article are summarized below:

• The C H arylation of pyrroles was successfully photocatalyzed by a series of bis-
(diiminopyridine) complexes with first-row transition metals (center of figure 1.3).
While the reaction proceeded with Fe, Ni, and Zn, the highest yields were obtained
using Co as the metal center of the complex, which will be further denoted as [1-Co].
Both the oxidized ([1-Co]2+) and one-electron reduced forms ([1-Co]+) of the complex
were isolated.

• Steady-state absorption spectroscopy indicated a two-step mechanism for the photo-
chemical reaction: In the first step, the complex [1-Co]2+ is reduced to [1-Co]+ upon
photoexcitation with blue light in the presence of triethylamine NEt3. The reaction
also proceeds with other amines, albeit with lower product yields. [1-Co]+ was de-
tected by a characteristic absorption at 340 nm and a broad band beyond 630 nm into
the near infrared range. In the second step, [1-Co]+ is converted back to [1-Co]2+ in
the presence of an aryl halide and an N-substituted pyrrole, forming the final product.
The successful regeneration of [1-Co]2+ and thus completion of the catalytic cycle
was confirmed by 1H-NMR spectroscopy.

• Transient absorption spectroscopy of [1-Co]2+ established a very short excited state
lifetime of only 8 ps, which is much too short for diffusion-controlled photocatalysis.[100]

The ensuing questions about how the mechanism proceeds instead were investigated
computationally.

• The ground state electronic structures of [1-Co]2+ and [1-Co]+ were studied at
the DFT (r2SCAN-3c) and CASSCF levels of theory. [1-Co]2+ is best described
by a d7 configuration on the metal and two neutral ligands – [CoIIL 0

2 ]. In [1-Co]+,
the additional electron is delocalized across the metal and ligands, resulting in a
multiconfigurational mixture of [CoIIL0L–] and [CoIL 0

2 ].
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1 Synthetic Photoredox Catalysis: The Role of Preassemblies

Figure 1.3: Proposed mechanism for the C–H arylation of N-methylpyrrole, catalyzed by a cobalt-
diiminopyridine complex.

• The possibility of a dispersive ground state preassembly between the catalyst and the
substrates, amine and aryl halide, was explored via metadynamics simulations at the
semiempirical GFN2-xTB[147] level. Structures representative of the sampled ensemble
were additionally optimized at the DFT (r2SCAN-3c) level of theory. The formation
of both preassemblies between [1-Co]2+ and amine, and between [1-Co]+ and the
aryl halide were energetically favorable. Additionally, the metadynamics revealed that
the binding sites of amine and aryl halide to the complex are complementary, such
that the two substrates do not interfere with each other.
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1.2 C–H Arylation of Pyrroles Catalyzed by 3d-Metal Complexes

• Two representative preassembly structures of [1-Co]2+ with NEt3 and of [1-Co]+

with 4-bromobenzonitrile were selected for the calculation of absorption spectra. The
range-separated double-hybrid density functional SCS-ωPBEPP86[148] was used for its
accuracy in the description of CT states. An automated wave function analysis was
employed to characterize the transitions underlying the main absorption bands and
to identify CT states, which are expected to drive the reaction. In both preassemblies,
a CT state was found within the emission range of the blue photoreactor LED. The
first one transfers electron density from NEt3 to the pyridine unit of the ligand, while
the second one moves an electron from there to the aryl halide.

• While these results already provided an outline of the catalytic mechanism, they could
not explain the difference in yields when different amines were used. A radical chain
side reaction,[149,150] initiated by α-aminoalkyl radicals was suspected to proceed
in parallel to the main reaction. Indeed, the free energies of the deprotonation
and subsequent oxidation of α-aminoalkyl radicals, calculated at the at the DFT
(r2SCAN-3c) and DLPNO-CCSD(T1)/ma-ZORA-def2-QZVPP levels, correlated well
with experimental yields. The role of the amine-initiated radical chain in the final
product generation is not yet clear, however, the successful regeneration of [1-Co]+

indicates that both mechanisms are at play.

• In combination, the experimental and computational results allowed to formulate the
consecutive photoinduced electron transfer (conPET) reaction mechanism shown in
figure 1.3. First, the complex [1-Co]2+ and the amine form a preassembly in the
ground state via hydrogen bonds. Photoexcitation of the assembly triggers single
electron transfer from the amine to the diiminopyridine ligand. As the complex relaxes
to the ground state, the extra electron density is delocalized across the metal and
ligand. The thus generated [1-Co]+ in turn forms a stable preassembly with the aryl
halide, mainly via π-stacking interactions. In a second light-induced step, an electron
is transferred from the partially occupied π∗ orbital of the ligand to the aryl halide,
regenerating [1-Co]2+ and forming an aryl radical. The latter can then react further
with the N-substituted pyrrole, yielding the final product. As a side reaction, the same
aryl radical can be formed via reductive dehalogenation by α-aminoalkyl radicals.

• In summary, the results provide proof-of-concept that the need for long excited state
lifetimes in transition metal PRC can be circumvented via ground state preassemblies.

The article “Cobalt-Mediated Photochemical C–H Arylation of Pyrroles” was published
2024 in Angewandte Chemie International Edition under the Creative Commons Attribution-
Noncommercial 4.0 International License† (CC-BY-NC 4.0). It is reproduced hereafter from
Angew. Chem. Int. Ed., 63, e202405780 (2024). The supporting information is available at
https://doi.org/10.1002/anie.202405780 and is reprinted partially in appendix A.2. Copy-
right 2024, the authors.

† License available at: https://creativecommons.org/licenses/by-nc/4.0/
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C-H functionalization

Cobalt-Mediated Photochemical C� H Arylation of Pyrroles
Julia Märsch, Sebastian Reiter, Thomas Rittner, Rafael E. Rodriguez-Lugo,
Maximilian Whitfield, Daniel J. Scott, Roger Jan Kutta, Patrick Nuernberger,*
Regina de Vivie-Riedle,* and Robert Wolf*

Abstract: Precious metal complexes remain ubiquitous
in photoredox catalysis (PRC) despite concerted efforts
to find more earth-abundant catalysts and replacements
based on 3d metals in particular. Most otherwise
plausible 3d metal complexes are assumed to be
unsuitable due to short-lived excited states, which has
led researchers to prioritize the pursuit of longer
excited-state lifetimes through careful molecular design.
However, we report herein that the C� H arylation of
pyrroles and related substrates (which are benchmark
reactions for assessing the efficacy of photoredox
catalysts) can be achieved using a simple and readily
accessible octahedral bis(diiminopyridine) cobalt com-
plex, [1-Co](PF6)2. Notably, [1-Co]2+ efficiently func-
tionalizes both chloro- and bromoarene substrates
despite the short excited-state lifetime of the key photo-
excited intermediate *[1-Co]2+ (8 ps). We present here-
in the scope of this C� H arylation protocol and provide
mechanistic insights derived from detailed spectroscopic
and computational studies. These indicate that, despite
its transient existence, reduction of *[1-Co]2+ is facili-
tated via pre-assembly with the NEt3 reductant, high-
lighting an alternative strategy for the future develop-
ment of 3d metal-catalyzed PRC.

Introduction

Photoredox catalysis (PRC) is a relatively new but highly
versatile technique that is becoming pervasive in organic

synthesis.[1–4] While exact mechanisms can differ, all PRC
processes involve single electron transfer to or from an
excited state of the photocatalyst PC as a key step. The
former option involves an electron transfer from a substrate
to the excited state of the PC (Figure 1a), a process that is
often termed “reductive quenching”. Since its inception,
PRC has relied heavily on second and third row transition
metal complexes as PC, and especially complexes of the
precious metals Ru and Ir.[5,6] Even though they remain
probably the most frequently and widely-used family of
catalysts for PRC, there are growing concerns around cost,
scarcity, and security of supply. This has prompted extensive
efforts to find alternative PC based on more earth-abundant
elements.[7–20] Significant progress has been made in the use
of organic dyes as PC;[5,6] however it has been argued that
this approach is limited by the synthetic complexity of many
organic PC, and corresponding difficulties in tuning their
redox and other catalytically-relevant properties.[19]

In this context, an alternative solution would be to
replace the currently employed Ru and Ir polypyridyl
complexes with analogues based on their much cheaper 3d
metal homologues Fe and Co. However, with a few notable
exceptions (e.g. based on CuI)[21–23] 3d metal PC remain
significantly underdeveloped relative to their precious metal
and organic counterparts. This can be attributed to the fact
that, in practice, the photophysical and photochemical
properties of 3d metal complexes tend to differ fundamen-
tally from those of analogous 4d and 5d complexes.[12,14–19] In
particular, for 3d complexes the prevailing excited states
*PC are typically short-lived, with lifetimes in the fs to ps
range.[10,15,24] It has often been argued that these are too short
to permit diffusion-limited, intermolecular interactions with
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substrates,[12,25] and that this precludes these complexes from
being effective PC.

This has led to significant efforts to develop Fe and Co
complexes with longer *PC excited-state lifetimes, and in
recent years a number of breakthroughs have been achieved
through sophisticated ligand design. Employed strategies
include exploitation of the Marcus inverted region,[19] and
the destabilization of metal-centered (MC) electronic states
with simultaneous stabilization of metal-to-ligand (MLCT)
or ligand-to-metal (LMCT) charge transfer states. This
could be achieved through the incorporation of push-pull
ligand sets, strong π-acceptor ligands, σ-donating N-hetero-
cyclic carbenes (NHC) and by σ- and π-donation of cyclo-
metalating ligands.[12,13,26–29] As a result, complexes with
excited-state lifetimes well into the ns range have emerged
(Figure 1b, top). At the same time, there have been
significant advances in electronic structure and dynamics
methods,[11,30] enabling a detailed theoretical description of
photocatalytic processes.

These fundamental developments have been accompa-
nied by pioneering reports describing early examples of
PRC using Fe and Co photocatalysts, some relevant
examples of which are shown in Figure 1b.[19,27,31–42] While
these reports represent an important advance for the field of
PRC, in many cases achieving these longer excited-state
lifetimes demand elaborate ligand syntheses, and/or places
significant restrictions on molecular design that need to be
balanced with the optimization of other important proper-
ties such as *PC redox potentials. In contrast, we report in
this work successful PRC via a simple Co complex with an
extremely short excited-state lifetime, demonstrating that
long *PC lifetimes are in fact not a strict requirement.
Specifically, we show that the simple, octahedral,
bis(diiminopyridine) cobalt complex [1-Co](PF6)2

[43] success-
fully mediates the C� H arylation of pyrrole with bromo- and
chloroarenes (Figure 1c). Spectroscopic studies confirm the
key photochemical reduction of [1-Co]2+ to [1-Co]+. High-
level quantum chemical calculations reveal the crucial role
of preassembly in enabling this process and provide detailed
mechanistic insights.

Results and Discussion

Despite the previous emphasis on excited-state lifetimes, we
were motivated to investigate whether PRC might in fact be
achievable using 3d-based PC even with very short-lived
*PC states. We were encouraged by recent reports from
elsewhere in the field of PRC, specifically consecutive
photoinduced electron transfer (conPET) and electro-medi-
ated photoredox catalysis (e-PRC) reactions,[44–48] in which
intramolecular electron transfer to the excited states of
organic radical anions PC*� (or from the excited states of
organic radical cations PC*+) has been proposed to be a
viable and essential mechanistic step despite the short
excited-state lifetimes of these *PC*� (or *PC*+) states.[49–52]

As a proof of principle we therefore chose to investigate the
catalytic behavior of the known complexes [1-M]2+ (M=Fe,
Co) whose full structures are shown in Figure 1c.
[1-M](PF6)2 are easily synthesized, are based upon a highly
tunable ligand scaffold, and their redox properties have

Figure 1. (a) General mechanism of photoredox catalysis mediated by
an electron transfer from a sacrificial electron donor (PC=photocata-
lyst, D=electron donor, A=electron acceptor); (b) previously reported
Fe- and Co-based photocatalysts and their catalytic applications; (c)
use of simple diiminopyridine complexes as photocatalysts in C� H
arylations, as reported herein.
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previously been studied in detail being appropriate for
PRC.[43]

Photoreduction of [1-Co](PF6)2 by NEt3

The cobalt complex [1-Co](PF6)2 was investigated by
transient absorption spectroscopy, which, as expected,
showed a short excited-state lifetime of just 8 ps upon
excitation at 405 nm (see Figure S44, SI). Nevertheless, the
photochemical reduction of [1-Co](PF6)2 by the common
sacrificial electron donor NEt3 (Figure 2a) was monitored by
electronic absorption spectroscopy in the UV/Vis-NIR
spectral range. Irradiation at 405 nm of a solution of
[1-Co](PF6)2 (20 μM) and NEt3 (200 μM, 10 equiv. with
respect to [1-Co](PF6)2) in MeCN (250 μL) induced clear
absorption changes (Figure 2a). The one-electron reduced
complex [1-Co]+ (Figure 2b) was identified as the reaction
product by its characteristic absorption at 340 nm and a
broad band extending from 630 nm far into the NIR (see
Figure S41, SI).[43] Isosbestic points at 365 nm and 624 nm
corroborate direct reduction of [1-Co]2+ to [1-Co]+ and
decomposition of the spectra into the individual contribu-
tions of both oxidation states (Figure 2a, inset) yields
concentration profiles that can be described by the rate
equation for a single photochemical step (Figure 2a, see fit

in the inset).[53] Since both light and NEt3 are necessary to
enable reduction of [1-Co]2+ (Figures S31� S33, SI),
[1-Co]2+ is reduced in its excited state, *[1-Co]2+, by NEt3

yielding [1-Co]+ and the [NEt3]
+* radical cation. The latter

cannot be detected because it is rapidly deprotonated due to
excess of NEt3 resulting in the formation of products that do
not absorb in the spectral detection window (Figure 2b).[54]

The photochemical reduction of [1-Fe](PF6)2 by NEt3

was also investigated showing a significantly reduced
efficiency (see Figure S19, SI). This is presumably a conse-
quence of the more negative reduction potential of
[1-Fe](PF6)2, influenced by the electronic structure of the
reduced complex [1-Fe]+, which retains a formal FeII

oxidation state by reducing one of its diiminopyridine
ligands to the radical anion (see Figure S47, SI).[43] Further-
more, [1-Fe]+ is prone to disproportionation into
[1-Fe](PF6)2 and [1-Fe]0, as also evident by a non-clean
formation of [1-Fe](PF6), even after several days of irradi-
ation.

Preassemblies between [1-Co](PF6)2 and NEt3

Due to the extremely short excited-state lifetime of
*[1-Co]2+ a diffusion-limited reaction between this excited
state and NEt3 at the concentrations employed experimen-
tally seems unlikely. Instead, we speculated that the
observed reactivity could be due to a ground-state preassem-
bly of [1-Co]2+ and NEt3 prior to photoexcitation. Notably,
similar explanations have been proposed for conPET and
e-PRC reactions, and it has been demonstrated that such
preassembly can exist even if it is not detectable by steady-
state spectroscopic methods.[55,56] Indeed, while no significant
change is observed in the UV/Vis-NIR absorption spectrum
upon addition of NEt3 to [1-Co]2+, the excited-state lifetime
of the *[1-Co]2+ is decreased from 8 ps to 5 ps in the
presence of NEt3 (109 mM), consistent with this proposal
(see section S6 in the SI). This corresponds to a rate
constant of 7.5·1010 s� 1 for the PET process. Since no further
intermediates were detected by transient absorption spectro-
scopy despite the reduction of the excited-state lifetime, we
hypothesize that the geminate back electron transfer occurs
significantly faster. This reduces the overall efficiency of the
process (see also the discussion in section S6 in the SI).

The possibility of preassembly and potential charge-
transfer pathways was also investigated computationally.
First, the geometries of [1-Co]2+ and [1-Co]+ were
optimized at the r2SCAN� 3c level of theory[57] using the
ORCA[58–60] software package and verified as minima by the
absence of imaginary vibrational frequencies. The calculated
geometries of [1-Co]2+ and [1-Co]+ agree well with crystal
data,[43] and selected bond lengths and angles are compiled
in Tables S13 and S14 in the SI. Conformations of possible
ground state assemblies between the starting species
[1-Co]2+ and NEt3 were screened via metadynamics[61,62] at
the semiempirical GFN2-xtb[63] level. 774 unique structures
remained within an energy window of 2 kcal/mol above the
lowest energy conformer, which will be considered as
especially relevant in the following discussion of non-

Figure 2. (a) Electronic absorption spectra in the UV/Vis-NIR spectral
range of a mixture of [1-Co](PF6)2 (20 μM) and NEt3 (200 μM) in MeCN
(250 μL) after different time intervals of irradiation at 405 nm. Inset:
Concentration time profiles of [1-Co]2+ (violet), [1-Co]+ (red), and the
sum of both profiles demonstrating the conservation of mass (black).
(b) Reaction sequence of the photoreduction.
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covalent preassemblies. Figure 3 reveals preferential coordi-
nation sites at the imine-bound methyl groups and at the
pyridine units. In all cases, the bonding situation is best
described as hydrogen bonds between the amine nitrogen
and the ligand.

Six representative structures with NEt3 coordinating to
different positions of the complex were optimized with the
higher-level r2SCAN� 3c method[57] to assess their thermody-
namic stability (Table 1). Initial conditions for the geometry
optimizations were selected manually to cover a wide range
of possible binding sites. The formation of all optimized
assemblies from the isolated molecules comes with a

decrease in energy of 4.56–6.69 kcal/mol, which indicates
that dispersive preassemblies are generally favorable in the
ground state. Coordination at the axial positions of the
pyridine units (b and f in Table 1), i.e., along the z-axis of
the complex, is slightly less favorable than at other sites,
which may be attributed to fewer possibilities for dispersive
interactions between the amine and the catalyst at these
positions. Apart from this, the energies of coordination to
various positions around the complex are comparable.

Following the reduction of [1-Co]2+ to [1-Co]+, the
possibility of preassembly with a model substrate for
catalysis, 4-bromobenzonitrile (2aBr, Figure 3), revealed 826
conformations within 2 kcal/mol above the lowest energy
structure. In this group, the dominant interaction among the
lower-energy conformations is π-stacking between the 4-
methoxyaniline units and the aromatic substrate. Toward
higher energies, hydrogen bonds between ligand protons
and the negatively polarized bromide become more preva-
lent. In contrast to NEt3 coordination, the pyridine units of
the ligand are excluded from the favorable coordination
sites, which is attributed to the higher steric hindrance of the
4-bromobenzonitrile preventing π-stacking on these sites.
Six structures were optimized (r2SCAN� 3c) and exhibit
stabilization energies of 6.90–8.60 kcal/mol, compared to the
isolated fragments. Out of these, three conformers (l, o and
p in Table 1) are characterized by π-stacking interactions
between one of the ligands and 2aBr. In two cases (n and q),
the substrate rather coordinates to one of the peripheral
methoxy groups of the ligand, which are sterically more
accessible than the aromatic units. The conformers n, o, and
p are the most stable out of the optimized structures.
Additionally, in one case (m), a T-π-interaction can be
observed.

Comparing the two substrates, the favored coordination
sites of NEt3 and 2aBr appear complementary (Figure 3),
indicating that both the amine and the substrate can in
principle coordinate to the metal complex at the same time.
To test this hypothesis, we sampled preassemblies with both
NEt3 and 2aBr coordinating simultaneously to either
[1-Co]2+ or [1-Co]+. The results confirm the idea that both
substrates have their preferred binding sites which are
separate from each other (Figure S46, SI). As will be shown
in the following sections, the photocatalytic mechanism
likely consists of two consecutive steps. Therefore, simulta-
neous binding of both substrates to the catalyst is not a strict
requirement for the electron transfer to occur. However, the
two substrates not blocking each other’s binding site is
beneficial to the reaction, as it is less limited by the diffusion
of the substrates. Thus, we conclude that both NEt3 and 2aBr
forming a stable dispersive assembly with the catalyst in the
ground state enables the catalyst to efficiently mediate the
electron transfer between the amine and the substrate 2aBr.

Catalytic C� H arylation of N-methylpyrrole

The experimentally-proven feasibility of electron transfer
from NEt3 to *[1-M]2+ and appropriate redox properties of
the resulting [1-M]+ imply that the salts [1-M](PF6)2 should

Figure 3. Visualization of the sampled (GFN2-xtb) preassemblies of
[1-Co]2+ with NEt3 (purple) and [1-Co]+ with 4-bromobenzonitrile
(cyan) within an energy window of 2 kcal/mol of the lowest energy
conformation. Colored spheres indicate the position of the coordinat-
ing N-atom (purple) or the center of the aryl unit (cyan) of the
respective substrate. The coordination sites of the two substrates are
complementary.

Table 1: Energies and enthalpies for the formation of preassemblies
between [1-Co]n+ and substrates, relative to the energies of the isolated
molecules (r2SCAN� 3c). Distances refer to the N� H distance for
assemblies between [1-Co]2+ and NEt3, and to the center-to-center
distance of interacting aromatic units for assemblies between [1-Co]+

and 2aBr (see also Figures S54, S55, SI). Preassemblies with amines
other than NEt3 (g–k) are listed in Table S11, SI.

Cat. Substr. ID ΔE [kcal/mol] ΔH [kcal/mol] Dist. [Å]

[1-Co]2+ NEt3 a � 6.69 � 5.44 2.29
b � 4.67 � 3.52 2.38
c � 6.44 � 5.13 2.37
d � 6.99 � 5.59 2.59
e � 6.61 � 5.11 2.30
f � 4.56 � 3.35 2.32

[1-Co]+ 2aBr l � 7.94 � 6.64 3.69
m � 7.56 � 6.38 4.85
n � 8.36 � 7.40 3.96
o � 8.60 � 7.26 4.10
p � 8.20 � 7.06 3.82
q � 6.90 � 5.80 3.54
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be capable of mediating a full photocatalytic redox cycle.
Thus, as a model reaction, the reductive coupling of aryl
halides with pyrroles was investigated. This can be consid-
ered a “benchmark” reaction for the assessment of new PC
candidates and has been studied for a variety of precious
metal and organic catalysts.[64–77] However, to our knowledge
there have been no previous reports of such C� H arylation
reactions being successfully catalyzed by 3d metal com-
plexes.

Initially, the coupling of 4-bromobenzonitrile 2aBr with
N-methylpyrrole 3a was targeted, and the results of this
preliminary analysis are summarized in Table 2. Low
catalyst loadings of both complexes [1-M](PF6)2 (M=Fe, Co)
promote the formation of the targeted cross-coupling

product 4a in good yield, alongside minor hydrodehalogena-
tion of 2aBr to 5a (for optimization studies, see SI). Control
reactions confirmed that all reaction components are
required.

Amines such as N,N-dimethylethylamine (DMEA),
N,N-diisopropylethylamine (DIPEA) or diisopropylamine
(DIPA) gave significantly lower yields of 4a (see SI). When
using the isostructural Ni and Zn complexes [1-Ni](PF6)2

and [1-Zn](PF6)2 significantly inferior results were obtained
(see SI).[43] Under the best found conditions, both
[1-Fe](PF6)2 and [1-Co](PF6)2 provided very good conver-
sions of 2aBr, but the highest yield of product 4a was
achieved using the Co complex, which is consistent with the
easier photoinduced reduction by NEt3 discussed above
(although other factors such as the propensity of [1-Fe](PF6)
for disproportionation may also be relevant). Accordingly,
the reaction scope was explored employing [1-Co](PF6)2

(Scheme 1; see the Supporting Information for the substrate
scope of [1-Fe](PF6)2). At optimized conditions, moderate
to good yields of cross-coupling product can be obtained
with electron-deficient aryl bromides. High yields up to
77 % are obtained with p-CN, o-CN, o-Br, and p-CF3

substituents (products 4a, 4b, 4d, and 4g). In contrast, the
p-Cl substituted product 4f was obtained in a comparatively
low yield of 36%. Substrates with more electron-donating
substituents resulted in lower activity, in line with previous
reports using organic dyes such as rhodamine 6G and
4CzIPN.[67—77] Interestingly, the methodology is also suitable
for aryl chlorides (albeit less efficiently), although they are

Table 2: Photoreductive coupling of 4-bromobenzonitrile 2aBr with
N-methylpyrrole 3a catalyzed by complexes [1-M](PF6)2 (M=Fe, Co).

Entry M conversion 2aBr [%][a] yield 4a
[%]

yield 5a
[%]

1 Fe 80 54 12
2 Co 90 77 12

[a] Conversion of starting material 2aBr as well as the yields of 4a and
the hydrodehalogenation product 5a were determined by GC-FID
using hexamethylbenzene as internal standard.

Scheme 1. Products 4a to 4s obtained by the light-driven C� H arylation reaction of pyrroles. Yields were obtained by GC-FID using
hexamethylbenzene as internal standard. See the Supporting Information for the substrate scope of the analogous [1-Fe](PF6)2.
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typically considered very challenging to reduce (products 4 i
to 4 l). For dibromoarenes, disubstitution was preferred over
monosubstitution (cf. 4m vs. 4n and 4o vs. 4p), likely
because the product of the latter is activated towards further
functionalization.

Variation of the pyrrole coupling partner was also
tolerated, and unsubstituted pyrrole, N-benzylpyrrole, and
N-phenylpyrrole could all also be used to efficiently access
the corresponding cross-coupled products (4q to 4s). The
results for [1-Co](PF6)2 are comparable to the performance
of organic dyes such as Rh-6G and 4CzIPN, while allowing
for relatively low catalyst loadings and a facile work-up
procedure.

Photoreactivity of [1-Co](PF6)

Having already established the photoreactivity of
[1-Co](PF6)2 towards NEt3, and confirmed in control experi-
ments that it does not react with model substrates 4-
bromobenzonitrile (2aBr) or N-methylpyrrole (3a) in the
absence of NEt3 either under irradiation or in the dark (see
SI), we sought to interrogate the reactivity of the reduced
intermediate [1-Co]+ in a similar manner. Irradiation of a
solution containing all the components of the catalytic
reaction, i.e., [1-Co](PF6)2 (20 μM), NEt3 (2 mM,
100 equiv.), 4-bromobenzonitrile (2aBr, 6 mM, 300 equiv.),
and N-methylpyrrole (3a, 10 mM, 500 equiv. with respect to
[1-Co](PF6)2 in MeCN (250 μL) (Figure S33, SI), with
405 nm light and monitoring by UV/Vis-NIR absorption
spectroscopy showed initial formation of [1-Co]+ (similarly
to the results when using [1-Co](PF6)2 and NEt3 only, shown
in Figure 2). However, further irradiation resulted in the
total consumption of the initially formed [1-Co]+ confirming
that [1-Co]+ is involved in subsequent reaction steps.
Interestingly, when authentic, independently-prepared
[1-Co](PF6) was combined with 2aBr, at catalytically relevant
concentrations in THF oxidation of [1-Co]+ to [1-Co]2+ was
observed by UV/Vis-NIR absorption spectroscopy upon
irradiation at 405 nm (Figure 4).[78] These results suggest
that, like [1-Co]2+, [1-Co]+ is also able to engage in electron
transfer only upon photoexcitation, in this case being
oxidized by 2aBr. It should be noted, however, that in
contrast to the preceding reduction of [1-Co]2+ (Figure 2,
see above), in this case no defined isosbestic points were
observed and the final spectrum, although similar, is not
completely identical with that of pure [1-Co]2+ (black
dashed line in Figure 4a), indicating additional side reac-
tions. Nevertheless, increasing the concentration of the
substrate 2aBr significantly accelerated the oxidation of
[1-Co]+ (Figures S37 and S38, SI), while in the absence of
substrate only a minor decrease of the [1-Co]+ concentra-
tion was observed (Figure S36, SI), which is in agreement
with the corresponding redox potentials (Ered (2aBr)=

� 1.85 V vs. SCE;[79] E1/2([1-Co]
2+/[1-Co]+)= � 0.53 V vs.

SCE) and provides evidence for a PET reaction between
[1-Co]+ and 2aBr.

[43,79]

The PET reaction between [1-Co]+ and 2aBr was also
monitored by 1H NMR spectroscopy (Figure 5). After

irradiation of [1-Co]+ in the presence of 4-bromobenzoni-
trile (2aBr, 1 :1, 0.01 M in MeCN-d3) for 2 h (450 nm,
TAK120 AC photoreactor), the formation of [1-Co]2+ is
visible from the appearance of its characteristic, para-
magnetically shifted 1H NMR resonances (Figure 5d). An
increase in the exposure time to 24 h results in partial
decomposition of the complex, as indicated by new 1H NMR
signals at 36.7, 30.9, 26.4, 0.26, and � 2.9 ppm (marked with
an asterisk in Figure 5e, cf. a and d).

Electronic structure of [1-Co]2+ and [1-Co]+

To elucidate the electronic structure of the catalytic species,
open-shell calculations on [1-Co]2+ and [1-Co]+ were
performed once in the spin-unrestricted framework, which
was also used for geometry optimizations, and once in a
restricted open-shell formalism to eliminate spin-contamina-
tion. [1-Co]2+ is best described as a low-spin Co2+ ion (d7)
coordinated by two neutral ligands, [CoII(L0)2]

2+ (L=2,6-
bis[1-(4-methoxyphenylimino)ethyl]pyridine). The unpaired
electron occupies the dx2 � y2 orbital and no significant spin
density is observed on the ligands, even in the spin-
unrestricted calculation (Figure S48, SI). Upon reduction to
[1-Co]+, the formerly unoccupied dz2 orbital of the metal is
populated, in agreement with previous experimental
deductions.[43] However, a small amount of antiferromag-
netic coupling between the metal ion and the ligand-based
pyridine π-orbitals is observed for [1-Co]+ in the spin-
unrestricted calculation (S=1.12, ideal: 1.00). Restricting the

Figure 4. (a) Electronic absorption spectra in the UV/Vis-NIR spectral
range of a mixture of [1-Co](PF6) (20 μM) and 4-bromobenzonitrile
(2aBr, 2000 μM) in THF (250 μL) after different intervals of irradiation
at 405 nm. Black dashed line: Spectrum of [1-Co](PF6)2 in THF for
comparison. (b) Reaction equation for the observed photochemical
reaction between [1-Co]+ and 2aBr.
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spin to a pure triplet leads to a rise in energy of 0.25 eV. The
partial occupation of ligand orbitals in the ground state of
[1-Co]+ was further corroborated by CASSCF[80] and
NEVPT2[81–83] calculations with the Molpro software
package.[84–86] In particular, the dxz and dyz orbitals donate
electron density into ligand-based π* orbitals, resulting in
four partially occupied shells (Figure 6). Nevertheless, the
triplet is favored over the quintet by an adiabatic energy
difference of 0.4 eV (Table S12, SI). Therefore, the ground
state of [1-Co]+ is best described as a mixture of a CoI ion
coordinated by two neutral ligands ([CoI(L0)2]

+) and a high-
spin CoII ion, coordinated by one neutral and one anionic
ligand ([CoII,HSL0L� ]+), setting the stage for subsequent
electron transfer from the partially occupied π* orbitals.

Electron transfer mediated by [1-Co]2+ and [1-Co]+

To gain microscopic insight into the electron transfer
processes, the absorption spectra for both the isolated
complexes and the optimized catalyst-substrate aggregates
were calculated. In a first step, the absorption properties of
all optimized catalyst-substrate preassemblies were calcu-
lated at the low-cost r2SCAN� 3c level of theory in a TDA-
DFT framework to assess the influence of the different

preassembly conformations on the spectra. However, the
energy of charge-transfer (CT) excitations is routinely
underestimated in TD-DFT due to self-interaction
errors.[87–91] Thus, higher-level calculations were performed
at the TDA-SCS-ωPBEPP86/def2-TZVP(� f) level of theory
for the complexes [1-Co]2+ and [1-Co]+ as well as for
selected preassemblies. The range-separated double-hybrid
density functional SCS-ωPBEPP86[92] includes a perturbative
doubles correction and, thus, allows to describe CT
excitations qualitatively.[90] Its use was crucial to reproduce
the most prominent bands of the [1-Co]2+ absorption
spectrum (Figure 7). In general, the calculated spectrum of
[1-Co]2+ is blue-shifted with respect to the experimental
spectrum. Therefore, an empirical correction of 0.65 eV was
applied to all calculated energies in the following discussion.
At low energies, the spectrum of [1-Co]2+ is composed
exclusively of dark d–d transitions. In the visible range, the
spectrum features two distinct bands at 500 nm and 580 nm,
calculated at 602 nm and 633 nm in Figure 7a, which arise
from transitions to two MLCT states transferring electron
density from the dx2 � y2 orbitals of the metal center to the
pyridine units of either ligand. The prominent band with a
maximum at 360 nm is dominated by ligand-centered π!π*
transitions, mixed with transitions to ligand-to-ligand charge
transfer (LLCT) states. The density of LLCT states

Figure 5. 1H NMR spectra in MeCN-d3 from bottom to top: (a) isolated [1-Co](PF6)2, signals highlighted with r; (b) isolated [1-Co](PF6), signals
highlighted with ; (c) isolated [1-Co](PF6) in presence of the substrate 4-bromobenzonitrile (2aBr, 0.01 mM scale) before illumination; (d) isolated
[1-Co](PF6) in presence of the substrate 4-bromobenzonitrile (2aBr, 0.01 mM scale) after 2 h of illumination (TAK120 AC photoreactor, 7 W, 450 nm,
40 °C); (e) isolated [1-Co](PF6) in presence of the substrate 4-bromobenzonitrile (2aBr, 0.01 mM scale) after 24 h of illumination (TAK120 AC
photoreactor, 7 W, 450 nm, 40 °C), the signals of decomposition products are marked with an asterisk.
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increases towards higher energies. The dip in absorbance at
320 nm is explained by a higher density of excited states to
which the transition from the ground state is of low
probability.

Independent of the coordination site, aggregation of
[1-Co]2+ with NEt3 introduces no distinct new spectral

features (Figure S51, SI), in accordance with experimental
observations (see the Supporting Information for details).
Instead, in all of the investigated preassemblies a series of
weak transitions to CT states is observed, in which electron
density is transferred from the amine to the ligand. For one
of the preassemblies (Figure 7a), the first such CT transition

Figure 6. Leading configurations of the most stable ground-state wave function of [1-Co]2+ and [1-Co]+ at the CASSCF(12,9)/def2-TZVP level of
theory. MO levels are plotted in energetic order but not to scale for clarity. Percentages indicate the weight of the respective configuration in the
total CASSCF wave function. Split percentages refer to additional configurations, where the spins of the two electrons highlighted in red are
reversed.

Figure 7. Calculated absorption spectra of representative preassemblies between (a) [1-Co]2+ and NEt3 and (b) [1-Co]+ and 2aBr (TDA-SCS-
ωPBEPP86/def2-TZVP(� f)), compared to experimental spectra of the complexes. A constant red-shift of 0.65 eV has been applied to the calculated
spectrum (a); spectrum (b) has not been modified. In both cases, photoexcitation in the photoreactor occurs at λmax=450 nm. In this spectral
region a CT state can be excited and transfer electron density (a) from the amine to [1-Co]2+, forming [1-Co]+, and subsequently (b) from [1-Co]+ to
2aBr. The inset in (b) illustrates excited states in the NIR region, which are red-shifted by the calculations compared to the experimental signal
between 700 and 1000 nm.
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(Figure 8a) appears at 422 nm, which is within the emission
spectrum of the photoreactor LED, so that direct population
of the NEt3![1-Co]2+ CT state is feasible, facilitating the
reduction to [1-Co]+. The low oscillator strength of this CT
transition (f=0.0144) is in qualitative accordance with the
relatively long illumination times employed experimentally.
Apart from direct excitation, the high density of states in
this spectral region implies that the relevant CT state may
also be populated via excited state dynamics, after excitation
into a higher excited state.

The calculated spectrum for [1-Co]+ agrees with the
experimental data in the visible and UV range. The
characteristic NIR band is shifted to lower energies by
~0.8 eV and consists of d–d transitions and intra-ligand
π!π* or LLCT excitations. This energy shift can be
attributed to a higher degree of spin contamination in the
ground state calculated at the SCS-ωPBEPP86 level (<S2>

=3.18, ideal: 2.00) which leads to higher partial occupation
of ligand π* orbitals and thereby to lower excitation energies
into these orbitals. This effect also compensates the
previously observed blue-shift in the visible and UV range,
such that no empirical correction is required for the
calculated spectrum of [1-Co]+. There are two bright excited
states in the emission range of the photoreactor LED, one
appearing at 480 nm, the other at 428 nm. They correspond
to quasi-symmetry equivalent π!π* excitations on one of
the two pyridine units of the ligands. The absorption band at
340 nm is also dominated by ligand-centered π!π* transi-
tions. Toward higher energies, the absorbance first drops
due to a series of weakly absorbing π!π* and LLCT
transitions, then rises again as the density of LLCT
transitions increases. The spectrum of [1-Co]+ remains
largely unaffected by substrate coordination (Figure S51,
SI), apart from additional UV bands due to substrate-based
π!π* excitations. In analogy to the oxidized species, the
preassembly spectrum exhibits a weakly absorbing CT
excitation (f=0.0016) from the ligand to 2aBr at 486 nm
(Figure 8b), within the LED emission range. Excitation of
this state effectively photo-reduces the substrate and thus
enables the desired cleavage of the C� Br bond. The
resulting hole on the ligand is filled by an electron from the

metal upon returning to the ground state, restoring the
original [1-Co]2+ and completing the photocatalytic cycle.

Conceptualizing these insights, the ligand acts as an
electron bridge between the redox-active metal and the
other reactants. In the first photoactivated step, the ligand
initially accepts an electron from the amine and transfers it
partially over to the cobalt as the complex relaxes back to
the ground state. Subsequently, excitation of the reduced
complex transfers an electron from the ligand to the
substrate, which causes the reoxidation of the metal upon
deactivation. The electron transfer through the π* orbitals
(cf. Figure 6) of the diimininopyridine ligand is visually
apparent in the calculated difference densities of the
relevant CT states with respect to the ground state in the
preassemblies (Figure 8).

Mechanistic discussion

Based on the combined investigations described above, we
propose the mechanism summarized in Scheme 2 for the
[1-Co](PF6)2-catalyzed arylation of 3a by 2aBr. Interestingly,
the presence of two separate PET steps implies that this can
formally be considered as an example of conPET reactivity,
which is more commonly associated with organic PC. This
mechanism is initiated by preassembly between [1-Co]2+

and the sacrificial electron donor NEt3 (step i), which upon
irradiation undergoes PET (step ii), yielding the one-
electron reduction product [1-Co]+. This can then engage in
a second preassembly with the bromoarene 2aBr. After
photoexcitation (step iii), 2aBr is reduced to regenerate the
initial [1-Co]2+ (step iv). This PET process results in C� Br
bond cleavage to afford the radical 2a*, which can couple to

Figure 8. Difference densities of the relevant CT states with respect to
the ground state in preassemblies between (a) [1-Co]2+ and NEt3 and
(b) [1-Co]+ and 4-bromobenzonitrile (2aBr). Upon excitation, electron
density is transferred from blue to yellow regions (isovalue: 0.002).

Scheme 2. Proposed mechanisms for the cobalt-catalyzed C� arylation
of N-methylpyrrole.
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N-methylpyrrole (step v), ultimately yielding product 4a
after further steps. For simplicity, these further steps are not
shown in Scheme 2, but may include radical chain elements
and/or re-reduction of [1-Co]2+ to [1-Co]+, as reported for
other PC.[93] Note that an alternative mechanism based on
Br atom transfer between 2aBr and the α-aminoalkyl radical
B is also possible (Scheme 2, steps vi and vii; this has been
proposed for organic PC such as 4CzIPN).[76,93] It is plausible
that both pathways contribute to the C� H arylation
reaction.[94] As illustrated in Scheme 2, NEt3 fulfills several
roles, acting as a reductant for photoexcited *[1-Co](PF6)2,
as a Brønsted base, and as a source of the radical B. Our
quantum chemical calculations indicate that the preassembly
of NEt3 with [1-Co]2+ and the formation of radical B exhibit
a favorable thermodynamic driving force (see Table S11 and
Scheme S4, SI). This may explain the superior utility of NEt3

over other amine bases (see above).

Conclusion

Despite a short excited-state lifetime, the readily accessible
bis(diiminopyridine) cobalt complex [1-Co](PF6)2 is an
efficient photocatalyst for the C� H arylation of pyrroles
using both chloro- and bromoarenes as substrates. The
performance of [1-Co](PF6)2 is comparable to that of pre-
cious metal-based complexes and organic dyes. Photoin-
duced electron transfer between the metal complex and the
reactants is facilitated by preassembly processes and pro-
ceeds via the diiminopyridine ligands with intermediate
metal oxidation. These results challenge the perception that
the development of late 3d metal photocatalysts is depend-
ent on the development of complexes with artificially
extended excited-state lifetimes and suggests an alternative
direction for the development of 3d-metal based PRC.
While these results represent an important proof of concept,
we believe that significant further improvements will be
possible through ligand design, and that the insights
reported herein will be applicable to a wide range of other
PRC transformations. The application of [1-Co](PF6)2 and
related metal complexes for a wider array of photochemical
arylations is currently under investigation.
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Chapter 2 Title Graphic: Multiscale quantum dynamics simulations unravel the ultrafast relax-
ation of the nucleobase uracil in its natural environment after photoexcitation.
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2 Multiscale Quantum Dynamics

The previous chapter examined photochemical reactions, focusing on selected critical
points in the reaction mechanism. Going beyond this steady-state picture, we shall now
shine a light on the ultrafast dynamics of the photoexcited nucleobase uracil, taking into
account interactions with its natural RNA environment.

Excited state dynamics often break the framework of the Born-Oppenheimer approxima-
tion, as the system evolves non-adiabatically from one electronic state to another through
CoIns.[30,151] In such cases, nuclear quantum effects begin to play a role, meaning that the
nuclei should no longer be treated as point masses but rather as quantum objects. There
are multiple ways to simulate non-adiabatic excited state dynamics.[152] One of the most
widely used methods is to approximate the nuclear wave packet statistically by a swarm of
independent trajectories.[153–157] Here, each trajectory treats the nuclei as classical parti-
cles and only an ensemble of many trajectories approximates the probability distribution
of the quantum system. Environmental effects can be incorporated either implicitly via
continuum models[56] or explicitly in QM/MM or ONIOM frameworks.[45,158–160] Reviews
on environmental effects in trajectory based methods are available in refs. 161–164. Despite
their merits, trajectory based approaches by design can not describe quantum effects like
tunneling, wave packet interference or coherent control by laser pulses. Thus, in this work,
we shall focus on solving the time-dependent Schrödinger equation (TDSE) by propagat-
ing a nuclear wave packet on electronic PESs.[165,166] The underlying theory is outlined in
the following, before introducing a new approach to include environmental interactions in
the wave packet dynamics. This approach is then applied to model the ultrafast S2→S1

relaxation of the nucleobase uracil in an RNA strand.

Wave Packet Dynamics

The time evolution of a quantum system is described by the TDSE[167–170]

ih̄
∂

∂t
Ψ(x, t) = ĤΨ(x, t) (2.1)

where i is the imaginary unit, h̄ is the reduced Planck constant, Ĥ(x, t) denotes the Hamil-
tonian and Ψ(x, t) the wave function. For a two-state system in the adiabatic picture, the
Hamiltonian in matrix form is defined as

H =

V1 0

0 V2

+

T11 f12

f21 T22

 (2.2)

where V1 and V2 are the potential energies of the two electronic states, T11 = T22 is the
kinetic energy of the wave packet and f12 and f21 denote the non-adiabatic coupling elements
(NAC) that facilitate population transfer at the CoIn. Optionally, the interaction between
the molecular system with dipole moment µ and an external electric field ϵ(t) can be included
by an additional term µε(t). By separating the spatial (x) and temporal coordinates (t) of
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Photostability of Uracil embedded in RNA

the wave function, a general solution to the TDSE reads

Ψ(x, t) =

∞∑
n=1

cne
− i

h̄
Entψ(x). (2.3)

Here ψ(x) is a solution of the time-independent Schrödinger equation (TISE), obtained in
the Born-Oppenheimer approximation with standard quantum chemistry methods, while
the time-dependence is fully contained in the exponential term. En denotes a discrete set of
eigenvalues to the electronic potential, thus the solution of the TDSE at any point in time
is a superposition of eigenstates, weighted with the coefficients cn. This superposition is
called a wave packet. As a complete set of eigenstates is usually not available for molecular
systems, the TDSE must be solved numerically by propagating the wave packet in small
time increments ∆t with respect to an initial condition Ψ(x, t0):

Ψ(x, t0 +∆t) = e−
i
h̄
Ĥ∆t︸ ︷︷ ︸

Û(∆t)

Ψ(x, t0). (2.4)

In practice, the evolution operator Û(∆t) is expanded to arrive at a propagation scheme.[171]

Here, one possibility is to approximate the exponential by a finite Chebyshev series

Û(∆t) = e−
i
h̄
Ĥ∆t ≈

N∑
k=0

akφk

(
− i

h̄
Ĥ∆t

)
, (2.5)

with the complex Chebyshev polynomials φk and expansion coefficients ak.[172] Compared to
other propagation schemes, the Chebyshev expansion offers higher accuracy and numerical
stability over long simulation times,[171] which is the reason it was used in this work. The
propagation was performed with the software QDng.[173]

Hamiltonian in Reduced Dimensionality

As the TDSE is solved numerically on a spatial and temporal grid, the computational effort
of wave packet simulations scales exponentially with the number of molecular degrees of
freedom. Therefore, the coordinate space is reduced to few, typically two, active dimensions
that represent the molecular process in question.[174–176] The Hamiltonian Ĥ is generally
defined as the sum of kinetic (T̂ ) and potential (V̂) energy operators. While the potential
operator is multiplicative and translates directly into the reduced dimensional coordinate
space, the kinetic energy operator

T̂x = − h̄
2

2

3N∑
i=1

1

mi

∂2

∂x2i
(2.6)

in Cartesian coordinates x with masses m requires prior transformations, which can be
achieved in the Wilson G-matrix formalism.[177–181] Here, the transformed operator in a
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two-dimensional space of internal coordinates q is approximated as

T̂q ≃ − h̄
2

2

M∑
r=1

M∑
s=1

∂

∂qr

[
Grs

∂

∂qs

]
. (2.7)

The G-matrix elements Grs are readily accessible via their inverse[178]

G−1
rs =

3N∑
i=1

mi
∂xi
∂qr

∂xi
∂qs

(2.8)

using finite differencing. Comparing eq. (2.7) and eq. (2.8), the G-matrix takes the role
of a reciprocal mass in the kinetic energy operator. To obtain pure internal coordinates,
translations and rotations are removed by applying the Eckart conditions[182] to the initial
Cartesian geometries. In this work, the PES was spanned by two orthogonalized Cartesian
difference vectors originating at the Franck-Condon point and ending at the S2 minimum
and at the S2/S1 CoIn, respectively.[183] The coordinates and consequently the G-matrix
were adopted from the gas phase simulation of uracil.[183]

Including Environmental Effects

While there are numerous examples of wave packet simulations being performed on isolated
molecules,[24,174,180,183–189] the simulation of environmental effects remains challenging. As-
suming that the molecular process is fast enough that its timescale can be separated from
that of the environmental dynamics, the environmental influence V̂env is entirely contained
in a time-independent potential energy term of the Hamiltonian

V̂ = V̂mol + V̂env (2.9)

where V̂mol corresponds to the PES of the isolated molecule. This assumption is valid
as long as the process takes less than a few hundred femtoseconds. At longer timescales,
the wave packet dynamics need to be coupled to the environmental motion, for example
in an Ehrenfest approach as described elsewhere.[190] At short timescales, previous works
have introduced the dynamic continuum ansatz to model V̂env implicitly as a custom fitted
potential which decelerates the wave packet.[191]

Moving from an implicit to an atomistic representation of the solvent cage, the next
step was to parameterize the interaction potential for a large set of relative solvent-solute
orientations sampled by MD simulations.[192] V̂env could then be approximated from the
library of precalculated parameters. The atomistic description of the solvent cage allowed
to distinguish multiple reaction channels in a photochemical bond dissociation depending
on the solvent orientation, which was not possible with the dynamic continuum ansatz.[192]

However, the parameterization routine requires a large amount of preparatory work and
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Photostability of Uracil embedded in RNA

Figure 2.1: Multiscale quantum dynamics workflow to include atomistic environments in grid-based
wave packet dynamics simulations.

its complexity only increases for heterogeneous environments as they occur in biological
systems.

The present work therefore introduces an extension to the atomistic approach, where the
interaction potential is evaluated explicitly at each point of the PES, without the need for
precalculated parameters (figure 2.1). To this end, environment configurations are sampled
from classical MD simulations. The quantum system, in this case uracil, is constrained at
its ground state minimum geometry during the MD to ensure reproducible starting points
for the setup of the PES. At each grid point of the PES, the geometry of the quantum
system is inserted into the MD snapshot and aligned by satisfying the Eckart conditions[182]

with respect to the frozen geometry from the snapshot. Next, the potential energy of the
full system is evaluated at each point of the PES in a QM/MM ansatz. By subtracting
the energy of the isolated quantum system at the same quantum mechanical (QM) level
of theory from the QM/MM energy, only the interaction potential V̂env remains. The final
PES is then obtained by adding V̂env to the precalculated excited state potential V̂mol of the
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2 Multiscale Quantum Dynamics

quantum system. As V̂env is unique to the MD snapshot chosen for the QM/MM calculation,
this procedure is repeated many times to model different environment configurations. Along
with the also precalculated kinetic energy operator of the quantum system, the TDSE can
be solved for each snapshot.

Compared to the library approach,[192] this procedure requires less preparatory work and
is easily transferable to any kind of environment, homo- or heterogeneous. Moreover, V̂mol

as well as the NACs can be calculated once at a high but expensive level of theory for the
isolated molecule, while a different and computationally faster level can be used for the
repeated evaluation of the interaction potential. In this work, V̂env was calculated in the
ground state, which saved computational effort and could be justified by similar charge
distributions in the ground and excited state of uracil. The same workflow is easily adapted
to evaluate V̂env for an excited state by using an excited state method in the QM/MM
calculation.

Photorelaxation of Uracil

The workflow described above was applied to model the S2→S1 relaxation of uracil in an
RNA environment. Like the other canonical nucleobases, uracil dissipates absorbed UV
radiation in the form of heat on a timescale of few hundred femtoseconds.[193] This ultrafast
relaxation protects the genetic code against photodamage and has been proposed as an
evolutionary selection criterion under high UV pressure in the early Earth history.[194–196]

Yet, photodamage occurs frequently enough in vivo that sophisticated repair mechanisms
have evolved,[197–201] prompting the research question of the article below: Does a natural
RNA environment affect the ultrafast relaxation to the ground state?

After photoexcitation around 250 nm to a bright ππ∗ excited state (S2),[202] uracil can
relax to a dark nπ∗ state (S1) and from there back to the ground state via CoIns.[203] The
first step of this relaxation has been modeled previously for the isolated nucleobase,[183]

whereby the wave packet evolved from the Franck-Condon point to the potential energy
minimum on the S2 PES before crossing a barrier to the S2/S1 CoIn seam. The simulated
decay had a half-life of 186 fs after excitation with a Gaussian laser pulse and could be
accelerated or delayed by custom shaped pump laser pulses.[183]

The article “RNA Environment Is Responsible for Decreased Photostability of Uracil”,
published 2018 in J. Am. Chem. Soc. investigates to what extent the natural environment
of uracil affects the relaxation process on the S2 PES. The most important results are
summarized below:

• PESs for uracil were calculated using 250 MD snapshots containing a 7-base RNA
single-strand solvated in water. The environmental potential was explicitly calculated
in a QM/MM framework for each snapshot, according to the scheme illustrated in
figure 2.1. Subsequently, the nuclear wave packet dynamics after photoexcitation to
S2 were simulated with a focus on the ultrafast S2→S1 relaxation through a CoIn
seam.
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• The timescale of the relaxation process in isolated uracil is on the order of 200 fs

and dominated by the movement of the wave packet over an energy barrier towards
the CoIn seam.[183] Inclusion of an environmental potential resulted in part in strong
modifications to the PES topography, such as higher or lower energy barriers and in
few cases even additional minima. However, even seemingly minor changes to the
topography were shown to steer the wave packet towards or away from the CoIn,
leading to decreased or increased relaxation times.

• Out of the 250 sampled population dynamics, 82% decayed on a timescale similar
to that of the isolated nucleobase. Faster relaxation was observed in 5% and slower
relaxation in 13%. This distribution was found to be independent from the base se-
quence surrounding uracil. In the case of slower dynamics, decay times on the order of
several picoseconds were observed, which is long enough for the nucleobase to undergo
harmful chemical reactions in the excited state. In that sense, the environmental
influence on the PES topography can be considered directly responsible for decreased
photostability of the nucleobase in RNA under physiological conditions.

The article “RNA Environment Is Responsible for Decreased Photostability of Uracil” was
published 2018 in Journal of the American Chemical Society. It is reprinted hereafter with
permission from J. Am. Chem. Soc., 140, 8714–8720 (2018). The supporting information
is available at https://doi.org/10.1021/jacs.8b02962 and reprinted in appendix B. Copyright
2018, American Chemical Society.
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ABSTRACT: UV light can induce chemical reactions in
nucleic acids and thereby damage the genetic code. Like all of
the five primary nucleobases, the isolated RNA base uracil
exhibits ultrafast, nonradiative relaxation after photoexcitation,
which helps to avoid photodamage most of the time.
Nevertheless, within RNA and DNA strands, commonly
occurring photolesions have been reported and are often
ascribed to long-lived and delocalized excited states. Our
quantum dynamical study now shows that excited-state
longevity can also occur on a single nucleobase, without the
need for delocalization. We include the effects of an atomistic RNA surrounding in wave packet simulations and explore the
photorelaxation of uracil in its native biological environment. This reveals that steric hindrance through embedding in an RNA
strand can inhibit the ultrafast relaxation mechanism of uracil, promoting excited-state longevity and potential photodamage.
This process is nearly independent from the specific combination of neighboring bases.

■ INTRODUCTION

UV radiation can cause severe damage to the genetic
information by chemically altering the nucleobases of DNA
and RNA. All five canonical nucleobases found today are
extraordinarily stable toward photodamage, which is also seen
as the reason why they survived the evolutionary selection
pressure in the early days of life, when solar radiation on the
surface of the earth was more intense than today.1,2 This high
photostability is usually attributed to ultrafast relaxation
channels from electronically excited states back to the initial
ground state, which have been reported both theoretically and
experimentally for all five isolated bases.3−9 Obstruction of
these relaxation channels can be directly linked to the
formation of photodamage.10−12

One of the most common photolesions, the cyclobutane
pyrimidine dimer (CPD) has been extensively investigated for
thymine,13−19 which is structurally closely related to the
subject of this paper, uracil. It has been shown that CPD
formation originates mainly from excitation to a singlet 1ππ*
state15 and can happen within just 1 ps after excitation for
favorable initial molecular geometries.13 Triplet channels
leading to CPD damage are also known but generally produce
much lower yields.14,16−18 Experimentally, the singlet 1ππ*
state is usually excited with UVC radiation (200−290 nm)
because of the strong absorption in this range.3,4,6−9 Although
the UVC wavelengths are filtered by the atmosphere, lower
energy UVB radiation (290−320 nm) that does reach the
surface of the earth can also induce harmful yields of
photolesions in RNA under physiological conditions.20

Transferring these results to uracil, we will focus on the first
relaxation step out of the bright 1ππ* S2 state in our

investigation. In isolated uracil, this relaxation takes place
within the ultrafast femtosecond regime, which is regarded as
one of the main reasons for photostability. A recent quantum
dynamical study on isolated uracil uncovered the possibility of
inhibiting this ultrafast relaxation and preparing a long-living
nuclear wave packet (WP) in the S2 state with a tailored laser
pulse, which might pave the way for experiments related to the
formation of photodamage.21

However, the factor that induces excited-state longevity and
therefore enables photochemical reactions in nature is not a
laser field but the molecular environment of the nucleo-
bases.22,23 In our present theoretical study, we show that
embedding of uracil in its natural nucleic acid environment
may directly inhibit the ultrafast relaxation process responsible
for photostability. Long-lived excited states in oligo- and
polynucleotides are often ascribed to delocalization events in
base stacks, such as excimer or exciton formation, where the
extent of excited-state delocalization has long been subject to
debate.24−33 While this undoubtedly constitutes an important
photochemical pathway in nucleic acids, we report that
prevention of ultrafast photorelaxation can also occur on
single nucleobases, without the need for delocalization events.
For adenine, this was suggested previously by correlating
quantum mechanics/molecular mechanics (QM/MM) energy
profiles with experimental lifetimes.34 In the present study, we
can directly extract excited-state lifetimes from quantum
dynamical simulations of uracil under atomistic consideration
of the natural RNA environment. Moreover, we shed light on
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whether specific combinations of neighboring bases are more
or less beneficial for this process and, thus, for the potential
formation of photodamage.

■ COMPUTATION OF ENVIRONMENTAL
INFLUENCES

We performed quantum dynamical WP propagations on
multiscale QM/MM potential energy surfaces (PESs)35 as
described in detail hereafter. As a reference for our
calculations, we used a previously published, two-dimensional
(2D) PES of isolated uracil in its bright S2 state (

1ππ*) on the
MRCI(12,9)/cc-pVDZ level of theory.21 Containing the
optimized molecular geometries of uracil at the Franck−
Condon (FC) point, the S2-minimum, and a conical
intersection (CoIn) seam between S2 and S1 (1nπ*), it has
proven to reproduce experimental relaxation times well in
quantum dynamical simulations.21

To include the effects of a biological environment, we
employed a modified version of the quantum dynamics/
molecular dynamics (QD/MD) approach,36 which is schemati-
cally drawn in Figure 1.
Here, the temporal evolution of the WP is described by the

time-dependent Schrödinger equation (TDSE)

i
t

T V V( )nuc mol envℏ ∂
∂ Ψ = ̂ + ̂ + ̂ Ψ

(1)

with the nuclear kinetic energy T̂nuc, the potential energy of the
solute V̂mol, and the environment potential V̂env. In our case,
V̂mol represents the high-level S2−PES of isolated uracil, while
V̂env contains the environmental influence and was computed
as follows: In a first step, the conformations of 10 different
uracil-containing RNA sequences in water were sampled by
running MD trajectories and extracting 25 geometry snapshots
per sequence at random times (total: 250 snapshots). We
tested doubling the number of snapshots for the base sequence

5′-GAGUAGG-3′ from 25 to 50 but observed no changes in
the distribution of slower and faster relaxation times out of S2.
Since this study focuses on the rare occurrence of delayed
relaxation rather than on the computation of average values, we
concluded that 25 random snapshots per base sequence were
an adequate number of samples for the purposes of this
investigation.
Next, we used QM/MM calculations (DFT-D3/M06-2X/6-

31G*//Amber14Sb) with a QM region comprised of uracil,
two neighboring bases, and the connecting sugar phosphate
backbone (see also top right of Figure 1) to raster the 2D-PES
of uracil and to obtain an atomistic evaluation of environ-
mental influence for each snapshot. With around 100 atoms in
the QM region and 250 PESs to be calculated, this is highly
demanding in terms of computational effort, which is why we
performed these calculations at the Leibniz Supercomputing
Center in Munich. We also tested the effects of including water
molecules in a 5 Å radius around the central uracil moiety in
the QM region for several snapshots (∼200 QM atoms) but
found that the statistical results presented in the next section
were not influenced by this. Moreover, Roßbach and
Ochsenfeld showed that QM/MM energies of DNA strands
converge beyond the first layer of adjacent nucleobases.37

Testing one snapshot, we observed similar convergence for the
PES topography and excited-state lifetime. To avoid double-
counting of V̂mol, the PES of isolated uracil on the DFT-D3/
M06-2X/6-31G* level of theory was subtracted from the QM/
MM potential, yielding V̂env.
This interaction potential was finally added to the excited-

state PES of isolated uracil, V̂ mol
S2 , and WP simulations were

performed on the obtained PES for every snapshot by
launching a nuclear WP from the FC point, where it enters
the S2 state after excitation. Adding the environmental
influence on the ground state to the excited-state potential is
a justifiable approximation in our case since the charge
distribution of uracil after excitation to the ππ* S2 state is in

Figure 1. Flowchart for the combined QD/MD approach. Environmental conformations are sampled with classical MD trajectories and are used to
compute an environmental potential V̂env on a QM/MM level of theory. V̂env is subsequently added to a precomputed high-level excited-state PES
of the isolated base in order to perform wave packet dynamics under explicit consideration of the atomistic surrounding.
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Figure 2. Examples for strong environmental influence on the S2−PES of uracil. The PESs were constructed by adding V̂env (see Figure 1) to the
S2−PES (MRCI(12,9)/cc-pVDZ) of the isolated base. Note that these are extreme cases and for most conformational snapshots the PES closely
resembles the one of the isolated base.

Figure 3. Exemplary nuclear WPs on the S2−PES of uracil at 0 fs (black), 50 fs gray, and 500 fs (white). Snapshots from the RNA sequence (a, b)
5′-GACUCGG-3′, (c) 5′-GAGUUGG-3′, and (d) 5′-GAAUAGG-3′. The WPs start at the FC point, evolve toward the S2-minimum, and decay
through the CoIn seam with vastly different relaxation times. In (a), the WP has already completely decayed before 500 fs. Animations of these
quantum dynamical propagations are available in the online version of this article.

Journal of the American Chemical Society Article

DOI: 10.1021/jacs.8b02962
J. Am. Chem. Soc. 2018, 140, 8714−8720
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close agreement with that in the ground state (see Supporting
Information for details). The electrostatic interaction of this
excited state with the environment will therefore be very
similar to the ground-state interaction.
For the isolated base, it has been shown that the inclusion of

a third dimension in the coordinate space does not change the
lifetimes extracted from these WP simulations.21 Moreover, we
tested the inclusion of five normal modes, covering a wide
range of molecular degrees of freedom, in the 2D coordinate
space for five different MD snapshots but did not find any
relevant new pathways in the third dimension (see Supporting
Information for details).

■ RESULTS AND DISCUSSION
The influence of a biological environment can drastically alter
the PES of isolated uracil. Examples for this are drawn in
Figure 2b−d with the PES of the isolated nucleobase as a
reference in Figure 2a. We observed several stabilizing and
destabilizing effects, such as lowering of the barrier between S2-
minimum and CoIn seam (Figure 2b), the relative stabilization
of one of the two minima (Figure 2c), and even the formation
of a new minimum on the PES (Figure 2d).
Nevertheless, the examples depicted in Figure 2 are extreme

cases, and the majority of the 250 calculated PESs closely
resemble the one of the isolated nucleobase. Linking the
molecular structure to the PES topography, we noted
stabilizing effects by hydrogen bonds from uracil to the sugar
phosphate backbone. A similar interaction occurs when
positively polarized hydrogen atoms of the uracil moiety are
located favorably in the Coulomb field of the more
electronegative nitrogen atoms in neighboring bases. Rises in
energy could mostly be attributed to steric hindrances in the
environment that impede the out-of-plane movement of uracil
along the coordinate vectors of the PES.
As could be expected, such environmentally induced

changes in the excited-state PES topography can have a strong
effect on the path of a nuclear WP and, therefore, the
relaxation time back to the ground state. In the isolated base,
the WP undergoes two oscillations between the FC point and
S2-minimum, before decaying through the CoIn to S1 with a
lifetime of t1/2 = 192 fs. We define the excited-state lifetime t1/2
as the time where half of the population has decayed from S2.
The environmental influence on the WP behavior is

illustrated in Figure 3. In Figure 3a and b, two different
snapshots of the base sequence 5′-GACUCGG-3′ are drawn,
where the WPs are launched from the FC point and exhibit
significantly different time evolution. The WP in Figure 3a
reaches the CoIn after a very short time (t1/2 = 76 fs) and only
one oscillation through the S2-minimum, whereas the WP in
Figure 3b remains trapped in the S2 state for several
picoseconds (t1/2 = 3.5 ps). Despite this trap, we observe
that after a long amount of time, even the lower energetic parts
of the WP eventually decay to S1, which can be explained by
tunneling through the barrier to the CoIn. Another notable
quantum effect is that even in cases where the PES closely
resembles the one of isolated uracil (Figure 3c), minor
topographical changes in critical areas of the PES, especially in
the regions around the FC point and S2-minimum, can strongly
decelerate the relaxation. This can also be observed in
snapshots where the barrier between S2-minimum and CoIn
is lowered (Figure 3d). Usually, a reduced barrier height leads
to the assumption of faster relaxation times, which is not true
in some of our cases. We attribute this counterintuitive

behavior to a lack of initial momentum in the direction of the
CoIn because of changed potential energy gradients in the FC
region and at the turning point beyond the S2-minimum. In
such cases, the coherence of the WP hinders its evolution
toward the CoIn and, thus, over the barrier. The extracted
relaxation time is, therefore, insensitive to the height of the
barrier. This observation emphasizes the need for true
quantum dynamical simulations to obtain an accurate picture
of photophysical relaxation processes, additional to comparing
single-point energies.
The discussed effects can occur in all of the base sequences

we tested. In this context, Figure 4 compiles the population

decay curves of all 250 quantum dynamical simulations with
the color encoding the respective half-life in S2. The majority
of snapshots (82%) decay with a half-life in the range of ±50 fs
around the reference of 192 fs, while 5% exhibit significantly
accelerated relaxation. This is in line with the high photo-
stability of uracil, even inside an RNA strand. Nonetheless,
13% of the 250 sampled environmental conformations cause
delayed relaxation and sometimes even increase the lifetime in
S2 more than 10-fold. For the closely related thymine, it has
been demonstrated that this might already be enough for
harmful photochemical reactions to take place.13 Since our
PESs only include the monomer-like decay channel of uracil,
these results indicate that steric influences of the environment
alone can account for long excited state lifetimes and,
therefore, can potentially enable the formation of photolesions.
To find out whether there are neighboring bases that favor

this behavior, we considered 10 RNA sequences in our
simulations, each with a different combination of uracil-
adjacent nucleobases. For each possible neighboring base A, C,
G, and U, we extracted the percentage of faster (t1/2 < 142 fs),
similar (t1/2 = (192 ± 50)fs), and slower (t1/2 > 242 fs)
relaxation times as compared to the reference in all snapshots
containing the respective base next to uracil. The obtained
results are visualized in Figure 5 for each neighboring base. In
all cases, the majority of samples exhibit lifetimes in S2 that are
very similar to the one in isolated uracil. Snapshots that induce
faster or slower population decay occur for all four possible
neighboring bases, with a clear trend toward the latter. There
are no pronounced differences between the individual bases,
and thus, we conclude that no single neighboring base is

Figure 4. Temporal evolution of the population in the electronic S2
state of uracil in 250 different environmental snapshots compared to
the reference population for the isolated base (black). The color of
the curves indicates how much the half-life differs from the reference
of 192 fs. While most snapshots exhibit lifetimes similar to that of the
isolated base, about 13% decay slower and might promote
photodamage.
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distinctly responsible for the promotion of excited-state
longevity and thereby photodamage in uracil.

■ CONCLUSIONS
To summarize, our present study illustrates that the ultrafast
photorelaxation of the RNA-base uracil can be strongly
impeded by the steric influence of its biological surrounding.
By modeling an atomistic environment with multiscale QM/
MM calculations and investigating the relaxation process of
photoexcited uracil with quantum dynamical simulations, we
demonstrated that long relaxation times of several picoseconds
can occur in the monomer-like decay channel without the need
for excited-state delocalization. With ultrafast relaxation being
regarded as the main reason for photostability, it is conceivable
that this long excited state lifetime is one of the mechanisms
which enable the formation of photolesions in nucleic acid
strands. Sampling a total of 250 environmental conformations
in 10 different uracil-containing base sequences, we found
longer relaxation times in about 13% of cases, while only 5%
decayed significantly faster than in the isolated base. We noted
that even small changes in the PES topography can
dramatically influence the excited-state lifetime as compared
to the isolated nucleobase. A majority of 82% showed very
similar relaxation times to the one in isolated uracil, which is in
line with the fact that photodamage is a rare event in nature,
especially if we assume that only a small share of these 13%
might actually lead to harmful photochemical reactions. There
is no particular neighboring base that promotes trapping in the
excited state and, therefore, photodamage, so we conclude that
this is rather a general effect of steric hindrance in the RNA
environment.

■ COMPUTATIONAL DETAILS
The optimized molecular structures of uracil38,39 (MRCI-
(12,9)/cc-pVDZ), used to construct the 2D coordinate space,
as well as the excited-state PES of isolated uracil21 and the
coordinate vectors21 for PES construction have been adopted
from previous works as cited earlier. For convenience, they are
also included in the Supporting Information of this article.
The structures of 10 RNA single strand A-type helices with

the seven-base sequences outlined in Figure 6 were generated

with the web-application Make-NA.40 In every strand, the
fourth base (uracil) was replaced with the optimized ground
state geometry of uracil.

The prepared RNA strands were placed in a cubic box with
5.2 nm edge length and were solvated in TIP3P41 water before
neutralizing the system with sodium ions. Using the Gromacs
5.1.242,43 software in combination with the Amber14SB44−47

force field, integration of Newton’s equations was carried out
with the Velocity Verlet integrator48 over a period of 100 ps
with a time step of 1 fs and using five different starting
conditions per RNA sequence. Temperature control was
achieved with the Berendsen thermostat49 at 298.15 K. The
system was equilibrated by propagating for 10 ps before
extracting snapshots. To separate quantum from classical
movement, the internal motion of uracil was frozen with the
Rattle50 algorithm during the simulations. This approximation
might slightly influence the MD but enables a better
comparison of the quantum dynamical simulations as all
WPs start at the same FC point.
Multiscale QM/MM calculations were performed with the

ChemShell 3.6.051−53 environment on the CooLMUC-2
infrastructure of the Leibniz Supercomputing Center. Here,
the QM part of the calculations was carried out at the DFT-
D3/M06-2X/6-31G* level of theory54 with the Gaussian0955

package, while the energy of the MM subsystem was evaluated
with the DL_POLY 2 module56 using the TIP3P41 and
Amber14SB44−47 force fields for water and RNA, respectively.
An electrostatic embedding scheme57 was used to couple the
two subsystems via the link-atom52,58 approach. Overpolariza-
tion of the QM region in the vicinity of the link atom was
avoided by shifting classical charges away from the boundary
region.52 The QM subsystem was chosen to contain uracil with
two neighboring bases and the interconnecting sugar−
phosphate backbone (see also top right of Figure 1).
Specifically, the cuts between QM and MM regions went
through the P−5′O and 3′O−P bonds. PESs were constructed
in the 2D coordinate space described by Keefer et al.21 and
using the approach explained in the methodology section.
Using these PESs, the TDSE (eq 1) was solved on a spatial

grid with 128 × 128 points using the Chebyshev59 propagation
scheme for WP simulations. To represent the kinetic energy

Figure 5. Relative abundance (in percent) of slower, similar, and
faster relaxation times t1/2 for each neighboring base in a total of 10
different RNA sequences of the type 5′-GAXUYGG-3′, as compared
to isolated uracil (192 fs). As the percentages are very similar for all
four possible neighbors, we conclude that no particular base promotes
delayed relaxation in uracil by sterical hindrance.

Figure 6. Overview of the possible combinations of nucleobases in
direct vicinity of uracil. The ones chosen for this study are highlighted
in a darker shade and were complemented by a leading 5′-GA
segment and a GG-3′-tail (e.g., 5′-GA-GUA-GG-3′).
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operator in reduced coordinates, we employed the Wilson G-
matrix formalism.36,60,61 Nonadiabatic couplings between S2
and S1 were adopted from previous works and can be found
there along with the G-matrix elements.21 The WP was
absorbed by a masking function after crossing the CoIn to the
S1 state.
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3
On the Road to Artificial Photosynthesis

Chapter 3 Title Graphic: Photosystem I embedded in a metal-organic framework is envisaged
to act as a biological light-harvesting component, driving chemical reactions in an artificial
photosynthetic device.
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3 On the Road to Artificial Photosynthesis

Moving on from femtosecond dynamics to the spatial and temporal nanoscale, the three
studies presented in this chapter deal with new ways for sustainable energy conversion,
aimed in particular towards artificial photosynthesis. A photosynthetic device in its most
general form requires a light-harvesting antenna, a photosensitizer, an electron donor and
a fuel generator.[204] The light-harvesting antenna absorbs light and transfers it to the
photosensitizer, where the energy is used to initiate a charge-separation. Ideally, the oxidiz-
ing potential of the generated hole could be used to drive reactions in chemical synthesis.
In practice however, the hole is usually filled by either an oxygen-evolving catalyst or a
sacrificial electron donor.[205] The released electron is eventually transferred to a catalytic
site, where it is used to generate a fuel, usually hydrogen. While all components could also
be created artificially,[206–208] there are growing efforts to employ natural light-harvesting
systems that have been optimized by millions of years of evolution.[209–211] PS I offers a
particularly attractive platform due to its robustness, high quantum efficiency, strong re-
duction potential and its inter-species variability.[209] In a device, PS I fulfills the double
role of the light-harvesting system and the charge separation site (figure 3.1). Sunlight is
absorbed by an arrangement of chlorophylls and carotenoids that make up the antenna
complex. Through resonance energy transfer, the created exciton is moved to the reaction
center where it triggers charge separation. The primary electron donor in PS I is generally
assumed to be a special pair of chlorophylls, labeled P700 after its characteristic bleach
signal around 700 nm in the optical difference spectrum of the charge-separated state.[212]

From there, the electron is transferred from the lumenal to the stromal side of the photosys-
tem via a series of chlorophylls, phylloquinones, and iron-sulfur clusters that make up the
electron transfer chain (ETC) (figure 3.1, right). The ETC consists of two branches, A and
B, which are both thought to be active in the transfer of electrons.[213–216] However, primary
charge separation and electron transfer to the phylloquinone are slightly faster in branch
A, whereas the final transfer from branch A to the first iron-sulfur cluster FX is slower
by an order of magnitude.[215,216] This discrepancy can only be a result of the different
local environment surrounding the otherwise symmetric branches.[217] The final iron-sulfur
cluster in the ETC, FB, can transfer the electron out of the photosystem to an external
catalytic site where the hydrogen evolution takes place. The connection to the catalyst can
be realized via molecular wires,[218] carbon nanostructures,[219] or direct coupling through
self-association[220,221] The H2 evolving catalyst itself can in principle take many different
forms, with strategies ranging from the use of natural hydrogenase enzymes,[222–224] over
precious metal nanoparticles[218,220,225] and functionalized nanostructures[226–229] to transi-
tion metal complexes using earth abundant metals.[230–238] The latter have the advantage of
cost-effectiveness due to their use of readily available starting materials. Moreover, a wide
variety of redox-active ligands allows operating metal-complex catalysts in diverse environ-
ments, both acidic and alkaline. However, reducing the overpotentials for H2 evolution is
still a key challenge in catalyst design that requires detailed knowledge of the respective cat-
alytic mechanism. Finally, integrating all components for artificial photosynthesis in a single
platform can be achieved via encapsulation in a glass,[221,239] polymer,[240] or an external
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Figure 3.1: Schematic representation of artificial photosynthesis using PS I as a biological light-
harvesting component. After light excites the antenna complex in PS I, the absorbed energy is
transferred to the reaction center, where it initiates a charge separation. The positive hole is
filled by a sacrificial electron donor, while the electron travels out of the photosystem via the
A- or B-branch in the ETC (detailed view on the right) and drives catalytic hydrogen evolution.
Cofactors in the ETC are labeled according to Jordan et al.[244]

microstructure,[241] such as a MOF.[242,243] Encapsulation both immobilizes the individual
components and stabilizes the device against environmental damage. Certain microenviron-
ments have even proven to enhance the function of the embedded photosystem.[240,241,243]

The bottom-up design and tuning of an artificial photosynthetic device requires under-
standing the complex interplay of energy, electron and proton transfer processes that govern
its function. Computational modeling can complement experiments in this endeavor with
microscopic insights. The three studies presented in this chapter will provide such insights
to the key steps of H2 evolution, light-harvesting and stabilization of the biological compo-
nent. Section 3.1 investigates the mechanism of H2 evolution catalyzed by the [Co(Mabiq)]
complex. Previous studies had indicated the existence of two intermediates in the reaction,
which could not be further characterized experimentally. Therefore, the consecutive reduc-
tion and protonation steps are simulated in this work, along with absorption spectra to
identify the elusive intermediates and arrive at a mechanistic scheme for the H2 evolution.
Subsequently, section 3.2 introduces a new computational model of PS I, including the
dynamic and fully atomistic local environment of each chlorophyll as well as the strong
static correlation that governs chlorophyll excitations. The dynamic perspective combined
with state-of-the-art quantum chemistry provides new insights into the light-harvesting by
wild-type PS I. Building on this, section 3.3 discusses the impact of encapsulating PS I in
the MOF ZIF-8 in order to stabilize it against harmful external conditions. The encapsula-
tion process is simulated via MD, allowing a detailed analysis of the structural changes in
PS I as well as the electronic interactions at the PS I/ZIF-8 interface.
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3 On the Road to Artificial Photosynthesis

3.1 Hydrogen Evolution via CoMabiq

The [Co(Mabiq)] complex catalyzes H2 evolution in acidic conditions (pH= 4.85) at a
cathodic peak potential of −1.1V vs. the ferrocene (0/1+) internal standard (VFC). Pre-
vious work[245] indicated addition of two electrons and at least one proton to the cat-
alyst in an electrochemical-chemical-electrochemical (ECE) or electrochemical-chemical-
electrochemical-chemical (ECEC) mechanism. The one-electron reduced complex, i.e., after
the first electrochemical step of the reaction, had been characterized[245] as an open-shell
singlet with strong ligand contributions, whereas the subsequent intermediates could not
be isolated. However, the doubly protonated [Co(MabiqH2)] had been ruled out as an
intermediate, being inconsistent with the established ECE pathway. Thus, the intermedi-
ates of the H2 evolution catalyzed by the [Co(Mabiq)] complex were characterized through
spectroelectrochemistry and theory in the article “H2 Evolution from Electrocatalysts with
Redox-Active Ligands: Mechanistic Insights from Theory and Experiment Vis-à-Vis Co-
Mabiq”, published 2021 in Inorg. Chem. An overview of the investigated two-electron
reduced and protonated species with the nomenclature used in the article is available in
figure 3.2. The most important results of the article are summarized below:

• Cyclic voltammetry (CV) of [CoII(Mabiq)]+ shows electrocatalytic H2 evolution below
−0.84VFC with two redox events at −1.1VFC and −1.32VFC. Bulk electrolysis at
−0.84VFC yields an intermediate species CoMbq-H2 with a characteristic absorption
at 411 nm. CV of this species shows only one redox event at −1.32VFC. Thus, there
must be another intermediate responsible for the H2 evolution at −1.1VFC, which will
be referred to as CoMbq-H1. This intermediate is formed at lower potential but not
stable over time, so that CoMbq-H2 is the dominant species after bulk electrolysis.

• The formation of the intermediates also depends on the strength of the employed
acid. Presence of p-bromoanilinium (pBrA) leads to the predominant formation of
CoMbq-H2, while the stronger p-cyanoanilinium (pCA) also generates CoMbq-H1.
This suggests that the protonation site of CoMbq-H1 is less basic than that of
CoMbq-H2 so that the two competing intermediates can be selectively formed by
varying the acid strength. Using the even weaker acid p-anisidinium (pAn) also leads
to H2 generation but CV experiments point to a different mechanism (EEC rather
than ECE) that was not further explored in this work.

• As neither CoMbq-H2, nor CoMbq-H1 could be crystallized or otherwise characterized
experimentally, quantum chemical calculations were performed to characterize four
candidates for the elusive intermediates. These were selected based on the spin
density distribution of the one-electron reduced species [CoII(Mabiq)]0, which indicated
possible protonation sites at either of the two diketiminate sites of the ligand (denoted
CoMbq-HDK1 and CoMbq-HDK2), at the imine site (CoMbq-HIm) or at the metal
center (CoMbq-HCo).
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3.1 Hydrogen Evolution via CoMabiq

Figure 3.2: Overview of the differently protonated, two-electron reduced [Co(Mabiq)] species
investigated here. The two experimentally suggested intermediates CoMbq-H1 and CoMbq-H2

were identified as CoMbq-HIm and CoMbq-HDK1, respectively, in this work. The top right
shows the spin density of the one-electron reduced precursor [CoII(Mabiq)]0, with blue denoting
excess α-density and yellow excess β-density (Isovalue: 0.002). Electrons added upon reduction
are highlighted in red to aid in understanding the reactivity. In reality, the unpaired electron
density is rarely localized on a single site, as illustrated in figure C.4 in the appendix.

• Structure optimizations and thermodynamics calculations at the CAM-B3LYP level
show that CoMbq-HIm is the most stable candidate after the protonation step,
whereas CoMbq-HDK2 is the most stable intermediate after the subsequent reduction
step.

• The intermediates were further characterized by calculating absorption spectra for
four possible candidates. Notably, TD-DFT using hybrid functionals did not allow for
reliable band assignment due to the strong multireference character of the complexes.
The DFT/MRCI method provided an attractive solution in this regard, offering the
advantages of a multireference method at affordable computational cost.

• Out of the computed spectra, the one for CoMbq-HDK1 provides the best match
for the experimental spectrum after bulk electrolysis in the presence of pCA. The
spectrum of CoMbq-HDK2, which was identified as the thermodynamically most
stable product, also matches the experimental reference well but lacks some intensity in
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the critical range around 411 nm. Thus the calculated spectra identified CoMbq-HDK1

as the main intermediate CoMbq-H2 after bulk electrolysis but left open the possibility
that both diketiminate species were formed.

• The calculated absorption spectrum of CoMbq-HIm exhibited a broad band in the
range between 500 to 600 nm, where a gradual decrease in absorbance could be ob-
served experimentally in the presence of pCA but not in the weaker acid pBrA. This
led to the conclusion that the second, elusive intermediate CoMbq-H1, which was only
generated in pCA, was the imine-protonated species CoMbq-HIm. While the calcu-
lated energy barrier of 162 kJmol−1 was found to be too high for a direct conversion
from CoMbq-HIm to CoMbq-HDK1, the possibility of a multi-step conversion process
or gradual chemical degradation was left for future work to address in explaining the
decreasing absorption signal.

• Based on the two thus identified intermediates CoMbq-HDK1 and CoMbq-HIm, a
mechanism for the hydrogen evolution reaction could be formulated by simulating the
subsequent protonation and reduction steps at the CAM-B3LYP level. The resulting
charge distributions allowed conclusions about possible reaction pathways and revealed
that the main intermediate CoMbq-HDK1 favors a ligand-centered hydrogen evolution
reaction, whereas the second intermediate CoMbq-HIm likely induces metal-centered
reduction and protonation steps, which occur at lower energy.

• Future ligand design could therefore focus on suppressing protonation at the diketim-
inate sites to enable a more energy-efficient hydrogen evolution via the imine site of
the Mabiq ligand.

At the time of publication, DFT/MRCI had emerged as the most suitable method to
calculate absorption spectra for [Co(Mabiq)], as TD-DFT at the hybrid density functional
level suffered from the lack of multireference effects as well as self-interaction errors and
wave function based methods were not computationally feasible for application in this work.
However, only 50 electronic states could be calculated in this way. Even though the data
in its entirety pointed to CoMbq-HIm as one of the intermediates, this technical limitation
prevented an unambiguous assignment of its spectral signature.

Shortly after the investigation was concluded, a new generation of long-range corrected
double-hybrid density functionals[148] became available in the Orca 5.0 software package[246]

allowing to recalculate the spectra of the one-electron reduced species presented in fig-
ure 8 of the article. These new spectra were calculated with Orca 5.0.3 [246] at the SCS-
ωPBEPP86/def2-TZVPD level of theory,[148,247,248] modeling solvation in acetonitrile with
the conductor-like polarizable continuum model (C-PCM).[249] To accelerate the evaluation
of Coulomb and exchange integrals, the RIJCOSX approximation[250,251] was used with
the def2/J[252] and def2-TZVPD/C[253,254] auxiliary basis sets. The results are depicted
in figure 3.3 and confirm the assignment of CoMbq-HDK1 and CoMbq-HIm as the most
likely intermediates in the H2 evolution reaction.
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3.1 Hydrogen Evolution via CoMabiq

Figure 3.3: Calculated absorption spectra for the four investigated species after the addition of
two electrons and one proton to [CoII(Mabiq)]+ in comparison to the experimental spectrum
after 8 h of bulk electrolysis in the presence of 10 equiv of pCA. Line spectra were convoluted
with Gaussians with fwhm = 0.1 eV.

The article “H2 Evolution from Electrocatalysts with Redox-Active Ligands: Mechanistic
Insights from Theory and Experiment Vis-à-Vis Co-Mabiq” was published 2021 in Inorganic
Chemistry. It is reprinted hereafter with permission from Inorg. Chem., 60, 13888–13902
(2021). The supporting information is available at https://doi.org/10.1021/acs.inorgchem.
1c01157 and reprinted partially in appendix C.1. Copyright 2021, American Chemical
Society.
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ABSTRACT: Electrocatalytic hydrogen production via transition
metal complexes offers a promising approach for chemical energy
storage. Optimal platforms to effectively control the proton and
electron transfer steps en route to H2 evolution still need to be
established, and redox-active ligands could play an important role in
this context. In this study, we explore the role of the redox-active
Mabiq (Mabiq = 2−4:6−8-bis(3,3,4,4-tetramethlyldihydropyrrolo)-
10−15-(2,2-biquinazolino)-[15]-1,3,5,8,10,14-hexaene1,3,7,9,11,14-
N6) ligand in the hydrogen evolution reaction (HER). Using
spectro-electrochemical studies in conjunction with quantum
chemical calculations, we identified two precatalytic intermediates
formed upon the addition of two electrons and one proton to
[CoII(Mabiq)(THF)](PF6) (CoMbq). We further examined the acid
strength effect on the generation of the intermediates. The generation of the first intermediate, CoMbq-H

1, involves proton addition
to the bridging imine-nitrogen atom of the ligand and requires strong proton activity. The second intermediate, CoMbq-H

2, acquires a
proton at the diketiminate carbon for which a weaker proton activity is sufficient. We propose two decoupled H2 evolution pathways
based on these two intermediates, which operate at different overpotentials. Our results show how the various protonation sites of
the redox-active Mabiq ligand affect the energies and activities of HER intermediates.

■ INTRODUCTION

As an appealing fuel for electrochemical devices and solar fuel
systems, H2 has sparked widespread efforts to develop effective
molecular catalysts for its productionwith an emphasis on
earth-abundant transition metal complexes.1−4 While proton
reduction is seemingly simple, the design of complexes that can
effectively manage the series of electron transfer (ET) and
proton transfer (PT) events presents significant challenges.
These steps can either occur sequentially or concertedly
(proton coupled electron transfer, PCET), whereby the
concerted pathway can circumvent high energy intermediates
and coincides with diminished overpotentials.5−7 In H2
evolution catalyzed by transition metal complexes, both
reduction and protonation can occur solely at the metal
center, such that the metal hydricity must be tuned for both
favorable hydride formation and release.8,9 However, the use of
ligands that can take part in the chemistry has garnered
significant attention, since alternate pathways promoted by the
coordination environment could result in enhanced activ-
ities.10,11

Ligands can participate in the H2 evolution reaction (HER)
in a number of ways, acting as proton or electron storage sites,
or both.10−17 The hydrogenases18 have inspired the design of

complexes with proton relay sites that can mediate proton
movement between the acid and the second coordination
sphere. For example, the pendant amine groups of the well-
studied Ni-diphosphine complexes facilitate rapid transfer of
the ligand-bound proton to the Ni−H, thereby affecting rapid
electrocatalytic rates.13,19 Hangman porphyrins, containing the
pendant carboxylic acid groups, also utilize this strategybut
these complexes further highlight the entanglement of redox
noninnocent ligands in such processes.20,21 As a consequence
of accumulated electron density on the porphyrin, a ligand-
centered pathway for H2 evolution becomes available.
Synergistic interactions between the metal and ligand offer
various routes for the HER among complexes containing
redox-active ligands. Cu-thiosemicarbazone complexes operate
via metal-assisted ligand-centered pathways (Scheme 1a), in
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which reduction of the copper center is required for the
addition of the second proton, yet both PT and H2 release
occur at the ligand.22 In contrast, Co-dithiolene complexes
exemplify ligand-assisted metal-centered pathways (Scheme
1b): while a conventional metal hydride is generated, both
reduced and protonated dithiolene intermediates are addition-
ally produced during the catalytic cycle.12,14,23,24 In Ni-
thiosemicarbazones16,25,26 as well as Rh-cyclopentadiene
complexes,27,28 M−H and L−H tautomerism underlies H2
production. Finally, several complexes with redox-active
ligands evolve H2 via purely ligand-centered pathways (Scheme
1c).17,29

Adding to the complexity of the HER is that the
intermediates and catalytic pathways can differ substantially
among metal complexes based on the same or similar ligands.
As noted above, thiosemicarbazone complexes operate via all
of the aforementioned metal-assisted ligand-centered (Scheme
1a), ligand-assisted metal-centered (Scheme 1b), and ligand-
centered (Scheme 1c) mechanisms, depending on the nature
of the metal ion.22,25,29 Ligand modifications, and/or the
geometry of a complex, can likewise affect the catalytic
pathways.12,14,30 The mechanisms of many systems also can be
switched by changes to the reaction conditions: changes in the
acid strength affect the degree of ligand participation in the
HER by metal hangman porphyrins, Rh-Cp, Fe-azadithiolate,
and Co-polypyridyl complexes.20,21,27,28,31,32

There have been several excellent reviews that provide a
more detailed overview on the topic of noninnocent ligands in
H2 evolution catalysts,10,11,33 and significant progress has been
made in the effective use of redox active ligands and proton
relay sites for catalysis. However, while it is clear that “there is
more than one way to skin a cat” when it comes to the HER,
less clear are the types of motifs that support the different
pathways or an overarching strategy for promoting the
different pathways. Each of the above-mentioned systems is
unique and affected by different conditions.34,35 Saveant36

highlighted competing factors concerning the use of proton
relays, and the factors that allow such functional groups to
provide a “boosting effect” for catalysis. Redox-active ligands
similarly offer a powerful synergistic tool. However, further
studies are required before one can effectively control PT and
ET steps in such systems and design optimized motifs.
We have been investigating the H2 evolution activity of a

cobalt-Mabiq complex, [CoII(Mabiq)(THF)](PF6) (Mabiq =
2−4:6−8-bis(3,3,4,4-tetramethyldihydropyrrolo)-10−15-(2,2-
biquinazolino)-[15]-1,3,5,8,10,14-hexaene1,3,7,9,11,14-N6).

35

We will subsequently abbreviate the corresponding cationic

complex [CoII(Mabiq)]+ as CoMbq. The redox activity of the
macrocyclic ligand was previously established; both the
diketiminate and bipyrimidine moieties37 of the Mabiq can
store electrons. Our prior studies showed that H2 evolution by
CoMbq is preceded by the formation of an intermediate, which
is likely generated upon protonation of the reduced Mabiq
ligand. These studies also suggested that there is a competing
pathway in operation, which leads to catalyst deactivation. We
hypothesized that the Mabiq ligand could be protonated at
multiple sites and that the various protonated CoMbq species
displayed differing H2 evolution activities. Therefore, under-
standing the reactivity of the CoMbq complex and its pathways
can provide further insight into ET and PT steps at redox-
active ligands.
In the present work, we employ spectro-electrochemical

studies in conjunction with quantum chemical calculations, to
identify the precatalytic intermediate and to gain greater
insight into the requirements for H2 evolution by CoMbq. We
show that CoMbq can generate more than one intermediate
upon cathodic activation depending on the acidic media
employed. The H2 evolution overpotential differs significantly
between the two intermediates, underscoring the role of the
ligand protonation sites on the CoMbq H2 evolution
mechanisms.

■ RESULTS
Two Intermediates in the Precatalytic Step. In our

previous study,35 we demonstrated that H2 evolution by CoMbq
in the presence of para-cyanaonilinium (pCA, pKa = 7, pH =
4.85 in acetonitrile (MeCN), see section pH-Dependent
Potential Correction, Supporting Information) occurs at a
cathodic peak potential (Ep,c) of ca. −1.1 V vs Fc+/0 (VFc). This
potential is 300 mV cathodically shifted vs the
[CoII(Mabiq)]+/[CoII(Mabiq•)]0 couple in the absence of
acid (see Figure 1 inset). In addition, a series of redox events
were observed at Ep,c= −0.58 VFc, which correspond to the
addition of two electrons and at least one proton, according to

Scheme 1. Varying H2 Evolution Pathways by Metal
Complexes Containing Redox-Active Ligands

Figure 1. Spectral evolution of 0.2 mM CoMbq in the presence of 2
mM pCA in 0.1 M LiBF4/MeCN in time during bulk electrolysis. Red
trace, 0 h-prior to bulk electrolysis; orange trace, 2 h; yellow trace, 4
h; green trace, 6 h; blue trace, 8 h of bulk electrolysis. Inset graph:
Cyclic voltammogram of 0.2 mM CoMbq plus 2 mM pCA in 0.1 M
LiBF4/MeCN, conducted with a glassy carbon electrode in the RDE
setup, at 100 mV/s, under an Ar atmosphere. The vertical dashed
black line indicates the applied potential for bulk electrolysis.
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an electrochemical−chemical−electrochemical (ECE) mecha-
nism (a subsequent protonation, with an electrochemical−
chemical−electrochemical−chemical (ECEC) mechanism
could not be excluded). No change in the absorption spectrum
was observed upon the addition of pCA to a solution of the
divalent CoMbq complex, further indicating that any mod-
ification to CoMbq occurs only after cathodic reduction.35

On the basis of our findings, we proposed a mechanism in
which the reduction and protonation processes involved the
Mabiq ligand (see Scheme 2). In the current study, we set out

to characterize the intermediate through a series of spectro-
electrochemical experiments. The distinctive spectroscopic
features of the electron transfer series of Co-Mabiq
compounds37,38 are advantageous in this regard. The
previously isolated [Co(MabiqH2)],

38 which results from
protonation of the two electron reduced [CoII(Mabiq••)]−, is
inconsistent with the ECE pathway, and was previously ruled
out as an intermediate.35 However, given the electronic
structure of the one electron reduced [CoII(Mabiq•)]0 species,
several protonation sites still could be envisioned (Scheme 2).
Depending on the extent of metal ion involvement, the
resultant protonated precatalytic species could contain either a
CoI, CoII or CoIII center.
To generate the precatalytic intermediate, we now carried

out bulk electrolysis in an RDE setup, using 0.2 mM CoMbq in
the presence of 2 mM pCA (Co/pCA = 1:10; 0.1 M LiBF4/
MeCN), at a potential of −0.84 VFc (see Figure 1, vertical line
in inset graph). An 80% conversion of CoMbq (for details, see
Experimental Section, eq 1) to a precatalytic species referred to
as CoMbq-H

2 was achieved following 8 h of applied potential.
The spectral evolution of the Co/pCA solution over this
period shows a slight alteration in the band shape and position
of the [CoII(Mabiq)]+ transitions in the 500−700 nm region.
Furthermore, a prominent new band, with λmax = 411 nm,
appears after 4 h. The final spectrum of the Co/pCA solution
after 8 h of bulk electrolysis does not resemble any of the
previously synthesized [CoIII(Mabiq)]2+, [CoII(Mabiq•)]0,
[CoII(Mabiq••)]−, or [Co(MabiqH2)] compounds.37,38 Nota-
bly, no new features are observed in the near IR region;
transitions in this region are indicative of the one-electron

reduced Mabiq ligand. However, the sharp, intense transition
at 411 nm in the final product spectrum suggests that the
ligand has been modified. The final species generated at the
end of the bulk electrolysis experiment features the distinctive
411 nm band and corresponds to one precatalytic species, for
now denoted as CoMbq-H

2. Comparison of the absorption
spectrum at the end of bulk electrolysis with quantum chemical
calculations indicate that this species is protonated at the
diketiminate site CoMbq-HDK1; see section Calculated
Absorption Spectra Identify the Intermediates. We note that
comparison of the spectra after 6 and 8 h of bulk electrolysis
shows a slight decrease of the absorbance around 411 nm that
might stem from a decrease in a broader background feature.
This could correspond to the generation of more than one
intermediate in the bulk electrolysis experiment, which is
consistent with the lack of an isosbestic point in the spectral
evolution. The proportion of the two species seems to be time
dependent.
The behavior of the bulk electrolysis product with respect to

H2 evolution was subsequently examined by cyclic voltamme-
try (CV). The CV of CoMbq-H

2 shows several important
differences from the CV of the initial CoMbq/pCA solution. A
redox event at −0.63 VFc (blue trace Figure 2) is still present,

albeit of lower current magnituderoughly 1/5 compared to
the CV prior to bulk electrolysis. Considering the incomplete
conversion of CoMbq to CoMbq-H

2 during bulk electrolysis
(roughly 80%), we assign the redox event in this region after
bulk electrolysis to residual CoMbq. Any current observed
below −0.84 VFc (just after the formation of the precatalytic
species) stems from H2 evolution by the electrochemically
formed intermediates. Hence, a change in the CV in this lower
potential region correlates with a change in the intermediate
formed. Indeed, the CV after bulk electrolysis displays only a
minor reduction feature at −0.98 VFc, which we attribute to the
same catalytic H2 evolution event occurring at −1.1 VFc before
bulk electrolysis, but with a significantly reduced contribution
to the overall H2 evolution pathway. The predominant current

Scheme 2. Proposed ECE pathway for formation of the pre-
catalytic species. Possible protonation sites studied in this
work are color-coded and assigned distinct labels. The
candidate protonation sites were derived from the spin
density of the [CoII(Mabiq•)]0 species, calculated with DFT

Figure 2. Cyclic voltammograms (including inset graph) of 0.2 mM
CoMbq plus 2 mM pCA in 0.1 M LiBF4/MeCN; solid green trace,
prior to bulk electrolysis; solid blue trace, after bulk electrolysis,
conducted with a glassy carbon electrode in the RDE setup, at 100
mV/s, under an Ar atmosphere. The dashed black trace shows the CV
of 2 mM pCA on the glassy carbon disk only.
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increase instead occurs at −1.32 VFc. This event was also
observed in the CV of the initial CoMbq/pCA solution, as a
shoulder to the primary catalytic process. Therefore, CoMbq-
H2, the species characterized by the 411 nm absorption band,
facilitates H2 evolution at −1.32 VFc and is generated on the
time scale of the electrocatalytic CV experiments. Its formation
accounts for the loss of activity that we previously observed in
the OEMS studies when we examined H2 evolution after 8 h of
applied potential at −1.1 VFc.

35 The fact that CoMbq-H
2 does

not evolve H2 at −1.1 VFc again indicates that there is a second
but elusive intermediate, which we refer to as CoMbq-H

1. The
theoretical investigations presented later in this article will
show that this species is most likely protonated at the imine
site CoMbq-HIm.
The combined data thus demonstrate that the initial proton

coupled reduction processes at −0.63 VFc give rise to two
distinct intermediates and that two competing pathways for H2
evolution are available to the complex (Scheme 3). One of

these intermediates CoMbq-H
1, represents the active species

that evolves H2 at −1.1 VFc. The other intermediate, CoMbq-
H2, is not inactive, as we had initially presumed based on
OEMS studies. Rather, as noted above, CoMbq-H

2 requires a
larger overpotential to affect H2 production.
The fact that catalysis is observed at −1.1 VFc in the

beginning of the bulk electrolysis, yet CoMbq-H
2 is the

dominant species present after 8 h of applied potential
resulting in H2 evolution around −1.32 VFc, implies that
CoMbq-H

1 is formed from CoMbq but is not stable over the time
period of the bulk electrolysis.
Generation of Intermediates Depends on Acid

Strength. We subsequently carried out electrochemical
studies in the presence of a weaker acid, para-bromoanilinium
(pBrA, pKa = 9.43, pH = 6.06 in MeCN; see section pH-
dependent potential correction, Supporting Information)39,40

to examine whether the acid strength would affect the
distribution of the two postulated intermediates. As previously
noted, the acid strength can have a significant influence on the
mechanism and led to the formation of varied intermediates in
the HER pathway of other molecular catalysts.31,32,34

The CV of 0.2 mM CoMbq in the presence of 2 mM pBrA
(Co/pBrA = 1:10; 0.1 M LiBF4/ MeCN) displays similar
features to that of the Co/pCA solution: a series of precatalytic
redox events are followed by catalytic H2 evolution at more
negative potentials (Figure 3b). [The precatalytic steps are
anodically shifted as expected for a proton dependent process.
Analysis of the current magnitudes before and after bulk
electrolysis indicated conversion between CoMbq-H

2 and
CoMbq may not be fully reversible. See the SI for further
details of the analysis.] A small wave is still observed at −1.1
VFc, the predominant H2 evolution potential for Co/pCA
(green trace, Figure 3a). After the 8 h of applied potential at

−0.95 VFcthe potential of the precatalytic process in the case
of Co/pBrAthe shoulder at −1.1 VFc completely disappears
(blue trace, Figure 3b). Interestingly, H2 evolution by the Co/
pBrA solution occurs at −1.32 VFc (green trace, Figure 3b),
which coincides with the potential for H2 evolution by the
CoMbq-H

2 intermediate identified in the Co/pCA experiments.
The catalytic process at −1.32 VFc is observable both before
and after bulk electrolysis with the same current magnitude.
Therefore, CoMbq-H

2 is generated in the presence of both pBrA
and pCA. However, the formation of and H2 evolution from
CoMbq-H

2 dominate using pBrA as a proton source. The
formation of CoMbq-H

1 appears to be negligible with the
weaker acid, suggesting that pBrA is not strong enough to
protonate the site that leads to this species, such that no
significant H2 evolution is observed at −1.1 VFc. The combined
Co/pCA and Co/pBrA data further signify that two competing
pathways for H2 evolution are available, which are dependent
on the acid strength. Nevertheless, after 8 h of applied
potential, the more stable CoMbq-H

2 intermediate accumulates
with both pCA and pBrA, and only the pathway for H2
production at higher overpotentials is available.
The nature of the intermediates was further examined by

absorption spectroscopic studies in conjunction with bulk
electrolysis of a Co/pBrA solution carried out for 8 h of
applied potential at −0.95 VFcjust below the activation
region for the weaker acid (vertical line, inset, Figure 4a). In
Co/pBrA, CoMbq-H

2 is unquestionably produced, as evidenced
by the appearance of the distinctive absorbance at 411 nm
(Figure 4). This species emerges earlier (solid blue line, Figure
4a) in comparison to its evolution with Co/pCA. The
characteristic absorbance bands of CoMbq between 500 and
600 nm are unaltered (solid blue line and dashed black line,
Figure 4c), indicative of residual CoMbq in the solution, which
is consistent with the 60% conversion of CoMbq to CoMbq-H

2

after 8 h of applied potential in Co/pBrA (see Experimental
Section, eq 1).

Scheme 3. Formation of the Two Precatalytic Species Based
on Competing ECE Pathways

Figure 3. Cyclic voltammograms of 0.2 mM CoMbq plus 2 mM (a)
pCA or (b) pBrA in 0.1 M LiBF4/MeCN; green trace, prior to bulk
electrolysis; blue trace, after bulk electrolysis, conducted with a glassy
carbon electrode in the RDE setup, at 100 mV/s, under an Ar
atmosphere. The vertical dashed lines are positioned at −1.32 VFc and
−1.1 VFc, respectively. The arrows represent the applied potentials for
bulk electrolysis experiments. The stars indicate cathodic peak
potentials for the precatalytic step.

Inorganic Chemistry pubs.acs.org/IC Forum Article

https://doi.org/10.1021/acs.inorgchem.1c01157
Inorg. Chem. 2021, 60, 13888−13902

13891

3.1 Hydrogen Evolution via CoMabiq

61



The lower conversion of CoMbq to CoMbq-H
2 in Co/pBrA

compared to Co/pCA partly explains the differences in
absorbance between 500 and 600 nm in the respective spectra,
as well as the higher current observed in the activation region
in the CV after bulk electrolysis. The final products generated
after electrolysis with either acid have virtually the same
absorption intensity at 411 nm. However, the additional
absorbance bands in the pCA experiment, blue-shifted from
the CoMbq-H

2 associated absorbance at 411 nm, can be
correlated to the CoMbq-H

1 intermediate since CoMbq-H
1 is

dominant at the beginning of the bulk electrolysis with pCA
based on the CV but not generated in any appreciable amount
using pBrA. Thus, both the CV and spectroscopic data further
evidence that two intermediates, CoMbq-H

1 and CoMbq-H
2,

arise from protonation of two distinct Mabiq sites, with
differing pKa’s.
Acid Strength Influence on the Mechanism. Electro-

chemical studies in the presence of para-anisidinium (pAn; pKa
= 11.86, pH = 7.28 in MeCN)39,40 were carried out to further
assess the acid strength effect on the HER. Figure 5 compares
the CVs of CoMbq in the absence of acid35 with the CVs
obtained upon the addition of the three different acidspCA,
pBrA, and pAn. The additional oxidation features above 0 VFc
originate from the acid source itself. In the presence of both
pCA (orange trace, Figure 5a) and pBrA (orange trace, Figure

5b), the precatalytic event is anodically shifted compared to
the [CoII(Mabiq)]+/[CoII(Mabiq•)]0 couple. In the presence
of pAn, two one-electron redox events are again observed prior
to H2 evolution. However, the first reduction occurs at a
potential that is identical to that of the [CoII(Mabiq)]+/
[CoII(Mabiq•)]0 couple, while the following reductive event is
160 mV cathodically shifted. To verify the proton dependency
of the processes, CVs were recorded at varied pAn
concentration (Figure S1, Supporting Information). From
the calculated theoretical potential shift based on the Nernst
equation (eq S4, Supporting Information) and the exper-
imentally observed [pAn]-dependent potential shifts, we
confirm that only the second reduction feature at −0.95 VFc
is proton-dependent. The redox events preceding H2 evolution
are therefore consistent with an EEC mechanism, rather than
the ECE process observed for the two stronger acids. The
proton activity of pAn is not high enough to protonate the one
electron reduced form of CoMbq, and protonation only
becomes feasible after the addition of the second electron.
H2 evolution also requires further reduction of the complex

Figure 4. UV−vis absorption spectra of 0.2 mM CoMbq in the
presence of 2 mM pBrA (Co/pBrA) or pCA (Co/pCA) in 0.1 M
LiBF4/MeCN in time during bulk electrolysis at potentials of −0.95
VFc or −0.84 VFc, respectively. (a) 2 h, (b) 4 h, (c) 8 h of potential
hold. Dashed black line, 0.2 mM CoMbq; solid red trace, Co/pCA;
solid blue trace, Co/pBrA.

Figure 5. Cyclic voltammograms of 0.2 mM CoMbq plus 2 mM (a)
pCA, (b) pBrA, or (c) pAn in 0.1 M LiBF4/MeCN; blue trace, 0.2
mM CoMbq in the absence of acid source; orange trace, in the
presence of acid source; conducted with a glassy carbon electrode in
the RDE setup, at 100 mV/s, under an Ar atmosphere. For the CV in
the absence of acid, the redox couples of CoMbq are assigned as
follows: [CoIII(Mabiq)]2+/[CoII(Mabiq)]+, Ep,c= 0.08 V;
[CoII(Mabiq)]+/[CoII(Mabiq•)]0, −0.76 V; [CoII(Mabiq•)]0/
[CoII(Mabiq••)]−, −1.56 VFc.
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and an even higher overpotential (Ecat = −1.48 VFc). Since the
present study was focused on resolving the ECE mechanism
available to CoMbq, we did not characterize the Co/pAn
intermediates further. Nevertheless, the studies with pAn
clearly demonstrate the effect of acid strength on the Co-
Mabiq catalyzed HERthe proton source affects the
formation of precatalytic intermediates and can alter the
order of PT and ET steps.
On the basis of the experimental results, we conclude that

two intermediates are generated in the electrocatalytic H2
evolution pathway using acids with pKa’s in the range of 7.0 to
9.43, CoMbq-H

1 and CoMbq-H
2 (Scheme 4). However, over

time, any CoMbq-H
1 generated in the reaction with pCA also is

depleted. CoMbq-H
2 features a distinctive 411 nm absorption

band and is associated with a higher overpotential for H2
evolution. Attempts to crystallize or otherwise experimentally
characterize this intermediate were unsuccessful. Conse-
quently, we performed quantum chemical calculations to
examine the relative energies and spectroscopic properties of
possible protonation products and thereby identify CoMbq-H

1

and CoMbq-H
2. The computational studies focused on both the

protonated one- and two-electron reduced species.
Thermodynamics Calculations Specify Favorable

Protonation Sites. We started our theoretical investigation
with protonation of the [CoII(Mabiq•)]0 complex, in accord
with the established mechanism for the precatalytic event,
where the first proton transfer coincides with the first electron
transfer. On the basis of the electronic structure of
[CoII(Mabiq•)]0,37 we identified four molecular sites where
protonation is likely to occur (Figure 6)one on the metal
center and three on the ligand. We subsequently examined the
reduced forms of these species, corresponding to the ECE
mechanism determined from the experimental studies, and the
products of the above-described bulk electrolysis studies. We
denote each of the calculated candidate structures with a
unique name (Figure 6) and assign a structure to the
experimentally determined intermediates CoMbq-H

1 and
CoMbq-H

2 at the end of the theoretical investigation.
We first optimized the structures of the four cations and the

corresponding reduced intermediates, as well as that of pCA in
its protonated (pCA) and deprotonated form (D-pCA) at the
CAM-B3LYP level of theory (see Computational Details) and
calculated the Gibbs free energies of protonation ΔGprot as the
difference between reactant and product free energies G:

G G G

G G

( )

( )

p

p

prot D CA intermediate

CA Co (Mabiq )II 0

Δ = +
− +

‐

[ ]• (2)

Analogously, the Gibbs free energies of reduction ΔGred were
calculated as the difference between the optimized cationic and
neutral species (Table 1). The neutral diketiminate products
CoMbq-H

DK1 and CoMbq-H
DK2 are significantly more stable

(∼200 kJ/mol) than the other two investigated species. Thus
their formation is thermodynamically favored upon the
addition of two electrons and one proton to CoMbq. However,
considering only the protonation step after the initial one-
electron reduction of CoMbq (i.e direct protonation of
[CoII(Mabiq•)]0), we observe the opposite trend. Here, the
imine site (CoMbq-H

Im) is favored for protonation, followed by
the cobalt center (CoMbq-H

Co). The diketiminate-based
products have extraordinarily high protonation energies. The
reason for this is the strong structural distortion and the
breaking of ligand aromaticity introduced by protonation at
any of the diketiminate sites (Figure S2, Supporting
Information).
The opposite trends for the thermodynamics of protonation

and reduction allow us to draw conclusions about the coupling
of the two steps in the reaction mechanism: If the proton
addition is strongly coupled to the first electron added to
CoMbq, forming [CoII(Mabiq•)]0, the protonation step
becomes a limiting factor, and the most stable cation
(CoMbq-H

Im)+ may be formed as a side product. A strong
acid would be beneficial for this reaction pathway as the one
electron reduced form [CoII(Mabiq•)]0 can be readily
stabilized by proton addition. On the other hand, if the

Scheme 4. CoMbq Mechanisms and Initially Formed
Intermediates in Different Acidic Media

Figure 6. Structures of investigated intermediates after the addition of
one proton to the one-electron reduced [CoII(Mabiq•)]0, referred to
by the “+” superscript. Subsequent reduction of these intermediates
will be referred to without the “+” superscript in the following
sections.

Table 1. Calculated Gibbs Free Reaction Energies for the
Protonation of [CoII(Mabiq•)]0 with pCA (ΔGprot) to Form
Four Different Cationic Species, and for the Subsequent
Reduction of the Cations (ΔGred) to Yield Neutral
Intermediates

cation ΔGprot [kJ/mol] intermediate ΔGred [kJ/mol]

(CoMbq-H
DK1)+ −14.7 CoMbq-H

DK1 −517.5
(CoMbq-H

DK2)+ −26.7 CoMbq-H
DK2 −527.1

(CoMbq-H
Co)+ −42.2 CoMbq-H

Co −360.6
(CoMbq-H

Im)+ −108.9 CoMbq-H
Im −299.1
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proton addition is strongly coupled to the second electron in
the ECE activation process, we expect formation of the most
stable reduced intermediate, i.e., one (or both) of the
diketiminate products. The CV data in Figure 3 show the
apparent dissociation of EC and E mechanisms in the
precatalytic process with the stronger acid, pCA, i.e., the two
electron addition steps are well enough separated in potential
to generate two distinct reduction peaks in the current profile
of the CV. The separation of the ECE mechanism is not
observed with the weaker acid, pBrA, however, leading only to
one broad reduction event in the precatalytic step. The weak
acid is not able to protonate the imine site and can therefore
not stabilize the cation, which leads to direct formation of the
most stable protonated and two electron reduced intermediate:
one of the diketiminate products. Therefore, only one species,
CoMbq-H

2, is formed with the weaker acid pBrA, while the
stronger acid pCA initially leads to CoMbq-H

1, which
disappears over time.
Calculated Absorption Spectra Identify the Inter-

mediates. Excited states of Co-Mabiq complexes are an
especially challenging problem for most computational
methods. Time-dependent density functional theory (TD-
DFT) is widely used to compute excited states of transition
metal complexes41−45 due to its comparably low cost and its
ability to include electron correlation, depending on the
chosen functional. We performed initial test calculations for
the [CoII(Mabiq•)]0 species using the CAM-B3LYP functional
(Figure S3, Supporting Information) and found that reliable
band assignment to the experimental spectra was not possible
with TD-DFT, due to the strong multiconfigurational character
of the open-shell singlet ground state. Therefore, we decided to
use the DFT/MRCI method,46−51 which combines a multi-
reference configuration interaction (MRCI) ansatz with
orbitals derived from a ground state DFT calculation, thereby
ideally recovering both dynamic and static electron correlation
at a feasible cost. DFT/MRCI has proven to produce highly
accurate absorption spectra for molecules and complexes with
either closed-shell or single-open-shell ground states.46 On the
downside, open-shell ground states with more than one
unpaired electron, as is the case for most of the investigated
Co-Mabiq complexes, are known to pose a particular
challenge.46

Using a large basis set with diffuse functions in the DFT part
of the calculation helped to overcome some of the issues and
made it possible to compute an absorption spectrum for
[CoII(Mabiq•)]0, where the relevant experimental bands are
unambiguously reproduced (Figure 7). All bands have strong
metal contributions originating from the dxz, dyz, and dz2
orbitals. Below 450 nm, doubly excited states start to
dominate. The calculated absorption lines between 500 and
600 nm are red-shifted compared to the measurement, but the
double-peak absorption is clearly visible. Both peaks
correspond to d−π transitions from the dxz and dyz orbitals
of the metal to the ligand. Though the oscillator strength of the
band at 411 nm is quantitatively too small, we argue that the
basic band structure is reproduced well enough to use this
method for predicting which intermediates are formed in the
experiments.
We therefore calculated DFT/MRCI absorption spectra for

the four possible species after the addition of two electrons and
one proton to [CoII(Mabiq)]+ (Figure 8). Protonation at the
cobalt center (CoMbq-H

Co) produces a strong and broad
absorption band around 411 nm but also leads to absorption in

the red and NIR spectral region beyond 700 nm. As this is not
observed experimentally (Figure 1), we conclude that the
metal is not protonated at this stage of the reaction, in
agreement with conclusions from the previous study.35 Out of
the four computed spectra, the one for CoMbq-H

DK1 agrees best
with the experimental spectrum. It explains the rising
absorption band at 411 nm, which is blue-shifted by ∼30
nm in the calculations, as well as the shoulder at 340 nm and
parts of the absorption after 600 nm. The other diketiminate
product CoMbq-H

DK2 also shows an absorption line at 411 nm,
but the oscillator strength is much lower than for CoMbq-H

DK1.
Since the rest of the spectral profile agrees well with the
experimental spectrum, and CoMbq-H

DK2 is also the thermo-
dynamically most stable product, closely followed by CoMbq-
HDK1, we do not rule out the formation of both diketiminate
products at this point. That said, our calculated absorption
spectra indicate CoMbq-H

DK1 as the main product CoMbq-H
2

after bulk electrolysis.
For the spectrum of CoMbq-H

Im, the maximum number of 50
electronic states that could be calculated with the DFT/MRCI
program prevented going below 504 nm. The corresponding
cation spectrum (Figure S4, Supporting Information) shows
no significant absorption at 411 nm, indicating that CoMbq-H

Im

is not the final product after two-electron−one-proton addition
to [CoII(Mabiq)]+. However, both the cation (CoMbq-H

Im)+

and the reduced species CoMbq-H
Im exhibit broad absorption

bands in the 500−600 nm region. Experimentally, absorption
in this spectral range does not change during bulk electrolysis
in the presence of pBrA, but it decreases over time in the
presence of pCA. The spectral profile of the measured
absorption bands fits that of the isolated CoMbq complex,
indicating that residues of the reactant are present in the final
reaction mixture. However, this does not explain why the band
decreases only with pCA. Since the CV results indicate the
presence of another intermediate, CoMbq-H

1, which evolves H2
at −1.1 V and only forms in the presence of pCA, we attribute
part of the absorbance between 500 and 600 nm in the
presence of pCA to the imine-protonated species. Therefore,
the CoMbq-H

1 species corresponds to the product arising from
protonation of the imine group, CoMbq-H

Im.
According to our DFT calculations (Table 1), protonation at

the imine site yields the thermodynamically most stable cation
but the least stable reduced product. Therefore, we
investigated a side reaction with pCA, where the cation
(CoMbq-H

Im)+ forms initially and then slowly transforms to the
more stable CoMbq-H

DK1 product upon reduction, decreasing

Figure 7. DFT/MRCI spectrum of [CoII(Mabiq•)]0 in comparison to
the synthesized [CoII(Mabiq•)]0 absorption spectrum.37 The line
spectrum was convoluted with Gaussians with fwhm = 0.24 eV. The
convoluted spectrum was normalized such that the highest absorption
is one.
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the absorbance around 500−600 nm over time. However, the
calculated free energy activation barrier of 162 kJ/mol seems
too high for this process to occur under experimental
conditions. From this, we conclude that two decoupled
reaction pathways are possible in the presence of pCA, one
leading to the species protonated at the diketiminate site, the
other one leading to the imine-protonated intermediate.
To test how well the two intermediates can explain the

experimental absorption spectrum, we fitted a linear combina-
tion of the calculated spectra for CoMbq-H

DK1 and CoMbq-H
Im

to the experimental spectrum after bulk electrolysis with pCA
(Figure 9). The majority of the experimental spectrum is

explained by CoMbq-H
DK1, underscoring that CoMbq-H

DK1 is an
important intermediate in the reaction mechanism. As
expected, the absorption beyond 500 nm can be partly
attributed to the CoMbq-H

Im species. As the rest of the 500−
600 nm bands fit the measured spectrum of CoMbq, the relative
contribution of CoMbq-H

Im to the fit given in Figure 9 is an
upper bound to the real share of CoMbq-H

Im in the spectrum.

■ DISCUSSION

Precatalytic Species. The combined experimental and
computational studies point to the formation of two
intermediates in the precatalytic ECE processes, CoMbq-H

DK1

and CoMbq-H
Im. The persistent precatalytic complex after 8 h

of applied potential, using either pCA or pBrA, is CoMbq-H
DK1.

This compound acquires a proton at the diketiminate carbon
and effectively describes a ligand-based hydride. In contrast,
the formation of CoMbq-H

Im involves the reduction of both the
ligand and the metal center, such that this species is best
described as [CoI(MabiqH•)]0. The proton is added to the
bridging imine-nitrogen atom of the Mabiq ligand. The
generation of significant amounts of CoMbq-H

Im requires a
stronger acid, and this species is nevertheless depleted over
time.
The reason for the loss of CoMbq-H

Im is not clear. However,
three mechanisms could account for the loss of CoMbq-H

Im

(Scheme 5): (i) There may be an indirect conversion to
CoMbq-H

DK1 via the original CoMbq complex. A homolytic
pathway of H2 evolution via the reaction of two CoMbq-H

Im

molecules to form the one-electron reduced [CoII(Mabiq•)]0

complex is unlikely, since no H2 evolution above the pCA
background was observed at −0.8 VFc in our earlier study.35

(ii) The chemical instability of the CoMbq-H
Im intermediate

could result in a completely deactivated form of the catalyst.
The ratio of catalytic currents at −1.1 VFc and −1.32 VFc in the
CV prior to bulk electrolysis cannot be used to determine the
CoMbq-H

Im/CoMbq-H
DK1 ratio, as the turnover numbers for the

two intermediates are unknown. It could be that only a minor
portion of CoMbq is converted to CoMbq-H

Im, despite
significant H2 evolution at −1.1 VFc. Therefore, the
degradation of CoMbq-H

Im might not be observable in the
absorption spectrum. Finally, (iii) one can envision a
mechanism for interchange of the two intermediatese.g.,
an equilibrium or comproportionation processthat allows for
the accumulation of CoMbq-H

DK1 over time in the presence of
pCA with applied potential. The bridging imine groups of the
Mabiq ligand correspond to the most favorable protonation
sites in the one electron reduced Co-Mabiq complex, (CoMbq-

Figure 8. DFT/MRCI spectra obtained for the four investigated species after the addition of two electrons and one proton to [CoII(Mabiq)]+ in
comparison to the experimentally obtained spectrum after 8 h of bulk electrolysis in the presence of 10 equiv of pCA. The highest excited state for
CoMbq-H

Im that could be calculated with the DFT/MRCI method is located at 504 nm. Line spectra were convoluted with Gaussians with fwhm =
0.24 eV. Convoluted spectra were normalized such that the highest absorption is one, except for CoMbq-H

Im which was normalized to 0.1 to reflect
the low oscillator strength in that spectral region.

Figure 9. Fitted absorption spectrum composed of a linear
combination of DFT/MRCI spectra of the diketiminate product
CoMbq-H

DK1 and the imine product CoMbq-H
Im in comparison to the

experimentally obtained spectrum after 8 h of bulk electrolysis in the
presence of 10 equiv of pCA. The fit was conducted in the range 320−
700 nm.
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HIm)+. Among the protonated two-electron reduced forms we
investigated, CoMbq-H

Im was associated with the highest
energy. Indeed, intramolecular PT has been established for
the HER mechanism of the Cu-thiosemicarbazone com-
plexes.22 However, as noted above, the computational results
indicate that the barrier for conversion between CoMbq-H

Im

and CoMbq-H
DK1 is too large. This calculation, however, only

signifies that the direct conversion of both intermediates after
two-electron−one-proton addition is unlikely. An interchange
between the cationic species or from one cationic species to a

fully activated form (i.e., (CoMbq-H
Im)+ to CoMbq-H

DK1) might
still be feasible. Our evidence currently supports formation of
the two intermediates via two decoupled pathways, though the
experimentally observed disappearance of CoMbq-H

Im over
time is not understood yet from a mechanistic point of view.

HER by CoMbq. H2 evolution by the modified cobalt
complexes produced in the precatalytic processes clearly still
requires further reduction and protonation of CoMbq-H

Im or
CoMbq-H

DK1, and we therefore also considered the subsequent
HER mechanisms (Scheme 6).

Scheme 5. Possible Loss Channels of the CoMbq-H
Im Intermediatea

aIndirect conversion to CoMbq-H
DK1 via pathway i would involve H2 evolution at −0.8 VFc, which is not observed experimentally. Chemical

degradation via ii or direct conversion via pathway iii could be alternative options, though the latter is unlikely due to the high kinetic barrier.

Scheme 6. Possible HER Pathways Involving the CoMbq-H
DK1 (Top Pathway) and CoMbq-H

Im (Bottom Pathway)
Intermediatesa

aThe positions of the unpaired electron are based on DFT-derived spin densities (see Scheme 2 and Figure 10) and only show one of many
possible resonance forms. Newly added electrons are highlighted in red in each reduction step.

Inorganic Chemistry pubs.acs.org/IC Forum Article

https://doi.org/10.1021/acs.inorgchem.1c01157
Inorg. Chem. 2021, 60, 13888−13902

13896

3 On the Road to Artificial Photosynthesis

66



The electronic structures of the two precatalytic complexes
are highly distinctive. As noted, CoMbq-H

Im is a low-valent
Co(I) complex, whereas CoMbq-H

DK1 consists of a cobaltous
ion coordinated to Mabiq-H. The differing oxidation states of
the metal center will impact the ensuing ET and PT steps and
further ligand participation in these processes. Although we
have not established the order of these events, the electronic
structures of the anionic species (CoMbq-H

DK1) ̅ or (CoMbq-
HIm),̅ generated upon the addition of another electron to the
two intermediates (Figure 10), are informative in considering
possible HER pathways. According to the DFT derived Merz−
Singh−Kollman (MK) charges (Table S2, Supporting
Information), (CoMbq-H

Im) ̅ contains a low-valent, almost

neutral Co atom coordinated to a ligand anion. In the
unrestricted formalism, the spins on the ligand are paired,
while the broken-symmetry DFT solution, which is about 29
kJ/mol more stable, predicts a ligand biradical. By design, the
broken-symmetry DFT approach overly delocalizes spin
densities to arrive at the most stable wave function.52 The
true spin situation of the ligand can thus be debated, but in
light of the unfavorable charge distribution, we deem
formation of this intermediate unlikely in the absence of a
proton. On the other hand, direct protonation of CoMbq-H

Im

would lead to formation of a metal-hydride, the cationic
(CoMbq-H2

Im,Co)+. We have not seen any evidence for a metal
hydride species after bulk electrolysis at −0.84 VFc. Thus, we

Figure 10. Broken-symmetry DFT derived spin density plots for the intermediates generated in an (EC)EE mechanism from CoMbq,
[CoII(Mabiq)]+.

Scheme 7. Proposed Pathways for H2 Evolution from CoMbq-H
DK1a

aThe positions of the unpaired electron are based on DFT-derived spin densities (see Figure 10) and only show one of many possible resonance
forms. Newly added electrons are highlighted in red in each reduction step.
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propose that the first step in the HER from CoMbq-H
Im instead

involves a PCET process; metal-hydride formation coincides
with electron addition to generate the neutral CoMbq-H2

Im,Co

(bottom pathway Figure 10). Once again, the broken-
symmetry solution predicts biradical character for the ligand
in CoMbq-H2

Im,Co, while the unrestricted calculation yields a
closed-shell ligand. The metal center is oxidized (MK charge
1.21), while the corresponding negative charge is spread across
the Mabiq-ligand (sum of MK charges −1.04) and the Co-
bound hydride ion (MK charge −0.17). This species may be
further protonated to release H2 (Scheme 6, bottom path).
The reduction in the calculated (CoMbq-H

DK1) ̅ species again
occurs at the ligand. In this case, prediction of a H2 evolution
mechanism is more complex. This species has high negative
charge density at the bridging imine group, making this a likely
protonation site, though a route involving protonation of the
second diketiminate again offers a possibility. We speculate
that H2 evolution necessitates formation of the low-valent
Co(I) species and subsequent metal protonation. However,
even here a number of scenarios can be envisioned. For
example, assuming involvement of a protonated imine-N, both
direct protonation of a resultant metal-hydride (Scheme 7,
pathway B, bottom) and a ligand-assisted pathway as
established for Ni-thiosemicarbazone complexes (Scheme 7,
pathway A, top),16,25 can be envisioned.
Further studies are warranted to verify our proposed

mechanisms. However, the suggested HER pathways already
provide an explanation for the differing overpotentials for H2
evolution from CoMbq-H

Im and CoMbq-H
DK1. The former

complex already contains a reduced Co(I) centerthe
protonated imine appears to enable reduction of the cobalt
ion at lower overpotentials. The formation of a low-valent
cobalt species would thus readily support a metal-hydride
pathway. However, at least three electrons are accumulated on
the ligand in the pathways involving CoMbq-H

DK1 before
reduction of the metal center becomes favorable. Conse-
quently, the redox-active ligand can also accumulate multiple
protons. The higher overpotential for H2 from CoMbq-H

DK1

suggests that Mabiq acts as a hydride “sink,” and access to an
effective metal-centered HER pathway from this species
requires additional electron transfer steps and thus also a
higher energy input.
In our system, the formation of CoMbq-H

Im and the HER at
lower overpotential is promoted by stronger acids. The effect
of acid strength was also investigated for H2 evolution by the
hangman porphyrins.20,21 In this system, stronger acids also
allowed for H2 evolution from a metal-hydride intermediate,
whereas using the weaker acids, the HER occurred via a ligand-
centered pathway that also required additional electron and
transfer steps. Therefore, our suggested pathways are
consistent with the acid strength effects observed in other
systems.

■ CONCLUSION
The Co-Mabiq complex is one of several compounds in which
the redox-active ligand engages in the PT and ET steps
associate with H2 evolution. However, a number of features are
noteworthy and distinctive in the Mabiq system and provide
general insight into the contribution of such ligands to the
HER. In this regard, our studies also highlight how modern
theoretical methods that can treat chemically relevant systems
can greatly contribute to the understanding of experimental
results. In particular, we point out the vital role of the

computationally affordable DFT/MRCI method in bridging
the gap between multireference quantum chemistry and
experiments. The computational studies contribute to our
understanding of the nature of proton and electron storage
sites, and the degree of PCET affects the energy and activity of
intermediates.
The energetically low-lying π* orbitals of the extended

Mabiq π-bonded framework can readily accept electrons. The
one-electron reduction potential for CoMbq in the absence of
acid (Ep,c = −0.8 VFc) is thus fairly high in comparison to the
formal CoII/I couples of Co-porphyrin (−1.08 VFc),

53

diothiolene (−1.49 V vs SCE),12 and many cobaloxime54

catalysts. In accord with previous findings,55 coupling of a
proton to the reduction process shifts the potential to more
positive values. In fact, the addition of the second electron to
the protonated Co-Mabiq compound also becomes highly
favorable, with <150 mV separation between the proton-
coupled precatalytic one- and two-electron reductions,
regardless of the acid. Therefore, proton and electron storage
by Mabiqand by redox-active ligands in generalclearly can
be an advantage for accessing reduced forms. However, the
hydride equivalent that is added to CoMbq in the precatalytic
steps is not readily released at this stage. Nevertheless, the
potentials for catalytic H2 evolution by CoMbq are also
comparable to many redox-active ligand systems.21,25

The Co-Mabiq complex offers a metal- and multiple ligand-
protonation sites. Consequently, the studies with CoMbq
uniquely demonstrate how various features of noninnocent
ligands can influence catalysis. The formation of the two
distinct precatalytic intermediates, CoMbq-H

Im and CoMbq-
HDK1, is dependent on the acid strength. The two species can
both evolve H2 but have dissimilar electronic structures and
operate at different potentials. CoMbq-H

DK1 represents a ligand
hydridefurther reduction of this species remains ligand
centered, and H2 evolution requires a higher overpotential. In
contrast, metal-centered reduction is favored for (CoMbq-
HIm)+the ensuing H2 evolution from CoMbq-H

Im involves
metal protonation and occurs at lower energy. The implication
is that pathways involving reduced metal centers, and thus
metal-hydride species, may offer a more effective strategy for
H2 evolution. In this regard, the protonated imine of CoMbq-
HIm may further aid catalysis by serving as a proton relay site,
whereas a similar role for the carbon bound hydrogen of
CoMbq-H

DK1 is unlikely.
Catalyst design clearly plays a significant role in effecting the

metal, ligand-based, and ligand/metal-assisted HER pathways.
In our system, modifying the Mabiq ligand on the diketiminate
unit may suppress the formation of CoMbq-H

DK1 and promote
H2 evolution via CoMbq-H

Im. Select metals coordinated to the
outer bipyrimidine also could alter the electronic structure in
favor of metal-centered pathways. Overall, there is still a way to
go in optimizing the metal−ligand synergies for efficient H2
evolution. However, the mechanistic insights provided in this
work shed further light on some of the competing factors to
consider in the use of redox-active ligands for these processes
and provide starting points for targeted ligand optimizations in
future studies.

■ EXPERIMENTAL DETAILS
All chemicals were purchased from Sigma-Aldrich unless otherwise
noted. Acetonitrile (MeCN) was dried by passage over activated
alumina columns and stored over activated 3 Å molecular sieves. The
water content in MeCN was determined to be below 1 ppm by Karl
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Fischer titration. As a supporting electrolyte salt, lithium tetrafluor-
oborate (LiBF4; BASF, Germany) was used in all cyclic voltammetry
and bulk electrolysis experiments. [CoII(Mabiq)(THF)](PF6)

38 and
the selected proton sources p-cyanoanilinium, p-bromoanilinium, and
p-anisidinium were synthesized according to the literature proce-
dure.40,56

Bulk Electrolysis and Cyclic Voltammetry (CV). Bulk
electrolysis and CV measurements were conducted in a four-neck
jacketed cell that was previously employed by our group,35,57 and the
cell was assembled in the glovebox (Ar, MBraun, Germany, < 0.1 ppm
of H2O and O2.) The PEEK shroud working electrode includes a
glassy carbon disk with a 5.0 mm diameter, surrounded by a glassy
carbon ring with a 6.5 mm internal diameter and 7.5 mm external
diameter (Pine Research Instrumentation, Durham, NC). For both
bulk electrolysis and the CV measurements, a potential was applied
only to the glassy carbon disk working electrode. Prior to usage, the
working electrode was polished with 1.0 and 0.05 μm alumina
suspensions (Buehler, Düsseldorf, Germany) and cleaned by
sonication in ultrapure water. The electrode was subsequently dried
for 12 h in an oven at 70 °C. A LiFePO4 (BASF, Germany) electrode
was employed as a counter electrode, which was separated from the
working electrode part via a glass fitting. Li metal (Rockwood, USA)
in 1 M LiPF6 in EC/EMC 3:7, LP57 (BASF, Germany), was used as
the reference electrode, separated via a Vycor 3535 frit (Advanced
Glass & Ceramics, Holden, MA).
During the cell assembly, the working electrode rod was connected

to the rotator, which was beneficial for the bulk electrolysis
experiments. All measurements were recorded with an SP300
potentiostat (BioLogic, Grenoble, France). All potentials were
recorded vs the Li+/0 scale, and the potential scale conversion from
Li+/0 to Fc+/0 was carried out experimentally by recording the Fc+/0

redox couple in 0.1 M LiBF4/MeCN with a Li reference electrode.
The CV and bulk electrolysis experiments were recorded at 0 and 800
rpm, respectively.
At the end of the bulk electrolysis experiments, the conversion of

CoMbq in the presence of the acid source (n, mole of the complex) was
calculated according to eq 1, based on the number of electrons
transferred (z), Faraday constant (F), and charge (Q).

Q zFn= (1)

Q is the integrated area on current vs the time graph of Co/pCA or
Co/pBrA; z represents two electrons (based on the ECE mechanism
of precatalytic step); F is the Faraday constant, 96485.33 C mol−1.
UV−Vis Absorption Spectroscopy. During the bulk electrolysis

experiment, every 2 h, 100 μL aliquots were removed from the bulk
solution and diluted with 2.7 mL of acetonitrile in the spectropho-
tometer cuvettes. Due to the possible air sensitivity of the samples,
airtight far-UV quartz cuvettes (Starna GmbH, Germany) were used.
Prior to usage, the cuvettes were cleaned and dried overnight in an
oven at 70 °C and subsequently transferred into the glovebox. After
the sample preparation in the glovebox, UV−vis spectra of samples at
varied time intervals were recorded using a Cary 60 UV−vis
spectrophotometer (Agilent Technologies, USA) for regions up to
900 nm wavelength, and the near IR region between 900 and 1300
nm was recorded with a UV-3600 Plus spectrophotometer
(Schimadzu, Japan).
Computational Details. Geometry optimizations and thermody-

namic analyses were carried out with Gaussian 16,58 using the range-
separated CAM-B3LYP59 density functional. The optimized struc-
tures were identified as energy minima by the absence of imaginary
vibrational frequencies. The transition state between CoMbq-H

Im and
CoMbq-H

DK1 was verified by its single imaginary vibrational frequency
and by computing the reaction path toward the reactant and product.
In all geometry optimizations, the broken symmetry DFT ansatz was
used after testing the starting wave function for internal instabilities
(keyword stable = opt), though the calculation converged to the
closed-shell solution for (CoMbq-H

Co)+. The 6-31+G(d) basis set60−63

was employed for all elements except cobalt. Here, the LANL263

pseudopotential replaced the inner core electrons [1s22s22p6], leaving
the outer core and valence shells to be described with the

corresponding double-ζ basis LANL2-DZ.63 Implicit solvent effects
were described by the polarizable continuum model (PCM) with
standard parameters for acetonitrile.64 Thermodynamic corrections to
the electronic energies were computed in the harmonic approximation
for a temperature of 298.15 K and a pressure of 1.0 atm.

TD-DFT absorption spectra were computed at the same level of
theory as the geometry optimizations to assess the suitability of the
method. However, due to the multiconfigurational nature of the
complex, we eventually switched to the DFT/MRCI method46−49,51

using the R2018 Hamiltonian.51 Other common multiconfigurational
methods, such as CASSCF or CASPT2, are computationally
expensive, especially considering the extensive system of π electrons,
and require careful selection of the active space. Multireference
configuration interaction (MRCI) methods based on Hartree−Fock
orbitals typically suffer from a lack of dynamical correlation and often
require long expansions of high excitations.46 DFT/MRCI is
supposed to combine the best of both worldsthe description of
dynamical correlation by DFT and the recovery of static correlation
typical for multireference methodsall while keeping the computa-
tional effort at a feasible level. In contrast to CASSCF, there is no
active space of carefully selected orbitals. Instead, a reference space of
excited configurations is iteratively optimized, thereby removing any
bias associated with manual orbital selection.

In preliminary test calculations for [CoII(Mabiq•)]0, a large and
flexible basis set with diffuse functions emerged to be essential for a
large enough configuration space to approximate the experimental
spectrum. However, the size of the basis set is limited by technical
constraints. To reconcile these conditions, we reduced the number of
basis functions by replacing the methyl groups of the Mabiq ligand,
which are unlikely to participate in any of the excitations we were
interested in, with hydrogen atoms. The unrestricted DFT reference
was calculated with Orca 4.2.1,65,66 using the BHLYP67,68 functional
with the def2-TZVPD69,70 all-electron basis set on the cobalt center
and def2-SVPD69,70 on all other atoms. The def2-TZVPD/C71 and
def2/JK72 auxiliary basis sets were used within the resolution-of-the-
identity formalism for coulomb and exchange integrals73 (RI-JK) on
all atoms. The only exception was CoMbq-H

Im, where def2-SVP/C was
the largest feasible basis set for the subsequent MRCI step. Symmetry
was turned off, and a final SCF convergence threshold of 10−7 Eh
(keyword SCFCONV7) was used throughout with a 590-point
Lebedev integration grid (keyword Grid6). Solvation effects were
taken into account by means of the C-PCM model74,75 with default
parameters for acetonitrile. The resulting unrestricted molecular
orbitals were transformed to a set of quasi-restricted orbitals76 and
used as input to the DFT/MRCI program. The reference space was
iteratively optimized, increasing the number of excited states in each
iteration until either the technical limit of 50 excited states or an
excited state energy of 300 nm was reached. In any case, one final
iteration was performed to ensure that the leading configurations of all
excited states were contained in the reference space. The obtained line
spectra were convoluted with Gaussians (fwhm = 0.24 eV).
Convoluted spectra depicted in this work were normalized such
that the highest absorption is one.

Visualizations of molecular structures and spin densities were
created with VMD 1.9.3.77
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3.2 The Light-Harvesting Network of Photosystem I

The [Co(Mabiq)] complex presented in the previous chapter is one candidate in a family of
catalysts to drive H2 evolution reactions. In the transition to a sustainable energy supply,
the required current is envisaged to be provided from renewable energy sources such as
photovoltaics. Coupling the catalyst to a natural platform like PS I in a bio-nanohybrid
system has the benefit of using the generated electrons directly without losses through
intermediate storage.

Computational work can aid in the design of such devices by modeling the energy and
electron flows inside the photosystem, which are notoriously difficult to access experimentally.
In this context, the article “Thermal site energy fluctuations in photosystem I: new insights
from MD/QM/MM calculations”, published 2023 in Chem. Sci. provides a new model of
cyanobacterial PS I in its natural environment. This system has repeatedly attracted the
attention of computational research over the last few decades. However, none of the previous
models[49,255–259] agreed on the excited state energies of the 96 chlorophylls in PS I (site
energies), which are modulated by a heterogeneous local environment of protein residues,
other cofactors and lipids. The current work aims to provide a new state of the art, which
takes into account (i) the multireference nature of the chlorophyll excited states, (ii) the
atomistic natural environment and (iii) the dynamics of the nanosystem.

The most important results of the article are summarized below:

• The presented model of cyanobacterial PS I is based on an experimental crystal
structure (T. elongatus, PDB: 1JB0[244]), which has been complemented by missing
atoms and residues and trimerized by applying a C3 symmetry operation. The resulting
trimeric protein complex is embedded in a lipid bilayer and solvated in 15mm NaCl
buffer to mimic realistic conditions.

• Two 15 ns MD simulations were carried out in an NPT ensemble, to sample structural
fluctuations. The parameters for the protein, cofactors, lipids, and solvent were largely
compiled from the literature and to a small extent generated for this work. Their
mutual compatibility was carefully ensured by using only parameters derived according
to the Amber parameterization protocol.

• Excited states for each of the 96 chlorophylls in a PS I monomer were calculated in
a QM/MM ansatz at regular intervals of the MD trajectories, using the DFT/MRCI
method in the QM region. Preceding benchmark calculations showed DFT/MRCI
to be ideally suited, due to its ability to capture multireference effects, which are
crucial even in the first few excited states of chlorophyll. The rest of the environment,
containing the PS I trimer, lipid membrane, and water, was included as point charges
which polarized the QM wave function. In this way, the site energies of the 90
antenna chlorophylls were calculated at 40 MD snapshots. For the 6 reaction center
chlorophylls, the sampling was increased to 200 snapshots to reduce the statistical
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uncertainty. Excitonic coupling between the pigments was evaluated in the dipole
approximation, based on the transition dipole moments to the first excited state.

• The local environment of each chlorophyll shifts its excitation energy to the red or
to the blue. Using the model introduced above, a series of energy sinks and barriers
was identified in the antenna complex. The low energy chlorophylls in PS I, often
referred to as red chlorophylls, are of special interest, as they are the dominant
fluorescence emitters at low temperatures. Their role is not yet fully understood but
they are generally thought to compete with energy transfer to the reaction center.[260]

A definitive assignment of these red chlorophylls requires the simulation of excited
state relaxation and fluorescence properties, which was outside the scope of this work.
Nevertheless, a set of promising candidates was identified, based on excitation energies
evaluated in the high-level QM/MM framework introduced above. This work and the
associated data set therefore enable future studies on the subject of red chlorophylls.

• The site energy shifts were decomposed into an electrostatic and a structural com-
ponent. While the structural part were explained by thermal noise, the electrostatic
component clearly corresponds to the unique local environment of each chlorophyll.
However, no general mapping from the electrostatic environment to the chlorophyll
site energies could be determined.

• Comparing the two electron transfer branches A and B in the reaction center (cf.
figure 3.1), the A branch exhibits slightly lower site energies. This asymmetry indicates
that branch A may act as an energy sink, consistent with the experimental observation
that branch A is the dominant electron transmitter.[215,216]

• As expected, the central pair of chlorophylls, labeled P700 and commonly referred to as
the special pair, exhibits the strongest excitonic coupling, due to the close proximity of
its pigments. However, its average excitation energy is in the center of the distribution
across all chlorophylls, which maximizes the coupling efficiency with the entire antenna
complex but seemingly contradicts the accumulation of energy at P700. Moreover,
P700 is separated from the antenna complex by two high-energy chlorophylls. This
calls into question common models of energy transfer in light-harvesting systems,
which assume a downhill pathway from the antenna to the reaction center. The
dynamical perspective in this work shows that such a persistent energy funnel may
not be required, as energy transfer is mediated by thermal fluctuations, mainly in the
site energies.

• While the excitonic couplings are stable with a standard deviation σ in the range of
0 to 5meV, the site energies fluctuate much more strongly (σ = 30 to 60meV). This is
enough to overcome transient energy barriers and transfer energy from the antenna
complex to the reaction center. In this picture, the energy sinks in the antenna
complex could even act as temporary energy storage, while the reaction center is in
its oxidized state.
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Figure 3.4: Excitonic spectrum of PS I compared to an experimentally determined spectrum at
5K.[255] Sticks denote the individual excitonic transitions, averaged over 40 (antenna) or 200
(reaction center) snapshots. Calculated energies have been red-shifted by 0.072 eV and convoluted
with Gaussian functions with fwhm= 0.012 eV.

Based on the excitonic Hamiltonian, an absorption spectrum including the inter-chro-
mophore dipole coupling can be simulated, complementing the site spectrum in fig. 4 of the
article. To this end, the transition dipole moments of the individual chlorophylls µsite are
transformed to the exciton basis via the eigenvector c of the excitonic Hamiltonian:

µex =
∑
i

ci · µsite
i . (3.1)

The resulting spectrum agrees well with the experimental reference, measured at 5K.[255]

At this temperature, the ambient thermal energy is no longer sufficient to facilitate energy
transfer from the red states, causing a visible side band in the red part of the spectrum.
The same side band is observed in the simulation at 1.76 eV. It can be attributed to the
triad of chlorophylls B31-B32-B33, which forms the lowest energy exciton. The additional
broadening of the red band in the experimental spectrum might be due to coupling to CT
states, which are not part of the simulation, or due to the presence of a conformational
ensemble in multiple measured photosystems where the calculated spectrum only depicts
the average band position. A full band assignment of the excitonic states is available in
tab. S7 of the Supporting Information to the article (reprinted in table C.9 in appendix C.2).

While the QM/MM simulations in the article consider the trimeric protein complex in
the form of point charges, the actual excited state calculations are carried out for the 96
chlorophylls in one PS I monomer. To simulate the excitonic interactions in the trimer,
the site energies and transition dipole moments were replicated around the C3 axis and the
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Figure 3.5: Excitonic network in the PS I trimer, averaged over 40 MD snapshots. Each data point
represents the center of a chlorophyll molecule, colored by the lowest energy exciton it contributes
to with a weight of more than 10%. Connecting lines illustrate the strength of the excitonic
coupling with thicker lines denoting stronger coupling. For clarity, only couplings > 1meV are
visualized. The dashed green line denotes the PS I monomer corresponding to fig. 6 in the article.
The data set of excitonic energies in the trimer is available in appendix C.3.

excitonic couplings were recalculated. The result is depicted in figure 3.5. Chlorophylls
involved in the coupling are predominantly located in the peripheral subunit A (right quarter
of the highlighted monomer in figure 3.5) and couple to the chlorophylls M1, B8, B9 and
B11 of the adjacent monomer. Chlorophyll L1 is only weakly coupled (1meV) to B37 and
B38, despite its central position near the C3 axis on the stromal side (cf. figure 3.1) of the
protein complex. In general, the inter-monomer coupling in the PS I trimer is weak, with
the maximum interaction energy around 6meV (A30↔M1).

The evolutionary advantages of the trimerization of cyanobacterial PS I are still subject
of debate.[261] It is noteworthy that plant-based PS I occurs exclusively monomeric, while
the oligomerization pattern in bacteria can vary between species and environments.[262]

Low-light conditions favor the trimeric form, while monomeric PS I is the predominant
form at medium light intensities[263] and high-light stress induces the formation of PS I
dimers and tetramers.[264] Stabilization of the photosystem against loss of chromophores[263]

and protection against reactive oxygen species[265] have been discussed as benefits of the
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trimeric form. Most importantly, trimerization allows for increased packing density in the
membrane[262] and improves interactions with phycobilisomes,[261] which act as peripheral
antennas, thus improving the light-harvesting at low-light conditions. The results in fig-
ure 3.5 suggest that energy transfer to the reaction center via inter-monomer coupling only
plays a subordinate role.

The article “Thermal site energy fluctuations in photosystem I: new insights from MD/
QM/MM calculations” was published 2023 in Chemical Science under the Creative Commons
Attribution-Noncommercial 3.0 License∗ (CC-BY-NC 3.0). It is reprinted hereafter from
Chem. Sci., 14, 3117–3131 (2023). The supporting information is available at https:
//doi.org/10.1039/d2sc06160k and reprinted in appendix C.2. Copyright 2023, the authors.

∗ License available at: https://creativecommons.org/licenses/by-nc/3.0/
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Thermal site energy fluctuations in photosystem I:
new insights from MD/QM/MM calculations†

Sebastian Reiter, a Ferdinand L. Kiss, a Jürgen Hauer b and Regina de Vivie-
Riedle *a

Cyanobacterial photosystem I (PSI) is one of the most efficient photosynthetic machineries found in nature.

Due to the large scale and complexity of the system, the energy transfer mechanism from the antenna

complex to the reaction center is still not fully understood. A central element is the accurate evaluation

of the individual chlorophyll excitation energies (site energies). Such an evaluation must include

a detailed treatment of site specific environmental influences on structural and electrostatic properties,

but also their evolution in the temporal domain, because of the dynamic nature of the energy transfer

process. In this work, we calculate the site energies of all 96 chlorophylls in a membrane-embedded

model of PSI. The employed hybrid QM/MM approach using the multireference DFT/MRCI method in

the QM region allows to obtain accurate site energies under explicit consideration of the natural

environment. We identify energy traps and barriers in the antenna complex and discuss their implications

for energy transfer to the reaction center. Going beyond previous studies, our model also accounts for

the molecular dynamics of the full trimeric PSI complex. Via statistical analysis we show that the thermal

fluctuations of single chlorophylls prevent the formation of a single prominent energy funnel within the

antenna complex. These findings are also supported by a dipole exciton model. We conclude that

energy transfer pathways may form only transiently at physiological temperatures, as thermal

fluctuations overcome energy barriers. The set of site energies provided in this work sets the stage for

theoretical and experimental studies on the highly efficient energy transfer mechanisms in PSI.

1 Introduction

In oxygenic photosynthesis, photoautotrophic organisms
harvest solar energy to drive a light-induced cascade of electron
and proton transfers.1 Photosystem I (PSI) plays a crucial role in
this process as it catalyzes the oxidation of plastocyanines to
subsequently reduce ferredoxins. This energy conversion step
occurs with a near-unity efficiency. An in-depth understanding
of this remarkably high efficiency may guide future designs of
articial light harvesting (LH) systems.2–4

The cyanobacterial (T. elongatus) PSI is a trimeric trans-
membrane protein supercomplex.5–7 Each monomer
comprises twelve protein subunits, 96 chlorophylls, 22

carotenoids, four lipids, three iron–sulfur clusters and two
phylloquinones.6,7 The chlorophyll amolecules are organized in
an antenna complex of 90 pigments and a reaction center (RC)
of six chlorophylls arranged in two pseudo-symmetrical
branches, denoted A and B.6,7 Aer the initial excitation of the
PSI antenna complex, the generated Frenkel-exciton has an
estimated lifetime of around 35 ps, followed by charge separa-
tion inside the RC.8–12 At the very center of the RC lies the special
pair P700, ultimately acting as the electron donor.13–15

There are still many open questions regarding the funneling
of energy from the antenna complex to the RC and the onset of
charge separation therein.16 The large amount of pigments and
their strongly overlapping absorption bands obscure clear
experimental access to the excited state processes inside
PSI.8,17–21 Here, theoretical insights can complement experi-
ments in disentangling and explaining the measured optical
responses to deduce mechanisms for the energy and charge
transfer.18,19,22–27

The popular funnel theory expects downhill energy transport
from the antenna complex towards the RC.8,28,29 However,
experiments demonstrated reliable performance of PSI, even
when excited in the red edge of the spectrum, which implicates
an uphill energy transfer.8,23,30 Concerning charge-separation,
several theories agree on the special pair as the primary
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electron donor in multiple LH complexes.8,19,31 However, time-
resolved experiments on PSI14,17 as well as theoretical results
for PSII32 suggest the origin of the free charges in adjacent
chlorophylls in one of the two branches, preferentially the A
branch. The lack of agreement between theories, experiments
and computational studies emphasizes the need for an accurate
model of energy and charge transfer processes.

PSI also presents signicant challenges to computational
methods, especially regarding the chlorophylls governing the
energy and charge transfer.4,18,33 The protein environment in
pigment–protein complexes such as PSI is specic for each
chlorophyll, which leads to individual absorption spectra or site
energies for each chromophore.32,34 In accordance with the
Gouterman-model,35 these site energies correspond to the Qy

state as the lowest excited state of chlorophyll. The unordered
nature of the PSI antenna complex compared to e.g. LH2 in
purple bacteria,36 creates additional challenges regarding the
determination of the nely tuned site energies.

Given that theoretical models such as resonance energy
transfers (RET) heavily depend on accurate excitation energies,
the site energies lie at the core of every model for energy
transfer.37–39 With previously accessible methods for the much
smaller Fenna–Matthews–Olson (FMO) complex, an unambig-
uous assignment needs yet to be reached aer more than three
decades of computational and experimental studies.31,40 Simi-
larly, there have been many attempts to obtain a set of conclu-
sive site energies for PSI. Fitting procedures have resulted in
accurate reproductions of optical spectra but did not reach
a conclusive picture of energy transfer dynamics.41–43 Quantum-
chemically derived site energies for static structures obtained
from crystallographic data44 or an optimization by density
functional theory (DFT) methods22,45 achieved predictions of the
overall spectrum and an assignment of site energies. However,
no study was able to prove or disprove the energy funnel theory.
Subsequent works adding excitonic couplings to the site energy
determination continued to rene some fundamentals of
energy transfer, specically the importance of long range elec-
trostatics, the asymmetry in the charge transport and a lack of
a continuous site energy gradient towards the RC.23,31 With
increasing computational resources, site energies in other LH
systems were determined computationally from samples of
molecular dynamics simulations (MD).32,46–49 Such an approach
requires many single-point calculations for each chlorophyll,
which oen leads to compromises in the electronic structure
theory to retain computational feasibility. Insights into the
dynamic evolution of optical properties are therefore inherently
limited by the typically employed lower-level quantum
mechanical (QM) methods.32 Despite their importance in RET
models as diagonal elements of the excitonic Hamiltonian, an
accurate determination of the absolute site energies including
their energy uctuation dynamics remains elusive. Here, we
aim to close this gap by presenting a new set of chlorophyll site
energies in PSI, including (i) the molecular dynamics of the
trimeric and membrane-embedded supercomplex, (ii) the
electrostatic inuence of the natural environment in a QM/MM
approach and (iii) the multireference character inherent to
chlorophyll excitations via the high-level DFT/MRCI method.

This work is structured as follows: rst, we introduce the
relevant computational protocols and justify our choice of
method by comparison to other quantum chemical approaches
and to experimental steady-state spectra. Next, we discuss the
obtained site energies and exciton dipole couplings in the
context of temporal averages with a focus on locating low-energy
chlorophylls. While the functional role of these “red chloro-
phylls” remains to be elucidated in detail, they may act as
kinetic traps for an exciton and impede the excitation energy
transfer to the reaction center,10,21,50 especially when adjacent to
higher energy chlorophylls. Our ndings are complemented by
a dynamical perspective on site energy and exciton uctuations,
as well as electrostatic and structural inuences, providing new
insights on the energy funnel theory.

2 Methods
2.1 Absorption of isolated chlorophyll

To assess the performance of different quantum chemical
methods, we compared calculated absorption spectra to an
experimental spectrum in diethyl ether.51,52 For this purpose,
the geometry of chlorophyll a, axially coordinated by two ether
molecules was optimized at the r2SCAN-3c53 level of theory with
Orca 5.0.3 54 and veried as a minimum by the absence of
imaginary vibrational frequencies. The r2SCAN-3c53 composite
method builds on the r2SCAN meta-GGA density functional and
contains three empirical corrections, namely a custom triple-z
basis set denoted def2-mTZVPP,53 a retted D4 dispersion
correction55 and a geometric counter-poise correction56 to
account for London dispersion forces and the basis set super-
position error. The method has proven to yield superior ground
state geometries and energies for a large variety of organic
molecules, on par with or even surpassing more expensive
hybrid DFT approaches.53 Further solvation effects were
accounted for by the conductor-like polarizable continuum
model (C-PCM),57 using a relative permittivity of 3r = 4.27 58 and
a refractive index of nD = 1.3526 58 for diethyl ether. Vertical
excitation energies were calculated with the density functionals
BHLYP,59,60 M06-2X,61 B3LYP,59,60,62 CAM-B3LYP,63 uB97X-D4 64

and SCS-uPBEPP86 65 using the Tamm–Dancoff approxima-
tion66 (TDA) and the def2-TZVP67 basis set. The RIJCOSX
approximation68,69 was employed with the def2/J70 and def2-
TZVP/C71 auxiliary basis sets to speed up the calculations. At the
lower level of theory, we also tested the Zerner's Intermediate
Neglect of Differential Overlap with parameters for Spectro-
scopic properties (ZINDO/S) method,72 which has been used
frequently in previous studies73–77 on chlorophyll excitations.
Here, the C-PCM was switched off, as the implementation of
ZINDO/S we used is not parametrized for use with implicit
solvation models. With each method, 20 roots were included in
the calculation.

Additionally, we tested the DFT/MRCI method78,79 in its
parallel implementation.80 The DFT reference was evaluated with
the BHLYP59,60 functional implemented in Orca 4.2.1 81–83 and the
def2-SVP67 basis set. To speed up the evaluation of Coulomb and
exchange integrals, we employed the resolution of the identity
(RI-JK) approximation84 with the def2-SVP/C71 and def2/JK85

3118 | Chem. Sci., 2023, 14, 3117–3131 © 2023 The Author(s). Published by the Royal Society of Chemistry
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auxiliary basis sets. SCF convergence was set to 10−7 Eh (Orca
keyword SCFCONV7) and a tighter-than-default integration grid
was used (Orca keyword GRID4). The MRCI reference space was
iteratively optimized, starting from a CISD expansion of four
electrons in the four frontier orbitals, until it contained all
leading congurations of the 10 roots included in the calcula-
tions. This starting guess corresponds to the most important
transitions in the Gouterman picture.35 The R2018 Hamiltonian86

was employed with a selection threshold of 0.8 Eh and the tight
parameter set to damp off-diagonal elements of the CI matrix,
avoiding double counting of dynamical correlation.

2.2 Structural model of PSI

As a starting point for our investigations of PSI, we used the
asymmetric unit from the 2.5 Å crystal structure of cyano-
bacterial PSI7 in T. elongatus (PDB: 1JB0), consisting of one
monomer of the trimeric protein supercomplex. Missing amino
acids were added with the Modeller interface87 to UCSF
Chimera88 (cf. ESI Table S1†). Missing heavy atoms were added
manually to the chlorophyll residues CLA A1402 and J1303, to b-
carotene BCR A4009, and to the lipids LHG A5003 and B5004. Of
the 96 Chla molecules in the asymmetric unit, 49 contain only
partially resolved phytyl chains. As the phytyl chain's contri-
butions to the absorption spectrum are negligible,89,90 we kept
the intact chains but replaced all damaged phytyl residues with
methyl groups (cf. ESI Fig. S1†). While there are studies that
point to the role of the phytyl chain in coordinating91 or pre-
venting coordination92 to the central Mg2+ ion, we argue that
these structural effects are contained in the MD simulations. All
crystal water was retained and hydrogens were added with
pdb2gmx included in Gromacs 2020.1 93 or, for newly parame-
trized molecules, with reduce,94 distributed with AmberTools 20.

To mitigate steric clashes introduced by the addition of
atoms, the total energy of the asymmetric unit was minimized
with the steepest descent algorithm implemented in Gromacs
2020.1 93 until the residual force was smaller than 1000 kJ mol−1

nm−1. For this, the prepared structure was placed in a cubic box
with 17.664 nm edge length, solvated with TIP3P water mole-
cules and charge neutralized by adding 15 Na+ ions. The energy-
minimized asymmetric unit was subsequently replicated three
times to assemble the trimeric PSI supercomplex. In the
process, crystal water L4042, located exactly on the C3 axis, was
removed two out of three times.

Finally, a lipid bilayer consisting of 674 lumenal and 683
stromal molecules of 1-palmitoyl-2-oleoylphosphatidylcholine
(POPC) was packed around the photosystem with packmol-
memgen,95 from AmberTools 20. The membrane-embedded
protein was solvated with TIP3P water and the charge was
neutralized, maintaining a physiological salt concentration of
0.15 mol L−1 NaCl. The nal structure contained 935 722 atoms
and is illustrated in Fig. 1.

2.3 Force eld parameters

To ensure that the parameters for the protein and all cofactors
were compatible to each other, we employed only parameters
that were derived for use with the Amber family of force elds.

The protein was described with the Amber14sb96,97 force eld.
Parameters for the cofactors chlorophyll a and b-carotene were
taken from related studies on PSII,98 which are in turn based on
parameters by Ceccarelli et al.99 Iron–sulfur clusters and the
coordinating CYS residues were described with parameters for
oxidized, proximal Fe/S clusters derived by Smith et al.100 The
available CYS residue type in Amber14sb does not describe
coordination to metal clusters. We therefore introduced a new
residue type CYF for the iron-coordinating CYS residues by
removing the S-bound hydrogen from the CYS entry in
Amber14sb, substituting the Cb charge with the published one100

(−0.01172) and patching the Ca charge such that the overall
charge of the [FeS]4/CYF4 cluster was −2. The coordination
bond between the sulfur and iron atoms was described by the
published100 bonded interaction parameters. The rest of the
interactions between CYF and Fe4S4 were purely non-bonded
and the standard parameters for CYS as dened in
Amber14sb were used for this purpose. The lipids 2,3 dipalmi-
toyl-D-glycero-1-phosphatidylglycerol (LHG) and 1,2-distearoyl-
monogalactosyl-diglyceride (LMG) were described with the
LIPID17 force eld.101–103 As the head group for LMG was not
contained in LIPID17, parameters were generated with ante-
chamber104 using the general Amber force eld (GAFF).105 RESP
charges were derived from HF/6-31G* calculations according to

Fig. 1 Side and top view of the membrane-embedded PSI with final
box dimensions after equilibration. The MD box is drawn in blue. Parts
of the membrane and solvent layers were removed in the visualization
for clarity.

© 2023 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2023, 14, 3117–3131 | 3119
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the Amber protocol for lipids,101 such that the total charge of the
head group was zero. Parameters for phylloquinone were
generated analogously.

2.4 Molecular dynamics

Molecular dynamics (MD) simulations were performed with
a single-precision version of Gromacs 2020.1.93 The trimeric PSI
complex was placed in a tetragonal simulation box with
dimensions 26.0 nm × 26.0 nm × 14.5 nm. To minimize steric
clashes introduced in the membrane packing process, the total
energy was minimized with the steepest descent algorithm until
the maximum force was below 1000 kJ mol−1 nm−1. In all
following steps, the leap-frog integrator was employed with
a time step of 2 fs and bonds to hydrogens were constrained
using the LINCS algorithm.106 Short-range electrostatics were
calculated using Verlet lists with a cutoff distance of 1.2 nm.
Particle-mesh Ewald summation107 was conducted for the long-
range electrostatics using cubic interpolation and a Fourier grid
spacing of 0.16 nm.

Equilibration was conducted in three phases. First, the system
was heated from 10 K to 100 K over 50 ps in an NVT ensemble,
controlled by the V-rescale thermostat108 with a time constant of
0.1 ps. The positions of the protein and all cofactors were
restrained with a force of 1000 kJ mol−1 nm−1. Two temperature
coupling groups were employed, one for the membrane-
embedded protein and one for water and ions. The system was
propagated for another 50 ps at a constant temperature of 100 K
to further minimize clashes in the membrane and solvent. In the
second equilibration step, the temperature was raised from 100 K
to the production temperature of 300 K over 100 ps in the NPT
ensemble, keeping the position restraints. The pressure was
controlled by the Berendsen barostat with a semiisotropic refer-
ence pressure of 1 bar, a coupling constant of 5 ps and using an
isothermal compressibility of 4.5 × 10−5 bar−1. Aer annealing,
the system was propagated for 900 ps at the target temperature in
the NPT ensemble. In the third step, the position restraints were
lied and the system was propagated for 15 ns in an NPT
ensemble, controlled by the Nosé–Hoover thermostat109,110 and
the Parrinello–Rahman barostat111,112with time constants of 0.5 ps
and 5.0 ps, respectively. Proper equilibration was conrmed by
the average temperature, pressure and density converging to their
target values, as well as the total energy and box vectors remaining
stable. The nal box dimensions were 26.9 nm × 26.9 nm ×

12.6 nm (Fig. 1). From the last nanosecond of this converged NPT
ensemble, ve production simulations over 15 ns were started.
Snapshots were extracted only from the last 10 ns of each
production run. During the production trajectories, the RMSDs of
the protein backbone as well as that of the cofactors chlorophyll,
b-carotene and phylloquinone remained stable and between 1 Å
to 2 Å, further indicating that the system was equilibrated. Simi-
larly, the area-per-lipid of the membrane had converged at 0.64
nm2, in good agreement with literature values.113–115

2.5 QM/MM protocol

Chlorophyll site energies were computed in a QM/MM scheme,
where the two subsystems were coupled electrostatically.116,117

Here, the environment of each chlorophyll is expressed as
a distribution of classical point charges. By including the entire
model of the photosystem in the point charge distribution, all
short- and long-range electrostatic interactions between a chlo-
rophyll and the rest of the photosystem are contained in the
calculations. The vertical excitation energy E is given by

E = (EQM
ES + Ecoup

ES ) − (EQM
GS + Ecoup

GS ), (1)

where EES and EGS denote the energies of the excited state and
ground state, respectively, and the superscript indicates either
the energy of the QM subsystem (QM) or the coupling term
induced by polarization of the QMwave function by the classical
charge distribution (coup). In the case of DFT/MRCI, the
coupling to the environmental point charges is included as
a Coulomb term in the one-electron Hamiltonian of the DFT
reference. As the energy of the MM subsystem is equal in the
ground and excited state, no separate MM calculation is
required.

Unless otherwise stated, the QM region contained the
respective chlorophyll molecule without the phytyl chain, which
was always capped at the rst carbon by a hydrogen link
atom.118–120 Omitting the phytyl chain from the QM region is
commonplace in the literature, as its electronic contributions to
the absorption are negligible.49,89,90,121–123 We have tested this
truncation also for our particular QM/MM multireference
workow and found that it performs well (ESI Table S4†). The
MM region consisted of the full MD simulation box, i.e. the
trimeric PSI supercomplex embedded in the solvated lipid
membrane. Overpolarization at the QM/MM boundary was
avoided by shiing point charges away from the link atom and
introducing articial charges to preserve the dipole moment of
the former bond.120 Point charges were taken unmodied from
the Amber-based classical force eld (see above), where all
charges were derived consistently via the established RESP
protocol.124 The QM subsystem was centered in the simulation
box to account for periodic boundary conditions.

2.6 Calculation of site energies

Site energies for each of the 96 chlorophylls in one asymmetric
unit were calculated with the DFT/MRCI method as described
above, with ve singlet roots included in the MRCI part. 20
evenly spaced snapshots were extracted from the last 10 ns of
two production MD simulations, resulting in 40 samples with
a temporal spacing of 0.5 ns. To separate structural from elec-
trostatic effects, these calculations were performed with and
without classical point charges, resulting in 7860 individual
calculations. Additional sampling was performed for the RC
chlorophylls due to their special signicance. Here, a total of
200 snapshots were extracted from the last 10 ns of all ve
production MD simulations with a temporal spacing of 0.25 ns.

2.7 Excitonic coupling

To get a rst estimate of excitonic effects on the energy transfer,
the coupling elements Vij between pairs of chlorophylls i and j
were evaluated in the point dipole approximation:

3120 | Chem. Sci., 2023, 14, 3117–3131 © 2023 The Author(s). Published by the Royal Society of Chemistry
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Vij ¼ f k
mimj

rij3
(2)

here, mi is the Qy transition dipole moment of chlorophyll i in its
respective environment and rij denotes the center-of-mass
distance between the coupled chlorophylls. Due to its
simplicity, the dipole approximation is still widely used to
quickly screen the magnitude of the coupling25,125–128 and has
been shown to perform well in related photosystems when
compared to more involved techniques.126,128 As the strength of
the coupling depends on the magnitude of the calculated
transition dipole moments, each mi obtained from the DFT/
MRCI calculations was scaled by a factor of 0.79, such that
the average hmi over all snapshots and chlorophylls matched the
measured transition dipole moment129 of chlorophyll a in
dielectric media (5.48 D). The orientation factor k in eqn (2) is
dened by the normalized transition dipole moment vectors m⃑i

and m⃑j of the chlorophylls and the unit vector ~Rij connecting
their centers of mass:

k = (m⃑i$m⃑j) − 3[(m⃑i$~Rij)(m⃑j$~Rij)]. (3)

To account for electrostatic screening effects by the envi-
ronment, a screening factor f is introduced in eqn (2). Its value
was xed to 0.72 in this work, based on the ndings by Renger
et al.23

Using the site energies 3i and couplings Vij, an excitonic
Hamiltonian H was constructed:

H ¼

0
BBBBB@

31 V1;2 . V1;96

V2;1 32 . V2;96

« « ⋱ «
V96;1 V96;2 . 396

1
CCCCCA
: (4)

Diagonalization of H yields the excitonic energies as diag-
onal elements and the contribution coefficients ci of each
chlorophyll to a respective exciton as eigenvectors. The square
of ci gives the weight wi of chlorophyll i in the exciton withP

iwi ¼ 1: This analysis was conducted for eachMD snapshot as
well as for the temporal mean of site energies and couplings.

3 Results and discussion

In the following, we will refer to the chlorophylls in PSI using
the nomenclature introduced by Jordan et al., where the
pigments are numbered consecutively according to their asso-
ciated protein subunit.7 The chlorophylls in the electron
transfer chain are additionally prexed by ‘eC’. For a translation
between the naming schemes used in the crystal structure PDB,
our MD simulations and the conventional nomenclature,7

please refer to ESI Table S5.†

3.1 Choice of method

When discussing the energy transfer in light-harvesting processes,
the site energies vary in a small window of ±100 meV.23,41–45 If the
error of the quantum chemicalmethod ismuch larger than this in

the rst place, it is hard to obtain a quantitative picture of the
small energy uctuations that govern the light-harvesting
processes. The disagreement between existing sets of site ener-
gies in PSI (cf. ESI Fig. S11†) emphasizes the need for a method
that can accurately reproduce not just energy differences but also
the excitation energies themselves. At the same time, computa-
tional cost is a decisive factor in a problem of this scale.

To nd a method that satises both criteria, we calculated
the excitation energies of the rst ve roots for an optimized
structure of chlorophyll a at different levels of theory, ranging
from the semiempirical ZINDO/S method over TDA-DFT to
multireference calculations with the DFT/MRCI method. For
each method we evaluated how well the overall absorption
spectrum of chlorophyll a is reproduced (Fig. 2 and ESI Fig. S7†)
and especially how close the calculated energy of the Qy state is
to the experimentally51,52 observed one (Table 1).

As a semiempirical method designed for biomolecules
including porphyrin-based pigments, ZINDO/S is most afford-
able in terms of computational effort. However, any deviations
from the tting range of ZINDO/S reveal its shortcomings. The
excitation energy of the Qy band is underestimated by 0.25 eV,
owing to the axial coordination with diethyl ether. Furthermore,
the Qx band, which in reality is closely mixed with the vibronic
progression of Qy,123,130 appears at an unreasonably high energy
of 2.2 eV, separated by 0.6 eV from Qy (Fig. 2). In ensemble
simulations, ZINDO/S has been shown to overestimate the red
tail of the spectrum, because of its parametrization only for
equilibrium structures.46,131 The hybrid density functionals vary
strongly in their performance for different properties. While the

Fig. 2 Calculated absorption spectra for an optimized (r2SCAN-3c)
structure of chlorophyll a, axially coordinated by two diethyl ether
molecules, compared to an experimental spectrum in diethyl ether.51,52

Stick spectra were convoluted by Gaussians (s = 0.05 eV). Excited
states with an oscillator strength <0.1 are indicated by dotted lines. A
comparison with all tested density functionals is available in Fig. S7 in
the ESI.†

© 2023 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2023, 14, 3117–3131 | 3121
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Qx − Qy gap is best reproduced by CAM-B3LYP and M06-2X (ESI
Fig. S7†), the error of the Qy band energy is smallest with
uB97X-D4 at the expense of a severely overestimated Qx − Qy

gap. All of the tested hybrid density functionals blue-shi the
entire absorption spectrum by ∼0.3 eV. The blue shi is
stronger for the B bands than for the Q bands, which can be
explained by non-negligible contributions of doubly excited
congurations to the higher excited states.122,132 These are
partially accounted for by the perturbative doubles correction
included in the recently introduced65 range-separated double-
hybrid functional SCS-uPBEPP86, which is however much
more expensive. At comparable cost, the DFT/MRCI method
matches the experimental absorption spectrum almost exactly,
in good accordance with another recent study on the spectral
properties of photosynthetic pigments.133 We only observe
a minor systematic blue-shi of the entire spectrum by
∼0.06 eV. Notably, we also do not observe a spurious doubly
excited state between the Q- and B-bands, as predicted by earlier
DFT/MRCI calculations,132whichmay be rooted in the use of the
completely retted R2018 Hamiltonian.86 These results indicate
that the fundamental physics of chlorophyll excitations are
correctly reproduced with the new DFT/MRCI Hamiltonian. In
our tests, the calculation of 10 roots required only 21 h of wall
time, running on 8 CPUs. We therefore regard the DFT/MRCI
method, especially with the tight parameter set, as ideally
suited to compute the spectroscopic properties of chlorophylls.

Although DFT/MRCI provides highly accurate energies for
individual chlorophylls at an affordable cost, it would be too
expensive for pairs of pigments. However, the antenna complex
of PSI features many closely packed chlorophyll aggregates,7,41

where excited state localization on one of the individual chro-
mophores cannot be trivially assumed. We therefore tested our
QM/MM partitioning scheme by computing the excitation
energies for the ve lowest roots of selected chlorophyll pairs
from different spatial regions of PSI at the TD-uB97X-D4/def2-
TZVP level of theory. For each pair, the QM region contained
both chlorophyll molecules. The natural transition orbitals of
the dimer excited states (ESI Fig. S13†) conrm that the exci-
tation is in most cases localized on one of the two pigments,
supporting our QM/MM partitioning scheme and by extension
affording us the high-level DFT/MRCI method.

3.2 Chlorophyll absorption in PSI

An important issue when analyzing dynamical site energy
uctuations bymeans of MD sampling is achieving convergence
of the average energies. Fig. 3 illustrates the convergence of the
arithmetic mean of the site energy for four representative
chlorophyll residues with the number of considered snapshots.
All other residues follow the same trend, with the average
energies converged aer ∼20 snapshots (ESI Fig. S10†). Thus,
our sample size of 40 conformational snapshots per chlorophyll
is clearly enough to obtain meaningful temporal averages.
Given the importance of the six RC chlorophylls, we calculated
their site energies in an additional 160 snapshots, thus
increasing the data set to 200 samples. A one-way ANOVA
analysis followed by Tukey's honest signicant differencing
(HSD) test (for details cf. ESI Section 5†) conrmed the statis-
tical signicance of the site energy differences discussed in this
work.

The calculated absorption spectrum of all 96 chlorophylls in
the PSI monomer (Fig. 4) is in excellent agreement with the
experimental spectrum, measured previously by Di Donato
et al.17 The energy gap between the Q and B bands is reproduced
correctly and only a minor red-shi of 0.07 eV needs to be
applied to match the experimental Qy band. This again
corroborates the need for high-level quantum-chemical
methods, ideally including multireference character, to model
the chlorophyll absorption spectrum, as other methods exhibit
much larger errors. The shoulder at 500 nm in the experimental
absorption spectrum corresponds to the b-carotenes in PSI,
which are not the subject of this study.

3.3 Site energies and couplings

The excitation energy of each chlorophyll is tuned by the envi-
ronment. These site energy shis supposedly steer the energy
transfer within the photosystem, culminating either in a redox
event in the RC or in the trapping of excitation energy at low-
energy sites. The average site energy shi of each chlorophyll
against the total mean is illustrated in Fig. 5. Including the
coupling between the chlorophylls, the lowest energy excitons

Table 1 QM/MM excitation energies for the Qy (S1) state of chloro-
phyll a, axially coordinated by two diethyl ether molecules with
different QM methods, compared to the experimental energy in
diethyl ether.51,52 Structure optimized at the r2SCAN-3c level

Method E [eV] f

ZINDO/S 1.622 0.3325
TDA-BHLYP 2.202 0.4953
TDA-B3LYP 2.148 0.4311
TDA-M062X 2.197 0.4388
TDA-CAM-B3LYP 2.158 0.4313
TDA-uB97X-D4 2.140 0.3896
TDA-SCS-uPBEPP86 1.811 0.3812
DFT/MRCI (0.8 Eh) 1.939 0.3473
DFT/MRCI (1.0 Eh) 1.903 0.3449
Exp. (diethyl ether) 1.876 —

Fig. 3 Convergence of the average site energy for four representative
chlorophyll residues with the number of snapshots. 40 snapshots from
two trajectories cover a time scale of 20 ns.

3122 | Chem. Sci., 2023, 14, 3117–3131 © 2023 The Author(s). Published by the Royal Society of Chemistry
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are visualized in Fig. 6. In general, the mean site energies range
between 1.85 eV and 1.93 eV, while the 100 largest mean
couplings range between 4 meV and 43 meV. The strongest
coupling is observed in P700.

Many red chlorophylls, such as A10, A15, A20, A34, K1, B18
and PL1 appear in the peripheral regions of the antenna
complex, far away from the RC. An oen disputed red site in the
periphery is the triad B31/B32/B33.20,134,135 These three chloro-
phylls are special because their porphyrin planes are almost
parallel and their Qy transition dipole moments remain aligned
with each other during the dynamics. Structural arguments7,41

and ts of optical spectra42,43 favor this triad as a red site.
However, semiempirical methods,44 early DFT calculations45

and a study using the charge density coupling technique23 yield

Fig. 4 Calculated absorption spectrum of all Chla in PSI (solid green
line) compared to an experimental absorption spectrum of trimeric PSI
(dashed blue line) at 293 K.17 The stick spectra signify the absorption
lines of the four lowest excited states of each individual chlorophyll,
colored by the energetic order of the excited state (S1: red, S2: yellow,
S3: turquoise, S4: dark green). Each stick spectrum was convoluted
with a Gaussian (s = 0.025 eV) and summed up to yield the broadened
absorption. The intensity was scaled to match the experimental
absorption of theQy state. A constant red-shift of 0.07 eV was applied
to all calculated spectra.

Fig. 5 Site energy shifts in PSI averaged over all sampled MD snapshots (40 for the antenna complex, 200 for the RC). Chlorophylls are colored
according to their red- or blue-shift, relative to the mean site energy, obtained by averaging over all chlorophylls and snapshots (1.899 eV). View
from the stromal side.

Fig. 6 Exciton energies in PSI, averaged over all sampled MD snap-
shots (40 for the antenna complex, 200 for the RC). Each dot signifies
a chlorophyll and is colored by the lowest energy exciton domain that
this chlorophyll belongs to (wi > 0.1). Connecting lines represent the
coupling strength (Vij > 1 meV) with thicker lines denoting stronger
coupling. The energy axis is centered around the mean of all exciton
energies.

© 2023 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2023, 14, 3117–3131 | 3123
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contradictory site energies. We nd that only the site energy of
B32 (1.86 eV) is considerably red-shied. However, this triad of
chlorophylls is subject to strong excitonic coupling,41,45 which
causes an additional red-shi of the collective absorption band.
The coupling matrix elements are 38meV (B31/B32) and 33meV
(B32/B33) and thus the second largest in the entire PSI behind
P700. Indeed, the time-averaged excitonic Hamiltonian yields
the triad B31/B32/B33 as the lowest energy exciton domain with
an excitation energy of 1.83 eV (Fig. 6). TD-DFT calculations of
the entire triad, that also take short range exchange effects into
account, conrm the red-shi (ESI Fig. S14†)). Considering
these ndings, our high-level computational results now
corroborate the assignment of B31/B32/B33 as an energy sink.
These results are also supported by uorescence measure-
ments.20,136 While this correspondence is encouraging, we note
that our results refer to the initial absorption process and do not
include any excited state relaxation as needed to fully capture
uorescence experiments.

Another set of low energy chlorophylls where the middle
pigment B5 exhibits the strongest red-shi, B4/B5/B24, stands
out in Fig. 5. In the excitonic picture (Fig. 6), B25 is also coupled
to this cluster of chlorophylls. Together, the four pigments give
rise to two low-energy excitons, B4/B5 (1.86 eV) and B24/B25
(1.87 eV). The red-shied pigment B1 is located in the same
region but in the stromal layer of the antenna complex, while
the dimers B4/B5 and B24/B25 are located in the lumenal
layer.41 While B24/B25 has been disputed before,44,45 B4/B5 has
not been identied as an energy sink in preceding studies, to
our knowledge.23,41–45

The chlorophyll with the lowest average site energy (1.85 eV) is
B22, in a distance of 1.9 nm from the RC chlorophyll eC-A3, which
in turn exhibits one of the highest mean energies (1.92 eV) in the
entire complex. Other notable red chlorophylls, both in the site
energy and in the exciton picture, include the dimers A38/A39 and
B7/A32. Both dimers are subject to excitonic coupling on the order
of 17meV (A38/A39) and 29meV (B7/A32) and are situated in close
vicinity to the end points eC-A3 and eC-B3 of the two electron
transfer branches in the RC. The two branches themselves are
similar in that the second chlorophylls, eC-B2 in branch A and eC-
A2 in branch B, exhibit almost no red- or blue-shi, while the
third chlorophylls eC-A3 and eC-B3 are shied towards higher
energies. This renders the asymmetry within P700 all the more
interesting. Here, the mean site energy of eC-A1 in 200 snapshots
is red-shied against eC-B1 by about 10meV,meaning that energy
will preferentially gather on the A branch once it reaches the RC.
Including the coupling between the chlorophylls, the pair eC-A1
and eC-B1 contributes to two excitons with energies 1.85 eV and
1.95 eV. Again, the contributions of the two branches are asym-
metric in the sense that eC-A1 contributes 49% to the lower energy
exciton, while eC-B1 contributes only 37% (ESI Table S7†). The
asymmetry is evenmore apparent when the average energy shi of
each chlorophyll against the mean energy of all chlorophylls is
plotted as a function of distance from P700 (Fig. 7). While there is
a statistically signicant downhill pathway from eC-A3 to eC-B2
and eC-A1, the energy sink in branch B is the second chloro-
phyll eC-A2, rather than eC-B1. The probability to transfer energy
into one of the branches increases the possible number of charge

transfer events therein. Therefore, assuming that charge separa-
tion indeed starts not in the special pair but in one of the two
branches,14,17,32 our results correspond well with reports of branch
A as slightly more active.14,137 Nevertheless, both branches in PSI
are known to participate in charge transport, though there is no
nal consensus on the branching ratio.13,14,138

Regarding the energy transfer to the RC, we observe that
P700 is neither the only nor the lowest energy sink in PSI, nor is
there a distinct energy transfer pathway from the antenna
complex to the RC readily apparent from Fig. 5 and 7. Instead,
the terminal chlorophylls eC-A3 and eC-B3 as well as the linkers
A40 and B39 to the antenna complex constitute energy barriers
to P700 in the temporal average. This leaves us with two
possibilities for energy transfer between the antenna complex
and P700. One pathway may lead via the RC, where excitonic
coupling to P700 is strongest because of the spatial proximity
(cf. Fig. 6). However, uphill energy transfer is required to reach
the chlorophylls A40/eC-A3 and B39/eC-B3, connecting the RC
(green lines) with the antenna complex (blue dots). Another
possibility is direct energy transfer from the antenna complex to
P700, bypassing these high-energy chlorophylls, albeit at lower
efficiency because of the smaller excitonic coupling. An argu-
ment in favor of multiple energy transfer pathways is that P700
is excitonically coupled to the entire antenna complex, rather
than just to the linker chlorophylls A40 and B39, as evident from
the network of coupling matrix elements in Fig. 6. Indeed, early
semiempirical rate-constant calculations139 suggest that the
linker chlorophylls accelerate the energy transfer time to the RC
but are not critical for the process. We will show in the next
section how thermal uctuations can open new pathways
towards both branches of the RC, which would seem unfavor-
able in the temporal average.

3.4 Thermal uctuations

So far we have discussed the site energies and couplings in the
context of temporal averages. However, when discussing energy
transfer in biological systems as large and complicated as PSI, it

Fig. 7 Total site energy shift of each chlorophyll against the distance
of the magnesium atoms from the center of mass of P700. The zero
line refers to the global mean of all chlorophylls (1.899 eV). The two
electron transfer branches towards P700 are highlighted in green. The
P700 chlorophylls are the left-most data points ‘A1’ and ‘B1’, where the
prefix ‘eC’ has been omitted in the labels for clarity.
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is neither sufficient to study an average, nor a single structure,
be it a crystal structure7,23,41–44 or an optimized geometry.22,45

Instead, the dynamics of the system are crucial to understand
the impact of the site energy shis in the light-harvesting
process. Looking at the site and exciton energies in individual
MD snapshots, we observe that chlorophylls can easily switch
between higher and lower energies via thermal uctuations. In
Fig. 8, this is for example apparent for the P700 pigments, or for
the chlorophyll clusters B7/A32 and B4/B5/B24/B25. In contrast,
the exciton couplings are less sensitive to uctuations, as the
chlorophyll positions and orientations remain rather stable
over time. The maximum standard deviation in the couplings
occurs in P700 and is 5 meV. Any excitonic uctuations are
therefore mainly governed by the variance in the site energies,
which will consequently be the focus of the following
discussion.

The complete energy distribution for each chlorophyll at 300
K is shown in Fig. 9a, where the chlorophylls are sorted in
ascending order by their mean energy (blue triangles). While
higher- and lower-energy pigments can be clearly distinguished
in the temporal averages, the energy distributions of all chlo-
rophylls overlap strongly (green boxes). This allows some
conclusions about the energy funnel mechanism in PSI. In
equilibrium, the red chlorophylls may act as energy traps and
thus compete with the RC. However, at physiological tempera-
tures this effect is mostly compensated by thermal disorder
such that energy transfer pathways can open and close
dynamically. This suggests that there is not one xed pathway
from the antenna complex to the reaction core but rather that
energy barriers which are initially present upon excitation can
be overcome via thermal motion. This type of thermally medi-
ated energy transfer has benets for the light-harvesting
process, as the entire antenna complex with its uctuating red

sites may serve as an energy reservoir, storing excess energy
until it is needed in the RC.

Moreover, the average asymmetry between the P700 chloro-
phylls is 10 meV and thus well within the range of the thermal
uctuations on the order of±100meV. This means that thermal
uctuations can open energy transfer pathways to the otherwise
slightly unfavorable B-branch of the RC and thus explain the
reported bidirectionality of charge transport.13,138

To further specify the time scale on which these changes
happen, we computed the site energies of all chlorophylls in two
consecutive MD snapshots, 10 ps apart (Fig. 8). Signicant site
energy uctuations can occur on this time scale, which is well
below the exciton lifetime of 35 ps between the initial excitation
and a redox event in the RC.8,9 We even observe that the energy
barrier on eC-A3 is removed from one snapshot to the next. This
again corroborates the idea of the energy funnel as a dynamic
process rather than a static pathway.

3.5 Electrostatics vs. conformation

The red- or blue-shi of the site energy Eenv from the absorption
maximum hEenvi can be separated in two components DEstruct
and DEelec:

Eenv = hEenvi + DEstruct + DEelec. (5)

The structural component DEstruct (eqn (6)) contains most of
the thermal disorder and accounts for steric restrictions
imposed on the pigments by the environment. The electrostatic
shi DEelec (eqn (7)) in turn contains only the electrostatic
inuence of the environment on the site energies. As the envi-
ronment shis the entire site energy distribution to the red by
hEenvi − hEvaci = 17 meV, the respective absorption maxima in
environment and in vacuo also enter in eqn (7).

Fig. 8 Site energy shifts against the global mean of all chlorophylls (1.899 eV) in three selected MD frames for the whole antenna complex (top)
and the RC with the two connecting chlorophylls B39 and A40 (bottom). Strong fluctuations are visible, even on a time scale of 10 ps, supporting
the idea of a dynamic energy funnel mechanism rather than a static pathway to the RC.

© 2023 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2023, 14, 3117–3131 | 3125
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DEstruct = Evac − hEvaci (6)

DEelec = (Eenv − hEenvi) − (Evac − hEvaci) (7)

Fig. 9b illustrates the average magnitude of both compo-
nents for each chlorophyll. The red-, blue- and unshied site
energies, almost equally distributed in thirds, are the result of
almost any combination of electrostatic and structural compo-
nents. A red-shi is observed from either strongly dominating
electrostatic, dominating structural or collaborative/same-
signed contributions. The blue-shi is achieved mostly by
collaborative effects or a dominating electrostatic shi. Neutral
or unshied site energies originate either from cancelation of
the respective strong contributions or from small, negligible
contributions. The strongest structural shi, complemented by
a weak electrostatic shi is experienced by B22 (no. 0 in Fig. 9b),
which is also the overall most red-shied chlorophyll. The also
strongly red-shied chlorophyll B5 (no. 3 in Fig. 9b) shows the
opposite trend. Here, the electrostatic inuence of the envi-
ronment dominates the total site energy shi and is counter-
acted by a weak structural shi. It is also apparent that the total
shi (black line) is slightly asymmetric, favoring the low-energy
components. This asymmetry in the red- and blue-shis may
become more relevant at low temperatures, where a distinct red
absorption side band has been observed experimentally.8,41

Again, it is informative to look at the statistics of the samples, to
assess the signicance of both shi contributions.

Fig. 10 visualizes the distribution of both shis for ve
exemplary chlorophylls, which cover the full range of calculated
site energies. In all cases, the structural shi exhibits a much
broader distribution than the electrostatic shi and the shis of
all chlorophylls overlap strongly. Tukey's HSD test (cf. ESI
Section 5†) reveals only 29 out of 4560 pairs of chlorophylls with

statistically signicant differences in the structural shi. This
leads us to conclude that steric hindrance by the environment,
which could in principle favor certain high- or low-energy
chlorophyll conformations, does not have a signicant inu-
ence on the site energies. In contrast, the electrostatic impact of
the protein environment is mostly responsible for the average
site energy shis discussed above, as its distribution is much
narrower. Here, Tukey's HSD test reveals 1479 pairs of chloro-
phylls with statistically signicant differences in DEelec.

Explaining the electrostatic shis by changes in the envi-
ronmental charge distribution is not a trivial undertaking.
Previous studies have mapped the electrostatic potential (ESP)
of the environment onto the porphyrin scaffold and discussed
its impact on the difference ESP between ground and excited
state.23,32 While such an approach can be successful for indi-
vidual pigments, a direct correlation between environmental
electrostatics and site energy shis for the entire antenna
complex has yet to be discovered.

Here, we approach this challenge by investigating the axial
coordination of the chlorophylls, which can reportedly tune the

Fig. 9 (a) Site energy distribution for each chlorophyll residue, ordered by ascending arithmetic mean (blue triangles). Green boxes extend from
the beginning of the second quartile to the end of the third quartile. Whiskers extend to the minimum and maximum values of the data or to 1.5
times the interquartile range in the case of outliers (gray diamonds). A more detailed graphic including all raw data points is provided in ESI
Fig. S8.† (b) Electrostatic and structural components (cf. eqn (6) and (7) to the total site energy shift from the absorption maximum, i.e. from the
arithmetic mean of all site energies. The total shift (black line) is the sum of both components. A list of the chlorophyll residue IDs with the
standard naming convention7,41 is available in ESI Table S5.†

Fig. 10 Distribution (kernel density estimate) of electrostatic and
structural shifts in 40 sampled snapshots for selected chlorophylls.
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site energies,91,140,141 in a temporal picture. In our model, 28
chlorophylls are coordinated axially by HISd residues which are
protonated on the d position, 14 by HIS3 residues protonated on
the 3 position and 39 by crystal water. The rest of the chloro-
phylls are coordinated by various different amino acids, where
the sample size is not large enough to draw meaningful
conclusions. Here, we dene the coordinating residue as any
residue within a distance of 4 Å of the central Mg2+ ion.
Comparing the three classes of chlorophylls (Fig. 11), we nd
that HIS3 coordinated chlorophylls exhibit on average 5 meV
lower excitation energies than HISd coordinated chlorophylls
and 5meV higher site energies than H2O coordinated pigments.
Note that this effect is not large and the energy distributions are
again overlapping. Our ndings are in good accordance with
previous systematic studies of non-standard protonation
patterns23 and illustrate that seemingly minor changes in the
local environment can already induce energy shis. While axial
ligation is oen discussed as an important factor on chlorophyll
absorption energies,142–145 there are certainly many more effects
at play in PSI than just the coordination of the central ion. This
is reected in the example of chlorophyll PL1 (cf. Fig. 5, upper
right part). Its Mg2+ ion is coordinated by the anionic phos-
phodiester group of one of the phospholipids and therefore
experiences a particularly strong negative electric potential in
the axial position. Nevertheless, its average site energy (1.88 eV)
is only slightly red-shied. Its surprisingly small electrostatic
shi (DEelec = −12 meV) indicates that collective electrostatic
effects can compensate each other.

4 Conclusions

Although a long-standing subject of theoretical and experi-
mental studies, the high efficiency of light-harvesting and

charge separation in PSI is still not fully understood. In this
study, we have presented a new set of quantum chemically
derived chlorophyll site energies, under fully atomistic consid-
eration of environmental effects and for the rst time including
molecular dynamics of the complete membrane-embedded and
solvated system. Including the entire apparatus, containing the
trimeric protein complex and the lipid membrane, in the
simulations allows us to describe all chlorophylls in their
particular natural environment. In a biological assembly, many
of the antenna chlorophylls lie at protein–protein interfaces or
at the outer perimeter, interacting with solvent molecules or the
thylakoid membrane.146 We therefore simulate all chlorophylls
in physiological conditions without artical restraints or the
need for implicitly approximated environments.

The combination of the high-level DFT/MRCI method with
a QM/MM approach allows an accurate reproduction of the
chlorophyll absorption spectrum in PSI – a task wheremany other
quantum chemical methods fail. Our results corroborate previ-
ously proposed red sites in the PSI antenna complex, and identify
new sites of putative energy traps, which are promising targets for
future experiments.21,50,147,148 Moreover, we observe a fundamental
asymmetry in the two branches of the RC. Whereas the rst
chlorophyll eC-A1 acts as the energy sink in branch A, this role is
taken by the second chlorophyll eC-A2 in branch B. These nd-
ings can be relevant for locating the initial charge transfer event
and thus identifying the primary electron donor in PSI as either
P700 or an adjacent chlorophyll pair in the RC.14,17,32

The origin of the site energy shis can be distinguished in
a structural and an electrostatic component. The distribution of
the structural component is broad, spanning ∼100 meV and
strongly overlapping in all chlorophylls. This indicates that the
steric hindrance by the environment plays only a subordinate
role in the observed site energy shis. In contrast, the electro-
statics clearly induce shis of ±50 meV in the individual site
energies, though clear correlations between environmental
charge distributions and site energies remain to be found. In
this context, we expect breakthroughs by the application of
machine learning techniques.

The set of site energies and exciton couplings derived here
allows us to draw conclusions about the light-harvesting process
in PSI. In particular, we nd that the RC is on average separated
from the antenna complex by an energy barrier in the linker
chlorophylls eC-A3 and eC-B3. Such a barrier may be benecial to
prevent wasting of energy when the RC is in its oxidized state. The
dynamical perspective in this work reveals strong uctuations in
the site energies which in turn govern the uctuations in the
excitonic energies. Thus, excitation energy transfer within PSI
should be thought of as a highly exible process where new
pathways open and close transiently on a sub-10 ps time scale via
thermal thermal uctuations in the range of kBT.

This means that even low-energy excitations can eventually
culminate in a redox event,19 due to the efficient use of ambient
heat,8,30 possibly even by recycling of heat dissipated by other
chromophores.149 Combining these results, we propose that the
antenna complex in PSI not only acts as an energy-transport
system but can also store excess energy temporarily until it is
needed in the RC, thereby increasing its overall efficiency.

Fig. 11 (Top) Mean (blue triangles) and median (black horizontal lines)
site energy shifts for different axial coordinations. Green boxes extend
from the beginning of the second quartile to the end of the third
quartile. Whiskers extend to the minimum and maximum values of the
data or to 1.5 times the interquartile range in the case of outliers (gray
diamonds). Red horizontal lines indicate the bootstrapped 95%
confidence interval of the median. (Bottom) Mean site energy shifts
with standard deviation of the mean.

© 2023 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2023, 14, 3117–3131 | 3127
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PSI has the potential to become an integral component in
articial light-harvesting devices, providing a sustainable
alternative to inorganic components.150–152 A detailed mecha-
nistic understanding of governing energy transfer and conver-
sion processes is crucial to harness its potential. We hope that
the present work will contribute to this goal and guide future
studies on the road to using PSI for green energy conversion.

Data availability

Mean site energies and shis are provided in the ESI.† Newly
derived or modied force eld parameters, an optimized
structure of chlorophyll a in xyz format, an equilibrated struc-
ture of the full PSI in pdb format, raw data of spectra, site
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38 M. Şener, J. Strümpfer, J. Hsin, D. Chandler, S. Scheuring,

C. N. Hunter and K. Schulten, ChemPhysChem, 2011, 12,
518–531.

39 S. Vassiliev, A. Mahboob and D. Bruce, Photosynth. Res.,
2011, 110, 25.

40 T. Reinot, A. Khmelnitskiy, A. Kell, M. Jassas and
R. Jankowiak, ACS Omega, 2021, 6, 5990–6008.

41 M. Byrdin, P. Jordan, N. Krauss, P. Fromme, D. Stehlik and
E. Schlodder, Biophys. J., 2002, 83, 433–457.

42 B. Brüggemann, K. Sznee, V. Novoderezhkin, R. van
Grondelle and V. May, J. Phys. Chem. B, 2004, 108, 13536–
13546.

43 S. Vaitekonis, G. Trinkunas and L. Valkunas, Photosynth.
Res., 2005, 86, 185–201.
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139 M. Yang, A. Damjanović, H. M. Vaswani and G. R. Fleming,
Biophys. J., 2003, 85, 140–158.

140 J. Heimdal, K. P. Jensen, A. Devarajan and U. Ryde, J. Biol.
Inorg Chem., 2007, 12, 49–61.

141 D. Rutkowska-Zbik and T. Korona, J. Chem. Theory Comput.,
2012, 8, 2972–2982.

142 T. S. Balaban, P. Fromme, A. R. Holzwarth, N. Krauß and
V. I. Prokhorenko, Biochim. Biophys. Acta, Bioenerg., 2002,
1556, 197–207.

143 T. S. Balaban, P. Braun, C. Hättig, A. Hellweg, J. Kern,
W. Saenger and A. Zouni, Biochim. Biophys. Acta,
Bioenerg., 2009, 1787, 1254–1265.

144 B. F. Milne, Y. Toker, A. Rubio and S. B. n. Nielsen, Angew.
Chem., 2015, 127, 2198–2201.

145 M. Fortino, E. Collini, J. Bloino and A. Pedone, J. Chem.
Phys., 2021, 154, 094110.

146 F. J. Van Eerden, M. N. Melo, P. W. J. M. Frederix and
S. J. Marrink, Biophys. J., 2017, 113, 2669–2681.

147 A. Kell, X. Feng, C. Lin, Y. Yang, J. Li, M. Reus,
A. R. Holzwarth and R. Jankowiak, J. Phys. Chem. B, 2014,
118, 6086–6091.

148 Y. Lee, M. Gorka, J. H. Golbeck and J. M. Anna, J. Am. Chem.
Soc., 2018, 140, 11631–11638.

149 M. Zubik, R. Luchowski, D. Kluczyk, W. Grudzinski,
M. Maksim, A. Nosalewicz and W. I. Gruszecki, J. Phys.
Chem. Lett., 2020, 3242–3248.

150 K. R. Stieger, S. C. Feifel, H. Lokstein and F. Lisdat, Phys.
Chem. Chem. Phys., 2014, 16, 15667–15674.

151 S. C. Feifel, H. Lokstein, M. Hejazi, A. Zouni and F. Lisdat,
Langmuir, 2015, 31, 10590–10598.

152 S. C. Feifel, K. R. Stieger, H. Lokstein, H. Lux and F. Lisdat,
J. Mater. Chem. A, 2015, 3, 12188–12196.

© 2023 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2023, 14, 3117–3131 | 3131

Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

6 
Fe

br
ua

ry
 2

02
3.

 D
ow

nl
oa

de
d 

on
 4

/1
8/

20
23

 3
:5

3:
10

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
3 On the Road to Artificial Photosynthesis

92



3.3 Stabilizing Photosystem I in a MOF

3.3 Stabilizing Photosystem I in a MOF

A major challenge in using biological systems for catalysis or energy conversion is ensuring
their stability in harsh environments, for example in organic solvents or at non-neutral
pH. One possibility in this context is encapsulation of the biological component in a MOF,
which has been successfully demonstrated by embedding PS I in ZIF-8.[242] While the
photosystem retained its function in that study, a reversible change in fluorescence was
observed during the encapsulation-release cycle (figure 3.6). Encapsulation gives rise to a
prominent emission at 680 nm which is indicative of isolated chlorophyll and disappears as
soon as PS I is released from the MOF. Where spectroscopic techniques are hindered by the
complexity of the system and especially the strong scattering of the MOF, computational
models allow microscopic insights into the molecular interactions underlying this modified
fluorescence.

This is where the article “Molecular Interactions of Photosystem I and ZIF-8 in Bio-
Nanohybrid Materials” comes into play, where the structural and electronic effects of em-
bedding PS I in the MOF ZIF-8 are investigated. The most important results of the article
are summarized below:

• A bio-nanohybrid between PS I and ZIF-8 was synthesized and analyzed via absorption
spectroscopy. Comparing the spectra of encapsulated and free PS I in buffer solution
indicated that the photosystem remains intact in the presence of the MOF. The
interactions at the PS I/ZIF-8 interface were subsequently investigated in detail
computationally.

• To this end, the atomistic model of PS I introduced in the previous chapter was
extended to include the MOF, using the force field nb-ZIF-FF to describe ZIF-8.

Figure 3.6: Change in fluorescence upon encapsulating PS I in ZIF-8 and again after dissolving
the MOF in acidic conditions. Data extracted from fig. 6a of ref. 242.
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In contrast to other MOF specific force fields, nb-ZIF-FF employs a non-bonded
potential for the interaction between the building blocks Zn2+ and 2-methylimidazolate
(2-MIm−) and thus allows the simulation of bond-breaking and -formation.

• With this model, the initial stage of the ZIF-8 crystallization process around PS I as
well as the fully-formed PS I@ZIF-8 crystal was investigated by MD simulations. It
was found that neither the protein structure nor the chlorophyll network are impacted
by the encapsulation, thus ruling out large-scale structural modifications as the source
for the observed change in fluorescence.

• Instead, the anionic MOF building blocks 2-MIm− frequently coordinate to the Mg2+

ions of chlorophylls on the outside of the photosystem. High-level quantum chem-
ical calculations at the DFT/MRCI and SCS-ωPBEPP86 levels showed strong CT
contributions to the first excited state of these coordinated chlorophylls, transferring
electron density from the 2-MIm− anion to the chlorophyll. By sampling the excited
states of these chlorophylls in different MD snapshots at the DFT/MRCI level, the
CT was confirmed as a frequent event inside the MOF.

• The CT contributions significantly alter the excited state energies and transition dipole
moments of the affected chlorophylls, effectively preventing their excitonic coupling
with other pigments in the light-harvesting network. This could explain the elusive
fluorescence signal observed experimentally, as the excitonic network features nearly
uncoupled chlorophylls upon encapsulation by the MOF.

• However, the primary function of the photosystem remains unaffected, as the reaction
center is shielded from interactions with the MOF and the vast majority of the light-
harvesting network stays intact. Encapsulation of PS I by ZIF-8 therefore offers an
attractive route towards artificial photosynthetic devices that can operate in a variety
of otherwise adverse environmental conditions.

The article “Molecular Interactions of Photosystem I and ZIF-8 in Bio-Nanohybrid Mate-
rials” was published 2024 in Physical Chemistry Chemical Physics under the Creative
Commons Attribution 3.0 License† (CC-BY 3.0). It is reprinted hereafter from Phys.
Chem. Chem. Phys., 26, 23228–23239 (2024). The supporting information is available at
https://doi.org/10.1039/d4cp03021d and reprinted in appendix C.4. Copyright 2024, the
authors.

† License available at: https://creativecommons.org/licenses/by/3.0/
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Molecular interactions of photosystem I and ZIF-8
in bio-nanohybrid materials†

Sebastian Reiter, *a Igor Gordiy, ‡a Kathrin L. Kollmannsberger, b

Feng Liu, c Erling Thyrhaug, d Dario Leister, c Julien Warnan, b

Jürgen Hauer *d and Regina de Vivie-Riedle a

Bio-nanohybrid devices featuring natural photocatalysts bound to a nanostructure hold great promise in

the search for sustainable energy conversion. One of the major challenges of integrating biological

systems is protecting them against harsh environmental conditions while retaining, or ideally enhancing

their photophysical properties. In this mainly computational work we investigate an assembly of

cyanobacterial photosystem I (PS I) embedded in a metal–organic framework (MOF), namely the zeolitic

imidazolate framework ZIF-8. This complex has been reported experimentally [Bennett et al., Nanoscale

Adv., 2019, 1, 94] but so far the molecular interactions between PS I and the MOF remained elusive. We

show via absorption spectroscopy that PS I remains intact throughout the encapsulation-release cycle.

Molecular dynamics (MD) simulations further confirm that the encapsulation has no noticeable structural

impact on the photosystem. However, the MOF building blocks frequently coordinate to the Mg2+ ions

of chlorophylls in the periphery of the antenna complex. High-level quantum mechanical calculations

reveal charge-transfer interactions, which affect the excitonic network and thereby may reversibly

change the fluorescence properties of PS I. Nevertheless, our results highlight the stability of PS I in the

MOF, as the reaction center remains unimpeded by the heterogeneous environment, paving the way for

applications in the foreseeable future.

1. Introduction

Harnessing solar energy for catalytic applications is a key
aspect in the much-needed transformation to clean energy.
Multiple avenues are being explored to create new materials
and devices with increased durability and efficiency. These include
functionalized photoelectrodes,1,2 carbon-based nanomaterials,3 or
metal–organic frameworks (MOFs).4–6 However, the multitude of
free parameters in the design of novel photocatalysts poses a
significant challenge.7 A promising alternative to developing

catalytic materials from scratch may be the incorporation of natural
light-harvesting systems into bio-nanohybrid devices.8–17 In such
applications, the natural photosystems I and II (PS I and PS II) are
prime candidates as catalytic units. Of the two, cyanobacterial PS I
is especially attractive due to the strong reductive potential (Em =
�1.3 V vs. SHE) of its electron donor.18 Additionally, the spectral
and redox properties of PS I are very diverse across different
species,19,20 allowing fine-grained adaptations by selecting a differ-
ent species as donor.18 The cyanobacterial PS I (T. elongatus),
which is the focus of this work, occurs naturally as a trimeric
membrane protein complex.21 Each monomeric subunit is
composed of 11 protein chains and a plethora of cofactors, namely
11 carotenoids, 3 structurally relevant lipid molecules, 2 phylloqui-
nones, 3 iron–sulfur clusters and 96 chlorophylls. The latter can be
categorized into an antenna complex of 90 chlorophylls and a
reaction center of 6 chlorophylls. In the light-harvesting process,
the antenna complex captures light and conducts the energy
towards the reaction center via resonance energy transfer. The
chlorophylls in the antenna complex are loosely arranged in two
layers on the lumenal and stromal side of the membrane, and
positioned around the perimeter of the protein complex.21 The
function of bio-nanohybrids incorporating PS I has been successfully
demonstrated in combination with plasmonic nanoparticles,22–24

carbon nanotubes,8,9 and semiconductor surfaces.10,13,14,17,25
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However, any real-world applications of such bio-nanohybrids
face the challenge of stabilizing the photosystem against harm-
ful environments.26 Another challenge to overcome is the weak
absorption of PS I monolayers,25 which decreases device effi-
ciencies. Here, the encapsulation in a MOF offers the prospect
of both, providing a stable microenvironment27,28 and enabling
the controlled assembly of multilayered nanostructures.

The integration of PS I in a MOF has been demonstrated
experimentally in a recent study,29 where the zeolitic imidazo-
late framework (ZIF-8) was chosen as the encapsulating agent.
ZIF-8 is a MOF composed of divalent zinc cations and
2-methylimidazolate (MIm�) and offers a series of attractive
physicochemical properties for applications in photocatalytic
bio-nanohybrids. In particular, ZIF-8 can be synthesized under
mild aqueous conditions and remains stable across a wide
range of solvents and temperatures.29 At the same time, it is
optically transparent in the visible part of the spectrum, allow-
ing its integration in light-harvesting devices.29 Pump–probe
experiments showed that PS I retains its function both upon
encapsulation in ZIF-8 and after digestion of the MOF in acidic
conditions.29 However, the fluorescence signal of the encapsu-
lated PS I exhibited an additional intense peak at 676 nm, apart
from the characteristic broad excitonic band between 660 nm
to 800 nm.29 This new signal is attributed to the emission of
excitonically uncoupled chlorophyll a and would normally be
indicative of a denatured PS I releasing its chlorophylls into the
solution. However, after digestion of the MOF, the authors
observed the fluorescence returning back to the original, exci-
tonic signal.29 This allows the hypothesis that molecular inter-
actions at the PS I/ZIF-8 interface can reversibly alter the
emission properties of the photosystem, while preserving its
principal structure and function.

As the mechanism of this process remains elusive to
experimental techniques, theoretical investigations can pro-
vide new insights into the molecular interactions at an
atomistic level. In particular, molecular dynamics (MD) simu-
lations are a valuable tool in the study of photosynthetic
processes.30 We recently presented a new computational
model of PS I,31 which accounts for the molecular dynamics
of the chromophores in their natural environment, as well
as the extensive multireference nature of chlorophyll excita-
tions.32 This enabled the calculation of the excitonic energies
at an unprecedented high level of theory. In this work, we
build on our previous results to investigate the interactions of
PS I with ZIF-8, both in the beginning of the ZIF-8 self-
assembly around PS I and after formation of the ZIF-8 crystal.
We discuss the structural impact of the encapsulation via MD
simulations and the coordination of ZIF-8 building blocks
to the chlorophyll network. High-level quantum-mechanical
calculations give insights into the electronic structure at the
PS I/ZIF-8 interface and reveal possibly undesirable electron
transfer from the MOF into the photosystem. Our results
provide a potential explanation for the previously observed
spectral anomalies upon encapsulation29 and give general
theoretical insights on potential pitfalls in the future design
of bio-nanohybrid devices.

2. Methods
2.1. Preparation and purification of PS I

The PSI purification and monomerization protocol was adapted
from Baker et al.33 and Dobson et al.34 Cells from the model
cyanobacterium Synechocystis sp. PCC6803 (wild type) were
grown in BG11 liquid medium, supplemented with 15 mM
glucose under continuous white light (50 mmol photons m�2 s�1)
at 30 1C. Cells in the log phase were harvested by centrifugation
at 5000g for 10 min at room temperature. The cell pellets were
stored at �80 1C for further use. Frozen cell pellets were thawed
and resuspended in STN1 buffer (30 mM Tricine–NaOH pH 8,
15 mM NaCl, 0.4 M sucrose) and glass beads (212 mm to 300 mm,
425 mm to 600 mm, Sigmas) were added. Cells were broken using
a Tissue Lyser II bead mill (Qiagens) for 5 cycles, each cycle
consisting of 3 min at 30 Hz, followed by 5 min cooling on ice.
The lysate was cleared of cell debris and glass beads by centri-
fuging at 5000g for 5 min at 4 1C. Thylakoid membranes
were pelleted by ultracentrifugation using Beckman SW40i at
40 000 rpm for 1 h at 4 1C. The membranes were then resus-
pended and incubated in STN2 buffer (30 mM Tricine–NaOH pH
8, 150 mM NaCl, 0.4 M sucrose) on ice for 30 min. The
ultracentrifugation was repeated to pellet thylakoid membranes
again. The membranes were resuspended in resuspension buffer
(30 mM Tricine–NaOH pH 8, 15 mM NaCl) and n-dodecyl
b-maltoside (DDM, ANAGRADEs) was added to achieve a mass
ratio of 15 : 1 DDM-to-chlorophyll. The samples were gently
mixed by pipetting and incubated on ice for 30 min. Insoluble
materials were removed by ultracentrifugation at 40 000 rpm for
1 h at 4 1C, and the supernatant was collected and applied to an
ion-exchange column (Toyopearl DEAE-650M, 5 mL, TOSOH
BIOSCIENCEs) on Äkta. Proteins were eluted with a linear NaCl
gradient from 15 m to 350 m in a buffer of 30 mM Tricine–NaOH
(pH 8) and 0.2% DDM. The dark green fractions were collected
and loaded on 10% to 30% sucrose gradient, followed by
centrifugation at 36 000 rpm for 16 h at 4 1C using a Beckman
SW40i rotor. The lower green bands, corresponding to the PS I
trimer, were collected and 8% PEG3350 was added to precipitate
the protein. Precipitated protein was resuspended in resuspen-
sion buffer for further use.

For monomerization, the PS I trimer was diluted to
1 mg mL�1 chlorophyll concentration and 0.375% detergent
octylthioglucoside (OTG) was added. The mixed samples were
incubated at 55 1C for 5 min and cooled down on ice for 2 min.
This cycle was repeated 18 times. The treated sample was
loaded on 10% to 30% glucose gradient, followed by centrifu-
gation at 36 000 rpm for 16 h at 4 1C, and the upper green
bands, corresponding to the PS I monomer, were collected and
precipitated by 12% PEG3350. Proteins were then resuspended
in resuspension buffer for further use.

MOF-encapsulated PS I complexes were formed in one cycle
by precipitating the ZIF-8 matrix from PS I-containing solution,
in line with earlier published procedures.29 The resulting
dispersions were decanted without centrifugation and the
powders were washed with water, before redispersion in aqu-
eous phosphate buffer.
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2.2. Optical spectroscopy

The UV/Vis spectra were measured on a Cary 60 UV/Vis spectro-
meter from Agilent Technologies. All spectra were measured at
room temperature in the respective solvent. Measurements
were taken in the range 200–800 nm. The utilized cuvette was
made out of SUPRASILs quartz glass with a layer thickness
of 10 mm.

The diffuse-reflectance UV/Vis spectra were measured on a
UV-3600 Plus with integrating sphere unit of the company
Shimadzu. The reflection of the sample was measured in the
range 200–800 nm. For the recording of the UV/Vis spectra,
the samples were put between two quartz microscope slides.
As a reference barium sulphate was used.

2.3. Computational model of PS I

The molecular model and force-field parameters for PS I
were adapted from a previous publication and only a brief
overview is given here. For details, please refer to the original
publication.31,35

The structural model35 is based on the crystal structure
of cyanobacterial PSI21 in T. elongatus (PDB: 1JB0). In contrast
to our previous study, a PS I monomer was used to reduce
computational cost. The protein was described with Amber14sb36,37

and all other parameters were carefully selected to be compatible
with the Amber protocol, which has been shown to yield reason-
able structures for photosynthetic complexes.38,39 In this context,
parameters for chlorophyll a and b-carotene were taken from the
literature.40,41 Iron–sulfur clusters and the coordinating cysteine
(CYS) residues were described with parameters for oxidized,
proximal Fe/S clusters.42 The lipids 2,3 dipalmitoyl-D-glycero-1-
phosphatidylglycerol (LHG) and 1,2-distearoyl-monogalactosyl-
diglyceride (LMG), which occur naturally as cofactors within PS
I, were described with the LIPID17 force field.43–45 Parameters for
the head group of LMG were generated with antechamber46 using
the GAFF force field47 and RESP charges derived according to the
standard Amber protocol for lipids.43

For the MD simulations of pure PS I in water, the model was
placed in a triclinic box with dimensions 25 � 25 � 20 nm and
solvated by 394 405 water molecules. Charge neutralization
was achieved by adding 15 Na+ ions. The final system contained
1 232 600 atoms.

2.4. Molecular models of ZIF-8 and PS I@ZIF-8

ZIF-8 was modeled with the non-bonded force-field nb-ZIF-FF,48

which we adapted for use with Gromacs. In contrast to many
other MOF force-fields, nb-ZIF-FF models the interactions
between the ionic MOF building blocks by a purely non-
bonded potential, allowing the breaking and formation of
bonds over the course of an MD simulation. To retain informa-
tion about the coordination symmetry, each Zn2+ ion and each
coordinating N atom is surrounded by a set of charged dummy
atoms.48–50 In the original formulation,48 a Morse potential
was used to model the interaction between the building
blocks. However, as Gromacs does not natively support Morse
potentials, a custom Lennard-Jones potential was fitted to the

original potential and used instead in this work (see ESI† for
details).

Two MD simulations including ZIF-8 were conducted in the
present work: First, the self-assembly of the MOF around PS I
was investigated up until the amorphous stage. Here, the PS I
monomer was placed in a triclinic box with an edge length of
23 � 23 � 18 nm and solvated with water. Subsequently, 4272
Zn2+ ions and 8544 MIm� ions were randomly placed in the box
by replacing water molecules. The number of molecules was
chosen to model the experimentally used MIm� concentration
of 1.49 mol L�1. Differing from the experimental conditions, a
stoichiometric amount of Zn2+ was used in the calculations to
achieve charge neutralization. The remaining negative charge,
due to anionic residues in the PS I backbone, was neutralized by
adding 15 Na+ ions. The final system contained 890 474 atoms.

As the actual crystallization process of ZIF-8 takes place on a
timescale of several minutes and is out of reach even for
metadynamics simulations,48 a second MD was performed with
PS I embedded in a fully-formed ZIF-8 crystal. Here, a unit cell
was constructed based on the experimentally determined crys-
tal structure51 (CCDB: 864310). Water and hydrogen atoms were
removed and dummy atoms required by the force-field48 were
added by superimposing models of Zn2+ and MIm� onto the
crystal structure. Next, missing hydrogen atoms were added
to the building blocks with the Gromacs function pdb2gmx.
Redundant building blocks were removed in order to apply
periodic boundary conditions. The resulting unit cell was
replicated 12 times in x- and y-directions and 9 times in
z-direction. Subsequently, monomeric PS I was embedded in
the crystal center by deleting any ZIF-8 atoms in a distance of
5 Å around PS I. The composite was solvated with water and
placed in a triclinic box with dimensions 23 � 23 � 18 nm. The
charge imbalance caused by the creation of the crystal cavity
was neutralized by randomly replacing solvent molecules out-
side the ZIF-8 crystal with 128 free Zn2+ ions. The remaining
negative charge from PS I was neutralized by adding 15 Na+

ions. The final system contained 1 014 077 atoms.

2.5. Classical molecular dynamics

Molecular dynamics simulations were performed with Gro-
macs.52 A double-precision installation of Gromacs 2022.2 was
used for the simulation of encapsulated PS I, while the simula-
tions of amorphous ZIF-8 and PS I in water were performed
with a single-precision version of Gromacs 2023.2 with GPU
support.

Multiple MD simulations were conducted, which differ in
the details but adhere to the same general protocol. The total
energy of the system was minimized with the steepest descent
algorithm until the maximum force fell below 1000 kJ nm�1.

In all following simulations, the leap-frog integrator was
used with a time step of 2 fs and bonds to hydrogen atoms were
constrained with the LINCS algorithm.53 Short-range electro-
statics were evaluated with Verlet lists54 using a cutoff distance
of 1.2 nm. The smooth Particle-mesh Ewald (SPME) scheme55,56

was used to calculate long-range electrostatics, using fourth-
order interpolation and a Fouier grid spacing of 0.16 nm.
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The system was equilibrated in three phases: first, to relax
the system further, it was annealed from 10 K to 100 K over
50 ps in an NVT ensemble, before propagating for another 50 ps
at a constant temperature of 100 K. Temperature control was
achieved with the V-rescale thermostat,57 using a time constant
tT of 0.1 ps. In the second step, the ensemble was switched to
NPT, controlled by the V-rescale thermostat57 (tT = 0.1 ps) and
the Berendsen barostat58 (tp = 2.5 ps). Here, the system was
heated from 100 K to the target temperature of 300 K within
100 ps and propagated at 300 K for another 900 ps at constant
temperature and pressure. The pressure was equilibrated to an
isotropic reference pressure of 1 bar. An isothermal compres-
sibility of 4.5 � 10�5 bar�1 was used for simulations in water.
In the final equilibration step, the system was propagated for
10 ns in an NPT ensemble at 300 K and 1 bar, controlled by the
Nosé–Hoover thermostat59,60 (tT = 2.5 ps) and the Parrinello–
Rahman barostat61,62 (tp = 10.0 ps).

Production simulations for PS I in water and PS I@ZIF-8
were carried out for 100 ns and 30 ns, respectively, in the fully
equilibrated ensemble. The 100 ns production simulation of
the ZIF-8 self-assembly around PS I was carried out already
after the second equilibration step, to be able to follow the
aggregation of the ZIF-8 nanoparticles. The MD trajectories
were analyzed with the python library MDAnalysis 2.7.0.63,64

Molecular visualizations were created with VMD 1.9.3.65

2.6. Quantum chemical calculations

Geometry optimizations in the ground state were performed
with Orca 5.0.3 using the r2SCAN-3c composite method, which
has been shown to provide reasonable structures for a wide
variety of organic molecules at much lower cost than hybrid
density functionals.66 Optimized structures were verified as
minima by the absence of imaginary vibrational frequencies.
Excited state geometry optimizations were performed at the TD-
CAM-B3LYP level67 with the def2-TZVP basis set.68 The RIJCOSX
approximation69–71 was used to speed up the calculations, in
conjunction with the def2/J Coulomb fitting basis.72 The range-
separated hybrid functional CAM-B3LYP was chosen to deal with
possible charge-transfer interactions. It has proven to provide
qualitatively correct spectra and structures for chlorophylls,73–75

even though recent benchmarks indicate that final excitation
energies should be evaluated at higher levels of theory.76,77

Therefore, excited states were calculated in the Tamm–
Dancoff approximation78 using the range-separated double-
hybrid functional SCS-oPBEPP8679 in combination with the
def2-TZVP basis. Again, the RIJCOSX approximation69–71 was
used with the def2/J72 and def2-TZVP/C80 auxiliary basis sets.
Eight roots were calculated. The excited state wavefunctions
were analyzed with the TheoDORE 2.4.0 program package81–83 to
identify charge-transfer (CT) states.

The TD-DFT results were compared against DFT/MRCI
calculations,84–86 which include multireference effects. Here,
the DFT reference was calculated with Orca 5.0.3 using the
BHLYP87,88 functional and the def2-SVP68 basis set. Coulomb
and exchange integral evaluation was accelerated with the RI-JK
approximation69 using the def2/J72 and def2-SVP/C80 bases. SCF

convergence was tightened to 10�7Eh (Orca keyword SCFCONV7).
Corresponding to the Gouterman model,89 a CISD expansion of
four electrons in the four frontier orbitals was used as an initial
guess for the MRCI reference space. This reference space was
iteratively optimized until it contained all leading configurations of
the first 8 roots, using the R2018 Hamiltonian90 with a selection
threshold of 0.8Eh and the tight parameter set.

QM/MM excited state calculations using the DFT/MRCI
method in the QM region were performed for eight Chl a
chromophores in the PS I@ZIF-8 composite, which were mostly
affected by the coordination with MIm�. DFT/MRCI has been
used before in the context of QM/MM calculations and has
repeatedly performed well in reproducing experimental reference
energies.31,91–93 For every chlorophyll molecule, 20 evenly spaced
snapshots were sampled from the crystal MD simulation. The QM
region contained the chlorophyll and any MIm� units within 4 Å of
the central Mg2+ ion. The phytyl chain was capped at the first
carbon by a hydrogen link atom.94,95 Electrostatic embedding was
used to describe the polarization of the QM wave function by the
MM environment. Point charges were taken directly from the force
field, including the dummy charges on the ZIF-8 building blocks.
To prevent excessive polarization, point charges were shifted away
from the link atom, and artificial charges were introduced along
the bond axis to maintain the dipole moment.95 In each QM/MM
calculation, the QM subsystem was centered in the box by applying
periodic boundary conditions.

2.7. Statistical analysis

The sampled data points were divided into three groups, based
on the number of MIm� ions within a 4 Å sphere around the
chlorophyll’s Mg2+ ion in the respective MD snapshot. A one-
way ANOVA analysis96 was conducted on the CT numbers and
vertical excitation energies into S1, followed by Tukey’s HSD
test97 to evaluate the statistical significance of the differences
between the three groups. Reaction center chlorophylls were
excluded from the analysis as they remained unaffected by the
ZIF-8 encapsulation.

3. Results and discussion

Embedding an intricate biomolecular system like PS I in a MOF
can affect its properties in two ways. First, the encapsulation
process may alter the structure of the photosystem, either
unfolding the protein itself or releasing previously bound
chlorophyll molecules into the reaction mixture. Second, elec-
tronic interactions between the charged MOF building blocks
and the PS I chromophores may alter the spectral properties of
the latter. Both types of effects, structural and electronic, will be
discussed in detail in the following.

3.1. Absorption spectroscopy on PS I in diverse environments

In order to provide benchmarks and guidelines for our calcu-
lations, we measure optical spectra under experimental condi-
tions covering the diverse range of PS I local environments.
In particular, we rely on UV/Vis absorption and diffuse reflectance
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spectroscopies to monitor the integrity of the PS I during the stages
of MOF encapsulation.

In the top panel of Fig. 1 we show the UV-Vis absorption
spectra of PS I in buffer solution and in the presence of the
MOF matrix building block MImH (1.5 mM, pH 9). The direct
comparison with the spectra of an aqueous phosphate buffer
solution of PS I reveals that the presence of MImH has no
significant effect on the optical properties of the photosynthetic
complex. This suggests that electronic interactions between the
MOF linker and PS I are negligible in solution.

While simply the presence of the MOF linker MImH clearly
has negligible impact on the optical properties of PS I, inter-
action between the linker and PS I appears more substantial
after formation of the MOF framework, as witnessed by the UV/
Vis absorption spectra in the bottom panel of Fig. 1. While the
overall chlorophyll a-like spectral shape of PS I is similar before
and after encapsulation, we observe peak broadening and slight
shifts in the transition energies in both Q- and B-band regions.
These effects are often observed on embedding chromophores
in a more strongly interacting and heterogeneous environment,
in agreement the expected behavior on changing the local PS I
environment from aqueous buffer to the much more highly
structured MOF framework.

Importantly, after digestion of the MOF by acidification of
the dispersion, PS I is released back into solution. The corres-
ponding spectrum, shown as a red line in the bottom panel of
Fig. 1, shows complete recovery of the initial in-solution PS I

absorption spectrum, which provides strong evidence that the
complex remains structurally intact and presumably functional
throughout the entire encapsulation-release cycle. Thus, our
experimental results corroborate previous accounts29 and pro-
vide a starting point for theoretical investigations.

3.2. Structural integrity of PS I in ZIF-8

The structural integrity of PS I was investigated via MD calcula-
tions both during the crystallization process of ZIF-8 around PS
I and after the crystal had fully formed. As the crystalliation of
ZIF-8 takes place on a timescale of several minutes,29,48 only the
early stages of the self-assembly process, up until an amorphous
phase, are accessible with MD simulations.48 Therefore, we simu-
lated the first 100 ns of self-assembly around PS I, starting from a
homogeneous, stoichiometric mixture of Zn2+ and MIm� ions,
solvated in water. Early on, already after 1 ns, clusters of the MOF
building blocks start to form and also attach to PS I. As time
progresses, the clusters grow and form an amorphous mass, which
is loosely bound to PS I (Fig. 2). Visual analysis of the MD
trajectories (Fig. S9, ESI†) confirms that both Zn2+ and MIm�

permeate up to 1 nm into the protein matrix, especially in the
peripheral antennas. However, these interactions induce no appar-
ent changes in the secondary or tertiary structure of PS I. Most
importantly, all 96 chlorophylls remain bound to the photosystem
and are not being released into the solvent.

The visual impression from Fig. 2 can be quantified by
calculating the RMSD of relevant PS I components with respect
to an experimental crystal structure21 over the course of the
self-assembly process (Fig. 3a). The time-dependent, mass-
weighted RMSD is generally defined as

RMSDðtÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
i¼1

mi xiðtÞ � xrefi

�� ��2
vuut ; (1)

where xi(t) and xref
i are the Cartesian molecular coordinates at

the current time step and at the reference structure, respec-
tively, and the index i runs over the number of atoms N. Only
non-hydrogen atoms were considered in the analysis. Transla-
tional and rotational degrees of freedom were removed in each
time step by aligning98 the protein Ca backbone with the
reference structure. Any structural changes induced by the
encapsulation should increase the RMSD. However, the RMSD
of the protein backbone as well as that of the cofactors, 96
chlorophyll a molecules, 22 carotenoids and 2 phylloquinones,
remains stable over the entire 100 ns of the trajectory.

As a measure of the protein stability, the radius of gyration
Rg was calculated. Rg measures the compactness of the protein
and gives a quantitative estimate on whether the protein
unfolds over time. It is calculated in each time step t as the
mass-weighted mean distance from the center of mass xCOM:

RgðtÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

M

XN
i¼1

mi xiðtÞ � xCOMðtÞj j2
vuut ; with M ¼

XN
i¼1

mi:

(2)

During the self-assembly process of ZIF-8 around PS I, the

Fig. 1 Top panel: absorption spectra of PS I in phosphate–(gray, 0.05 M,
pH 7.4) and acetate buffer (blue, 0.5 M, pH 5.3). PS I absorption spectrum in
phosphate buffer in the presence of 2-methylimidazole (1.5 mM MImH, pH
9) acting as a building block of the ZIF-8 framework shown in red. Bottom
panel: comparison of PS I absorption spectra in phosphate buffer (gray),
after MOF encapsulation (blue), and after release by digestion of the MOF
(red). The scattering spectrum of a pure ZIF-8 MOF suspension shown as
dashed gray line.
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radius of gyration of the protein (Fig. 3c) remains stable
at a mean value of 43.68(5) Å. In comparison, the Rg of PS I
in water is marginally lower with a mean value of 43.28(7) Å.
The small discrepancy is explained by different orientations
of the N-terminal loops of the protein subunits K and F in
the two simulations (Fig. S8, ESI†), which is most likely a
result of different initial conditions. Both the RMSD and
the radius of gyration therefore indicate that PS I remains
structurally intact during the early self-assembly process of
the MOF.

Nevertheless, the amorphous phase may interact differently
with PS I than a crystal. Therefore, a second MD simulation was
performed with PS I encapsulated in a fully formed ZIF-8 crystal
(Fig. 4). Due to the molecular setup, where the crystal cavity was
perfectly shaped to accommodate the photosystem, PS I is
tightly bound and its rotational and translational degrees of
freedom are heavily restricted by the ZIF-8 crystal. Apart from
the cavity, the periodicity of the crystal is perfectly preserved
during the MD, as evident from the Zn2+–Zn2+ radial distribu-
tion function (Fig. S4, ESI†). In a real crystal, the packing at the
ZIF-8/PS I interface is possibly not as tight and may contain
more imperfections. While this would increase the flexibility of
the photosystem, it is unlikely to change the fundamental
interactions at the interface. As for the amorphous phase, the
encapsulation in the crystal induces no structural change
observable in the RMSD or in the protein radius of gyration

(Fig. 3b and c). Thus, the photosystem is structurally stable
both during and after encapsulation in ZIF-8. Although this is
an encouraging result in the context of bio-nanohybrid applica-
tions, it does not explain the observed spectroscopic changes
upon encapsulation.29

Therefore, we now focus more closely on the interactions
between the ZIF-8 building blocks and the chlorophylls at the
ZIF-8/PS I boundary. In particular, the anionic MIm� building
blocks are able to coordinate axially to the chlorophyll’s Mg2+

ions if the chlorophylls are exposed to the outside of the
photosystem. To quantify the extent of such coordination, we
analyzed the coordination of each of the 96 chlorophylls in PS I
over the time of the crystal MD trajectory (Fig. S6, ESI†). Most
chlorophylls do not interact with the ZIF-8 crystal, because they
are deeply embedded in the protein framework. Few chloro-
phylls show weak interactions, where atoms belonging to MIm�

diffuse in and out of the pre-defined coordination sphere
with radius 4.0 Å around the Mg2+ ion. In total, there are 32
chlorophylls which experience at least one coordination event
over the course of the 30 ns MD trajectory in the ZIF-8 crystal.
The eight most affected chlorophylls, coordinated for at least
40% of the total simulation time, are all located on the out-
skirts of the photosystem and thus not well-shielded by the
protein against the environment (Fig. S12, ESI†). Looking at the
early stages of the self-assembly, even more chlorophylls inter-
act with MIm�, due to the higher mobility of the ZIF-8 building

Fig. 2 Visualization of the structural integrity of PS I in the early stages of the ZIF-8 self-assembly process. (a) Protein and chlorophyll network in 50
equidistant snapshots over 100 ns, colored by the time-averaged RMSD of each residue with respect to the first frame of the trajectory after alignment of
the protein backbone. Higher RMSD indicates more mobile residues. (b) Selected snapshots of the MD trajectory, showing the clustering of the ZIF-8
building blocks. Water molecules are omitted for clarity. View from the stromal side, left panel in (a) rotated by 901 around x.
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blocks when they are not bound in a crystal. Here, 40 chloro-
phylls experience at least one coordination event over 100 ns,
with 19 of them remaining coordinated for at least 40% of the
trajectory (Fig. S6, ESI†). As the MD trajectory only samples a
fraction of the phase space, it is conceivable that in reality,
all chlorophylls located on the outer border of PS I experience
significant coordination at one time or another in the self-
assembly process. Such coordination can alter the spectro-
scopic properties of the photosystem via electronic interactions
between ZIF-8 and the chlorophylls. These interactions at the
PS I/ZIF-8 interface will therefore be investigated more closely
in the following.

3.3. Electronic interactions at the PS I/ZIF-8 interface

Quantum chemical calculations were performed to investigate
the electronic effects of coordination by MIm� on the chlor-
ophylls at the PS I/ZIF-8 interface. In a first step, the structure of
an isolated chlorophyll was optimized at the r2SCAN-3c level of
theory.66 Additionally, the structure of a chlorophyll axially

coordinated by MIm� was optimized at the same level. Excited
states were calculated using both the range separated double-
hybrid functional SCS-oPBEPP8679 and the DFT/MRCI
method.86 Both methods have shown to yield excellent absorp-
tion properties for chlorophylls, which exhibit non-negligible
multireference character, even in low-energy excited states.31,32,74

SCS-oPBEPP86 performs especially well for charge transfer
excitations99 and was thus used to double-check the DFT/MRCI
results. For simplicity, the rest of the environment was not
considered at this stage; its effect will be discussed later.

At the DFT/MRCI level, the first excited state of the Chl
a� � �MIm� aggregate has non-negligible CT character at the
Franck–Condon point, transferring electron density from the
anionic ligand to the chlorophyll (Fig. 5a). At the SCS-
oPBEPP86 level, this CT is slightly higher in energy and
predicted to be the third excited state. In both theoretical
frameworks, the main character of the first excited state
remains unchanged with respect to the isolated chlorophyll

Fig. 3 RMSD of key PS I components (a) in the early stage of cystallization
and (b) in the fully formed ZIF-8 crystal. Ca: protein backbone, CLA:
chlorophyll a, BCR: b-carotine, PQN: phylloquinone. (c) Protein radius of
gyration during and after crystallization. The RMSD in the reference
trajectory of PS I in water is depicted in Fig. S5 in the ESI.†

Fig. 4 PS I embedded in the ZIF-8 crystal and solvated by water. Chloro-
phylls are highlighted in red. Top view from the stromal side, box dimen-
sions after equilibration.
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and the transition dipole moment stays oriented along the
molecular y-axis. However, upon excited state relaxation, mod-
eled by optimizing the geometry of the first excited state, the CT
character begins to dominate and the transition dipole
moment reorients until it is orthogonal to the chlorophyll’s
molecular plane (Fig. 5b and c). Additionally, the new S1 at the
excited state minimum is significantly lower in energy and
almost dark, with a vertical emission energy of 0.65 eV and an
oscillator strength of 7 � 10�5. It is noteworthy that the CT
occurs only if the ligand is in its fully deprotonated, anionic
form. In a buffer solution, as used in the spectroscopy experi-
ments in Fig. 1, 2-methylimidazole exists as a mixture of MImH
and MImH2

+, which do not induce a CT (Tables S10–S14, ESI†),
even though they also tend to coordinate (Fig. S7, ESI†).

Starting from the initial CT, two pathways are conceivable:
either the chlorophyll relaxes back to the original ground state,
regenerating a neutral chlorophyll with an anionic MIm�

ligand, or the CT creates a chlorophyll anion. The latter case
would require the two molecular units to separate for the CT
state to become the new ground state. This is unlikely, given the
tight encapsulation by the crystal. Nevertheless, we investigated
the spectral impact of chlorophyll anion formation by calculat-
ing excited states at the optimized geometry of a Chl a� anion
with the same protocol as before. The first excited state of Chl
a� is a weakly absorbing state with an oscillator strength of
0.0735 (SCS-oPBEPP86). Its vertical excitation energy is 1.26 eV,
significantly lower than that of a neutral Chl a (1.87 eV). This
means that if an anion is formed, it will not be excitonically
coupled with adjacent neutral chlorophylls due to the large
energy gap. Instead, a chlorophyll anion should give rise to an
additional fluorescence band in the NIR spectral range.
In practice, the fluorescence signal of PS I@ZIF-8 only shows
the characteristic sharp Qy peak of isolated chlorophylls at
661 nm.29 However, the measurement of NIR signals in the
presence of ZIF-8 is challenging, due to the strong scattering by
the nanoparticles. We therefore can not rule out formation of
chlorophyll anions, although it appears unlikely.

To investigate the frequency of the discussed CT events, we
performed a series of QM/MM excited state calculations at the
DFT/MRCI level on the eight most-coordinated chlorophylls in

the PS I@ZIF-8 crystal and on the reaction center chlorophylls
labeled eC-A1 and eC-B1. Geometries were sampled from
20 evenly spaced MD snapshots. Out of 200 calculations, 195
terminated normally and were used for further analysis. The
vertical excitation energies into the first excited state are
summarized in Fig. 6, where each data point represents the
respective chlorophyll in one snapshot. Additionally, the CT
character of each state was quantified via analysis of the
transition density.81–83 The amount of CT is quantified by the
CT number, which ranges between 0 (no CT) and 1 (single
electron transfer).

It is immediately apparent from Fig. 6 that the reaction
center chlorophylls remain unaffected by encapsulation in ZIF-
8, corroborating that PS I retains its function in the bio-
nanohybrid.29 In contrast, the chlorophylls interacting directly
with the MOF exhibit very different photophysics. The sampled
data contains 104 coordination events, corresponding to 67%
of the total number of data points outside the reaction center.
Out of these, there are 11 cases, where two MIm� ions are closer
than 4 Å to the chlorophyll’s Mg2+ ion, which will be referred to
as double coordination in the following. 92 of the 104 coordi-
nation events lead to a CT number 40.5. A one-way ANOVA
analysis was carried out to compare the effects of MIm�

coordination on the CT numbers and vertical excitation ener-
gies into S1 between the uncoordinated, singly coordinated and
doubly coordinated chlorophylls. There is a significant effect of
the coordination on the CT number for the three groups of
samples [F(2192) = 568.617, po0.001]. Post-hoc analysis using
Tukey’s HSD test reveals that coordination significantly (p o
0.001) raises the mean CT number of the singly and doubly
coordinated samples by 0.800 and 0.893 with respect to the
uncoordinated samples, whose CT number is 0 by definition.
However, the difference between single and double coordina-
tion is not significant. Moreover, coordination by MIm� has a
significant effect on the vertical excitation energies into S1

[F(2192) = 71.962, p o 0.001]. Single coordination lowers the
mean energy for excitation into S1 by 0.46 eV, double coordina-
tion by 0.70 eV. Both energy differences are statistically
significant (p o 0.001). We note that the interplay between
force field and QM method can affect these results, as both

Fig. 5 Difference density (DFT/MRCI) for Chl. a� � �MIm� at (a) the Franck–Condon point and (b) at the S1 minimum. Electron density is transferred from
blue to yellow regions (isovalue 0.002), indicating a CT from MIm� to the chlorophyll. (c) The transition dipole moment (DFT/MRCI) for uncoordinated
Chl. a (black), is similar to that of Chl. a� � �MIm� at the Franck–Condon point (orange) but rotates out of the molecular plane upon relaxation to the S1

minimum (short orange arrow, scaled up by factor 15 for visualization).
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structures and point charges are taken directly from the classi-
cal MD simulations.100 The strength of the non-bonded inter-
actions between MIm� and the Mg2+ ions is of particular
importance in this regard, as it controls the distance between
the two molecules. The average N–Mg distance in the snapshots
sampled in Fig. 6 is 4.21 Å, slightly longer than in the optimized
geometry of the Chl a� � �MIm� aggregate (3.75 Å). Based on this,
the QM/MM sampling likely rather underestimates the amount
of CT events. We therefore conclude that coordination by MIm�

significantly decreases the vertical excitation energy into S1 and
induces a CT towards the chlorophyll.

3.4. Effects on the light-harvesting network

The results presented so far allow to draw conclusions about
possible deactivation pathways following photo-excitation of
the chlorophylls in PS I@ZIF-8. After population of the Qy state
of one of the chlorophylls, the exciton can delocalize via
Coulomb interactions with another chlorophyll, lowering the
energy of the collective excited state. Without the MOF, this
delocalized exciton would eventually fluoresce back to the
ground state, resulting in the characteristic exciton emission
band in PS I. In the presence of MIm� however, a CT state
localized on one of the chlorophylls is energetically below the
excitonic state. The large energy difference to the S1 state of
uncoordinated chlorophylls as well as the vanishing and reor-
iented transition dipole moment of this CT state effectively
decouples the affected chlorophyll from the rest of the excitonic
network. To assess the impact of these changes in the light-
harvesting antenna, we simulated the exciton distribution once

including all chlorophylls and once without the eight most
frequently coordinated chlorophylls (Fig. S12, ESI†).

Compared to the unperturbed light-harvesting system in PS
I,31 the energy distribution changes only minutely, as the
coordinated chlorophylls are only weakly coupled to begin with.
No changes are observed in the reaction center and in the red
chlorophylls,31 corroborating that the primary function of PS I
remains unimpaired. However, a small part of previously
delocalized excitons now localize more strongly on single
pigments. For example, one exciton that was formerly deloca-
lized across 11 pigments with a larger contribution by chlor-
ophyll A8 (46%) is now localized by 88% on A8. Given that
excitons generally quench fluorescence and chlorophyll on its
own is a strong fluorophor, this MOF-induced excited state
localization could contribute to the strong emission peak
observed29 in the PS I@MOF bio-nanohybrid.

4. Conclusions

In this work, we have investigated the structural and electronic
impact of encapsulating cyanobacterial PS I in the MOF ZIF-8.
Such encapsulation is desirable in the context of bio-
nanohybrid applications, where the near-unity efficiency of PS
I can be harnessed to catalyze chemical reactions10,13,14,17,25 while
the MOF protects the photosystem from harsh environments.

MD simulations show how PS I remains structurally intact
upon encapsulation in ZIF-8, in both the early and late stages of
the crystallization process. Neither does the protein unfold, nor
is there any significant structural change in the chlorophyll
network. Any observed spectral anomalies29 must therefore
stem from electronic interactions at the PS I/ZIF-8 interface.
In this context, analysis of the MD trajectories reveals how the
ZIF-8 building blocks coordinate to the Mg2+ ion of peripheral
chlorophylls in PS I. Such coordination enables CT excitations
at the boundary, where the MOF can effectively photoreduce
some of the chlorophylls. High-level QM calculations show that
such photoinitiated CT lowers the energy of the first excited
state, reorients the transition dipole moment and reduces its
magnitude. QM/MM sampling along the MD trajectory show
that these perturbations occur frequently at the PS I/ZIF-8
interface. As such, they decrease the excitonic coupling between
the chlorophylls in PS I, which normally quenches the fluores-
cence signal. The resulting uncoupled chlorophylls provide a
possible explanation for the reversible strong fluorescence
signal in the spectrum of PS I@ZIF-8, compared to pure PS
I.29 Nonetheless, the reaction center and thus the primary
function of the photosystem remains unaffected by the encap-
sulation in the MOF, encouraging future breakthroughs on this
road to artificial photosynthesis.
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54 S. Páll and B. Hess, Comput. Phys. Commun., 2013, 184,
2641–2650.

55 T. Darden, D. York and L. Pedersen, J. Chem. Phys., 1993,
98, 10089–10092.

56 U. Essmann, L. Perera, M. L. Berkowitz, T. Darden, H. Lee
and L. G. Pedersen, J. Chem. Phys., 1995, 103, 8577–8593.

57 G. Bussi, D. Donadio and M. Parrinello, J. Chem. Phys.,
2007, 126, 014101.

58 H. J. C. Berendsen, J. P. M. Postma, W. F. van Gunsteren,
A. DiNola and J. R. Haak, J. Chem. Phys., 1984, 81,
3684–3690.
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and U. Kleinekathöfer, J. Phys. Chem. B, 2015, 119,
9995–10004.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

2 
A

ug
us

t 2
02

4.
 D

ow
nl

oa
de

d 
on

 9
/1

1/
20

24
 4

:1
4:

50
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.

View Article Online

3 On the Road to Artificial Photosynthesis

106



Summary and Outlook

This thesis has investigated the crucial influence of environmental effects on photochemical
processes through six computational studies.

Chapter 1 explores two photocatalytic reactions, demonstrating how ground state pre-
assemblies between catalysts and substrates can enhance reactivity even with short-lived
excited states. These findings significantly expand the potential for novel catalyst design,
potentially replacing prevalent precious metal complexes. The first study focuses on naph-
thalene monoimide-based catalysts for selective C(sp3)–O bond cleavage in phosphinated
alcohols. Employing an e-PRC approach, a reactive catalyst radical anion is generated elec-
trochemically and subsequently excited with blue light to facilitate single electron transfer to
the substrate. This method enables mild, base-free conditions without high electrochemical
potentials or energy-intensive light, preserving selectivity across a a wide substrate scope.
The study reveals the catalyst’s ability to dispersively bind substrates in the ground state
and characterizes an intramolecular CT state which supports efficient single electron transfer
upon photoexcitation. Future work could focus on suppressing the identified non-reactive
quartet loss channel in the excited state through targeted substitutions, potentially further
increasing catalytic yields. Multireference calculations of energy and spin-orbit coupling
elements, possibly followed by excited state dynamics simulations, could aid in such ra-
tional catalyst design. The second study in chapter 1 elucidates the operating principle
of a novel transition metal photocatalyst, which is composed of earth-abundant 3d-metals
and two simple tridentate diiminopyridine ligands. Despite short excited state lifetimes on
the order of only a few picoseconds, this complex catalyzes the C H arylation of pyrroles,
aided by ground state preassemblies between the catalyst, amine sacrificial agents, and aryl
halides. A conPET mechanism is proposed, where the diiminopyridine ligand facilitates
both ground state preassembly and conducts/temporarily stores the transferred electron.
This work presents a crucial proof-of-concept that photocatalysis is achievable with inexpen-
sive first-row transition metal catalysts. The detailed mechanistic insights from experiment
and theory will enable further optimizations through ligand design. Collectively, the two
studies in chapter 1 open new avenues towards economically and ecologically sustainable
photocatalysis by exploiting dispersion interactions between molecules in their ground state.

Moving beyond specific critical points on the PES, chapter 2 introduces a novel compu-
tational workflow for performing wave packet quantum dynamics in explicit environments.
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Unlike previous approaches,[191,192] this method directly incorporates environmental interac-
tions without prior parameterization. This is achieved by reevaluating the PES for different
snapshots from classical MD simulations. Applied to uracil in a solvated RNA strand, the
new technique reveals both faster and slower relaxation pathways induced by the environ-
ment, emphasizing the importance of including solvent effects. The presented workflow
is highly flexible regarding the QM/MM partition scheme and allows simulations in more
complex environments than previously possible. Further improvements are imaginable, as
the repeated evaluation of the environment potential is becoming more and more affordable
with the rise of fast and accurate semiempirical methods.[78,147,266] This enables relaxation
of the environment at every grid point of the PES, alleviating the approximation of a static
environment. For timescales longer than a few picoseconds, the wave packet should addi-
tionally be coupled to the motion of the environment to account for decoherence effects.
Initial attempts in this direction[190] are promising but lack polarization of the electronic
wave function by the classical environment, unlike the approach presented here.

Chapter 3 presents three studies investigating key steps towards artificial photosynthesis.
The first elucidates protonation sites and reaction mechanisms for hydrogen evolution
catalyzed by the [Co(Mabiq)] complex. Combining spectroelectrochemistry with high-level
DFT/MRCI calculations, distinct protonation sites on the ligand are identified, leading
to different intermediates and influencing the reaction pathway. These insights provide a
foundation for future research aimed at suppressing protonation at one site through targeted
ligand substitution.

The second study examines excitation energy distribution in cyanobacterial PS I with
a detailed computational model. Extensive MD simulations and DFT/MRCI calculations
of site energies and excitonic couplings demonstrate that the site energy and exciton dis-
tribution in PS I do not resemble an energy funnel towards the reaction center on average.
Multiple low-energy sites compete with the reaction center for excitation energy, along with
apparent energy barriers. However, thermal fluctuations easily overcome these barriers,
contributing to transient energy transfer from the antenna complex to the reaction center.
A persistent energy funnel is therefore not required for efficient light-harvesting. This study
lays the groundwork for further investigations on exciton dynamics in PS I after initial
excitation. Moreover, the excitonic Hamiltonian can be extended with additional pigments,
particularly carotenoids, for a more complete picture of the light-harvesting process and
potential photoprotective mechanisms.[267,268]

The third study explores embedding PS I in the MOF ZIF-8, revealing CT interactions
between chlorophylls and the MOF that may explain experimentally observed spectral
anomalies. However, the primary function of the photosystem is retained as the reaction
center does not interact with the MOF. This understanding paves the way for future
research exploring how to optimize the interface between biological systems and MOFs for
enhanced functionality.

In conclusion, this thesis demonstrates the versatility and potential of modern theoret-
ical chemistry in advancing photochemistry. Employing a wide array of computational
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methods across different scales, this research provides deeper insights into the mechanisms
of photocatalytic reactions, the photoprotection of the genetic code, and energy transfer
processes in photosynthesis. The developed tools and models will enable future research
to predict molecular properties in complex environments with greater accuracy, bridging
the gap between theoretical predictions and experimental reality. Overall, these results
highlight the crucial role of computational methods in accelerating the development of
sustainable technologies, from next-generation photocatalysts for organic synthesis to solar
energy harvesting for fuel production.
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A P P E N D I X A
Supporting Information to Chapter 1

A.1 Selective C(sp3)–O Cleavages of Phosphinated Alcohols

The complete supporting information to the article “Electro-mediated PhotoRedox Catalysis
for Selective C(sp3)–O Cleavages of Phosphinated Alcohols to Carbanions” was published
2021 in Angewandte Chemie International Edition and is available at https://doi.org/10.
1002/anie.202105895. An excerpt of the most relevant computational details (section S18
in the original document) is reprinted below. Please note that cross-references to other
sections of the supporting information have been kept for the reader’s convenience, even
though these sections are not reproduced below. They are marked in italics to distinguish
them from other cross-references within this work.

A.1.1 General Information

All calculations were performed using Density Functional Theory (DFT)[269,270] using
the Gaussian 16 software package.[271] All minima were optimized using the ωB97X-D
functional[107] with the 6-311+G* basis set.[272–274] Solvation effects were included with the
integral equation formalism polarizable continuum model (IEFPCM),[56,275] with default
parameters for acetonitrile, in which preparative e-PRC reactions and spectroscopy were
performed. Frequency calculations were performed on all optimized structures in order to
characterize minima (zero imaginary frequencies). Spin densities and molecular orbitals de-
picted in the main article and herein were visualized using VMD 1.9.3 [276] with an isovalue
of 0.004 and 0.02, respectively.

A.1.2 Bond Dissociation Free Energies

Benchmarks have shown[277,278] that the range-separated and dispersion-corrected ωB97X-D
functional[107] is well-suited to main group thermochemistry, while the use of a triple-
zeta basis set is generally recommended to mitigate basis set incompleteness errors.[110,279]

To further validate our DFT results, we calculated the bond dissociation energies of se-
lected compounds with the open-shell DLPNO-CCSD(T)[280,281] method implemented in
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ORCA 4.2.1.[282,283] We used the def2-TZVPPD[247,248] basis set with the def2-TZVPPD/C
correlation basis.[253,254] Tight SCF and PNO convergence criteria were applied and solvation
effects were treated with the conductor-like polarizable continuum model (C-PCM)[249,284]

using default parameters for acetonitrile, in which e-PRC reactions and spectroscopy were
conducted. The DFT energies are on average 3.5 kcalmol−1 smaller than those obtained
with DLPNO-CCSD(T) (table A.1), but the deviation is systematic and the trend is well
reproduced, thus validating the use of DFT in this context.

Table A.1: Calculated C–O bond dissociation energies (kcalmol−1) without thermodynamic cor-
rections at the ωB97X-D/6-311+G* and DLPNO-CCSD(T)/def2-TZVPPD levels of theory.

Phosphinate DFT DLPNO- Difference
radical anion CCSD(T)

1bw −23.44 −28.03 4.59
1d −19.98 −23.47 3.49
1g −25.77 −28.86 3.09
1o −23.87 −27.53 3.66
1aa −11.99 −15.10 3.10
1al −8.69 −11.33 2.64

Optimized structures were obtained using the theory level (ωB97X-D/6-311+G*) and
solvent model (IEFPCM) specified in the general part. Bond dissociation free energies ∆G
were obtained from the frequency analysis at 298.15K and 1 atm according to:

∆G = ∆(Eelec + ZPV E +∆Gtrans,rot,vib +∆Gsolv) (A.1)

Here, Eelec denotes the electronic energies, ZPV E is the zero point vibrational energy,
∆Gtrans,rot,vib includes thermal contributions from translations, rotations and vibrations as
well as entropic terms and ∆Gsolv is the free energy of solvation.

A.1.3 Redox Potentials

We investigated the reduction of a phosphinate substrate P by one electron, given by:

P + e− → P•−

The free energy change ∆G of this reaction contains the thermally corrected energies G
of reactant and product as well as the thermal contributions of the free electron. There
are multiple conventions to include the latter[285] and we have chosen the ionic convention
where G(e−) = 0 eV.

∆G = G(P•−)−G(P)−G(e−) (A.2)
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The absolute redox potential E◦
abs is related to ∆G via:

E◦
abs =

−∆G

nF
(A.3)

where n is the number of electrons involved in the redox process and F is the Faraday
constant. Since we are only considering one-electron processes here, n is 1 in all cases. By
supplying the energy in eV, the Faraday constant equals the elementary charge and the
value of E◦

abs is simply the negative change in free energy. ∆G is often calculated[286–291]

by an indirect approach via a thermodynamic cycle. There, the reaction free energy is
calculated for the gas phase geometries and the free energy of solvation ∆Gsolv is added
separately, possibly at a different level of theory, while neglecting the structural relaxation
in solution. The success of this strategy is rooted at least partially in error cancellation
effects.[292,293]

We therefore decided to use a simpler approach and calculated ∆G directly at the op-
timized geometries of reduced and oxidized species in solution,[292] using the theory level
(ωB97X-D/6311+G*) and solvent model (IEFPCM) specified in the general part. To com-
pare the calculated potential E◦

abs to experimental results, it must be referenced against a
standard potential:

E◦ = E◦
abs − Eref (A.4)

Here, we used the Fc+/Fc couple as an internal standard against the saturated calomel
electrode (SCE), whose absolute reduction potential in acetonitrile has been determined
computationally as 4.988V.[294]

Figure A.1: Correlation between experimental and calculated redox potentials. The dashed black
line represents the ideal correlation between experiment and theory (slope 1 and y-intercept 0).
The blue points and line denote the raw data obtained from calculations and the orange points
illustrate the final potentials reported in the paper. The starred data point (1a) was omitted
from the fit as an outlier. R2 of the linear regression is 0.54.

The resulting redox potentials should ideally correlate 1:1 with the experimental ones
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(black line in figure A.1). However, because of experimental factors that cannot be repro-
duced well in calculations, such as conformational variations, as well as systematic errors
specific to the chosen DFT functional and solvation model, we can expect a certain deviation
from the ideal values. To correct for these deviations, we fitted a linear function with slope
1 to the data set of experimental and calculated potentials (blue line). In addition to the
phosphinates in Table 2 of the main paper, we included compound 4a (∆Eexp = −2.24V,
∆Ecalc = −2.27V) in the calibration protocol to enlarge the data set. In contrast, compound
1a (marked with a star in figure A.1) was removed from the fit as an outlier. The y-intercept
of the fit function (−0.67V) represents the systematic shift of the calculated potentials and
is on the higher end of the error margin reported for other DFT calculations.[286,287,295]

Taking this into account, the final potentials reported in Table 2 are calculated as:

E◦ = E◦
abs − Eref + 0.67V (A.5)

A.1.4 DFT/MRCI Calculations

The ground state geometry of nBuO-NpMI•− was optimized at the ωB97X-D/6-311+G*
level of theory with Gaussian 16 (for xyz-coordinates, see section 19). For excited state
calculations, we employed the DFT/MRCI method[296–300] with the R2018 Hamiltonian.[299]

Here, the ground state DFT reference was calculated with ORCA 4.2.1 [282,283] using the
BHLYP functional.[301,302] The def2-TZVPD basis set[247,248] was used on all atoms within
the resolution-of-the-identity formalism for Coulomb and exchange integrals[303,304] (RI-JK)
in conjunction with the def2-TZVPD/C[253] and def2/JK[305] auxiliary basis sets. Solvation
effects were accounted for by the C-PCM model[249,284] with default parameters for acetoni-
trile. Symmetry was turned off (keyword NoUseSym) and the SCF convergence threshold
was set to 10× 10−7 Eh (keyword SCFCONV7). The DFT orbitals for the radical anion were
calculated in the unrestricted Kohn-Sham formalism and transformed to quasi-restricted
orbitals[306] prior to the MRCI calculation. Ten roots were calculated in the MRCI step.
The reference space was iteratively optimized using a tight selection threshold of 0.8Eh

(keywords $esel 0.8, $dftparam tight), until all leading configurations were contained
in the reference space.

A.1.5 CASSCF Calculations

To identify the putative quartet state ES1, we performed CASSCF(11,10) calculations[307–309]

with Molpro 2021.1 [310–312] using the aug-cc-pVTZ[313,314] basis set. Density fitting[315] was
used to approximate the two-electron integrals and speed up the calculations. To further
reduce the computational cost, we built a model system for nBuO-NpMI•− by replacing
the O-ether residue in the DFT-optimized structure with hydrogen and symmetrizing the
resulting geometry to the C2v point group. The active space was chosen with the goal of
including correlating pairs of π and π∗ orbitals as well as including a balanced amount of
orbitals localized on the aniline and naphthalene subunits, respectively. The resulting active
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space contained 11 electrons in 10 orbitals (figure A.2). State averaging was performed over
forty states, namely five doublet and five quartet states in each irreducible representation.

Figure A.2: Active space of the CASSCF(11,10) calculation used to determine the energy of the
putative quartet excited state. The naphthalene subunit resides in the yz-plane with the N–C
bond aligned along the z-axis. Orbitals were visualized with VMD 1.9.3 using an isovalue of
0.02. The figure depicts the doublet ground state configuration.

The first ten states are summarized in Table S9. Compared to the DFT/MRCI spectrum
(see Figure 3, main manuscript), the CASSCF energies are blue-shifted by 1 to 2 eV. This is
within the usual range for vertical excitation energies computed with CASSCF, due to the
lack of dynamical correlation.[316] The tentative charge transfer doublet state, denoted Dn

in the main manuscript is the fifth excited doublet D5, in agreement with the DFT/MRCI
results. Its vertical excitation energy at the CASSCF(11,10) level of theory is 4.34 eV and
its dominant contribution is the single electron excitation 3-A2→ 4-A2. The transition
dipole moment of this state is lower than predicted by DFT/MRCI, which is likely due to
the symmetry constraints used in the CASSCF calculation.

The first excited quartet state Q1 has a vertical excitation energy of 4.18 eV. Taking
into account the aforementioned blue-shift of 1 to 2 eV in CASSCF as well as vibrational
relaxation in the excited state, this is in reasonable agreement with the new emission band
at 540 nm (2.29 eV). The excitation energy of Q1 is 0.25 eV below that of D5 and only
0.01 eV below that of D4. This indicates that coupling to the quartet domain is a possibility
after excitation into one of these doublet states, at least from an energetic point of view. In
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Table A.2: CASSCF(11,10) energies, norm of the transition dipole moments |µ| and dominant
electronic transitions for the first ten electronic states of the nBuO-NpMI•− model system.

State Sym. ∆E [eV]a |µ| [a.u.] Dominant Transitionsb

D0
2A2 0.00 / ground state

D1
2B1 2.00 1.4219 3-A2→ 3-B1 (0.890)

D2
2B1 2.30 0.0480 3-A2→ 4-B1 (0.904)

D3
2A2 3.56 1.2666 1-A2→ 3-A2 (0.868)

Q1
4B1 4.18 / 1-A2→ 3-B1 (0.936)

D4
2B2 4.19 0.0022 3-A2→ 2-B2 (0.933)

D5
2A2 4.43 0.0611 3-A2→ 4-A2 (0.927)

Q2
4A2 4.72 / 1-B2→ 2-B2 (0.708)

2-A2→ 4-A2 (0.624)
D6

2A2 4.73 0.0077 1-B2→ 2-B2 (0.576)
2-A2→ 4-A2 (0.503)

D7
2B1 4.88 0.5000 2-B1→ 3-A2 (0.691)

1-B1→ 3-A2 (-0.307)
a Relative energies and transition moments are reported with respect to the doublet
ground state. b CI coefficients for each transition are given in parentheses.

light of the luminescence spectra reported in section S14, it is reasonable to assume that
the long-lived emitting species is indeed the lowest excited quartet state. This state with
B1 symmetry is characterized mainly by the single electron excitation 1-A2→ 3-B1, which
corresponds to an opposite charge transfer from the aniline to the naphthalene subunit. EPR
spectra (section S17 ) and DFT calculations (section S18.6 ) show that precomplexation of
the substrate may occur on the aniline moiety. Therefore, Q1 being the long-lived emitter
state would explain why the luminescence is not quenched upon addition of substrate 1d to
the reaction mixture: In a precomplex, the charge would be shifted away from the substrate
when the catalyst crosses to Q1, thus impeding single electron transfer.

A.1.6 Computational Investigation of Preassembly Candidates

The variation of catalyst structure on the reactivity presented in the main article showed
increasing yields for the reaction of 1d, when reducing the steric bulk on the ortho-position
of the catalyst’s N-aniline moiety. Thus we performed DFT calculations to investigate
possible arrangements for ground state precomplexation between substrate and the aniline
unit of the catalyst radical anion. All calculations were performed at the ωB97X-D/6-
311+G* level of theory with Gaussian 16.[271] Solvation effects were included with the
IEFPCM model,[56,275] with default parameters for acetonitrile. For the frequency analyses
presented in this section, we reduced the two-electron integral accuracy threshold from
10−12 to 10−11 (keyword int=(acc2e=11)), because the calculations would not converge
otherwise. Due to their structural complexity, there are many ways for the phosphinate
to dispersively bind to the radical anion catalyst. Assuming that the primary contributors
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to the binding mode are π-stacking interactions,[317,318] the P-bound phenyl groups as well
as the aryl moiety from the benzylic position (“O–CHR-aryl”) of the phosphinate may
coordinate to the aniline or naphthalene moiety of the radical anion catalyst. Here, π-π
stacked interactions (face-to-face, parallel displaced) as well as T-π shaped interactions
(edge-to-face) are conceivable. We expect the strongest dispersive interactions when not
just one but two of the substrate’s aromatic units coordinate to the N-aniline group in a
pincer-like complex. Indeed, the geometry optimizations shown later in this section always
converged to an orientation where one of the aromatic units of the substrate coordinates (π-
π, face-to-face) to the aniline ring and another one to the side (T-π edge-to-face), regardless
from the starting structure. To assess the accessibility of such a complex starting from
isolated molecules, we first performed a series of unrelaxed potential energy scans. The scan
coordinate was chosen such that the O–CHR-aryl component of substrate 1d approaches
the catalyst from the side and one of the P-bound phenyl units forms a T-π shaped complex
with the aniline at small distances (figure A.3).

Figure A.3: Two views on the orientation of 1d and the catalyst (here nBuO-NpMI) chosen
for potential energy scans. The red arrow indicates the scan coordinate, i.e. the center-of-mass
distance between the aniline moiety of the catalyst and the O–CHR-aryl moiety of the substrate.
The three interacting aromatic rings are highlighted in bold.

Two energy minima emerge along the scan coordinate (figure A.4, left). Going from large
to small distances, the first minimum appears when the P-bound phenyl starts to interact
dispersively with the ortho-substituent groups. It is followed by an energy barrier when the
imide-oxygen and/or the ortho-substituent groups come in closer contact with the phenyl
unit and repulsive terms presumably start to predominate. As could be expected, this
barrier rises with increasing “steric bulk” on the aniline and makes the second minimum
entirely inaccessible for NpMI (figure A.4, left). This second energy minimum represents
the fully formed pincer-like complex, where the O–CHR-aryl moiety of the substrate is close
enough to form dispersive T-π-stacking interactions with the aniline unit, which stabilizes
the energy.
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Figure A.4: Potential energy scans along the approach of substrate 1d towards the aniline unit of
the catalyst. The scan coordinate refers to the center-of-mass distance between the O–CHR-aryl
moiety and the aniline unit. Left: aniline and naphthalene units orthogonal, this is the ground
state minimum of the catalyst. Right: naphthalene unit rotated by 90◦, structure not relaxed.
The minimum energy is shifted to zero in all scans.

Figure A.5: Relaxed potential energy surface scan for the rotation of the aniline moiety in
nBuO-NpMI. The four atoms defining the scanned dihedral angle are highlighted as spheres.

For the less sterically hindered catalysts nBuO-NpMI and 5e, the aniline unit can in
principle rotate with respect to the imide group. We calculated the rotational barrier in
nBuO-NpMI•− as 16 kcalmol−1 by performing a relaxed potential energy scan of the
respective C–C–N–C dihedral angle between 90◦ and 180◦ with a step size of 2◦ at the same
level of theory as before (figure A.5). In effect, the rotation of the aniline group decreases
the repulsive “steric” interactions between one the imide oxygens and the P-bound phenyls,
thus lowering the energy barrier for precomplexation and stabilizing the complex (figure A.4,
right) even more so than the initial dispersive interaction with the ortho-substituent.
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Assuming that a successful reaction requires formation of a precomplex, based on the
arguments presented in the main manuscript:

(i) known picosecond lifetime of doublet states,[129,130,319] apparent anti-Kasha photo-
chemistry,

(ii) the likely rate-limiting C(sp3)–O cleavage and profound influence of catalyst structure
on this step,

(iii) the identical redox (Section 11 ), UV-vis (Section 13 ) and emission (Section 14 )
properties of NpMI and nBuO-NpMI that confirm electronic differences cannot
explain the success of the latter catalyst for most substrates,

the potential energy scans depicted in figure A.4 could possibly explain the reactivity trend
observed in the experimental structure-activity relationship study. Increasing “steric bulk”
at the ortho-position of the aniline impedes the formation of the most stable and intimate
preassembly as the pincer-like π-stacking interaction becomes less accessible. Of course,
an unrelaxed potential energy scan for complex molecular assemblies can only convey a
rough picture of the real situation. For example, it neglects the internal flexibility of
the substituents and the fact that the substrate can re-orient itself upon approaching the
catalyst, thus minimizing clashes and stabilizing the complex. To take these effects into
account, we optimized several candidate structures for a ground state precomplex. Using
different catalysts and relative orientations, we were able to optimize 13 stable ground state
preassemblies (figures A.6 to A.10).
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Figure A.6: Candidate preassemblies of NpMI•−/1d at the N-aniline moiety.
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Figure A.7: Candidate preassemblies of 5d•−/1d at the N-aniline moiety.

Figure A.8: Candidate preassemblies of 5e•−/1d at the N-aniline moiety.
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Figure A.9: Candidate preassemblies of nBuO-NpMI•−/1d at the N-aniline moiety.

Figure A.10: Candidate preassembly of nBuO-NpMI•−/1d at the naphthalene moiety.
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Table A.3: Calculated free energies of complexation (kcalmol−1) for ground state assemblies of
substrate 1d with various residues R on the ortho-position of the N-aniline unit of the catalyst
(ωB97X-D/6-311+G*, IEFPCM(MeCN)).

Components Orientation ∆Gcompl Intermolecular Preparative
[kcalmol−1] distance [Å]a reaction yield

[% 2d]

NpMI•− (R = iPr) / 1d 1 10.44 4.88 (T-π)b n.d.
4.23 (π-π)c

2 3.41 4.86 (T-π)c
4.48 (π-π)b

3 5.35 4.98 (T-π)c
3.84 (π-π)c

4 11.65 5.65 (T-π)b
4.41 (π-π)c

5d•− (R =Et) / 1d 1 4.97 4.52b,d 40
5.37c,d

2 4.66 4.63b,d

5.23c,d

5e•−(R =Me) / 1d 1 5.88 5.16 (T-π)b 55
4.33 (π-π)c

2 6.11 5.17 (T-π)b
4.32 (π-π)c

nBuO-NpMI•− (R =H) / 1d 1 2.59 4.90 (T-π)b 75
4.07 (π-π)c

2 −0.18 5.14 (T-π)c
4.26 (π-π)b

3 −0.33 4.89 (T-π)b
4.06 (π-π)c

4 0.70 5.14 (T-π)c
4.33 (π-π)b

Napthalene −0.16 4.50 (T-π)e
complex 4.52 (π-π)f

n.d., not determined. a The distances between the aromatic centerpoints of each aromatic ring of 1d to the
centerpoint of the N-aniline were taken, unless stated otherwise. b Interaction between the N-aniline and
the O–CHR-Ar arene. c Interaction between the N-aniline and the O–P(O)Ph arene. d The interaction
could not be assigned as T-π or π-π and resembled something in between. e Distance between the central
carbon of the naphthalene moiety and the centerpoint of the O–CHR-Ar arene. f Distance between the
central carbon of the naphthalene moiety and the centerpoint of the O–P(O)Ph arene.

As a quantitative measure for the stability of the converged structures, we defined the
free energy of complexation ∆Gcompl as the free energy difference between the optimized
precomplex and its isolated components (table A.3). For the latter, we calculated the
neutral form of phosphinate 1d and the radical anion of the respective catalyst. In all cases,
the optimized structures of isolated radical anion catalysts and preassemblies finds the
N-aniline moiety perpendicular to the naphthalene moiety. Multiple stable structures exist
for the preassemblies, differing in the relative orientation of the substrate with respect to the
catalyst and the calculations presented here are not intended to be comprehensive. However,
comparing the relative energies of a few optimized structures is helpful to rationalize the
observed structure activity relationship in the context of a potential preassembly. Regardless
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of initial input geometries, all optimizations converged to a pincer-like structure where one
of the substrate-bound aromatic units coordinates to the side of the aniline and another is
oriented parallel to the aniline and coordinates from the top.

Out of all the optimized complexes, the four orientational candidates for nBuO-NpMI
are consistently the most thermodynamically favorable, again supporting the hypothesis
that precomplexation in the ground state is an important aspect in the catalytic process.
The trend among the other catalysts is not as clear, however. It is difficult to draw a
concrete relationship between increasingly bulky orthosubstituents and thermodynamics,
since the substrate can rearrange to coordinate from a different direction. Nonetheless,
formation of all complexes with ortho-substituted catalysts is endergonic at this level of
theory, indicating that steric hindrance on the aniline unit indeed impedes the stacking
interaction and destabilizes the complex.

The spin density in all of the optimized precomplex radical anions, where complexation
occurs on the N-aniline unit of the catalyst, remains identical to those of the isolated
catalysts. In contrast, the spin density of the one precomplex candidate, where the substrate
coordinates to the naphthalene moiety of nBuO-NpMI, is asymmetrical and thus deviates
slightly from that of the isolated catalyst (figure A.11). Such a change in the electronic
structure should manifest in a different EPR signal, which we do not observe. This again
supports the thesis that if preassociation occurs, it will involve the N-aniline moiety rather
than the naphthalene moiety of the catalyst.

Figure A.11: Spin densities of nBuO-NpMI•− (left) and an nBuO-NpMI•−/1d precomplex
structure where the substrate coordinates to the naphthalene moiety of the catalyst (right).

Note that the mere existence of a ground state minimum does not mean that it is catalyt-
ically active upon photoexcitation. For example, Barham and co-workers recently proposed
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the detection of two different triarylaminium radical cation/haloarene precomplex geome-
tries (edge-to-face T-π and face-to-face π-π) on the basis of changes in EPR spectra and
DFT calculations.[17] There, it was proposed the face-to-face π-π geometry was “unreactive”
upon photoexcitation.

Therefore, the thermodynamics of precomplexation in the ground state is only one aspect
to consider in a larger scheme. Our computational results demonstrate that there indeed
are stable candidate preassemblies of phosphinate substrate and radical anion catalyst.
Moreover, we show that the introduction of substituents at the ortho-position of the N-
aniline moiety destabilizes these complexes and makes their formation less likely due to a
higher kinetic barrier upon approach of the two molecules. Further studies are required to
investigate the excited states of our optimized candidate structures and whether certain
geometric factors can facilitate SET within preassemblies upon photoexcitation.

A.2 C–H Arylation of Pyrroles Catalyzed by 3d-Metal Complexes

The complete supporting information to the article “Cobalt-Mediated Photochemical C–H
Arylation of Pyrroles” was published 2024 in Angewandte Chemie International Edition
and is available at https://doi.org/10.1002/anie.202405780. An excerpt of the most relevant
computational details (section S7 in the original document) is reprinted below. Optimized
geometries are openly available at https://doi.org/10.5281/zenodo.10528903.

A.2.1 General Procedure for Geometry Optimizations and Ground State Energies

Unless otherwise noted, all quantum chemical calculations were performed with the software
package Orca 5.0.3.[246,320] Geometries were optimized at the r2SCAN-3c[321] level of theory
and verified as energy minima by the absence of imaginary vibrational frequencies. r2SCAN-
3c is a recently developed composite method based on the r2SCAN density functional and
including three empirical corrections. These comprise the atomic charge dependent D4
dispersion correction[322] as well as a custom fitted triple-ζ basis set[321] (def2-mTZVPP)
and the geometric counterpoise correction[323] to correct for the basis set superposition
error. r2SCAN-3c has proven to yield superior energies and geometries for a wide variety of
benchmark sets, including also transition metal complexes, on par with or even surpassing
much more expensive hybrid density functional methods with larger basis sets.[321] Solvation
effects were included with the conductor-like polarizable continuum model[249] (C-PCM)
using parameters for acetonitrile. The final wave functions were checked for internal and
external instabilities. Thermodynamic corrections for enthalpies and Gibbs free energies
were extracted from the frequency analyses in the quasi-rigid-rotor-harmonic-oscillator
(QRRHO) approximation[324] at 295.15K and 1 atm.

Coupled cluster energies were calculated with the DLPNO-CCSD(T1) method, using an
iterative triples correction (T1) which is especially recommended for radicals.[280,325,326]

Scalar relativistic effects were included in the ZORA formalism[327,328] and a quadruple-ζ
basis set with diffuse functions, ma-ZORA-def2-QZVPP,[247,329] was employed for these
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calculations, in particular to ensure an accurate description of the open-shell and bromine-
containing compounds. Tight SCF and PNO criteria were applied and a tighter-than-default
integration grid was used (DefGrid3). The RIJCOSX approximation[250,251,304] was used
with the def2-QZVPPD/C[253] and def2/J[252] auxiliary basis sets to speed up the Hartree-
Fock reference calculation. The C-PCM[249] was employed to model solvation in acetonitrile.

Molecular visualizations were created with VMD 1.9.3.[276]

A.2.2 Calculated Thermodynamics of Preassemblies between [1-Co]2+ and
Various Amines

Table A.4: Energies and enthalpies for the formation of preassemblies between [1-Co]2+ and
amines, relative to the energies of the isolated molecules (r2SCAN-3c). Distances refer to the
N H distance for assemblies between [1-Co]2+ and amines (see figure A.21).

Substr. ID ∆E [kcalmol−1] ∆H [kcalmol−1] Dist. [Å]

DMEA g −5.75 −4.38 2.43

DIPA h −6.57 −5.28 2.63

DIPEA i −5.84 −4.22 2.49

DMA j −6.57 −5.21 2.91

pyrrolidine k −5.47 −4.25 2.33

A.2.3 Conformer Sampling

Iterative metadynamics (iMTD) calculations were performed at the GFN2-xTB[147] level
with the CREST 2.11.2 software package[76,77] at a simulated temperature of 298.15K.
Solvation effects were taken into account with the analytical linearized Poisson-Boltzmann
(ALPB) model, using parameters for acetonitrile. The non-covalent interaction (NCI)-
iMTD algorithm[77] was used to prevent dissociation of the preassemblies, which would
have resulted in an infinite number of conformers. No other constraints were applied to the
geometries during conformer sampling.

A larger fraction of the sampled preassemblies already shown in figure 3 of the main article
is provided below in figure A.12. The results of additional control calculations, where both
NEt3 and 2aBr coordinate to the catalyst at the same time, are visualized in figure A.13.
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Figure A.12: Sampled conformations of preassemblies between (a) [1-Co]2+ and triethylamine
(3423 structures) and (b) [1-Co]+ and 4-bromobenzonitrile 2aBr (7554 structures) within an
energy window of 4 kcalmol−1 of the respective lowest energy conformer. Sampling was performed
at the GFN2-xtb level of theory. Colored spheres indicate the respective substrate, in particular
the coordinating N atom in the case of NEt3 and the center of the aryl unit in the case of 2aBr.

Figure A.13: Sampled conformations of preassemblies between (a) [1-Co]2+, NEt3 and 4-
bromobenzonitrile 2aBr (855 structures) and (b) [1-Co]+, NEt3 and 4-bromobenzonitrile 2aBr
(998 structures) within an energy window of 2.5 kcalmol−1 of the respective lowest energy con-
former. Sampling was performed at the GFN2-xtb level of theory. Colored spheres indicate the
respective substrate, in particular the coordinating N atom in the case of triethylamine and the
center of the aryl unit in the case of 2aBr.
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A.2.4 DFT Orbitals and Spin Densities

The canonical Kohn-Sham orbitals and spin densities for the electronic ground states of
[1-Fe]2+ and [1-Fe]+ at the r2SCAN-3c level are depicted in figure A.14.

Figure A.14: Canonical Kohn-Sham orbitals and spin densities from unrestricted DFT calculations
(r2SCAN-3c) on the ground states of [1-Fe]2+ and [1-Fe]+ (Isovalue: 0.04 for orbitals, 0.002
for densities). The spin densities show the difference between α- and β-densities, where yellow
denotes unpaired α-spins and blue unpaired β-spins. For completeness, the restricted open-shell
spin densities are also shown, along with the energy difference between the unrestricted and the
restricted open-shell SCF solution. The expectation value

〈
S2
〉

gives a quantitative estimate of
the amount of spin contamination.
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The unrestricted corresponding orbitals[330] and spin densities for the electronic ground
states of [1-Co]2+ and [1-Co]+ at the r2SCAN-3c level are depicted in figure A.15. As
discussed in the main text, [1-Co]+ exhibits a small amount of spin contamination, i.e.
unpaired β-spin density on the ligands.

Figure A.15: Unrestricted orbitals and spin densities from DFT calculations (r2SCAN-3c) on the
ground states of [1-Co]2+ and [1-Co]+ (Isovalue: 0.04 for orbitals, 0.002 for densities). Virtual
orbitals are canonical DFT orbitals. σ denotes the spatial overlap between α- and β-orbitals.
The spin densities show the difference between α- and β-densities, where yellow denotes unpaired
α-spins and blue unpaired β-spins. For completeness, the restricted open-shell spin densities
are also shown, along with the energy difference between the unrestricted and the restricted
open-shell SCF solution. The expectation value

〈
S2
〉

gives a quantitative estimate of the amount
of spin contamination.
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A.2.5 Multireference Calculations on the Ground States of [1-Co]2+ and [1-Co]+

The ground state electronic structure of [1-Co]2+ and [1-Co]+ was further characterized
by CASSCF calculations using Molpro 2023.2.[311,312,331] The active space contained 12
electrons in 9 orbitals (Figure S49), namely the five d-orbitals and two pairs of π/π*
orbitals, one pair on each ligand. State-averaging was performed over seven electronic
states of the same multiplicity to stabilize the active space. The def2-TZVP[247] basis
set was used throughout. Integral evaluation was accelerated by density fitting with the
def2-TZVP-JKFIT[305] auxiliary basis.

Figure A.16: Active space used in CASSCF and NEVPT2 calculations, exemplary visualized for
[1-Co]+ (Isovalue: 0.04).

Due to the non-negligible amount of spin delocalization, the possibility of a quintet ground
state for [1-Co]+ was also investigated. To this end, the geometry of the quintet was
optimized at the BP86[302,332,333]/def2-TZVP[247] level of theory, using the D3BJ[334,335] and
gCP[323] corrections and modeling implicit solvation in acetonitrile via the C-PCM. Initial
optimization attempts at the r2SCAN-3c level were not successful due to SCF convergence
issues. The energies of both the triplet and the quintet ground states were evaluated with
the partially contracted NEVPT2 method[336–338] at the respective optimized structures,
using the same CASSCF(12,9) protocol as described above for the reference calculations.
At both the triplet and the quintet geometry, the triplet is significantly more stable than
the quintet (table A.5). The adiabatic energy difference, i.e. the difference at the respective
minimum energy structures, is 0.41 eV, suggesting that the ground state of [1-Co]+ is
indeed a triplet rather than a quintet.

A.2.6 Thermodynamics of a Competing Radical Chain Mechanism

Scheme A.1 illustrates the beginning of a radical chain starting from the amine radical
cation obtained in the photoreduction of the [1-Co]2+ complex to [1-Co]+. First, the
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Table A.5: Calculated energies of [1-Co]2+ and [1-Co]+ at the CASSCF(12,9) and NEVPT2 level.
Energy differences for [1-Co]+ are given with respect to the triplet calculation at the respective
geometry.

Species Geometry Mult. ECASSCF [Eh] EPT2 [Eh] ∆EPT2 [eV]

[1-Co]2+ Doublet-Min.a 2 −3776.700 076 −3786.310 081 /

[1-Co]+ Triplet-Min.a 3 −3776.933 910 −3786.615 121 /
5 −3776.925 877 −3786.592 655 0.61

Quintet-Min.b 3 −3776.898 585 −3786.615 104 /
5 −3776.892 719 −3786.600 010 0.41

a optimized at r2SCAN-3c level; b optimized at BP86-D3BJ-gCP/def2-TZVP level

radical cation NR3 ·+ is deprotonated by a second amine molecule, yielding an α-aminoalkyl
radical NR3 · . In a second step, this radical can abstract a halogen atom (halogen atom
transfer XAT) from the substrate (4-bromobenzonitrile, 2aBr) to form an iminium bromide
and an aryl radical which in turn initiates the chain reaction as shown in scheme A.2.

Scheme A.1: Calculated Gibbs free energies for the start of a possible competing radical chain
mechanism, starting from a one-electron reduced amine radical cation (level of theory: r2SCAN-
3c + DLPNO-CCSD(T1)/ma-ZORA-def2-QZVPP). Experimental yields refer to the yield of 4a
as reported in table A.4.

The reactants and products of both reaction steps were optimized at the r2SCAN-3c level
of theory. Electronic single-point energies were subsequently calculated at the DLPNO-
CCSD(T1) level, as described in appendix A.2.1. The resulting electronic energies were
added to the enthalpy and entropy corrections from harmonic frequency analyses at the
r2SCAN-3c level to obtain the Gibbs free energies shown in scheme A.1. The product yields
obtained with different amines generally follow the Gibbs free energies ∆Gred of the second
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reaction step, i.e. the reduction of the aryl bromide. Only DIPEA appears as an outlier.
DIPEA can form two different α-aminoalkyl radicals, either at the iPr-carbon or at the
ethyl carbon. In agreement with previous DFT studies,[339] the ethyl radical is more stable
than the iPr radical, resulting in a less exergonic ∆Gred. Nevertheless, the reduction of
2aBr by both the ethyl and the iPr DIPEA radicals is exergonic with a significantly negative
∆Gred, which seemingly contradicts the low experimental product yield (34%). The Gibbs
energy of the preceding deprotonation step ∆Gdeprot may explain this discrepancy, as the
formation of both possible α-aminoalkyl radicals from the DIPEA radical cation is not as
favorable as for amines with higher product yields.

Scheme A.2: Possible radical chain mechanism initiated by α-aminoalkyl radicals.[149,150]
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A.2.7 Calculated Electronic Absorption Spectra

Absorption spectra were calculated at the TD-DFT level in the Tamm-Dancoff approxima-
tion,[340] using the range-separated double hybrid functional SCS-ωPBEPP86.[148] The
reduced triple-ζ basis set def2-TZVP(-f)[247] was employed on all atoms as the largest
computationally feasible basis. To speed up the calculation of Coulomb and exchange
integrals, the RIJCOX approximation[250,251,304] was used with the def2-TZVP/C[253] and
def2/J[252] auxiliary basis sets. Solvation effects were included by the C-PCM,[249] using
parameters for acetonitrile. 100 roots were included in the calculations. Additional TD-DFT
spectra for different preassemblies were calculated at the r2SCAN-3c level of theory,[321]

including 250 roots. Absorption lines were convoluted with Gaussian functions (σ = 0.1 eV)
and summed to compare the spectral shape with experimental data. Excited state characters
were evaluated based on the one-electron transition density with TheoDore 2.4.0.[341]

Additional to the spectra of the preassemblies shown in figure 7 of the main text, the
spectra of the isolated complexes are depicted below in figure A.17. Moreover, a com-
parison of the calculated spectra of all optimized preassemblies is provided in figure A.18,
illustrating that there is no significant difference between the various possible preassembly
conformations.

Figure A.17: Comparison of the calculated absorption spectra (SCS-ωPBEPP86/def2-TZVP(-f))
for the isolated complexes (a) [1-Co]2+ and (b) [1-Co]+, to the respective experimental spectrum.
The calculated spectrum of [1-Co]2+ was red-shifted by 0.65 eV.

To assign excited state characters, we analyzed the one-electron transition density with
the program package TheoDore.[341] The theoretical background of this analysis is detailed
in refs. 342, 343 and only a brief overview shall be given here.

The one-electron transition density matrix (1TDM) D0I between the ground state Ψ0

and an excited state ΨI is defined as

D0I
rs = ⟨Ψ0|Êrs|ΨI⟩ (A.6)

where Êrs denotes the transition operator from orbital r to orbital s. In an atomic or-
bital basis, the 1TDM can be structured into blocks by assigning orbitals to molecular
fragments A-N . This allows analyzing the 1TDM in terms of charge transfer numbers ΩI

AB
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Figure A.18: Comparison of the calculated absorption spectra (r2SCAN-3c) for different confor-
mations of preassemblies between (a) [1-Co]2+ and NEt3 (see figure A.21) and (b) [1-Co]+ and
4-bromobenzonitrile 2aBr (see figure A.22), compared to the respective experimental spectrum
of the isolated complexes.

between two fragments A and B by summing over squared elements of the 1TDM after
basis orthogonalization using the overlap matrix S:

ΩI
AB =

1

2

∑
µ∈A

∑
ν∈B

(
S

1
2D0IS

1
2

)2
µν
. (A.7)

In this notation, µ and ν denote atomic orbitals located on molecular fragments A and B,
respectively. The resulting matrix element ΩI

AB contains information about the fraction
of electron density that is transferred from molecular fragment A to fragment B. For a
one-electron transition, the sum over all elements of ΩI is 1:

∑
A

∑
B

ΩI
AB = 1. (A.8)

Summing only over the row or column indices of ΩI yields electron and hole populations
pe and ph of excited state I in terms of the predefined molecular fragments:

pe =
∑
A

ΩI
AB (A.9)

ph =
∑
B

ΩI
AB (A.10)

These descriptors allow the characterization of a large amount of excited states, bypassing the
need for visual inspection of molecular orbital transitions or CI coefficients. The significance
of the resulting populations hinges on the definition of meaningful molecular fragments. In
the present work, the complex was divided into seven fragments and an eighth fragment
was added for the respective substrate.

The electron and hole populations for the first 100 excited states of [1-Co]2+ and [1-Co]+

are depicted in figure A.19. Those for the preassemblies of [1-Co]2+ with triethylamine
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and of [1-Co]+ with 4-bromobenzonitrile 2aBr are shown in figure A.20. The excited state
energy increases along the x-axis from left to right. The y-axis shows the electron and hole
populations for each excited state in terms of the color-coded molecular fragments. An
excited state can be characterized as a CT state if the hole and electron are located on
different fragments.

Figure A.19: Electron-hole correlation plots of (a) [1-Co]2+ and (b) [1-Co]+ (SCS-
ωPBEPP86/def2-TZVP(-f)).

Figure A.20: Electron-hole correlation plots of the preassemblies of (a) [1-Co]2+ and NEt3 and (b)
[1-Co]+ and 2aBr (SCS-ωPBEPP86/def2-TZVP(-f)). The CT states relevant for the catalytic
mechanism are highlighted with arrows.
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A.2.8 Optimized Geometries

All optimized geometries are openly available at https://doi.org/10.5281/zenodo.10528904.
A comparison between calculated and experimental structures of [1-Co]2+ and [1-Co]+ via
selected bond lengths and angles is shown in table A.6 and table A.7. Overall, the calculated
geometries agree within the second decimal place with the experimental reference. Optimized
structures of ground state preassemblies are shown in figure A.21 and figure A.22.

Table A.6: Selected bond parameters of [1-Co]2+ and [1-Co]+ in Å as optimized in this work,
compared to the respective crystal structures.[344] The crystal structures of [1-Co]2+ and [1-Co]+
differ in their atom numbering in that [1-Co]+ is inverted on one of the horizontal pseudo-mirror
planes. Thus, the atom numbers in parentheses refer to the corresponding atom in the crystal
structure of [1-Co]+. Calculated structures share the same order of atoms.

[1-Co]2+ [1-Co]+

Type Bond (ref.) Bond (calc.) ref. calc. dev. ref. calc. dev.

Co–Npy N2–Co N10–Co 1.852 1.836 −0.016 1.986 1.989 0.003
N5–Co N7–Co 1.911a 1.906 −0.005 1.994 1.989 −0.004

Co–Nim N1–Co N11–Co 2.009 2.001 −0.008 2.153 2.158 0.005
N3–Co N9–Co 2.021 2.000 −0.021 2.158 2.154 −0.004
N6(4)–Co N8–Co 2.165 2.173 0.008 2.136 2.155 0.019
N4(6)–Co N6–Co 2.145 2.187 0.042 2.134 2.163 0.029

Cim–Nim N1–C8 N11–C85 1.298 1.305 0.007 1.294 1.300 0.006
N3–C15 N9–C72 1.305 1.305 0.000 1.300 1.301 0.001
N6(4)–C45(38) N8–C39 1.289 1.294 0.005 1.307 1.302 −0.005
N4(6)–C38(45) N6–C26 1.289 1.293 0.004 1.310 1.300 −0.010

Cpy–Cim C8–C10 C84–C85 1.472 1.464 −0.008 1.477 1.468 −0.009
C14–C15 C72–C77 1.476 1.464 −0.012 1.456 1.468 0.012
C44(38)–C45(40) C38–C39 1.487 1.477 −0.010 1.455 1.467 0.012
C38(44)–C40(45) C26–C31 1.485 1.478 −0.007 1.470 1.468 −0.002

Npy–Cpy N2–C10 N10–C77 1.347 1.349 0.002 1.353 1.352 −0.001
N2–C14 N10–C84 1.350 1.349 −0.001 1.363 1.351 −0.012
N5–C44(40) N7–C38 1.350 1.349 −0.001 1.348 1.351 0.003
N5–C40(44) N7–C31 1.347 1.348 0.001 1.364 1.352 −0.012

Cpy–Cpy C10–C11 C82–C84 1.387 1.393 0.006 1.384 1.395 0.011
C11–C12 C80–C82 1.389 1.392 0.003 1.377 1.393 0.016
C12–C13 C78–C80 1.385 1.392 0.007 1.396 1.392 −0.004
C13–C14 C77–C78 1.393 1.392 −0.001 1.391 1.396 0.005
C44(40)–C43(41) C38–C36 1.393 1.394 0.001 1.399 1.396 −0.003
C43(41)–C42 C36–C34 1.387 1.389 0.002 1.377 1.392 0.015
C42–C41(43) C34–C32 1.389 1.389 0.000 1.379 1.392 0.013
C41(43)–C40(44) C32–C31 1.381 1.394 0.013 1.385 1.395 0.010

a 1.991Å in ref. [344] but 1.911Å in the crystal structure
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Table A.7: Selected angle parameters of [1-Co]2+ and [1-Co]+ in ◦ as optimized in this work,
compared to the respective crystal structures.[344] The crystal structures of [1-Co]2+ and [1-Co]+
differ in their atom numbering in that [1-Co]+ is inverted on one of the horizontal pseudo-mirror
planes. Thus, the atom numbers in parentheses refer to the corresponding atom in the crystal
structure of [1-Co]+. Some angles are not affected by this, because the ligands are tilted in
opposite directions in the two crystal structures. Calculated structures share the same order of
atoms.

[1-Co]2+ [1-Co]+

Type Angle (ref.) Angle (calc.) ref. calc. dev. ref. calc. dev.

N-Co-N N1–Co–N2 N11–Co–N10 80.17 80.73 0.56 74.9 75.9 1.01
N1–Co–N3 N11–Co–N9 160.56 161.52 0.96 151.0 151.8 0.81
N1–Co–N6(4) N11–Co–N8 97.79 97.11 −0.68 98.2 99.8 1.56
N1–Co–N5 N11–Co–N7 98.52 100.00 1.48 97.7 100.6 2.86
N1–Co–N4(6) N11–Co–N6 87.60 86.04 −1.56 87.3 87.1 −0.19
N2–Co–N3 N10–Co–N9 80.42 80.79 0.37 76.2 76.0 −0.25
N2–Co–N4a N10–Co–N8 100.97 100.64 −0.33 110.7 107.5 −3.23
N2–Co–N5 N10–Co–N7 178.48 178.65 0.17 170.7 175.3 4.62
N2–Co–N6a N10–Co–N6 103.46 103.29 −0.17 98.4 100.7 2.32
N3–Co–N6(4) N9–Co–N8 85.73 86.66 0.93 89.8 87.2 −2.58
N3–Co–N5 N9–Co–N7 100.91 98.49 −2.43 111.3 107.6 −3.67
N3–Co–N4(6) N9–Co–N6 97.11 97.85 0.74 99.2 99.6 0.39
N4–Co–N5a N8–Co–N7 78.16 78.16 0.00 75.4 76.0 0.59
N4–Co–N6 N8–Co–N6 155.54 156.07 0.53 150.8 151.8 1.01
N5–Co–N6a N7–Co–N6 77.45 77.93 0.48 75.4 75.9 0.48

a angle not affected by the pseudo-mirror inversion
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Figure A.21: Optimized structures of ground state preassemblies between [1-Co]2+ and different
amines with relevant hydrogen bond lengths in Angstrom.
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Figure A.22: Optimized structures of ground state preassemblies between [1-Co]+ and 4-
bromobenzonitrile 2aBr with relevant distances to the center of the 2aBr aryl unit in Angstrom.
Hydrogen atoms were omitted for clarity.
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A.2.9 Calculated Absolute Energies

Energies and thermodynamic properties obtained at the r2SCAN-3c level of theory are
provided in table A.8. Absolute energies obtained from coupled-cluster calculations are
listed in table A.9.

Table A.8: Absolute energies, enthalpies and Gibbs free energies of optimized structures (r2SCAN-
3c level of theory). The expectation value

〈
S2
〉

gives an estimate for the amount of spin contam-
ination in the open-shell species.

Species Chrg. / ESCF [Eh] H [Eh] G [Eh]
〈
S2
〉 〈

S2
〉
,

Mult. ideal

[1-Co]2+ +2 / 2 −3792.120 655 −3791.236 934 −3791.369 719 0.7746 0.75

[1-Co]+ +1 / 3 −3792.257 800 −3791.377 057 −3791.511 521 2.3765 2.00

[1-Fe]2+ +2 / 1 −3673.079 674 −3672.195 038 −3672.325 517 0.0000 0.00

[1-Fe]+ +1 / 2 −3673.202 685 −3672.322 924 −3672.455 060 0.7554 0.75

NEt3 0 / 1 −292.313 707 −292.099 476 −292.142 924 0.0000 0.00

- α-radical 0 / 2 −291.668 536 −291.467 510 −291.511 662 0.7538 0.75

- cation +1 / 2 −292.132 993 −291.918 243 −291.962 771 0.7546 0.75

DMEA 0 / 1 −213.710 156 −213.555 112 −213.592 152 0.0000 0.00

- α-radical 0 / 2 −213.064 418 −212.922 581 −212.960 776 0.7538 0.75

- cation +1 / 2 −213.526 505 −213.371 437 −213.411 219 0.7547 0.75

DIPA 0 / 1 −292.328 790 −292.114 743 −292.157 768 0.0000 0.00

- α-radical 0 / 2 −291.683 311 −291.482 413 −291.526 777 0.7539 0.75

- cation +1 / 2 −292.137 142 −291.923 070 −291.968 887 0.7543 0.75

DIPEA 0 / 1 −370.916 218 −370.644 057 −370.692 897 0.0000 0.00

- α-radical (iPr) 0 / 2 −370.271 359 −370.012 708 −370.063 110 0.7544 0.75

- α-radical (ethyl) 0 / 2 −370.273 023 −370.013 989 −370.064 077 0.7538 0.75

- cation +1 / 2 −370.741 860 −370.468 540 −370.518 519 0.7545 0.75

DMA 0 / 1 −366.117 034 −365.935 319 −365.977 864 0.0000 0.00

- α-radical 0 / 2 −365.471 826 −365.303 560 −365.346 401 0.7566 0.75

- cation +1 / 2 −365.933 858 −365.751 636 −365.796 198 0.7738 0.75

Pyrrolidine 0 / 1 −212.522 389 −212.387 528 −212.421 520 0.0000 0.00

- α-radical 0 / 2 −211.873 848 −211.753 485 −211.788 122 0.7544 0.75

- cation +1 / 2 −212.329 626 −212.196 734 −212.230 967 0.7547 0.75

4-bromobenzonitrile 0 / 1 −2897.961 267 −2897.864 456 −2897.906 374 0.0000 0.00

- radical 0 / 2 −323.738 311 −323.645 848 −323.683 862 0.7582 0.75

Br-NEt3 0 / 1 −2865.902 152 −2865.694 806 −2865.744 934 0.0000 0.00

Br-DMEA 0 / 1 −2787.294 815 −2787.146 808 −2787.191 851 0.0000 0.00

Br-DIPA 0 / 1 −2865.917 700 −2865.710 807 −2865.761 299 0.0000 0.00

Br-DIPEA (iPr) 0 / 1 −2944.512 268 −2944.246 505 −2944.301 846 0.0000 0.00

Br-DIPEA (ethyl) 0 / 1 −2944.506 529 −2944.240 990 −2944.296 696 0.0000 0.00

Br-DMA 0 / 1 −2939.681 138 −2939.506 821 −2939.554 417 0.0000 0.00

Continued on next page
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Table A.8: continued.

Species Chrg. / ESCF [Eh] H [Eh] G [Eh]
〈
S2
〉 〈

S2
〉
,

Mult. ideal

Br-Pyrrolidine 0 / 1 −2786.104 134 −2785.977 357 −2786.017 907 0.0000 0.00

H-NEt +
3 +1 / 1 −292.783 253 −292.552 763 −292.596 301 0.0000 0.00

H-DMEA+ +1 / 1 −214.177 603 −214.006 084 −214.043 361 0.0000 0.00

H-DIPA+ +1 / 1 −292.797 620 −292.567 885 −292.611 211 0.0000 0.00

H-DIPEA+ +1 / 1 −371.387 039 −371.098 425 −371.147 032 0.0000 0.00

H-DMA+ +1 / 1 −366.567 163 −366.369 979 −366.412 088 0.0000 0.00

H-Pyrrolidine+ +1 / 1 −212.989 671 −212.839 369 −212.873 357 0.0000 0.00

[1-Co]2+ · NEt3 (a) +2 / 2 −4084.445 020 −4083.345 081 −4083.499 910 0.7751 0.75

[1-Co]2+ · NEt3 (b) +2 / 2 −4084.441 804 −4083.342 021 −4083.498 022 0.7743 0.75

[1-Co]2+ · NEt3 (c) +2 / 2 −4084.444 632 −4083.344 593 −4083.499 410 0.7749 0.75

[1-Co]2+ · NEt3 (d) +2 / 2 −4084.445 504 −4083.345 310 −4083.499 727 0.7745 0.75

[1-Co]2+ · NEt3 (e) +2 / 2 −4084.444 891 −4083.344 551 −4083.498 778 0.7746 0.75

[1-Co]2+ · NEt3 (f) +2 / 2 −4084.441 622 −4083.341 746 −4083.498 186 0.7746 0.75

[1-Co]2+ · DMEA (g) +2 / 2 −4005.839 979 −4004.799 023 −4004.948 254 0.7748 0.75

[1-Co]2+ · DIPA (h) +2 / 2 −4084.459 908 −4083.360 097 −4083.514 840 0.7748 0.75

[1-Co]2+ · DIPEA (i) +2 / 2 −4163.046 173 −4161.887 722 −4162.046 294 0.7750 0.75

[1-Co]2+ · DMA (j) +2 / 2 −4158.248 157 −4157.180 560 −4157.334 846 0.7748 0.75

[1-Co]2+ · Pyrrolidine (k) +2 / 2 −4004.651 759 −4003.631 233 −4003.778 603 0.7746 0.75

[1-Co]+ · 2aBr (l) +1 / 3 −6690.231 725 −6689.252 087 −6689.406 866 2.3774 2.00

[1-Co]+ · 2aBr (m) +1 / 3 −6690.231 114 −6689.251 673 −6689.405 836 2.3788 2.00

[1-Co]+ · 2aBr (n) +1 / 3 −6690.232 397 −6689.253 299 −6689.408 968 2.3727 2.00

[1-Co]+ · 2aBr (o) +1 / 3 −6690.232 770 −6689.253 086 −6689.406 857 2.3761 2.00

[1-Co]+ · 2aBr (p) +1 / 3 −6690.232 142 −6689.252 767 −6689.407 616 2.3775 2.00

[1-Co]+ · 2aBr (q) +1 / 3 −6690.230 057 −6689.250 757 −6689.405 786 2.3627 2.00

Table A.9: Absolute HF and DLPNO-CCSD(T1) energies with the ma-ZORA-def2-QZVPP basis
set. The expectation value <S2> (linearized) gives an estimate for the amount of spin contamina-
tion in the open-shell species. The T1 diagnostic allows to judge the quality of the single-reference
ansatz. A value < 0.02 is typically considered reliable.[345]

Species Chrg. / EHF [Eh] ECCSD(T1) [Eh] T1
〈
S2
〉 〈

S2
〉
,

Mult. ideal

NEt3 0 / 1 −290.699 586 −292.177 180 0.0091 0.0000 0.00

- α-radical 0 / 2 −290.079 817 −291.520 813 0.0140 0.7502 0.75

- cation +1 / 2 −290.560 049 −291.982 341 0.0140 0.7503 0.75

DMEA 0 / 1 −212.549 151 −213.621 096 0.0090 0.0000 0.00

- α-radical 0 / 2 −211.929 792 −212.965 134 0.0156 0.7502 0.75

- cation +1 / 2 −212.406 396 −213.423 992 0.0149 0.7503 0.75

DIPA 0 / 1 −290.711 861 −292.190 151 0.0089 0.0000 0.00

Continued on next page
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Table A.9: continued.

Species Chrg. / EHF [Eh] ECCSD(T1) [Eh] T1
〈
S2
〉 〈

S2
〉
,

Mult. ideal

- α-radical 0 / 2 −290.093 232 −291.533 566 0.0134 0.7502 0.75

- cation +1 / 2 −290.561 260 −291.984 365 0.0144 0.7503 0.75

DIPEA 0 / 1 −368.845 690 −370.731 914 0.0091 0.0000 0.00

- α-radical (iPr) 0 / 2 −368.225 883 −370.074 481 0.0131 0.7502 0.75

- α-radical (ethyl) 0 / 2 −368.227 719 −370.077 532 0.0131 0.7502 0.75

- cation +1 / 2 −368.712 168 −370.543 537 0.0133 0.7503 0.75

DMA 0 / 1 −364.188 298 −365.906 021 0.0109 0.0000 0.00

- α-radical 0 / 2 −363.570 650 −365.250 661 0.0132 0.7507 0.75

- cation +1 / 2 −364.054 623 −365.714 135 0.0176 0.7545 0.75

Pyrrolidine 0 / 1 −211.392 080 −212.426 030 0.0090 0.0000 0.00

- α-radical 0 / 2 −210.770 214 −211.766 384 0.0149 0.7502 0.75

- cation +1 / 2 −211.239 353 −212.219 221 0.0158 0.7503 0.75

4-bromobenzonitrile 0 / 1 −2944.966 694 −2946.969 988 0.0107 0.0000 0.00

- radical 0 / 2 −322.160 797 −323.536 415 0.0141 0.7512 0.75

Br-NEt3 0 / 1 −2912.929 906 −2914.963 768 0.0102 0.0000 0.00

Br-DMEA 0 / 1 −2834.774 149 −2836.404 233 0.0106 0.0000 0.00

Br-DIPA 0 / 1 −2912.944 789 −2914.976 139 0.0997 0.0000 0.00

Br-DIPEA (iPr) 0 / 1 −2991.082 583 −2993.525 940 0.0100 0.0000 0.00

Br-DIPEA (ethyl) 0 / 1 −2991.078 061 −2993.520 857 0.0099 0.0000 0.00

Br-DMA 0 / 1 −2986.380 983 −2988.667 727 0.0114 0.0000 0.00

Br-Pyrrolidine 0 / 1 −2833.616 626 −2835.206 202 0.0105 0.0000 0.00

H-TEA+ +1 / 1 −291.178 441 −292.647 526 0.0084 0.0000 0.00

H-DMEA+ +1 / 1 −213.026 422 −214.090 319 0.0082 0.0000 0.00

H-DIPA+ +1 / 1 −291.189 609 −292.659 015 0.0083 0.0000 0.00

H-DIPEA+ +1 / 1 −369.324 172 −371.203 324 0.0086 0.0000 0.00

H-DMA+ +1 / 1 −364.651 813 −366.360 847 0.0093 0.0000 0.00

H-Pyrrolidine+ +1 / 1 −211.869 448 −212.894 008 0.0083 0.0000 0.00
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In the following, the supporting information to the article “RNA Environment Is Responsible
for Decreased Photostability of Uracil”, published 2018 in Journal of the Americal Chemical
Society, is reprinted in full. The supporting information as well as animations of the quantum
dynamical propagations discussed in the article are available at https://doi.org/10.1021/
jacs.8b02962.

Optimized structures and coordinate vectors

This section lists the optimized molecular geometries of the Franck-Condon (FC) point,
the S2 minimum and the S2/S1 CoIn of uracil adopted from previous works.[203,346] The
software package COLUMBUS [347–349] had been used to optimize the structures on the
MRCI(12,9)/cc-pVDZ level of theory. A two-dimensional coordinate space used in the
quantum dynamical simulations of this work can be constructed from the normalized vec-
tor qFC→CoIn, pointing from the FC point to the CoIn and the orthonormalized vector
qFC→S2−min pointing from the FC point to the S2-minimum.[183]

Ground state minimum structure

N −0.949 104 −0.054 982 0.000 000

N 0.983 694 1.198 645 0.000 000

C −0.389 225 1.200 077 0.000 000

C 1.734 922 0.051 763 0.000 000

C 1.165 253 −1.172 332 0.000 000

C −0.292 517 −1.286 427 0.000 000

O −0.909 614 −2.314 371 0.000 000

O −1.038 471 2.209 750 0.000 000

H −1.950 663 −0.078 792 0.000 000

H 1.416 417 2.097 983 0.000 000

H 2.804 600 0.196 935 0.000 000

H 1.752 062 −2.075 605 0.000 000

S2 minimum structure

N −0.926 348 −0.085 981 0.035 097

N 0.972 975 1.190 911 0.041 305

C −0.389 514 1.190 311 0.000 145

C 1.817 058 0.113 236 −0.029 692

C 1.155 229 −1.212 691 −0.065 028

C −0.200 258 −1.252 228 0.007 623

O −1.011 447 −2.288 678 0.013 046

O −1.066 201 2.186 465 −0.044 068

H −1.924 115 −0.166 824 0.089 539

H 1.364 363 2.112 580 0.096 968

H 2.787 327 0.270 215 0.428 083

H 1.730 164 −2.117 779 −0.148 483
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S2/S1 CoIn structure

N −0.875 590 −0.061 424 −0.438 801

N 0.992 269 1.175 157 0.169 818

C −0.398 243 1.138 717 0.002 335

C 1.749 110 0.128 037 −0.224 914

C 1.145 232 −1.192 330 0.081 665

C −0.232 660 −1.279 499 −0.051 994

O −0.995 549 −2.232 124 0.209 019

O −1.050 462 2.133 167 0.172 808

H −1.875 903 −0.102 508 −0.487 059

H 1.358 342 2.108 083 0.253 583

H 2.762 919 0.307 878 −0.544 136

H 1.654 763 −1.868 903 0.752 027

qFC→CoIn coordinate vector

N 0.057 502 −0.005 039 0.343 227

N 0.006 707 −0.018 372 −0.132 830

C −0.007 054 −0.047 996 −0.001 826

C 0.011 098 0.059 661 0.175 926

C −0.015 660 −0.015 642 −0.063 878

C 0.046 820 0.005 419 0.040 670

O −0.067 218 0.064 333 −0.163 493

O −0.009 380 −0.059 903 −0.135 169

H 0.058 477 −0.018 551 0.380 974

H −0.045 426 0.007 900 −0.198 351

H −0.032 603 0.086 779 0.425 620

H −0.076 106 0.161 681 −0.588 230

qFC→S2−min coordinate vector

N 0.009 693 −0.068 540 −0.177 225

N −0.030 079 −0.004 179 0.196 680

C 0.004 651 0.013 444 0.001 717

C 0.183 304 0.098 417 −0.202 115

C −0.011 570 −0.082 378 −0.103 531

C 0.179 959 0.075 719 −0.012 915

O −0.186 903 0.011 389 0.153 882

O −0.057 633 −0.009 116 −0.000 792

H 0.017 807 −0.191 438 −0.078 670

H −0.087 184 0.028 100 0.376 049

H −0.015 696 0.105 498 0.677 693

H 0.006 355 −0.220 491 0.097 587
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Electric dipole moments and electrostatic potentials of uracil in
different excited states

This section contains visualizations of the electric dipole moments and the electrostatic
potentials of uracil in the first few excited states, each computed at both the (TD)DFT/CAM-
B3LYP/6-31G(d) and the (TD)DFT/M06-2X/6-311++G(d,p) levels of theory with the
Gaussian 16 [271] program package. The ground state structure was optimized with the
respective quantum chemical method and verified with a frequency analysis prior to the
excited state calculations.

The two methods yield a different ordering of the higher excited states Sn > 3 (tables B.1
and B.2) but the bright ππ∗ state, which is the focus of this paper, is the S2 state in both
cases. It is clearly visible from figures B.1 and B.2 that the dipole moment of this state is
very close to the one of the electronic ground state in both direction and magnitude, while
the other excited states can differ significantly from the ground state. The same is true
for the electrostatic potential depicted in figures B.3 and B.4. It is therefore reasonable to
assume that the electrostatic interaction of the environment with uracil in the bright S2 state
will be very similar to that in the ground state. Thus, while not generally applicable, the
approach to compute the environmental potential V̂env in the ground state and subsequently
add a high-level excited state potential V̂mol is a valid approximation in our case.

Table B.1: Character, vertical excitation energies and oscillator strength of the first five singlet
excited states of uracil (TD-DFT/CAM-B3LYP/6-31G(d)). The bright second excited state is
the main focus of this study and highlighted in red.

state character Evert [eV] Evert [nm] f

S1 n→ π∗ 5.09 243.4 0.00
S2 π → π∗ 5.65 219.5 0.17
S3 n→ π∗ 6.40 193.6 0.00
S4 π → π∗ 6.73 184.3 0.04
S5 π → π∗ 7.18 172.7 0.14

Table B.2: Character, vertical excitation energies and oscillator strength of the first five singlet
excited states of uracil (TD-DFT/M06-2X/6-311++G(d,p)). The bright second excited state is
the main focus of this study and highlighted in red.

state character Evert [eV] Evert [nm] f

S1 n→ π∗ 5.01 247.5 0.00
S2 π → π∗ 5.55 223.5 0.20
S3 π → Ry∗ 5.97 207.5 0.02
S4 n→ π∗ 6.28 197.5 0.00
S5 π → π∗ 6.73 184.3 0.04
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Figure B.1: Electric dipole moments of the ground state and the first five excited states of uracil
on the (TD)DFT/CAM-B3LYP/6-31G(d) level of theory. Note that the dipole moments of the
ground state and the second excited state, that this study focuses on, are very similar in direction
and magnitude.

Figure B.2: Electric dipole moments of the ground state and the first five excited states of uracil
on the (TD)DFT/M06-2X/6-311++G(d,p) level of theory. Note that the dipole moments of the
ground state and the second excited state, that this study focuses on, are very similar in direction
and magnitude.
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Figure B.3: Electrostatic potential mapped onto the electron density (Isovalue 0.05) of uracil in the
ground state and the first five excited states, computed at the (TD)DFT/CAM-B3LYP/6-31G(d)
level of theory. Note that the ground state and the second excited state exhibit the same charge
distribution across the nucleobase.
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Figure B.4: Electrostatic potential mapped onto the electron density (Isovalue 0.05) of uracil in the
ground state and the first five excited states, computed at the (TD)DFT/M06-2X/6-311++G(d,p)
level of theory. Note that the ground state and the second excited state exhibit the same charge
distribution across the nucleobase.
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Potential energy scans in three-dimensions

Modeling the photorelaxation of uracil in two reactive coordinates is necessarily an approxi-
mation. For the isolated base, the validity of the described 2D coordinate space to describe
the photorelaxation of uracil has been established in a previous investigation.[183] However,
it could be conceived that the presence of an atomistic environment opens new relaxation
pathways in a different coordinate. In such a case, the potential energy would be stabilized
along the aditional dimension.

To check for the necessity of additional coordinates in our simulations, we extended the
existing 2D space to three dimensions by adding five normal modes from different spectral
regions that cover most of the molecular movement of uracil. Specifically, we chose an
N H (qNHs), a C H (qCHs) and a C O (qCOs) stretching mode as well as a C H bending
mode (qCHb

) and an out-of-plane deformation (qoop) as shown in table B.3. The Cartesian
coordinates of these modes are compiled on the following pages.

Table B.3: Chosen normal modes to represent molecular movement of uracil in a third dimension.
Vibrational frequencies were calculated with M06-2X/6-311++G(d,p) and scaled by a factor of
0.947. The normal modes cover a broad spectral range and include most molecular degrees of
freedom not already covered by the 2D coordinate space.

Mode ν̃ [cm−1]

qNHs 3423
qCHs 3051
qCOs 1762
qCHb

1170
qoop 723

qoop : ν̃ = 723 cm−1

N 0.00 0.00 −0.24

N 0.00 0.00 −0.22

C 0.00 0.00 0.82

C 0.00 0.00 0.04

C 0.00 0.00 −0.10

C 0.00 0.00 0.09

O 0.00 0.00 −0.03

O 0.00 0.00 −0.25

H 0.00 0.00 0.26

H 0.00 0.00 0.06

H 0.00 0.00 0.00

H 0.00 0.00 0.27

qCHb
: ν̃ = 1170 cm−1

N 0.09 −0.02 0.00

N −0.04 0.08 0.00

C −0.06 −0.10 0.00

C 0.11 −0.03 0.00

C 0.01 −0.03 0.00

C −0.12 0.15 0.00

O 0.00 −0.02 0.00

O −0.01 0.00 0.00

H 0.34 −0.02 0.00

H −0.15 0.29 0.00

H 0.34 −0.04 0.00

H −0.36 −0.67 0.00

qCOs
: ν̃ = 1762 cm−1

N −0.09 0.03 0.00

N −0.08 0.08 0.00

C 0.59 −0.31 0.00

C 0.00 −0.01 0.00

C 0.03 0.04 0.00

C −0.19 −0.16 0.00

O 0.13 0.09 0.00

O −0.33 0.18 0.00

H 0.26 0.03 0.00

H 0.20 −0.42 0.00

H 0.02 −0.01 0.00

H −0.04 −0.08 0.00
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qCHs
: ν̃ = 3051 cm−1

N 0.00 0.00 0.00

N 0.00 0.00 0.00

C 0.00 0.00 0.00

C 0.01 0.09 0.00

C 0.01 −0.01 0.00

C 0.00 0.00 0.00

O 0.00 0.00 0.00

O 0.00 0.00 0.00

H 0.00 0.00 0.00

H 0.00 0.01 0.00

H −0.07 −0.97 0.00

H −0.17 0.10 0.00

qNHs
: ν̃ = 3423 cm−1

N 0.00 −0.07 0.00

N 0.00 0.00 0.00

C 0.00 0.00 0.00

C 0.00 0.00 0.00

C 0.00 0.00 0.00

C 0.00 0.00 0.00

O 0.00 0.00 0.00

O 0.00 0.00 0.00

H −0.02 1.00 0.00

H 0.01 0.00 0.00

H 0.00 0.00 0.00

H 0.00 0.00 0.00

We rastered the parts of the 2D space that are accessible to the wave packet with a grid of
14 points (figure B.5). After orthonormalizing the respective normal mode to the 2D space,
we performed a potential energy scan at each of these grid points in both directions of the
new coordinate, using the same QM/MM methodology as described in the main article.

To account for different environmental conformations, we computed these scans for five
MD snapshots, thus giving a total of 25 three-dimensional potentials. For a new relaxation
pathway to form in a third dimension, the interaction energy V̂env would need to compensate
the harmonic potential of the respective coordinate and cause stabilization close to the 2D
space we considered in our simulations. Therefore, the sum of V̂env and the normal mode
potentials in their harmonic representation is plotted in figures B.6 to B.10. Each subplot
shows a set of one-dimensional energy scans along the respective normal mode coordinate,
corresponding to the grid points in figure B.5. All the scans remain harmonic in the third
dimension under environmental influence. We therefore conclude that this space is well-
suited to describe the photorelaxation of uracil and no new relaxation pathways can be
expected in a third dimension.

Figure B.5: Grid points overlaid on the 2D-PES of uracil. At each of these points, a potential
energy scan was performed along a normal mode coordinate to check for possible new relaxation
pathways in a third dimension.
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Displacement along qoop
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Figure B.6: Sum of the harmonic potential of the respective normal mode and the environmental
interaction energy V̂env in one MD snapshot for the base sequence 5’-GAGUAGG-3’. Each
green line represents a one-dimensional potential energy scan along the normal mode coordinate,
starting from one of the grid points in figure B.5.
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Displacement along qoop
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Figure B.7: Sum of the harmonic potential of the respective normal mode and the environmental
interaction energy V̂env in one MD snapshot for the base sequence 5’-GAGUAGG-3’. Each
green line represents a one-dimensional potential energy scan along the normal mode coordinate,
starting from one of the grid points in figure B.5.
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Displacement along qoop
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Figure B.8: Sum of the harmonic potential of the respective normal mode and the environmental
interaction energy V̂env in one MD snapshot for the base sequence 5’-GAGUAGG-3’. Each
green line represents a one-dimensional potential energy scan along the normal mode coordinate,
starting from one of the grid points in figure B.5.
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Displacement along qoop

E
ne

rg
y
[e
V
]

−1.2 −0.8 −0.4 0.0 0.4 0.8 1.2
−1.0

0.0

1.0

2.0

3.0

Displacement along qCHb

E
ne

rg
y
[e
V
]

−1.2 −0.8 −0.4 0.0 0.4 0.8 1.2
−1.0

0.0

1.0

2.0

3.0

Displacement along qCOs

E
ne

rg
y
[e
V
]

−1.2 −0.8 −0.4 0.0 0.4 0.8 1.2
−1.0

0.0

1.0

2.0

3.0

Displacement along qCHs

E
ne

rg
y
[e
V
]

−1.2 −0.8 −0.4 0.0 0.4 0.8 1.2
−1.0

0.0

1.0

2.0

3.0

Displacement along qNHs

E
ne

rg
y
[e
V
]

−1.2 −0.8 −0.4 0.0 0.4 0.8 1.2
−1.0

0.0

1.0

2.0

3.0

Figure B.9: Sum of the harmonic potential of the respective normal mode and the environmental
interaction energy V̂env in one MD snapshot for the base sequence 5’-GAGUAGG-3’. Each
green line represents a one-dimensional potential energy scan along the normal mode coordinate,
starting from one of the grid points in figure B.5.
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Displacement along qoop
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Figure B.10: Sum of the harmonic potential of the respective normal mode and the environmental
interaction energy V̂env in one MD snapshot for the base sequence 5’-GAGUAGG-3’. Each
green line represents a one-dimensional potential energy scan along the normal mode coordinate,
starting from one of the grid points in figure B.5.
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Supporting Information to Chapter 3

C.1 Hydrogen Evolution via CoMabiq

The complete supporting information to the article “H2 Evolution from Electrocatalysts
with Redox-Active Ligands: Mechanistic Insights from Theory and Experiment Vis-à-Vis
Co-Mabiq” was published 2021 in Inorganic Chemistry and is available at https://doi.org/
10.1021/acs.inorgchem.1c01157. An excerpt of the most relevant computational details is
reprinted below.
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C.1.1 Structural Distortions upon Protonation of [CoII(Mabiq•)]0

Figure C.1: Optimized structures of possible intermediates after the protonation step, depicted
in top and side views of the molecule. Cobalt is depicted in ocher, carbon in gray, nitrogen in
blue, hydrogen in white. The added proton is marked in red. Protonation at both diketiminate
sites leads to strong distortion from the planar geometry and breaking of ligand aromaticity.
Protonation at the cobalt center only causes slight pyramidalization and the imine product
remains planar.
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C.1.2 TD-DFT Absorption Spectrum of (CoII(Mabiq•))0

In our early tests, we calculated a TD-DFT absorption spectrum for the [CoII(Mabiq•)]
complex using the same level of theory that was used for optimization (see Computational
Details in the main article). The only difference at this early stage was that both the
geometry optimization and the TD-DFT calculation was conducted in the gas phase without
solvation effects.

Figure C.2: .
]TD-DFT absorption spectrum of [CoII(Mabiq•)] in comparison to the experimental

spectrum. The line spectrum was convoluted with an FWHM of 0.24 eV and the
convoluted spectrum was scaled such that the highest absorption is 1. Note that the

experimental band at 411 nm cannot be assigned unambiguously in the TD-DFT spectrum.
The double peak structure of the band around 520 nm is also not reproduced in the

calculation.

C.1.3 DFT/MRCI Spectrum of (CoMbq-HIm)+

Figure C.3: DFT/MRCI absorption spectrum for the cation CoMbq-HIm+, where the proton
attaches to one of the imine sites of the ligand.
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C.1.4 Spin Densities of Cationic and Reduced Intermediate Species

Figure C.4: Broken-symmetry DFT spin densities, i.e. difference between α- and β-electron
densities, of the optimized cationic (1-electron-1-proton) and reduced (2-electron-1-proton) inter-
mediates (Isovalue=0.002). Reduction happens where the unpaired spin-density changes from
the cation to the neutral species. Thus, the second electron is added to the ligand, if the proton
attaches to either of the diketiminate sites or the cobalt center, whereas reduction occurs on the
metal if the proton attaches to the imine site.
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C.1.5 Calculated Energy Levels of Intermediates

Figure C.5: Calculated Gibbs free energy levels of DFT optimized intermediates, relative to
[CoII(Mabiq•)]0. Energies of protonation steps include the acid contributions (cf. eq. 2 in the
main article). Reduction energies are given for the respective half-reaction. For brevity, the
notations H-DK1 and H-Im are used to denote CoMbq-HDK1and CoMbq-HIm. TS is the
transition state for interconversion between the two species.
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C.1.6 Electrostatic Potentials and Selected Atomic Charges of (CoMbq-H2
Im,Co)+

and (CoMbq-H2
Im,Co)

The charge distribution of the doubly protonated complexes can provide insights into the re-
activity towards hydrogen evolution. There are different ways to obtain atomic charges from
quantum chemical calculations. In this work, we chose to inspect the electrostatic potential
(ESP) rather than common population analyses as it reflects the actual charge distribution
in the complex without resorting to arbitrary electron localization schemes. Merz-Singh-
Kollman charges[350] (table C.1) are derived from the ESP by fitting the potential at various
points in space.

Figure C.6: Broken-symmetry DFT derived electrostatic potential (ESP) of (CoMbq-H2
Im,Co)+

and its reduced form (CoMbq-H2
Im,Co), mapped onto a surface plot of the electron density

(Isovalue: 0.02). The Co-bound proton carries a visibly smaller positive charge than the other
protons in the complex.

Table C.1: Selected Merz-Singh-Kollman charges, derived from broken-symmetry DFT, for the
intermediate species along the two possible pathways starting from (CoMbq-HIm)+ and (CoMbq-
HDK1)+.

Co Co-bound H

(CoMbq-HIm)+ 1.16 /
CoMbq-HIm 0.18 /
(CoMbq-HIm)– 0.01 /
(CoMbq-H2

Im,Co)+ 1.20 −0.14
(CoMbq-H2

Im,Co) 1.21 −0.17

(CoMbq-HDK1)+ 1.18 /
CoMbq-HDK1 1.15 /
(CoMbq-HDK1)– 0.52 /
CoMbq-H2

DK1,Im 0.53 /
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C.1.7 Energies of Optimized Geometries

Table C.2 lists the SCF energies ESCF , enthalpiesH (Gaussian Output: Sum of electronic

and thermal Enthalpies) and Gibbs free energiesG (Gaussian Output: Sum of electronic

and thermal Free Energies) of the DFT optimized geometries. The Cartesian coordi-
nates are available in the complete Supporting Information at https://doi.org/10.1021/acs.
inorgchem.1c01157.

Table C.2: Charge, spin multiplicity, SCF energies ESCF , enthalpies H and Gibbs free energies G
of optimized geometries.

Species Chrg. / ESCF [Eh] H [Eh] G [Eh]
Mult.

pCA 1 / 1 −380.091 264 −379.949 961 −379.990 478
D-pCA 0 / 1 −379.671 408 −379.545 770 −379.586 008

[CoII(Mabiq•)]0 0 / 1 −1859.692 794 −1859.038 305 −1859.136 648

(CoMbq-HDK1)+ 1 / 1 −1860.114 199 −1859.448 828 −1859.546 706
(CoMbq-HDK2)+ 1 / 1 −1860.119 786 −1859.453 626 −1859.551 293
(CoMbq-HCo)+ 1 / 1 −1860.123 039 −1859.458 900 −1859.557 196
(CoMbq-HIm)+ 1 / 1 −1860.150 164 −1859.483 461 −1859.582 583

CoMbq-HDK1 0 / 2 −1860.311 779 −1859.645 479 −1859.743 799
CoMbq-HDK2 0 / 2 −1860.319 865 −1859.653 614 −1859.752 064
CoMbq-HCo 0 / 2 −1860.255 891 −1859.594 802 −1859.694 555
CoMbq-HIm 0 / 2 −1860.262 527 −1859.597 357 −1859.696 523

(CoMbq-HDK1)– -1 / 1 −1860.354 755 −1859.690 039 −1859.787 915
(CoMbq-HIm)– -1 / 1 −1860.353 736 −1859.688 750 −1859.788 357

(CoMbq-H2
Im,Co)+ 1 / 2 −1860.698 986 −1860.023 402 −1860.122 443

CoMbq-H2
Im,Co 0 / 1 −1860.815 777 −1860.143 616 −1860.243 379

CoMbq-H2
DK1,Im 0 / 1 −1860.886 272 −1860.208 529 −1860.306 596

Transition state 0/2 −1860.196 014 −1859.536 157 −1859.634 925CoMbq-HIm → CoMbq-HDK1

163

https://doi.org/10.1021/acs.inorgchem.1c01157
https://doi.org/10.1021/acs.inorgchem.1c01157


C Supporting Information to Chapter 3

C.2 The Light-Harvesting Network of Photosystem I

The supporting information to the article “Thermal site energy fluctuations in photosystem I:
new insights from MD/ QM/MM calculations” was published 2023 in Chemical Science and
is available at https://doi.org/10.1039/d2sc06160k. It is reprinted in full below; raw and
processed data is openly available at https://doi.org/10.5281/zenodo.6576313.

C.2.1 Details on Structure Preparation

Table C.3 lists all amino acids that were missing in the crystal structure of cyanobacterial
PS I and were added manually with the Modeller interface[351] to UCSF Chimera.[352] The
residue ID refers to the original numbering in the crystal structure. Partially resolved
phytyl chains of the chlorophyll residues were replaced with methyl groups and the affected
residues renamed from CLA to CLX, to distinguish them later in the MD simulations.
Other missing side chains were replaced manually. Figure C.7 illustrates all modifications
on the chlorophyll residues in the crystal structure.

Table C.3: Amino acids added to the crystal structure of 1JB0. Residue IDs are given according
to the original numbering of the pdb file.

chain res. ID res. name

A 1 to 12 MET, THR, ILE, SER, PRO, PRO, GLU, ARG, GLU, PRO, LYS, VAL
263 to 265 GLY, VAL, ILE

B 740 GLY

E 70 to 75 PRO, PRO, LYS, LYS, GLY, LYS

F -22 to 0 MET, ARG, ARG, PHE, LEU, ALA, LEU, LEU, LEU, VAL, LEU, THR,
LEU, TRP, LEU, GLY, PHE, THR, PRO, LEU, ALA, SER, ALA

K 1 to 19 MET, VAL, LEU, ALA, THR, LEU, PRO, ASP, THR, THR, TRP, THR,
PRO, SER, VAL, GLY, LEU, VAL, VAL

33 ALA
44 to 54 PRO, ILE, ALA, LEU, PRO, ALA, LEU, PHE, GLU, GLY, PHE
78 to 83 GLN, TYR, ALA, GLY, ALA, LEU

L 1 to 3 ALA, GLU, GLU

X 1 to 6 ALA, THR, LYS, SER, ALA, LYS

164

https://doi.org/10.1039/d2sc06160k
https://doi.org/10.5281/zenodo.6576313
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Figure C.7: Chlorophyll a residue types after modification, as used in the MD simulations. IDs in
parentheses refer to the standard chlorophyll numbering, the other notation indicates the chain
and residue given in the crystal structure PDB (1JB0).[244] Red: Intact chlorophylls, blue: phytyl
chain replaced with CH3, magenta: COOCH3 and CH CH2COOCH3 added to residue
J1303 and phytyl chain replaced with CH3, green: COOCH3 added to residue A1402 and
phytyl chain replaced with CH3.

165



C Supporting Information to Chapter 3

C.2.2 Molecular Dynamics Validation

Proper equilibration of the MD simulations was confirmed by checking the convergence of
temperature (T ), total energy (E), pressure (p), density (ρ) and the box vectors (fig. C.8).
Average values of T , p, ρ and E are provided in tab. C.4.
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Figure C.8: Key thermodynamic parameters during MD trajectories.

Table C.4: Thermodynamic averages and standard deviations during the MD simulations.

Traj. ⟨T ⟩ [K] ⟨p⟩ [bar] ⟨ρ⟩ [g L−1] ⟨E⟩ [kJmol−1]

1 300.0 ± 0.5 1 ± 39 1043.5 ± 0.6 (-8.278 ± 0.007)×106

2 300.0 ± 0.5 1 ± 37 1043.5 ± 0.6 (-8.277 ± 0.007)×106

3 300.0 ± 0.5 1 ± 38 1043.6 ± 0.6 (-8.277 ± 0.007)×106

4 300.0 ± 0.5 1 ± 38 1043.6 ± 0.6 (-8.277 ± 0.007)×106

5 300.0 ± 0.5 1 ± 37 1043.5 ± 0.6 (-8.277 ± 0.007)×106
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To assess the quality of the trajectories, we evaluated the mass-weighted RMSD of the
protein Cα backbone, the porphyrin units of the CLA/CLX residues and the BCR and
PQN cofactors with respect to the crystal structure. Each frame of the trajectory was
aligned to the protein Cα atoms of the reference. Hydrogen atoms and all atoms missing
in the crystal structure were excluded from the analysis. In all production simulations, the
RMSD of the protein backbone as well as that of the cofactors is converged (figure C.9).
The time-averaged RMSD (figure C.10) is between 1Å and 2Å, which is below the 2.5Å
resolution of the crystal structure, thus validating the sampled geometries.

We also calculated the area per lipid of the POPC membrane (table C.5, figure C.11)
using the FATSLiM 0.2.2 toolbox[353] and applying a cutoff distance of 2.9 nm for leaflet
identification. Membrane leaflets were identified by the phosphatidylcholine headgroups,
while protein and cofactors were used as interacting groups. The average area per lipid
across both membrane leaflets ⟨A⟩ is 0.642 nm2, which is in good agreement with previously
reported values for POPC bilayers (0.604 nm2,[354] 0.655 nm2,[355] 0.631 nm2[356]). The time-
averaged lipid bilayer thickness ⟨D⟩ (figure C.12), defined as the distance between the P
atom layers in the upper and lower leaflet, converged to 3.67 nm after equilibration, which
also corresponds well with previous theoretical (3.725 nm,[355] 3.75 nm[356]) and experimental
reports (3.7 nm[357]).

Table C.5: Bilayer thickness ⟨D⟩ and average area per lipid at 300K in the full membrane (⟨A⟩),
the lower (stromal) leaflet (⟨AL⟩) and the upper (lumenal) leaflet (⟨AU ⟩).

Traj. ⟨A⟩ [nm2] ⟨AL⟩ [nm2] ⟨AU⟩ [nm2] ⟨D⟩ [nm]

1 0.642 ± 0.003 0.630 ± 0.005 0.655 ± 0.006 3.68 ± 0.02
2 0.642 ± 0.005 0.634 ± 0.006 0.651 ± 0.006 3.67 ± 0.02
3 0.642 ± 0.004 0.630 ± 0.006 0.655 ± 0.014 3.67 ± 0.02
4 0.641 ± 0.004 0.628 ± 0.006 0.654 ± 0.005 3.67 ± 0.01
5 0.640 ± 0.004 0.630 ± 0.006 0.650 ± 0.005 3.67 ± 0.01
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Figure C.9: RMSD of different residue groups vs. the crystal structure in each production trajectory
over time. CLA: Chlorophyll porphyrin units; BCR: β-carotene, PQN: phylloquinone.

Figure C.10: Time-averaged RMSD of different residue groups vs. the crystal structure in each
production trajectory. Error bars signify the standard deviation across the trajectory. CLA:
Chlorophyll porphyrin units; BCR: β-carotene, PQN: phylloquinone.
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Figure C.11: Area per lipid in each production trajectory over time.

Figure C.12: Bilayer thickness in each production trajectory over time.
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C.2.3 QM Method Assessment

Further Chlorophyll Absorption Spectra in Diethyl Ether

Figure C.13: a) Absorption spectra of a single chlorophyll molecule, axially coordinated by two
diethyl ether ligands and implicitly solvated in diethyl ether at different levels of theory, compared
to an experimental spectrum. Stick spectra were convoluted by Gaussians (σ = 0.05 eV). Excited
states with an oscillator strength < 0.1 are indicated by dotted lines. b) Optimized structure
(r2SCAN-3c) used for these benchmark calculations. Hydrogens are omitted for clarity.
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Truncation of the Phytyl Chain

The effects of truncating the phytyl chain at various lengths in the QM region were tested
in one MD snapshot for chlorophyll eC-A1. The rest of the phytyl chain and the protein
environment were described by point charges and the QM calculations were performed at the
DFT/MRCI level as described in the main article. These test calculations were conducted
with the basis set def2-SV(P) as the largest QM region was not computationally feasible
otherwise. As the phytyl chain is not involved in the excitation, the site energies are nearly
identical for different truncation schemes (table C.6) and thus allow a truncation after the
first carbon.

Table C.6: DFT/MRCI site energies and oscillator strengths in one MD snapshot for chlorophyll
eC-A1 with the phytyl chain truncated after the first (C1), sixth (C6) and twelfth (C12) carbon.

C1 C6 C12

State E [eV] f E [eV] f E [eV] f

1 1.872 0.335 78 1.870 0.338 73 1.869 0.340 35
2 2.075 0.070 15 2.077 0.070 00 2.074 0.069 90
3 2.849 0.409 40 2.853 0.428 48 2.850 0.419 02
4 3.009 0.257 24 3.017 0.257 09 3.013 0.244 18
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C.2.4 Data Set of Averaged Site Energies
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Figure C.14: Site energies for each chlorophyll residue, ordered by ascending arithmetic mean (blue triangles) in 40 MD snapshots. Black lines signify the
median, red lines its bootstrapped 95% confidence interval. The green boxes extend from the beginning of the second to the end of the third quartile,
whiskers extend to the minimum and maximum values of the data or to 1.5 times the interquartile range in case of outliers (gray diamonds).
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Table C.7: Arithmetic mean and median of the site energy distributions for each chlorophyll with (subscript env) and without (subscript vac) point charge
environment in 40 MD snapshots. Table rows are sorted in ascending order by the mean of the site energy Emean

env , same as in fig. 8 of the main paper.
The column ID (MD) refers to the residue ID used in our MD simulations, while Name denotes the standard residue numbering scheme in PS I[244,255]
and ID (x-ray) is the residue ID used in the crystal structure PDB (1JB0).[244]

index ID (MD) Name ID (x-ray) Emean
env [eV] Emean

vac [eV] ∆Emean
struct [eV] ∆Emean

elec [eV] Emed
env [eV] Emed

vac [eV] ∆Emed
struct [eV] ∆Emed

elec [eV]

0 2407 B22 1222 1.853 455 1.879 903 −0.035 949 −0.009 847 1.850 00 1.874 25 −0.041 602 −0.008 80
1 2417 B32 1232 1.864 715 1.904 375 −0.011 477 −0.023 060 1.861 25 1.905 20 −0.010 652 −0.020 40
2 2349 A10 1110 1.868 052 1.891 107 −0.024 744 −0.006 455 1.864 35 1.895 00 −0.020 852 −0.007 85
3 2390 B5 1205 1.868 535 1.921 047 0.005 196 −0.035 912 1.871 55 1.920 25 0.004 398 −0.033 50
4 2386 B1 1201 1.871 347 1.903 722 −0.012 129 −0.015 775 1.867 85 1.906 00 −0.009 852 −0.015 85
5 2374 A35 1135 1.873 417 1.902 643 −0.013 209 −0.012 625 1.873 75 1.905 00 −0.010 852 −0.011 85
6 2403 B18 1218 1.875 532 1.911 070 −0.004 782 −0.018 937 1.878 15 1.915 30 −0.000 552 −0.015 65
7 2392 B7 1207 1.876 372 1.905 655 −0.010 197 −0.012 682 1.871 15 1.903 00 −0.012 852 −0.012 95
8 2359 A20 1120 1.878 215 1.901 123 −0.014 729 −0.006 307 1.873 10 1.900 55 −0.015 302 −0.006 80
9 2409 B24 1224 1.878 295 1.899 550 −0.016 302 −0.004 655 1.881 40 1.900 30 −0.015 552 −0.004 80
10 2415 B30 1230 1.880 343 1.903 687 −0.012 164 −0.006 745 1.881 95 1.904 60 −0.011 252 −0.008 75
11 2366 A27 1127 1.880 590 1.922 427 0.006 576 −0.025 237 1.878 70 1.924 30 0.008 448 −0.026 05
12 2406 B21 1221 1.881 983 1.918 415 0.002 563 −0.019 832 1.873 50 1.914 55 −0.001 302 −0.018 60
13 2382 PL1 1801 1.882 463 1.911 225 −0.004 627 −0.012 162 1.882 10 1.914 10 −0.001 752 −0.013 70
14 2373 A34 1134 1.883 987 1.901 632 −0.014 219 −0.001 045 1.878 55 1.908 90 −0.006 952 0.000 45
15 2342 A3 1103 1.885 278 1.907 900 −0.007 952 −0.006 022 1.888 65 1.909 15 −0.006 702 −0.005 45
16 2389 B4 1204 1.885 675 1.916 680 0.000 828 −0.014 405 1.889 80 1.919 05 0.003 198 −0.013 95
17 2378 A39 1139 1.886 075 1.916 050 0.000 198 −0.013 375 1.877 85 1.912 80 −0.003 052 −0.013 10
18 2354 A15 1115 1.886 747 1.907 238 −0.008 614 −0.003 890 1.877 65 1.906 00 −0.009 852 −0.004 70
19 2367 A28 1128 1.886 975 1.909 623 −0.006 229 −0.006 047 1.891 70 1.911 75 −0.004 102 −0.003 95
20 2398 B13 1213 1.887 160 1.900 198 −0.015 654 0.003 563 1.880 80 1.897 45 −0.018 402 0.001 40
21 2351 A12 1112 1.887 660 1.911 280 −0.004 572 −0.007 020 1.896 35 1.911 60 −0.004 252 −0.009 80
22 2365 A26 1126 1.887 768 1.914 357 −0.001 494 −0.009 990 1.882 35 1.914 30 −0.001 552 −0.012 50
23 2337 eC-A1 1011 1.888 330 1.901 138 −0.014 714 0.003 793 1.880 25 1.896 70 −0.019 152 0.003 25
24 2425 J2 1302 1.889 665 1.917 935 0.002 083 −0.011 670 1.885 75 1.913 25 −0.002 602 −0.007 75
25 2422 B38 1238 1.889 822 1.910 750 −0.005 102 −0.004 327 1.886 05 1.910 80 −0.005 052 −0.006 15
26 2427 K1 1401 1.890 318 1.904 300 −0.011 552 0.002 618 1.896 25 1.909 60 −0.006 252 0.003 70
27 2418 B33 1233 1.891 440 1.900 678 −0.015 174 0.007 363 1.892 55 1.895 90 −0.019 952 0.008 90
28 2377 A38 1138 1.891 883 1.916 625 0.000 773 −0.008 142 1.888 20 1.909 95 −0.005 902 −0.007 85
29 2431 M1 1601 1.892 145 1.914 368 −0.001 484 −0.005 622 1.889 50 1.922 35 0.006 498 −0.001 60
30 2353 A14 1114 1.892 545 1.909 417 −0.006 434 −0.000 272 1.893 15 1.913 50 −0.002 352 0.001 30
31 2430 L3 1503 1.894 138 1.913 080 −0.002 772 −0.002 342 1.903 85 1.916 55 0.000 698 −0.005 25
32 2416 B31 1231 1.894 322 1.912 292 −0.003 559 −0.001 370 1.892 75 1.909 10 −0.006 752 −0.001 40
33 2405 B20 1220 1.894 405 1.913 845 −0.002 007 −0.002 840 1.888 35 1.912 35 −0.003 502 −0.002 60
34 2347 A8 1108 1.894 467 1.909 172 −0.006 679 0.001 895 1.894 60 1.916 25 0.000 398 0.002 80
35 2393 B8 1208 1.894 478 1.923 815 0.007 963 −0.012 737 1.897 20 1.934 60 0.018 748 −0.014 75
36 2404 B19 1219 1.896 085 1.924 205 0.008 353 −0.011 520 1.906 80 1.933 40 0.017 548 −0.011 80
37 2338 eC-A2 1022 1.897 437 1.902 822 −0.013 029 0.011 215 1.894 85 1.897 35 −0.018 502 0.011 75
38 2412 B27 1227 1.897 847 1.924 983 0.009 131 −0.010 535 1.894 50 1.919 55 0.003 698 −0.010 80
39 2411 B26 1226 1.898 017 1.910 083 −0.005 769 0.004 535 1.907 85 1.916 85 0.000 998 0.004 50
40 2375 A36 1136 1.898 157 1.923 840 0.007 988 −0.009 082 1.904 90 1.930 95 0.015 098 −0.004 55
41 2410 B25 1225 1.898 637 1.930 700 0.014 848 −0.015 462 1.896 10 1.926 65 0.010 798 −0.014 95
42 2345 A6 1106 1.898 895 1.916 257 0.000 406 −0.000 762 1.897 40 1.918 95 0.003 098 −0.001 80

continued on next page
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Table C.7: continued.
index ID (MD) Name ID (x-ray) Emean

env [eV] Emean
vac [eV] ∆Emean

struct [eV] ∆Emean
elec [eV] Emed

env [eV] Emed
vac [eV] ∆Emed

struct [eV] ∆Emed
elec [eV]

43 2341 A2 1102 1.899 025 1.911 435 −0.004 417 0.004 190 1.899 80 1.913 45 −0.002 402 0.002 90
44 2363 A24 1124 1.899 347 1.910 568 −0.005 284 0.005 380 1.892 10 1.905 65 −0.010 202 0.007 45
45 2364 A25 1125 1.899 860 1.914 992 −0.000 859 0.001 468 1.905 25 1.922 15 0.006 298 0.003 75
46 2395 B10 1210 1.899 963 1.909 255 −0.006 597 0.007 308 1.899 10 1.908 50 −0.007 352 0.004 00
47 2358 A19 1119 1.899 990 1.923 783 0.007 931 −0.007 192 1.902 35 1.928 05 0.012 198 −0.007 15
48 2371 A32 1132 1.900 000 1.923 892 0.008 041 −0.007 292 1.893 65 1.914 95 −0.000 902 −0.003 55
49 2372 A33 1133 1.900 048 1.918 360 0.002 508 −0.001 712 1.897 30 1.919 55 0.003 698 −0.002 60
50 2414 B29 1229 1.900 293 1.900 165 −0.015 687 0.016 728 1.892 35 1.893 80 −0.022 052 0.016 35
51 2381 K2 1402 1.900 640 1.903 497 −0.012 354 0.013 743 1.892 80 1.894 95 −0.020 902 0.012 50
52 2376 A37 1137 1.902 035 1.920 567 0.004 716 −0.001 932 1.893 70 1.911 90 −0.003 952 −0.001 40
53 2380 B37 1237 1.902 203 1.937 223 0.021 371 −0.018 420 1.902 85 1.937 50 0.021 648 −0.021 70
54 2420 B35 1235 1.902 540 1.929 632 0.013 781 −0.010 492 1.900 75 1.924 95 0.009 098 −0.009 45
55 2340 A1 1101 1.903 197 1.914 115 −0.001 737 0.005 683 1.898 90 1.910 95 −0.004 902 0.005 65
56 2384 eC-B2 1012 1.903 217 1.908 553 −0.007 299 0.011 265 1.913 00 1.920 15 0.004 298 0.010 20
57 2394 B9 1209 1.904 045 1.919 852 0.004 001 0.000 793 1.906 80 1.916 95 0.001 098 −0.000 70
58 2352 A13 1113 1.904 180 1.917 625 0.001 773 0.003 155 1.907 05 1.918 05 0.002 198 0.003 45
59 2370 A31 1131 1.904 322 1.907 128 −0.008 724 0.013 795 1.897 50 1.905 60 −0.010 252 0.011 90
60 2355 A16 1116 1.905 285 1.928 820 0.012 968 −0.006 935 1.909 20 1.937 20 0.021 348 −0.001 25
61 2356 A17 1117 1.905 665 1.918 992 0.003 141 0.003 273 1.896 05 1.904 60 −0.011 252 0.005 80
62 2397 B12 1212 1.905 957 1.926 785 0.010 933 −0.004 227 1.902 50 1.925 95 0.010 098 −0.006 45
63 2426 J3 1303 1.905 977 1.925 720 0.009 868 −0.003 142 1.903 80 1.923 90 0.008 048 −0.003 45
64 2344 A5 1105 1.905 982 1.919 150 0.003 298 0.003 433 1.904 75 1.915 65 −0.000 202 0.003 65
65 2357 A18 1118 1.906 210 1.919 397 0.003 546 0.003 413 1.906 70 1.922 10 0.006 248 0.003 90
66 2387 B2 1202 1.906 287 1.921 128 0.005 276 0.001 760 1.900 95 1.920 60 0.004 748 0.001 70
67 2428 L1 1501 1.906 370 1.916 643 0.000 791 0.006 328 1.908 90 1.919 10 0.003 248 0.007 50
68 2348 A9 1109 1.906 925 1.918 485 0.002 633 0.005 040 1.913 65 1.922 70 0.006 848 0.005 00
69 2391 B6 1206 1.907 240 1.924 843 0.008 991 −0.001 002 1.899 50 1.923 60 0.007 748 0.001 90
70 2383 eC-B1 1021 1.908 070 1.917 340 0.001 488 0.007 330 1.902 15 1.922 80 0.006 948 0.007 55
71 2362 A23 1123 1.908 513 1.910 687 −0.005 164 0.014 425 1.905 00 1.903 55 −0.012 302 0.014 65
72 2429 L2 1502 1.908 653 1.924 425 0.008 573 0.000 828 1.914 15 1.928 75 0.012 898 0.002 30
73 2369 A30 1130 1.908 765 1.920 622 0.004 771 0.004 743 1.910 15 1.921 50 0.005 648 0.004 90
74 2343 A4 1104 1.909 773 1.912 655 −0.003 197 0.013 718 1.907 70 1.907 95 −0.007 902 0.012 20
75 2360 A21 1121 1.909 940 1.917 733 0.001 881 0.008 808 1.915 50 1.916 85 0.000 998 0.006 60
76 2419 B34 1234 1.910 905 1.917 778 0.001 926 0.009 728 1.908 75 1.914 45 −0.001 402 0.010 45
77 2421 B36 1236 1.911 068 1.919 745 0.003 893 0.007 923 1.907 50 1.912 50 −0.003 352 0.008 30
78 2400 B15 1215 1.911 920 1.926 585 0.010 733 0.001 935 1.902 30 1.918 95 0.003 098 0.002 95
79 2396 B11 1211 1.912 047 1.924 960 0.009 108 0.003 688 1.915 55 1.925 25 0.009 398 0.007 10
80 2399 B14 1214 1.913 243 1.922 330 0.006 478 0.007 513 1.906 70 1.923 05 0.007 198 0.008 30
81 2385 eC-B3 1023 1.914 633 1.901 227 −0.014 624 0.030 005 1.914 80 1.893 80 −0.022 052 0.030 80
82 2423 B39 1239 1.914 892 1.926 077 0.010 226 0.005 415 1.911 95 1.923 10 0.007 248 0.007 85
83 2401 B16 1216 1.916 793 1.928 077 0.012 226 0.005 315 1.911 05 1.925 30 0.009 448 0.004 50
84 2432 X1 1701 1.918 455 1.922 808 0.006 956 0.012 248 1.923 50 1.922 70 0.006 848 0.012 30
85 2368 A29 1129 1.918 708 1.926 020 0.010 168 0.009 288 1.916 75 1.925 90 0.010 048 0.010 65
86 2346 A7 1107 1.921 690 1.920 180 0.004 328 0.018 110 1.927 90 1.925 85 0.009 998 0.017 60
87 2408 B23 1223 1.921 953 1.925 617 0.009 766 0.012 935 1.927 00 1.926 60 0.010 748 0.013 20
88 2424 J1 1301 1.922 465 1.923 923 0.008 071 0.015 143 1.920 60 1.920 65 0.004 798 0.016 45
89 2361 A22 1122 1.923 098 1.931 405 0.015 553 0.008 293 1.919 65 1.928 30 0.012 448 0.008 75

continued on next page
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Table C.7: continued.
index ID (MD) Name ID (x-ray) Emean

env [eV] Emean
vac [eV] ∆Emean

struct [eV] ∆Emean
elec [eV] Emed

env [eV] Emed
vac [eV] ∆Emed

struct [eV] ∆Emed
elec [eV]

90 2402 B17 1217 1.923 480 1.922 458 0.006 606 0.017 623 1.919 55 1.919 50 0.003 648 0.017 15
91 2379 A40 1140 1.925 195 1.924 612 0.008 761 0.017 183 1.929 30 1.923 95 0.008 098 0.018 95
92 2413 B28 1228 1.927 463 1.932 893 0.017 041 0.011 170 1.928 15 1.936 45 0.020 598 0.009 80
93 2388 B3 1203 1.927 652 1.924 952 0.009 101 0.019 300 1.928 65 1.920 45 0.004 598 0.017 55
94 2350 A11 1111 1.928 800 1.939 572 0.023 721 0.005 828 1.934 05 1.941 95 0.026 098 0.004 75
95 2339 eC-A3 1013 1.929 500 1.925 275 0.009 423 0.020 825 1.924 50 1.928 15 0.012 298 0.021 85

175



C Supporting Information to Chapter 3

Figure C.15: Site energies for the RC chlorophylls, ordered by ascending arithmetic mean (blue
triangles) in 200 MD snapshots. Black lines signify the median, red lines its bootstrapped 95%
confidence interval. The green boxes extend from the beginning of the second to the end of the
third quartile, whiskers extend to the minimum and maximum values of the data or to 1.5 times
the interquartile range in case of outliers (gray diamonds).

Table C.8: Arithmetic mean and median of the site energy distributions for the reaction center
chlorophylls including the point charge environment in 200 MD snapshots. The column ID (MD)
refers to the residue ID used in our MD simulations, while Name denotes the standard residue
numbering scheme in PS I[244,255] and ID (x-ray) is the residue ID used in the crystal structure
PDB (1JB0).[244]

index ID (MD) Name ID (x-ray) Emean
env [eV] Emed

env [eV]

0 2384 eC-B2 1012 1.892 429 1.890 65

1 2338 eC-A2 1022 1.893 950 1.892 90

2 2337 eC-A1 1011 1.896 057 1.893 35

3 2383 eC-B1 1021 1.906 744 1.906 15

4 2385 eC-B3 1023 1.915 238 1.915 50

5 2339 eC-A3 1013 1.915 286 1.911 85
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C.2.5 Statistical Considerations

Site Energy Convergence with the Number of Snapshots
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Figure C.16: Convergence of the mean site energy for each chlorophyll with the number of
snapshots.
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ANOVA and HSD Analysis

The raw results of the statistical analysis are provided as csv-files at 10.5281/zenodo.6576313.
A one-way ANOVA was performed to assess the significance of the mean site energies. The

analysis showed that there is a statistically significant difference in the site energies between
at least two chlorophylls (F (95, 3744) = 4.175, p = 0.000). Tukey’s Honestly Significant
Difference (HSD) test for multiple comparisons found that the mean site energies were
significantly different for 165 pairs of chlorophylls, based on p < 0.05. They correspond to
the extreme cases of red and blue chlorophylls discussed in the main manuscript.

An ANOVA analysis for the site energies of the RC chlorophylls in 200 MD snapshots
also revealed significant differences (F (5, 1194) = 10.148, p = 0.000). Tukey’s HSD test
found seven out of 15 pairs of RC chlorophylls with significantly different mean site energies,
based on p < 0.05.

Concerning the structural site energy shifts, an ANOVA analysis shows significant dif-
ferences in at least two pairs of chlorophylls (F (95, 3744) = 2.043, p = 0.000). The same
holds for the electrostatic shifts (F (95, 3744) = 19.413, p = 0.000). Tukey’s HSD test reveals
significant differences in ∆Estruct in 29 out of 4560 possible pairs of chlorophylls. For ∆Eelec,
1479 pairs of chlorophylls with statistically significant differences are found.
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C.2.6 Comparison with Literature Data
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Figure C.17: Correlation of previously published site energies with the present work. Adolphs
et al.[49] employed the charge density coupling (CDC) method for the protein in standard (st)
and non-standard (ns) protonation states. Damjanovic et al.[358] and Yin et al.[259] performed
semi-empirical and first quantum chemical calculations. Brüggemann et al.,[257] Byrdin et al.[255]
and Vaitekonis et al.[258] performed fits of optical spectra. Energies are given in eV. The diagonal
plots illustrate the kernel density estimate (KDE) of each data set.

179



C Supporting Information to Chapter 3

C.2.7 Dimer Excited States

Figure C.18: Selected chlorophyll pairs to compute excited states at the QM(ωB97X-D4/def2-
TZVP)/MM level of theory.
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Figure C.19: Natural transition orbitals and excitation energies for the first and second excited
state of selected chlorophyll pairs in PS I at the QM(ωB97X-D4/def2-TZVP)/MM level (isovalue:
0.02). The name above the figures refers to the chlorophyll, on which the excitation is localized.
Numbers next to the arrows denote the singular value of the transition.
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Figure C.19 (cont.): Natural transition orbitals and excitation energies for the first and second
excited state of selected chlorophyll pairs in PS I at the QM(ωB97X-D4/def2-TZVP)/MM level
(isovalue: 0.02). The name above the figures refers to the chlorophyll, on which the excitation is
localized. Numbers next to the arrows denote the singular value of the transition.
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C.2.8 Excitonic Red-Shift of the Triad B31-B32-B33

Figure C.20: Natural transition orbitals for the Qy states of the triad B31-B32-B33 in PS I at the
QM(ωB97X-D4/def2-TZVP)/MM level (isovalue: 0.02). Numbers next to the arrows denote the
weight of the transition. In the left column the entire triad was treated quantum mechanically,
in the right column only one of the monomers was included in the QM region. The resulting
difference in the excitation energies can be attributed to excitonic coupling including both short-
and long-range effects. The results show that the excited states remain localized on one of the
monomers (cf. also fig. C.19) and that excitonic coupling shifts the collective absorption band of
this chlorophyll triad further to the red.
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C.2.9 Exciton Energies and Fluctuations

Table C.9: Mean exciton energies and chlorophyll contributions to each exciton. Chlorophylls were
assigned to an exciton domain if their weight wi in the excitonic wave function was larger than
0.1. Contribution coefficients ci of each chlorophyll to the respective exciton are also provided.
Table rows are sorted in ascending order by the exciton energy Eexc. The column ID (MD)
refers to the residue ID used in our MD simulations, while Name denotes the standard residue
numbering scheme in PS I[244,255] and ID (x-ray) is the residue ID used in the crystal structure
PDB (1JB0).[244]

Exciton Eexc [eV] name ID (MD) ID (x-ray) wi ci

0 1.828 042 B31 2416 1231 0.195 118 −0.441 721
B32 2417 1232 0.649 384 0.805 844
B33 2418 1233 0.152 557 −0.390 586

1 1.848 102 B22 2407 1222 0.932 454 −0.965 636

2 1.855 110 A32 2371 1132 0.300 483 0.548 163
B7 2392 1207 0.637 277 −0.798 296

3 1.855 323 eC-A1 2337 1011 0.494 504 −0.703 210
eC-B1 2383 1021 0.378 447 0.615 181

4 1.857 625 A18 2357 1118 0.140 398 −0.374 697
A10 2349 1110 0.798 581 0.893 634

5 1.858 303 A14 2353 1114 0.442 904 0.665 511
A12 2351 1112 0.527 440 −0.726 251

6 1.861 035 K1 2427 1401 0.243 838 −0.493 799
A34 2373 1134 0.503 734 0.709 742
A33 2372 1133 0.146 774 −0.383 111

7 1.861 079 B4 2389 1204 0.100 653 −0.317 259
B5 2390 1205 0.716 660 0.846 557

8 1.863 934 A35 2374 1135 0.760 822 0.872 251

9 1.866 067 B19 2404 1219 0.217 122 −0.465 964
B18 2403 1218 0.698 064 0.835 502

10 1.867 530 A21 2360 1121 0.178 706 0.422 736
A20 2359 1120 0.778 045 −0.882 069

11 1.868 081 A27 2366 1127 0.613 017 0.782 954
A26 2365 1126 0.333 531 −0.577 521

12 1.868 466 B1 2386 1201 0.878 091 0.937 065

13 1.870 030 B24 2409 1224 0.661 983 0.813 623
B25 2410 1225 0.178 490 −0.422 481

14 1.870 608 A38 2377 1138 0.365 919 0.604 912
A39 2378 1139 0.581 874 −0.762 807

15 1.871 598 B37 2380 1237 0.357 380 −0.597 813
B38 2422 1238 0.596 142 0.772 102

16 1.874 623 B29 2414 1229 0.152 928 −0.391 060
B30 2415 1230 0.769 399 0.877 154

17 1.875 401 A15 2354 1115 0.255 024 0.504 999
A28 2367 1128 0.182 773 −0.427 519
A3 2342 1103 0.362 707 0.602 252

18 1.875 542 K1 2427 1401 0.123 142 0.350 916
A3 2342 1103 0.244 751 0.494 723
A15 2354 1115 0.376 818 −0.613 855
A28 2367 1128 0.122 904 −0.350 577

19 1.876 628 B20 2405 1220 0.161 884 −0.402 348
B21 2406 1221 0.708 178 0.841 533

continued on next page
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Table C.9: continued.
Exciton Eexc [eV] name ID (MD) ID (x-ray) wi ci

20 1.879 461 PL1 2382 1801 0.280 999 0.530 093
A37 2376 1137 0.189 624 0.435 459
A36 2375 1136 0.165 709 −0.407 074

21 1.880 295 eC-A2 2338 1022 0.146 223 −0.382 391
PL1 2382 1801 0.567 957 0.753 629

22 1.880 905 eC-B3 2385 1023 0.103 896 0.322 330
eC-A2 2338 1022 0.300 868 −0.548 514
A25 2364 1125 0.164 430 0.405 500
A16 2355 1116 0.135 008 −0.367 435

23 1.882 831 eC-B2 2384 1012 0.540 912 −0.735 467
eC-A3 2339 1013 0.163 749 0.404 659

24 1.884 245 eC-A2 2338 1022 0.160 273 −0.400 342
A36 2375 1136 0.165 179 −0.406 422
A37 2376 1137 0.173 057 0.416 001
A16 2355 1116 0.138 346 0.371 949

25 1.884 562 B33 2418 1233 0.355 979 −0.596 640
B31 2416 1231 0.382 522 0.618 484
B23 2408 1223 0.106 091 −0.325 716

26 1.885 946 B13 2398 1213 0.852 941 −0.923 548

27 1.886 643 A28 2367 1128 0.219 895 0.468 930
A2 2341 1102 0.177 815 −0.421 681
A5 2344 1105 0.109 066 0.330 252
A6 2345 1106 0.263 407 −0.513 231
J2 2425 1302 0.121 208 −0.348 149

28 1.887 070 J2 2425 1302 0.132 203 −0.363 597
A2 2341 1102 0.159 052 0.398 813
A6 2345 1106 0.195 989 −0.442 706
A28 2367 1128 0.286 312 −0.535 082

29 1.887 657 B27 2412 1227 0.545 232 −0.738 398

30 1.888 189 B4 2389 1204 0.605 488 0.778 131

31 1.888 801 B35 2420 1235 0.364 311 0.603 582
B36 2421 1236 0.165 751 −0.407 125

32 1.890 070 J2 2425 1302 0.697 440 −0.835 129
A6 2345 1106 0.216 526 0.465 323

33 1.890 081 B26 2411 1226 0.334 362 −0.578 240
B2 2387 1202 0.191 483 0.437 587
B10 2395 1210 0.132 953 −0.364 627

34 1.890 788 B8 2393 1208 0.117 774 −0.343 182
B9 2394 1209 0.558 238 0.747 153
B17 2402 1217 0.209 701 −0.457 931

35 1.891 450 A31 2370 1131 0.431 046 −0.656 541
L3 2430 1503 0.234 599 0.484 354

36 1.891 923 M1 2431 1601 0.682 920 −0.826 390
B26 2411 1226 0.138 329 0.371 927

37 1.892 697 A17 2356 1117 0.274 275 −0.523 713
A24 2363 1124 0.114 487 −0.338 359
A26 2365 1126 0.229 358 0.478 914

38 1.893 645 L3 2430 1503 0.676 789 0.822 672

39 1.893 818 A19 2358 1119 0.427 088 0.653 520
A8 2347 1108 0.307 000 −0.554 076

40 1.893 838 B8 2393 1208 0.158 821 −0.398 523
B19 2404 1219 0.128 308 −0.358 202
B26 2411 1226 0.139 354 −0.373 302
B20 2405 1220 0.142 135 0.377 008

continued on next page
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Table C.9: continued.
Exciton Eexc [eV] name ID (MD) ID (x-ray) wi ci

41 1.893 865 B20 2405 1220 0.111 430 −0.333 811
B8 2393 1208 0.287 124 −0.535 839
M1 2431 1601 0.121 646 −0.348 778
B10 2395 1210 0.131 978 0.363 288

42 1.894 098 A8 2347 1108 0.557 365 0.746 569
A19 2358 1119 0.197 224 0.444 099
A23 2362 1123 0.103 607 −0.321 880

43 1.895 421 B23 2408 1223 0.118 736 0.344 581
B14 2399 1214 0.240 402 −0.490 308
B15 2400 1215 0.173 575 0.416 623
B34 2419 1234 0.113 378 −0.336 717

44 1.896 178 A4 2343 1104 0.268 726 −0.518 388
A3 2342 1103 0.129 138 0.359 358
A9 2348 1109 0.101 682 −0.318 876
A2 2341 1102 0.337 640 0.581 068

45 1.897 241 A33 2372 1133 0.190 437 0.436 391
A27 2366 1127 0.153 116 0.391 301
A26 2365 1126 0.249 558 0.499 558

46 1.898 247 B10 2395 1210 0.100 942 −0.317 713
A1 2340 1101 0.232 190 0.481 861
A38 2377 1138 0.132 243 −0.363 653

47 1.898 388 B10 2395 1210 0.136 873 −0.369 964
A1 2340 1101 0.310 317 −0.557 061
A38 2377 1138 0.178 030 0.421 936

48 1.898 794 A24 2363 1124 0.118 554 0.344 317
B10 2395 1210 0.101 067 0.317 910

49 1.898 831 B10 2395 1210 0.126 285 −0.355 366

50 1.899 570 A30 2369 1130 0.464 012 −0.681 184
A29 2368 1129 0.232 011 0.481 676
K2 2381 1402 0.109 151 0.330 380

51 1.899 850 K2 2381 1402 0.726 171 0.852 157

52 1.900 646 B30 2415 1230 0.109 560 0.330 999
J1 2424 1301 0.101 269 −0.318 228

B29 2414 1229 0.600 378 0.774 840

53 1.903 487 B19 2404 1219 0.260 007 0.509 908
B16 2401 1216 0.240 773 −0.490 687
B20 2405 1220 0.235 371 0.485 151
A13 2352 1113 0.128 478 −0.358 438

54 1.903 513 A13 2352 1113 0.729 275 −0.853 976

55 1.903 947 L1 2428 1501 0.597 210 0.772 793
L2 2429 1502 0.337 425 −0.580 883

56 1.904 647 A36 2375 1136 0.106 929 −0.327 000
A24 2363 1124 0.101 461 0.318 529
A17 2356 1117 0.214 894 −0.463 566
A25 2364 1125 0.111 551 0.333 992

57 1.904 731 B25 2410 1225 0.149 997 0.387 294
B12 2397 1212 0.413 936 0.643 379
B11 2396 1211 0.135 412 −0.367 984

58 1.905 707 B25 2410 1225 0.235 655 0.485 443
B14 2399 1214 0.105 429 −0.324 698
B12 2397 1212 0.392 341 −0.626 371

59 1.906 036 A22 2361 1122 0.107 270 −0.327 520
J3 2426 1303 0.116 709 −0.341 628

A19 2358 1119 0.104 776 0.323 691
A23 2362 1123 0.484 701 0.696 204

continued on next page
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Table C.9: continued.
Exciton Eexc [eV] name ID (MD) ID (x-ray) wi ci

60 1.906 093 J3 2426 1303 0.823 790 0.907 629

61 1.907 203 A9 2348 1109 0.664 706 0.815 295
A4 2343 1104 0.174 504 −0.417 737

62 1.908 090 A38 2377 1138 0.222 040 −0.471 211
A39 2378 1139 0.234 728 −0.484 487
A1 2340 1101 0.282 835 −0.531 822

63 1.908 553 A31 2370 1131 0.119 445 0.345 608
B6 2391 1206 0.346 391 −0.588 550
L1 2428 1501 0.101 030 −0.317 852

64 1.909 289 A5 2344 1105 0.459 890 −0.678 152
A7 2346 1107 0.142 323 0.377 257
A9 2348 1109 0.137 955 0.371 422

65 1.909 864 B11 2396 1211 0.119 742 0.346 038
X1 2432 1701 0.295 189 0.543 313
B35 2420 1235 0.226 218 −0.475 624
B36 2421 1236 0.101 370 −0.318 387

66 1.911 168 L2 2429 1502 0.417 685 −0.646 285
B39 2423 1239 0.199 829 −0.447 022
L1 2428 1501 0.204 593 −0.452 320

67 1.912 181 B6 2391 1206 0.135 390 0.367 954
B39 2423 1239 0.277 248 0.526 544
B2 2387 1202 0.121 776 −0.348 964

68 1.912 666 B39 2423 1239 0.155 128 0.393 862
B11 2396 1211 0.337 936 −0.581 323

69 1.914 460 B11 2396 1211 0.130 986 −0.361 920
B3 2388 1203 0.145 256 0.381 125
B10 2395 1210 0.113 752 −0.337 271
B2 2387 1202 0.243 389 −0.493 345

70 1.915 101 A21 2360 1121 0.289 830 0.538 359
A18 2357 1118 0.156 792 −0.395 970
A22 2361 1122 0.214 854 −0.463 523

71 1.916 105 A18 2357 1118 0.285 880 0.534 678

72 1.916 961 A18 2357 1118 0.265 878 0.515 634

73 1.918 735 B37 2380 1237 0.349 259 0.590 981
B38 2422 1238 0.220 158 0.469 210

74 1.919 690 A4 2343 1104 0.135 612 0.368 256
A40 2379 1140 0.289 933 −0.538 454

eC-A3 2339 1013 0.190 786 0.436 791

75 1.921 137 eC-A3 2339 1013 0.167 977 0.409 850
A4 2343 1104 0.116 551 −0.341 395

77 1.921 671 B15 2400 1215 0.139 387 0.373 346
B16 2401 1216 0.218 466 −0.467 404

78 1.923 494 A14 2353 1114 0.290 541 0.539 019
A12 2351 1112 0.259 554 0.509 465

79 1.924 126 B16 2401 1216 0.121 233 0.348 186
X1 2432 1701 0.202 728 0.450 253
B23 2408 1223 0.153 157 −0.391 352
B34 2419 1234 0.171 598 −0.414 244

80 1.924 600 J1 2424 1301 0.540 084 −0.734 904

81 1.925 327 B31 2416 1231 0.103 011 −0.320 953
B15 2400 1215 0.148 255 0.385 039
B16 2401 1216 0.162 039 0.402 540
B32 2417 1232 0.121 666 −0.348 806
B33 2418 1233 0.123 588 −0.351 551

continued on next page
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Table C.9: continued.
Exciton Eexc [eV] name ID (MD) ID (x-ray) wi ci

82 1.926 194 A29 2368 1129 0.180 379 0.424 710
B39 2423 1239 0.114 209 −0.337 949

eC-B3 2385 1023 0.292 771 −0.541 083

83 1.928 196 A40 2379 1140 0.212 333 −0.460 796

84 1.929 014 A40 2379 1140 0.195 152 −0.441 760
eC-B3 2385 1023 0.108 588 −0.329 527

85 1.932 087 A11 2350 1111 0.236 406 −0.486 216
B28 2413 1228 0.166 345 −0.407 854

86 1.932 273 A11 2350 1111 0.156 550 −0.395 664
B36 2421 1236 0.133 267 −0.365 057

87 1.934 053 A7 2346 1107 0.100 599 0.317 173
B3 2388 1203 0.243 536 −0.493 494
B17 2402 1217 0.103 352 0.321 484

88 1.934 916 B17 2402 1217 0.123 412 0.351 300
B3 2388 1203 0.174 263 −0.417 448

89 1.937 186 A22 2361 1122 0.124 780 −0.353 243

90 1.938 129 B17 2402 1217 0.214 266 0.462 889

91 1.939 676 B17 2402 1217 0.136 998 0.370 132
B3 2388 1203 0.131 734 0.362 952

92 1.940 546 B28 2413 1228 0.362 478 −0.602 061

93 1.947 943 eC-B1 2383 1021 0.117 403 −0.342 641

94 1.954 418 eC-A1 2337 1011 0.206 972 0.454 942
eC-B1 2383 1021 0.264 167 0.513 972

95 1.962 741 B23 2408 1223 0.270 108 −0.519 719
B31 2416 1231 0.131 710 −0.362 919

Figure C.21: Exciton energies in three selected MD frames, analogous to Fig. 8 of the main article.
Each dot signifies a chlorophyll and is colored by the lowest energy exciton domain that this
chlorophyll belongs to (wi > 0.1). Connecting lines represent the coupling strength (Vij > 1meV)
with thicker lines denoting stronger coupling. The energy axis is centered around the mean of
all exciton energies.
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C.3 Intermonomer Coupling in Photosystem I

Table C.10: Chlorophylls contributing to intermonomer coupling in PS I. Only values larger than
1meV are printed.

Donor Acceptor

Name ID (MD) ID (x-ray) Name ID (MD) ID (x-ray) r [Å] Vij [eV]

A21 2360 1121 B8 4854 1208 19.7 0.001 139

A21 2360 1121 M1 4892 1601 22.8 0.001 037

A22 2361 1122 M1 4892 1601 21.0 0.001 722

A29 2368 1129 M1 4892 1601 15.0 0.001 138

A30 2369 1130 M1 4892 1601 13.9 0.005 855

A37 2376 1137 M1 4892 1601 18.6 0.001 929

B37 2380 1237 L1 7350 1501 26.8 0.001 185

PL1 2382 1801 B8 4854 1208 16.4 0.002 887

PL1 2382 1801 M1 4892 1601 11.8 0.002 417

B8 2393 1208 A20 7281 1120 23.8 0.001 097

B8 2393 1208 A21 7282 1121 18.6 0.001 856

B8 2393 1208 PL1 7304 1801 15.7 0.003 226

B11 2396 1211 A33 7294 1133 26.8 0.001 091

B38 2422 1238 L1 7350 1501 22.7 0.001 197

L1 2428 1501 B37 4841 1237 26.8 0.001 172

L1 2428 1501 B38 4883 1238 22.9 0.001 105

M1 2431 1601 A21 7282 1121 24.1 0.001 147

M1 2431 1601 A22 7283 1122 21.7 0.001 728

M1 2431 1601 A29 7290 1129 15.1 0.001 153

M1 2431 1601 A30 7291 1130 13.6 0.005 724

M1 2431 1601 A37 7298 1137 17.7 0.001 871

M1 2431 1601 PL1 7304 1801 13.3 0.001 815

M1 2431 1601 L1 7350 1501 23.5 0.001 074

A20 4820 1120 B8 7315 1208 23.0 0.001 738

A21 4821 1121 B8 7315 1208 19.0 0.002 042

A21 4821 1121 M1 7353 1601 24.7 0.001 520

A22 4822 1122 M1 7353 1601 21.9 0.001 934

A29 4829 1129 M1 7353 1601 14.9 0.001 478

A30 4830 1130 M1 7353 1601 13.0 0.004 265

A33 4833 1133 B11 7318 1211 27.2 0.001 121

A34 4834 1134 B11 7318 1211 19.9 0.001 211

A37 4837 1137 M1 7353 1601 18.5 0.001 047

PL1 4843 1801 B8 7315 1208 16.5 0.002 708

PL1 4843 1801 B9 7316 1209 25.2 0.001 029

PL1 4843 1801 M1 7353 1601 13.4 0.002 020

L1 4889 1501 B37 7302 1237 26.8 0.001 182

L1 4889 1501 B38 7344 1238 22.5 0.001 217

L1 4889 1501 M1 7353 1601 23.1 0.001 479
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C.4 Stabilizing Photosystem I in a MOF

The supporting information to the article “Molecular Interactions of Photosystem I and
ZIF-8 in Bio-Nanohybrid Materials” was published 2024 in Phys. Chem. Chem. Phys. and
is available at https://doi.org/10.1039/d4cp03021d. It is reprinted in full below; Parameter
files for the Gromacs port of nb-ZIF-FF are available at https://doi.org/10.5281/zenodo.
12546403, raw and processed data used in this work are available at https://doi.org/10.
5281/zenodo.13120983.

C.4.1 Gromacs Port of nb-ZIF-FF

nb-ZIF-FF models the interactions between the ZIF-8 building blocks as non-bonded inter-
actions between dummy atoms (figure C.22). The general form of the force field is given
by eq. (C.1). For bonds, kb describes the bond stretching constant, b the bond length and
b0 the equilibrium bond length. Valence angles are described by the sum of a harmonic
potential and a Urey-Bradley term, where kθ is the harmonic force constant, θ is the angle
and θ0 denotes the equilibrium angle. Analogously, kUB denotes the Urey-Bradley force
constant, r the 1–3 distance and r0 the equilibrium 1–3 distance. Dihedral angles are
modeled by periodic cosine potentials, where kϕ is the force constant, ϕ is the dihedral, n
is the frequency of the cosine and, in the case of torsions, d denotes the phase. Non-bonded
dispersive interactions are described by Lennard-Jones (LJ) 12–6 potentials, where σij is
the distance at which the two-particle potential is zero, ϵij is the dispersion energy and rij
is the distance between two particles. Electrostatic interactions are described by Coulomb
potentials, where qi and qj are the partial charges of the interacting particles and ε0 denotes
the electric field constant.

E =
∑
bonds

kb(b− b0)
2+

∑
angles

kθ(θ − θ0)
2 + kUB(r − r0)

2+

∑
torsions

kϕ[1 + cos (nϕ− d)]+

∑
impropers

kϕ[1− cos (nϕ)]+

N∑
i

N∑
j=i+1

4ϵij

(σij
rij

)12

−

(
σij
rij

)6
+

qiqj
4πε0rij



(C.1)
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Figure C.22: Scheme of the cationic and anionic dummy-atom models for Zn2+ and MIm− (gray:
C, blue: N, white: H, purple: Zn, orange: Zn dummy atoms, pink: N dummy atoms).[359]

The original implementation of nb-ZIF-FF is published for use with LAMMPS,[359,360] but
the calculations in the present work were conducted with Gromacs, which uses a different
system of units. Therefore, the force constants were converted using the conversion factors
provided in table C.11. The ported force field parameter files are openly available at
https://doi.org/10.5281/zenodo.12546403

Table C.11: Conversion factors used to convert the nb-ZIF-FF force-field parameters from
LAMMPS format (source file forcefield.lmp) into Gromacs format. The units were con-
verted by multiplication with the corresponding conversion factor. The same conversion factor
was used for both dihedrals and improper dihedrals.

Type Parameter Factor LAMMPS Gromacs

Bonded b0 0.1 Å nm
r13 0.1 Å nm

kb 836.8 0.5 kcalmol−1 Å−2
kJmol−1 nm−2

kUB 836.8 0.5 kcalmol−1 Å−2
kJmol−1 nm−2

kθ 8.368 0.5 kcalmol−1 rad−2 kJmol−1 rad−2

kϕ 4.184 kcalmol−1 kJmol−1

Non-bonded σ 0.1 Å nm
ϵ 96.4869 eV kJmol−1

In the original implementation, the interactions between Zn2+ and MIm− are modeled
by a Morse potential, which is not available in Gromacs. Simple application of the Lorentz-
Berthelot mixing rules to the σij and ϵij parameters of the two atom types does not fit
the original Morse potential well (figure C.23). Therefore, a custom 12–6-LJ potential was
fitted to describe the Zn2+/MIm− interaction, resulting in the following parameters:

σij = 0.2442 nm

ϵij = 0.1678 kJmol−1.
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Figure C.23: Fit of the non-bonded interactions between Zn2+ and MIm− in nb-ZIF-FF with a LJ
potential. For comparison, the LJ potential resulting from application of the Lorentz-Berthelot
mixing rules to the original σ and ϵ parameters is also shown.

Moreover, 1–4 Coulomb interactions are scaled by a factor of 0.6874 in the original force
field.[359] However, the PS I model[361] employs a scaling factor of 0.8333, compatible with
the Amber force field. As the main interest of this work is in the photosystem we retained
and used the factor of 0.8333 in all simulations.

To validate the ported force field, we performed a series of MD simulations on ZIF-8
in various environments and compared the results to the original work.[359] All of these
control simulations were conducted with the leap-frog integrator, using a time step of 0.5 fs
and constraining bonds to hydrogen atoms with the LINCS algorithm.[362] Short-range
interactions were evaluated with Verlet lists,[363] using a cutoff of 1.4 nm (in methanol)
or 1.2 nm (in water), while the smooth particle-mesh Ewald scheme[364,365] was used for
long-range interactions with a Fourier grid spacing of 0.16 nm and fourth-order interpolation.

In analogy to the reference work,[359] we first set up a solution of the ZIF-8 building
blocks in methanol, describing the solvent with the TraPPE force field.[366] The cubic
simulation box had an edge length of 4.6 nm and contained 125 Zn2+ ions, 250 MIm−

ions and 825 methanol molecules. The energy of the system was minimized until the
maximum force was below 1000 kJmol−1 nm−1 and the system was equilibrated in two
phases: First, the temperature was annealed from 10K to 300K over 1 ns and propagated
for another 200 ps in an NVT ensemble controlled by the V-rescale thermostat[367] using
a time constant τT of 0.1 ps. Subsequently, the pressure was equilibrated to 1 bar in an
NPT ensemble controlled by the Berendsen barostat,[368] using a time constant τp of 2.5 ps
and an isothermal compressibility of 6.02× 10−5 bar−1 for methanol,[369] while keeping the
thermostat settings from the previous step. The production MD was conducted for 15 ns in
the same NPT ensemble, while raising the temperature from 300K to the 400K discussed
in the reference work[359] within the first 1.5 ns. From figure C.24 it is obvious that the
methanol solution of Zn2+ and MIm− ions undergoes spontaneous self-assembly and forms
an amorphous phase, just like with the original force field.[359]
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Figure C.24: Control MD simulation of ZIF-8 building blocks in methanol. Starting from the
initial configuration before equilibration (left), the building blocks undergo self-assembly to form
an amorphous phase (right). H-atoms omitted for clarity.

Next, we set up two ZIF-8 crystals, solvated in methanol and in water, respectively.
The cubic simulation boxes had an edge length of 3.63 nm (methanol) and 3.44 nm (water)
after equilibration and contained 96 Zn2+ ions, 192 MIm− ions and 379 (methanol) or 541
(water) solvent molecules. Both were equilibrated according to the same protocol: First,
the energy was minimized until the maximum force was below 1000 kJmol−1 nm−1. Next,
the temperature was raised from 10K to 300K over 2 ns in an NVT ensemble, controlled
by the V-rescale thermostat[367] (τT = 0.1 ps). The system was propagated in the same
ensemble at constant temperature for another 1 ns. In the second step, the system was
equilibrated for 2 ns in an NPT ensemble at 1 bar, controlled by the Berendsen barostat[368]

(τp = 2.5 ps). The isothermal compressibility was set to 6.02× 10−5 bar−1 for methanol[369]

and 4.5×10−5 bar−1 for water.[370] The temperature was kept stable at 300K using the same
settings as before. Production MD simulations were conducted for 1 ns in the same ensemble.
The Zn2+–Zn2+ radial distribution function (RDF) were evaluated in both simulations
(figure C.25) and found to agree well with that of the original force field implementation[359]

and an experimentally determined[371] RDF. For comparison, figure C.25 also depicts the
RDF for the PS I@ZIF-8 simulation, which also agrees well with the reference.
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Figure C.25: Normalized Zn2+-Zn2+ radial distribution function in various control simulations
compared to literature values.[359,371] Satellite peaks in the experimentally determined RDF are
most likely due to defects in the crystal structure. The RDF from the present work is averaged
over the entire trajectory and thus smoother than the calculated reference RDF.
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C.4.2 Structural Changes of PS I in Water

Figure C.26: RMSD of key PS I components in water. Cα: Protein backbone, CLA: chlorophyll a,
BCR: β-carotene, PQN: phylloquinone. The jump in the β-carotene RMSD at 32 ns is due to
the reorientation of a peripheral carotenoid, as shown on the right, where the motion of the
carotenoids over 100 ns is illustrated with respect to the first frame of the trajectory (view from
the stromal side).
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C.4.3 MD of PS I in Solution with MImH and MImH+
2

To investigate the effects of the linker alone, without Zn2+ ions, we performed an MD
simulation and investigated the coordination of the chlorophylls. To this end, the PS I
model was placed in a triclinic box with dimensions 23×23×18 nm and solvated by 297 327

water molecules. The pKa values of 2-methylimidazole are 7.7 (MImH+
2 /MImH) and 14.7

(MImH/MIm−), so that the concentration of MIm− in a buffered solution around pH 9 is
negligible. Thus, water molecules were randomly replaced by 4300 MImH molecules and
4300 MImH+

2 ions.
Parameters for MImH and MImH+

2 were generated with antechamber [372] using the
GAFF2 force field.[373] Charge neutralization was achieved by adding 4285 Cl− ions. The
final system contained 900 460 atoms and was equilibrated using the same protocol as for the
MD in amorphous ZIF-8, described in the main article. A production simulation was carried
out for 100 ns. Even though the MImH+

2 cation is over-represented in the simulation, it does
expectedly not coordinate to the also positively charged chlorophyll centers. In contrast,
the neutral MImH coordinates often to the Mg2+ ions of the peripheral chlorophylls in PS I
(figure C.27). Neither MImH, nor MImH+

2 induce a CT to the chlorophylls, as shown in
appendix C.4.5.

Figure C.27: Coordination of chlorophylls by ZIF-8 building blocks at neutral pH. Coordination
is defined as any ligand atom closer than 4.0Å to the respective Mg2+ ion. Labels denote
chlorophylls which are coordinated for more than 40% of the trajectory.
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C.4.4 Further Structural Analysis of PS I@ZIF-8

Figure C.28: Coordination of chlorophylls by MIm− residues over the course of the PS I@ZIF-8
trajectory inside the ZIF-8 crystal (left) and in amorphous ZIF-8 (right). Coordination is defined
as any ligand atom closer than 4.0Å to the respective Mg2+ ion. Labels denote chlorophylls
which are coordinated for more than 40% of the trajectory.

Figure C.29: Difference in the N-terminal loop orientations of chain K (right) and F (top) over
the course of the 100 ns trajectories of PS I in amorphous ZIF-8 (red) compared to PS I in water
(blue). View from the lumenal side.
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Figure C.30: Permeation of the protein matrix by Zn2+ (magenta) and MIm− (yellow) ions during
the 100 ns trajectory of PS I in amorphous ZIF-8. Zn2+ and MIm− positions are accumulated
over all time steps in this illustration. (a) View from the stromal side and (b) rotated by 90◦

around x with respect to (a).
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C.4.5 Excited States

Neutral and anionic chlorophyll a

Table C.12: Isolated Chl a, DFT/MRCI. The respective orbitals are illustrated in figure C.31.

state ∆E [eV] f CI weight CI transition

S1 1.97 0.3495 0.731 π1 → π∗1

S2 2.22 0.0337 0.574 π2 → π∗1
0.247 π1 → π∗2

S3 3.07 0.0667 0.693 π3 → π∗1

S4 3.09 0.8657 0.490 π1 → π∗2

Table C.13: Isolated Chl a, SCS-ωPBEPP86/def2-TZVP. The respective orbitals are illustrated
in figure C.31.

state ∆E [eV] f CI weight CI transition

S1 1.90 0.3018 0.765 π1 → π∗1

S2 2.17 0.0254 0.523 π2 → π∗1
0.395 π1 → π∗2

S3 3.23 0.4931 0.211 π1 → π∗2
0.400 π4 → π∗1

S4 3.33 1.3134 0.292 π1 → π∗2
0.232 π2 → π∗1
0.266 π4 → π∗1

S5 3.37 0.0335 0.595 π5 → π∗1

S6 3.39 1.3591 0.591 π2 → π∗2

S7 3.69 0.2950 0.587 π6 → π∗1

S8 3.71 0.0047 0.296 LPO → π∗1
0.335 LPO → π∗3
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Table C.14: Isolated Chl a−, DFT/MRCI. Note that the MO π∗
1 is singly occupied and can serve

as both a donor and acceptor orbital. The respective orbitals are illustrated in figure C.31.

state ∆E [eV] f CI weight CI transition

S1 0.80 0.0376 0.767 π∗1 → π∗2

S2 1.49 0.0610 0.579 π1 → π∗1

S3 1.58 0.0475 0.701 π2 → π∗1

S4 1.81 0.2095 0.526 π∗1 → π∗3

Table C.15: Isolated Chl a−, SCS-ωPBEPP86/def2-TZVP. Note that the MO π∗
1 is singly occupied

and can serve as both a donor and acceptor orbital. The respective orbitals are illustrated in
figure C.31.

state ∆E [eV] f CI weight CI transition

S1 1.26 0.0735 0.708 π∗1 → π∗2

S2 1.69 0.0389 0.633 π1 → π∗1

S3 2.24 0.1089 0.277 π1 → π∗2
0.320 π2 → π∗1

S4 2.25 0.1011 0.464 π∗1 → π∗3

S5 2.51 0.1402 0.292 π3 → π∗1

S6 2.57 0.0749 0.230 π2 → π∗1

S7 2.78 0.0057 0.215 π∗1 → π∗4

S8 2.90 0.4448 0.220 π2 → π∗2

Figure C.31: MOs with labels as in tables C.12 to C.15 (Isovalue: 0.02).
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Chlorophyll a · · · MIm− assembly

Table C.16: Chl a· · ·MIm−, Franck-Condon point, DFT/MRCI. The respective orbitals are
illustrated in figure C.32.

state ∆E [eV] f CI weight CI transition

S1 1.94 0.2452 0.383 π1 → π∗1
0.370 πMIm−,1 → π∗1

S2 1.98 0.0900 0.497 πMIm−,1 → π∗1
0.329 π1 → π∗1

S3 2.10 0.0483 0.643 π2 → π∗1

S4 2.74 0.0153 0.820 πMIm−,1 → π∗2

Table C.17: Chl a· · ·MIm−, Franck-Condon point, SCS-ωPBEPP86/def2-TZVP. The respective
orbitals are illustrated in figure C.32.

state ∆E [eV] f CI weight CI transition

S1 1.86 0.2635 0.736 π1 → π∗1

S2 2.00 0.0362 0.566 π2 → π∗1
0.315 π1 → π∗2

S3 2.05 0.0013 0.966 πMIm−,1 → π∗1

S4 2.94 0.0641 0.777 πMIm−,1 → π∗2

S5 3.04 0.8719 0.226 π2 → π∗1
0.498 π1 → π∗2

S6 3.10 0.8911 0.569 π2 → π∗2

S7 3.31 0.7360 0.433 π4 → π∗1

S8 3.33 0.0230 0.353 π5 → π∗1
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Table C.18: Chl a· · ·MIm−, S1 minimum, DFT/MRCI. The respective orbitals are illustrated in
figure C.32.

state ∆E [eV] f CI weight CI transition

S1 0.53 0.0001 0.887 πMIm−,1 → π∗1

S2 1.58 0.0003 0.820 πMIm−,1 → π∗2

S3 1.95 0.4446 0.745 π1 → π∗1

S4 2.05 0.1285 0.711 π2 → π∗1

Table C.19: Chl a· · ·MIm−, S1 minimum, SCS-ωPBEPP86/def2-TZVP. The respective orbitals
are illustrated in figure C.32.

state ∆E [eV] f CI weight CI transition

S1 0.66 0.0001 0.993 πMIm−,1 → π∗1

S2 1.83 0.0013 0.985 πMIm−,1 → π∗2

S3 1.84 0.3467 0.765 π1 → π∗1

S4 1.92 0.1197 0.693 π2 → π∗1

S5 2.85 0.1368 0.745 πMIm−,2 → π∗1

S6 2.96 0.0391 0.721 π4 → π∗1

S7 3.11 0.8397 0.532 π1 → π∗2

S8 3.15 0.4137 0.463 π5 → π∗1

Figure C.32: MOs with labels as in tables C.16 to C.19. The π-orbitals located on the chlorophyll
molecule are numbered according to figure C.31 (Isovalue: 0.02).
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Chlorophyll a · · · MImH assembly

Table C.20: Chl a· · ·MImH, DFT/MRCI. The respective orbitals are illustrated in figure C.33.

state ∆E [eV] f CI weight CI transition

S1 1.98 0.3380 0.719 π1 → π∗1

S2 2.18 0.0514 0.622 π2 → π∗1

S3 3.09 0.6190 0.480 π1 → π∗2

S4 3.14 0.3698 0.508 π4 → π∗1

Table C.21: Chl a· · ·MImH, SCS-ωPBEPP86/def2-TZVP. The respective orbitals are illustrated
in figure C.33.

state ∆E [eV] f CI weight CI transition

S1 1.88 0.2612 0.745 π1 → π∗1

S2 2.08 0.0386 0.563 π2 → π∗1
0.339 π1 → π∗2

S3 3.15 0.5842 0.327 π1 → π∗2
0.265 π4 → π∗1

S4 3.24 1.1210 0.608 π2 → π∗2

S5 3.32 0.9864 0.221 π1 → π∗2
0.363 π4 → π∗1

S6 3.32 0.0459 0.548 π5 → π∗1

S7 3.64 0.2943 0.595 π6 → π∗1

S8 3.67 0.0022 0.289 LPO → π∗3
0.297 LPO → π∗1
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Chlorophyll a · · · MImH+
2 assembly

Table C.22: Chl a· · ·MImH+
2 , DFT/MRCI. The respective orbitals are illustrated in figure C.33.

state ∆E [eV] f CI weight CI transition

S1 2.04 0.3546 0.757 π1 → π∗1

S2 2.29 0.0276 0.548 π2 → π∗1
0.260 π1 → π∗2

S3 2.99 0.0370 0.713 π4 → π∗1

S4 3.18 0.5882 0.323 π1 → π∗2
0.176 π5 → π∗1

Table C.23: Chl a· · ·MImH+
2 , SCS-ωPBEPP86/def2-TZVP. The respective orbitals are illustrated

in figure C.33.

state ∆E [eV] f CI weight CI transition

S1 1.89 0.2704 0.790 π1 → π∗1

S2 2.15 0.0160 0.515 π2 → π∗1
0.416 π1 → π∗2

S3 3.12 0.0956 0.725 π4 → π∗1

S4 3.19 1.3081 0.367 π2 → π∗1
0.452 π1 → π∗2

S5 3.25 0.0516 0.675 π5 → π∗1

S6 3.38 1.2031 0.646 π2 → π∗2

S7 3.52 0.0086 0.241 LPO → π∗1
0.257 LPO → π∗3

S8 3.55 0.2761 0.654 π6 → π∗1

Figure C.33: MOs with labels as in tables C.20 to C.23. The π-orbitals located on the chlorophyll
molecule are numbered according to figure C.31 (Isovalue: 0.02).
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C.4.6 Statistics of QM/MM Sampling

Table C.24: Mean and standard deviation σ among the three types of coordination in the sampled
data points.

(a) CT number

coord. samples CT σ

0 51 0.000 0.000
1 93 0.809 0.279
2 11 0.893 0.102

(b) Energies

coord. samples ∆E [eV] σ [eV]

0 51 1.898 0.054
1 93 1.434 0.320
2 11 1.198 0.563

C.4.7 Excitons in the Presence of ZIF-8

Comparison with Free PS I

Figure C.34: Left: Unperturbed excitonic network in PS I.[361] Right: The same network when the
highlighted, frequently coordinated chlorophylls are not coupled. Each data point represents one
chlorophyll, colored by the lowest-energy exciton it contributes to. Thicker lines signify stronger
excitonic coupling. View from the stromal side.
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List of Excitonic Energies and Pigment Contributions

Table C.25: Exciton energies and chlorophyll contributions to each exciton. Chlorophylls are
assigned to an exciton domain if their weight wi in the excitonic wavefunction is larger than
0.1. Contribution coefficients ci of each chlorophyll to the respective exciton are also provided.
Table rows are sorted in ascending order by the exciton energy Eexc. The column ID (MD)
refers to the residue ID used in our MD simulations, while Name denotes the standard residue
numbering scheme in PS I[244,255] and ID (x-ray) is the residue ID used in the crystal structure
PDB (1JB0).[244]

Exciton Eexc [eV] name ID (MD) ID (x-ray) wi ci

0 1.828 088 B31 2416 1231 0.195 925 0.442 634
1.828 088 B32 2417 1232 0.648 848 −0.805 511
1.828 088 B33 2418 1233 0.153 045 0.391 210

1 1.848 102 B22 2407 1222 0.932 374 −0.965 595

2 1.854 704 eC-A1 2337 1011 0.509 149 0.713 547
1.854 704 eC-B1 2383 1021 0.390 128 −0.624 602

3 1.855 147 B7 2392 1207 0.650 815 −0.806 731
1.855 147 A32 2371 1132 0.309 593 0.556 411

4 1.857 635 A10 2349 1110 0.799 544 0.894 172
1.857 635 A18 2357 1118 0.140 763 −0.375 183

5 1.858 305 A12 2351 1112 0.528 240 −0.726 801
1.858 305 A14 2353 1114 0.443 728 0.666 129

6 1.861 035 A34 2373 1134 0.505 303 0.710 847
1.861 035 A33 2372 1133 0.147 228 −0.383 703
1.861 035 K1 2427 1401 0.244 595 −0.494 566

7 1.861 079 B4 2389 1204 0.101 061 −0.317 902
1.861 079 B5 2390 1205 0.718 982 0.847 928

8 1.863 935 A35 2374 1135 0.760 835 0.872 259

9 1.867 531 A21 2360 1121 0.178 762 −0.422 803
1.867 531 A20 2359 1120 0.778 031 0.882 061

10 1.868 089 A26 2365 1126 0.333 405 −0.577 412
1.868 089 A27 2366 1127 0.612 573 0.782 670

11 1.868 464 B1 2386 1201 0.877 538 0.936 770

12 1.870 032 B25 2410 1225 0.178 489 −0.422 479
1.870 032 B24 2409 1224 0.661 842 0.813 537

13 1.870 611 A38 2377 1138 0.366 831 −0.605 665
1.870 611 A39 2378 1139 0.581 475 0.762 545

14 1.871 598 B38 2422 1238 0.596 097 0.772 073
1.871 598 B37 2380 1237 0.357 361 −0.597 797

15 1.874 772 B30 2415 1230 0.777 110 0.881 539
1.874 772 B29 2414 1229 0.146 486 −0.382 734

16 1.875 467 A15 2354 1115 0.557 350 0.746 559
1.875 467 K1 2427 1401 0.178 492 −0.422 483

17 1.875 521 B21 2406 1221 0.678 866 −0.823 933
1.875 521 B20 2405 1220 0.227 798 0.477 282

18 1.875 533 B18 2403 1218 1.000 000 1.000 000

19 1.875 636 A28 2367 1128 0.279 299 −0.528 487
1.875 636 A3 2342 1103 0.525 045 0.724 600

20 1.879 495 A37 2376 1137 0.184 435 −0.429 459
1.879 495 PL1 2382 1801 0.306 897 −0.553 983
1.879 495 A36 2375 1136 0.160 531 0.400 664

21 1.880 347 PL1 2382 1801 0.579 592 −0.761 309
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Table C.25: continued.
Exciton Eexc [eV] name ID (MD) ID (x-ray) wi ci

22 1.881 054 eC-A2 2338 1022 0.356 157 −0.596 789
1.881 054 A16 2355 1116 0.128 110 −0.357 925
1.881 054 eC-B3 2385 1023 0.122 730 0.350 329
1.881 054 A25 2364 1125 0.151 849 0.389 678

23 1.882 959 eC-B2 2384 1012 0.544 657 −0.738 009
1.882 959 eC-A3 2339 1013 0.161 406 0.401 753

24 1.884 312 A16 2355 1116 0.131 323 0.362 385
1.884 312 eC-A2 2338 1022 0.177 744 −0.421 597
1.884 312 A36 2375 1136 0.158 540 −0.398 171
1.884 312 A37 2376 1137 0.166 873 0.408 501

25 1.884 616 B31 2416 1231 0.388 471 −0.623 274
1.884 616 B33 2418 1233 0.387 574 0.622 554

26 1.886 691 A2 2341 1102 0.139 463 −0.373 448
1.886 691 A6 2345 1106 0.319 840 −0.565 544
1.886 691 A28 2367 1128 0.153 778 0.392 146
1.886 691 J2 2425 1302 0.151 099 −0.388 715
1.886 691 A5 2344 1105 0.131 068 0.362 033

27 1.887 096 B19 2404 1219 0.167 401 −0.409 147
1.887 096 B21 2406 1221 0.153 884 0.392 281
1.887 096 B20 2405 1220 0.175 134 0.418 490
1.887 096 B27 2412 1227 0.378 037 −0.614 847

28 1.887 160 B13 2398 1213 1.000 000 −1.000 000

29 1.887 162 A6 2345 1106 0.139 227 −0.373 132
1.887 162 A3 2342 1103 0.101 675 −0.318 865
1.887 162 A28 2367 1128 0.336 348 −0.579 955
1.887 162 A2 2341 1102 0.210 149 0.458 420
1.887 162 J2 2425 1302 0.100 819 −0.317 520

30 1.888 162 B35 2420 1235 0.121 318 0.348 307
1.888 162 B4 2389 1204 0.457 553 0.676 426

31 1.888 564 B35 2420 1235 0.275 329 −0.524 718
1.888 564 B4 2389 1204 0.212 466 0.460 940
1.888 564 B36 2421 1236 0.154 960 0.393 650

32 1.890 059 A6 2345 1106 0.151 294 0.388 966
1.890 059 J2 2425 1302 0.516 858 −0.718 928

33 1.890 118 B2 2387 1202 0.137 058 0.370 213
1.890 118 B26 2411 1226 0.227 074 −0.476 523
1.890 118 J2 2425 1302 0.183 566 −0.428 446

34 1.890 433 B19 2404 1219 0.148 855 0.385 817
1.890 433 B9 2394 1209 0.302 101 −0.549 637
1.890 433 B27 2412 1227 0.166 039 −0.407 478
1.890 433 B17 2402 1217 0.113 012 0.336 172

35 1.891 271 B17 2402 1217 0.128 398 −0.358 327
1.891 271 B19 2404 1219 0.126 846 0.356 155
1.891 271 B9 2394 1209 0.345 745 0.588 001
1.891 271 B8 2393 1208 0.102 065 −0.319 476

36 1.891 988 B7 2392 1207 0.110 304 −0.332 120
1.891 988 A31 2370 1131 0.493 989 0.702 843
1.891 988 A32 2371 1132 0.144 535 −0.380 178

37 1.892 145 M1 2431 1601 1.000 000 1.000 000

38 1.892 732 A17 2356 1117 0.267 405 −0.517 112
1.892 732 A24 2363 1124 0.107 370 −0.327 674
1.892 732 A26 2365 1126 0.226 199 0.475 603

39 1.893 462 B26 2411 1226 0.231 486 0.481 130
1.893 462 B8 2393 1208 0.554 302 0.744 514
1.893 462 B10 2395 1210 0.129 429 −0.359 762
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Table C.25: continued.
Exciton Eexc [eV] name ID (MD) ID (x-ray) wi ci

40 1.894 031 A21 2360 1121 0.109 612 0.331 077
1.894 031 A19 2358 1119 0.637 051 −0.798 155
1.894 031 A23 2362 1123 0.147 290 0.383 784

41 1.894 138 L3 2430 1503 1.000 000 1.000 000

42 1.894 143 A8 2347 1108 0.877 256 0.936 620

43 1.894 917 B23 2408 1223 0.136 893 0.369 990
1.894 917 B34 2419 1234 0.119 035 −0.345 014
1.894 917 B14 2399 1214 0.291 036 −0.539 477
1.894 917 B15 2400 1215 0.188 578 0.434 255

44 1.896 232 A4 2343 1104 0.268 393 −0.518 066
1.896 232 A3 2342 1103 0.130 076 0.360 661
1.896 232 A9 2348 1109 0.106 773 −0.326 761
1.896 232 A2 2341 1102 0.323 645 0.568 898

45 1.897 242 A27 2366 1127 0.153 255 −0.391 478
1.897 242 A26 2365 1126 0.249 767 −0.499 767
1.897 242 A33 2372 1133 0.190 662 −0.436 649

46 1.898 239 B10 2395 1210 0.126 105 0.355 113
1.898 239 A38 2377 1138 0.130 784 0.361 641
1.898 239 A1 2340 1101 0.226 349 −0.475 761

47 1.898 412 B10 2395 1210 0.193 242 −0.439 593
1.898 412 A38 2377 1138 0.165 018 0.406 224
1.898 412 A1 2340 1101 0.299 346 −0.547 125

49 1.898 832 A24 2363 1124 0.114 051 −0.337 714
1.898 832 A33 2372 1133 0.100 149 0.316 463

50 1.899 573 A29 2368 1129 0.231 297 −0.480 934
1.899 573 A30 2369 1130 0.463 129 0.680 536
1.899 573 K2 2381 1402 0.115 358 −0.339 644

51 1.899 858 K2 2381 1402 0.719 781 −0.848 399

52 1.902 253 B19 2404 1219 0.233 577 −0.483 298
1.902 253 B20 2405 1220 0.360 797 −0.600 664
1.902 253 B16 2401 1216 0.149 756 0.386 983

53 1.903 326 B29 2414 1229 0.572 155 −0.756 410

54 1.903 526 A13 2352 1113 0.835 026 −0.913 798

55 1.904 648 B12 2397 1212 0.170 047 −0.412 368
1.904 648 A17 2356 1117 0.143 394 0.378 674

56 1.904 701 A17 2356 1117 0.112 090 0.334 798
1.904 701 B12 2397 1212 0.263 689 0.513 506
1.904 701 B25 2410 1225 0.112 739 0.335 766

57 1.905 588 B12 2397 1212 0.438 807 −0.662 425
1.905 588 B25 2410 1225 0.207 668 0.455 706

58 1.905 978 J3 2426 1303 1.000 000 1.000 000

59 1.906 370 L1 2428 1501 1.000 000 −1.000 000

60 1.906 722 A9 2348 1109 0.238 936 0.488 811
1.906 722 A22 2361 1122 0.113 133 0.336 352
1.906 722 A23 2362 1123 0.439 689 −0.663 090

61 1.907 346 A4 2343 1104 0.212 051 0.460 490
1.907 346 A5 2344 1105 0.107 615 −0.328 047
1.907 346 A9 2348 1109 0.410 185 −0.640 457

62 1.907 592 L2 2429 1502 0.524 420 0.724 168
1.907 592 B6 2391 1206 0.143 100 0.378 286

63 1.909 004 A38 2377 1138 0.208 253 0.456 347
1.909 004 A39 2378 1139 0.216 828 0.465 648
1.909 004 A1 2340 1101 0.240 844 0.490 758
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Table C.25: continued.
Exciton Eexc [eV] name ID (MD) ID (x-ray) wi ci

64 1.909 493 L2 2429 1502 0.138 602 0.372 293
1.909 493 A5 2344 1105 0.198 904 0.445 986

65 1.909 616 A5 2344 1105 0.213 995 −0.462 596
1.909 616 L2 2429 1502 0.187 462 0.432 969
1.909 616 B6 2391 1206 0.128 049 −0.357 839

66 1.910 026 X1 2432 1701 0.195 606 −0.442 274
1.910 026 B35 2420 1235 0.151 312 0.388 988
1.910 026 B11 2396 1211 0.118 044 −0.343 576

67 1.911 992 B39 2423 1239 0.399 060 −0.631 712
1.911 992 B6 2391 1206 0.105 547 −0.324 880
1.911 992 B2 2387 1202 0.130 006 0.360 563

68 1.912 639 B11 2396 1211 0.315 743 −0.561 910
1.912 639 B39 2423 1239 0.161 665 0.402 075
1.912 639 B2 2387 1202 0.108 282 0.329 062

69 1.914 304 B11 2396 1211 0.158 450 0.398 058
1.914 304 B10 2395 1210 0.104 274 0.322 915
1.914 304 B3 2388 1203 0.128 770 −0.358 845
1.914 304 B2 2387 1202 0.211 201 0.459 566

70 1.915 613 A20 2359 1120 0.103 825 0.322 219
1.915 613 A21 2360 1121 0.339 017 0.582 251
1.915 613 A23 2362 1123 0.118 541 −0.344 298
1.915 613 A22 2361 1122 0.271 081 −0.520 654

71 1.916 176 A18 2357 1118 0.255 012 0.504 988
1.916 176 A34 2373 1134 0.104 146 −0.322 717

72 1.917 261 A18 2357 1118 0.412 792 0.642 489

73 1.918 720 B37 2380 1237 0.357 297 0.597 744
1.918 720 B38 2422 1238 0.225 130 0.474 479

74 1.919 671 B16 2401 1216 0.399 464 0.632 032

75 1.919 936 B16 2401 1216 0.118 781 −0.344 646
1.919 936 eC-A3 2339 1013 0.233 494 −0.483 212
1.919 936 A40 2379 1140 0.228 207 0.477 710

76 1.921 194 A37 2376 1137 0.135 833 0.368 555

77 1.922 410 A4 2343 1104 0.114 748 0.338 745

78 1.922 465 J1 2424 1301 1.000 000 −1.000 000

79 1.923 637 X1 2432 1701 0.223 642 −0.472 908
1.923 637 B34 2419 1234 0.192 104 0.438 297
1.923 637 B23 2408 1223 0.143 297 0.378 547

80 1.924 516 A12 2351 1112 0.197 625 −0.444 551
1.924 516 A14 2353 1114 0.216 729 −0.465 541

81 1.924 983 B33 2418 1233 0.175 255 −0.418 635
1.924 983 B31 2416 1231 0.132 504 −0.364 011
1.924 983 B15 2400 1215 0.169 140 0.411 267
1.924 983 B32 2417 1232 0.166 779 −0.408 386

82 1.926 521 A29 2368 1129 0.133 007 0.364 702
1.926 521 eC-B3 2385 1023 0.335 708 −0.579 403
1.926 521 B39 2423 1239 0.120 227 −0.346 737

83 1.928 397 A7 2346 1107 0.180 694 −0.425 081
1.928 397 A40 2379 1140 0.287 016 0.535 739

84 1.928 800 A11 2350 1111 1.000 000 1.000 000

85 1.928 964 eC-B3 2385 1023 0.112 963 −0.336 100
1.928 964 A40 2379 1140 0.149 283 −0.386 371
1.928 964 A32 2371 1132 0.104 614 0.323 441
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Table C.25: continued.
Exciton Eexc [eV] name ID (MD) ID (x-ray) wi ci

86 1.932 066 X1 2432 1701 0.130 374 0.361 074
1.932 066 B28 2413 1228 0.241 287 −0.491 210
1.932 066 B36 2421 1236 0.173 693 0.416 765

87 1.933 187 A6 2345 1106 0.127 127 −0.356 549
1.933 187 A7 2346 1107 0.338 049 −0.581 420

88 1.934 316 B3 2388 1203 0.360 470 0.600 392
1.934 316 B17 2402 1217 0.176 799 −0.420 474

89 1.936 331 A32 2371 1132 0.107 432 −0.327 767
1.936 331 B17 2402 1217 0.140 836 0.375 281
1.936 331 A22 2361 1122 0.173 899 0.417 012

90 1.937 941 B17 2402 1217 0.210 714 −0.459 036

91 1.939 294 B17 2402 1217 0.132 350 −0.363 800
1.939 294 B3 2388 1203 0.139 629 −0.373 670

92 1.939 766 B27 2412 1227 0.117 600 0.342 929
1.939 766 B28 2413 1228 0.447 904 0.669 256

93 1.947 151 A22 2361 1122 0.109 347 −0.330 676

94 1.954 365 eC-A1 2337 1011 0.233 655 0.483 379
1.954 365 eC-B1 2383 1021 0.296 717 0.544 717

95 1.962 355 B31 2416 1231 0.130 906 −0.361 810
1.962 355 B23 2408 1223 0.273 667 −0.523 132
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