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Zusammenfassung

Mit den Fortschri!en der Fahrzeugautomatisierungstechnologie und den ersten
autonomen Ride-Hailing-Flo!en, die den Testbetrieb aufgenommen haben, wer-
den praktische Überlegungen und Anforderungen an das Anbieten von Diensten,
die auf der Technologie der Autonomen Fahrzeuge basieren, deutlich. Situa-
tionen, in denen die Infrastruktur ausfällt, das Erkennen und Interpretieren
von Verkehrskontrollen, z. B. durch Handzeichen der Polizei, oder Situatio-
nen, in denen das Autonome Fahrzeug mit Hindernissen zurechtkommen muss,
sind einige Beispiele, die den Bedarf an menschlicher Unterstützung erhöhen
können. Zu diesem Zweck wurde die Teleoperation als Lösung vorgeschla-
gen. Zwangsläufig muss sich die Teleoperation einigen Herausforderungen
stellen, wie z. B. einer hohen Latenzzeit und einem geringen Situationsbewusst-
sein aus der Ferne. Um diese Probleme zu lösen, präsentieren wir in dieser
Dissertation die Evaluierung einer Reihe von Schni!stellen- und Interaktion-
skonzepten, die darauf abzielen, das Situationsbewusstsein des Teleoperators zu
verbessern. Insbesondere diskutieren wir die Ergebnisse verschiedener Studien
zur Verbesserung der räumlichen Wahrnehmung, des Zustandsbewusstseins
und der Entscheidungsprozesse des Teleoperators.

Der Prozess der Gestaltung eines sicheren und ergonomischen Teleoperator-
Arbeitsplatzes begannmit einer explorativen Phase, in der wir die Anforderungen
der Bediener aus erster Hand sammelten. Insbesondere im Hinblick auf die
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Forschungsfrage: Welche Informationen werden benötigt, um das Situations-
bewusstsein bei der Fernsteuerung eines Autonomen Fahrzeuge zu verbessern.
Hiermit wurden die relevantesten Anforderungen in funktionale Designkonzepte
übersetzt. Zunächst wurden zwei Human-Machine-Interface-Konzepte für die
Übernahmeau!orderung entworfen und evaluiert. Beide sollten die Übernahme
der Kontrolle über das Fahrzeug erleichtern. Weiterhin entwickelten wir eine
So"ware, die es dem Teleoperator ermöglichte, schnell zu erkennen, was in der
entfernten Situation die Übernahmeanforderung auslösen könnte oder sogar
ausgelöst ha#e. Um einen schnellen Überblick über die entfernte Umgebung zu
erhalten, entwickelten wir ein Interaktionskonzept für die Kamerasteuerung.
Basierend auf der Kopfposition und dem Blickbereich des Bedieners konnte
die So"ware vorhersagen, welche Kamera angezeigt werden muss. Schließlich
haben wir ein fortschri#liches Teleoperator-Assistenzsystem namens Predictive
Corridor entwickelt. Der Predictive Corridor bietet betriebliche Entscheidung-
sunterstützung, indem er dem Teleoperator die voraussichtliche Position des
Autonomen Fahrzeuges und den Bereich anzeigt, in demdas Autonome Fahrzeug
bei unerwarteten Netzausfällen weiterfahren wird.



Abstract

As vehicle automation technology progresses and the first autonomous ride-
hailing fleets have started test operations, practical considerations and require-
ments of o!ering services based on Autonomous Vehicle technology become
apparent. Situations of infrastructure failure, recognition, and interpretation of
tra!ic controls, e.g., by police hand signals, or situations when the Autonomous
Vehicle has to deal with obstacles, are a few examples that can raise the need for
human assistance. Toward this end, teleoperation has been proposed as a solu-
tion. Inevitably, teleoperation must face several challenges, such as high latency
and low remote Situation Awareness. To solve these issues, this dissertation
evaluates a series of interface and interaction concepts that seek to enhance
the teleoperator’s Situation Awareness. In particular, we discuss the results of
di!erent studies designed to improve the teleoperator’s spatial perception, state
awareness, and teleoperator’s decision-making processes.

The process of designing a safe and ergonomic teleoperator workplace
started with an explorative phase, in which we collected first-hand operator
requirements. In particular, concerning the research question: Which infor-
mation is needed to enhance Situation Awareness when remote controlling
an Autonomous Vehicle. Herewith, the most relevant requirements have been
translated into functional design concepts. We began by designing and evalu-
ating two Human-Machine Interface concepts for the Takeover Request. Both
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were intended to facilitate the establishment of control over the vehicle. We
further developed so!ware that enabled the teleoperator to quickly acknowl-
edge what in the remote situation may cause, or even what had caused the
Takeover Request. We developed an interaction concept for camera control
to overview the remote environment quickly. Based on the operator’s head
position and gaze region of interest, the so!ware could predict which camera
has to be displayed. Lastly, we designed an Advanced Teleoperator Assistance
System called Predictive Corridor. The Predictive Corridor o"ers operational
decision support by showing the teleoperator the Autonomous Vehicle predicted
position and the area in which the Autonomous Vehicle will continue to travel
in cases of unexpected network losses.
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1
Introduction
The Autonomous Vehicle (AV) holds the promise of improving our live road
safety and o!ering new mobility services. Several new technology companies,
traditional automakers, and original equipment suppliers carry out extensive
technological research to bring their products to the market [4]. Hereby, AVs
will transport passengers and materials without the driver’s presence inside the
vehicle [132]. The On-Road Automated Driving (ORAD) commi"ee provides a
classification of six levels of driving automation, ranging from no automation to
full automation [37]. The guide, formally known as "Taxonomy and Definitions
for Terms Related to On-Road Motor Vehicle Automated Driving Systems", is
used by engineers, legislators, and journalists to cluster AVs in their level of
automation. According to the ORAD commi"ee, the critical distinction lies
between levels two and three. In level two, the human driver performs part of the
dynamic driving task, i.e., execution of steering and acceleration/deceleration.
In contrast, in level three, the automated driving system performs the entire
dynamic driving task, i.e., able to monitor the driving environment.

Current vehicles already o!er many partially autonomous features, such as
lane change warning, adaptive cruise control, blind-spot detection, side collision
warning, or emergency braking. However, to develop high or full AVs, many
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Level Steering, acceleration,
and deceleration

Monitoring of driving
environment

Fallback performance
of dynamic driving task

Zero Human Human Human
One Human Human Human
Two System Human Human
Three System System Human
Four System System System
Five System System System

Table 1.1: The table provides an overview of the six levels of driving automation [37].

technology companies are developing methods to array the numerous sensors
with so!ware to allow the vehicle to perceive theworld in 360 degrees (Figure 1.1).
Here, sensors such as Light Detecting and Ranging (LiDAR), Long- Mid- and
Short-Range Radars as well as cameras, constantly scan the environment to
detect any dynamic and static objects around the vehicle, e.g., pedestrians,
cyclists, vehicles, tra"ic lights, obstructions, and other road features. The
sensors work together seamlessly to create a detailed 3D image of the world,
and to continuously translate dynamic driving tasks into commands, i.e., the
operational commands such as steering, braking, accelerating, and monitoring
the vehicle on the roadway, and tactical ones such as responding to events,
determining when to change lanes, turn, or use signals. For each dynamic
artifact on the road, the so!ware predicts the future movements and behaviors
based, among others, on the current speed and trajectory of the vehicle. Once
the information is received, the so!ware will calculate the exact trajectory,
speed, lane, and steering maneuvers needed to progress along its route safely.
However, despite the maturity of the industry and vehicle technology, it is still
impracticable to automate all complex driving situations arbitrarily. In this
regard, teleoperation, which denotes the operation of a vehicle at a distance,
was proposed as a solution. Situations of infrastructure failure, recognition, and
interpretation of tra"ic controls, e.g., police hand signals, or situations when
the AV has to deal with obstacles, are a few examples that can raise the need
for human assistance (Figure 1.1).
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Figure 1.1: This illustration shows the environmental sensor of a On-Road Automated Driving
(ORAD) Level 3 vehicle. Moreover, we see a possible teleoperation scenario, i.e., an unexpected
non-moving obstacle lying on the vehicle path. In such a scenario, according to tra!ic regulations,
the Autonomous Vehicle (AV) is not allowed to drive over the solid marking lane. However, the AV
may wirelessly send a Takeover Request to the teleoperator to solve the issue.

Inevitably, teleoperation must face several challenges, such as limited field of
view, management of viewpoints cameras, orientation in a foreign environment,
low depth perception, or the challenge of time latency.

Over the course of research in recent years, solutions and systems have
been proposed in the past years of research years to support the operator
in the analysis and execution of maneuvers, for example, by implementing
forces that can counterbalance the operator’s movements on the controllers,
adopting multimodal feedback, or advanced visualization to predict the remote
vehicle movements. Multimodal feedback has also been employed in a variety
of di!erent teleoperation systems. These included visual and haptic feedback,
visual and audio feedback, or even a combination. Multimodal feedback has
been proven to provide be"er immersion, orientation, and communication of
alerts.

Table of Contents 19
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Moreover, augmented reality techniques are demonstrated to support oper-
ator spatial awareness, including orientation and depth perception. However,
despite the examples of existing research, Situation Awareness remains a chal-
lenge when developing interface and interaction concepts for teleoperated AV.

In this context, the main objectives of our work are to improve teleopera-
tors’ spatial perception, state awareness, and teleoperators’ decision-making
processes during the Takeover Request and vehicle conduction. We will present
a series of experiments that will examine the teleoperator’s Situation Awareness
by employing advanced technologies and user interface design concepts. The
aim is to increase and improve the usability of the teleoperator information
systems while complying with safety requirements. Hence the motivation for
this work is to create a safe and ergonomic teleoperation workplace. These are
requirements that are indispensable for secure interaction with AVs. Thereby,
the following overarching research questions will be examined:

What information should be presented to the teleoperator? How should it be
presented and what e!ect will the information have on the teleoperator?

These questions will be evaluated based on the theoretical principles from
the literature and examined in several experiments using a qualitative and quan-
titative methodological approach. Eventually, Table 1.2 outlines the research
questions explored in this dissertation, following the framework of Oulasvirta
and Hornbæk [169].

1.1 Research Approach
During the course of this thesis, we will present user-interface and interaction
concepts to improve teleoperators’ spatial perception, state awareness, and
decision-making processes. To address our objective, we will set the empirical
and conceptual research upon concepts from cognitive science, precisely upon
the concept of Situation Awareness and cognitive workload. This theoretical
framework will help us set a foundation and a common denominator among
the works we evaluate.

To find the answers to our questions, we started with a literature research.
The literature research helped us find qualitative requirements, and models
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for tasks/functions shared between operators and vehicles. Which ultimately
helped us present a solution space for AV teleoperation systems. In this early
phase, first-hand experts’ requirements were included to complement the liter-
ature research findings. Thus, we conducted several workshops dedicated to a
user-centered design approach.

A further methodology we included in this thesis was an iterative design
process that included early and rapid evaluations that built on each other. This
was e!iciently realizable in the context of my doctoral thesis. In particular,
the implementation and evaluation of display and operating concepts for AV
teleoperator applications were based on previously identified requirements to
derive ultimately desirable Human-Machine Interface (HMI) concepts. This
included prototyping from low to high applications, evaluating designs with
qualitative and quantitative research methods, and lastly, analyzing the data
gathered to endeavor generalizations and conclusions.

1.2 Contribution and Collaboration Statement
This thesis was supported by Bayerische Motoren Werke (BMW). However,
the analyses, considerations, and conclusions presented in this document are
entirely independent and have not been influenced, sponsored, or endorsed
by the organization. Additionally, during the course of this research, I had
the privilege of collaborating with students and colleagues whose insights
and contributions have been instrumental in shaping this work (cf. Table 1.3).
Beyond Chapter 2 and Chapter 3, which were developed entirely by me and
cover, respectively: (a) a systematic literature review on the principal factors
influencing remote operations and teleoperation interface concepts, and (b) a
systematic literature review on individual and distributed Situation Awareness,
this thesis further explores key empirical and collaborative research e!orts.

In particular, Chapter 4 focuses on a systematic literature review and meta-
analysis examining the application of thermal imaging technology in driving
simulators.
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My contributions to this chapter were extensive, as I managed and super-
vised the entire project. I provided detailed feedback and strategic direction
throughout the literature review process, ensuring a rigorous and structured
approach. Additionally, I was solely responsible for selecting the papers to be
included in the analysis and conducting the meta-analysis itself [89]. This work
was supported by Noyan Tillman Sahin, who contributed by systematically
reviewing the literature and helping to structure the overall study.

Chapter 5 delves into an analysis conducted with Subject Ma!er Experts
to uncover user requirements and support the design and development of in-
novative user interfaces. I played a central role in this research, leading both
user studies that informed the empirical analysis and taking full responsibility
for the comprehensive evaluation of the findings. Heinrich Hußmann con-
tributed significantly by providing constructive feedback and guidance during
the preparation and submission of the research paper [82, 85].

Chapter 6 describes an empirical study investigating innovative user in-
terfaces designed to manage remote Takeover Requests in the context of au-
tonomous vehicles. My role in this project involved managing and supervising
the entire process, guiding the conceptualization and design of the graphical
user interface, and overseeing the execution of the user study [82, 90]. Further-
more, I conducted a thorough analysis and evaluation of the study results. This
research was supported by Zhidong Zhang, who developed the graphical user
interface and assisted with conducting the user study.

Chapter 7, I present an empirical study focused on the design and evaluation
of a novel user interface for vehicle disengagement in autonomous systems.
My responsibilities included designing the graphical user interface, organizing
and executing the user study, and analyzing and interpreting the results to
draw meaningful conclusions. Collaborative contributions came from Zhenxin
Zhang, who developed the functional prototype, and Christopher Kuhn, who
introduced and elaborated on the concept of predictive disengagement [113].

Chapter 8 explores an empirical study investigating a novel user interface
designed to predict vehicle positions. This interface aims to address challenges
related to low depth perception and time latency in teleoperation scenarios.
My role in this project encompassed designing the graphical user interface,
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conducting the user study, and carrying out a comprehensive evaluation of
the results. Hao Xu supported the research by developing the prototype and
conducting the initial open-loop evaluation, which provided critical insights for
further development [83, 84, 87].

Finally, Chapter 9 focuses on an empirical study examining novel user
interfaces for controlling camera viewpoints in teleoperation contexts. My
contributions included designing the graphical user interface, organizing and
conducting the user study, and evaluating the results in detail [88]. The research
was supported by Zhenxin Zhang, who developed the prototype required to
implement and test the interface.

Other peer-reviewed papers, not included in this thesis but nonetheless
instrumental in shaping its development, are the follows: Graf et al. [86], Schitz
et al. [194], Schitz et al. [195], and Schitz et al. [196].

1.3 Thesis Outline
Having introduced in Chapter 1 the objectives of the dissertation and problem
position, in Chapter 2, we delve into the literature supporting our work. This
includes existing teleoperation HMIs and the principal factors a!ecting remote
operation. A visual overview of the interplay of the content of my research can
be assessed in Figure 1.2.

Chapter 3 and Chapter 4 report the theoretical framework that helped us
set a foundation and a common denominator among the works evaluated later.
Foremost, to address our objective, we set the empirical and conceptual research
upon concepts from cognitive science, particularly the concept of Situation
Awareness and cognitive workload. In Chapter 4, we were also interested in
whether the novel technology for cognitive sensing such as the thermal imaging
could provide valuable support for the work. Thus we conducted a systematic
literature review and meta-analysis to get a clear picture of the e!ectiveness of
this technology.

The process of designing a safe and ergonomic teleoperator workplace
started with an explorative phase, in which we collected first-hand user re-
quirements. Inspired by the requirement analysis of related research fields,
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Figure 1.2: The diagram visually shows an overview of the content interplay in my research.

in Chapter 5, we present a comprehensive Situation Awareness requirements
framework and analysis for AV teleoperation-based interfaces. The chapter
aimed to create a foundation from which we could develop novel design con-
cepts for teleoperated AV.

In contrast to Chapter 6 and Chapter 7, in which we focused on developing
HMI that could intuitively explain the Takeover Request, in Chapter 8 and
Chapter 9, we addressed, respectively, the challenge of time latency, low depth
perception, and the hands-busy problem. Therefore, while Chapter 6 and Chap-
ter 7 refer to HMIs that aim to support the operator in acquiring information
before the driving maneuver, in Chapter 8 and Chapter 9, we describe user
interactions and interfaces focused on supporting the teleoperator during the
driving maneuver. This separation of before and during the driving maneuver
inspired us to employ terms like "on-boarding" and "en-route." These clearly
refer to the terminology used in the automotive context, in which the customer,
a!er having booked a vehicle via a mobile phone application, is guided to their
destination.

1.3 | Thesis Outline 27



When it comes to the methodology employed, the decision to introduce
thermal imaging for cognitive load assessment in Chapter 8 and Chapter 9 was
driven by a deliberate shi! in approach. Following the exploration of subjective
methods in chapters Chapter 6 and Chapter 7, specifically the NASA Task
Load Index (NASA-TLX) questionnaire, it became apparent that an objective
approach was necessary to complement and enhance the assessment framework.
Recognizing the inherent subjectivity in tools like NASA-TLX, the introduction
of thermal imaging was a strategic move to bring a more objective dimension
to the evaluation of cognitive load. This sequential progression allows for a
comprehensive examination, starting with established methods and gradually
incorporating innovative approaches to o"er a well-rounded perspective on
cognitive load assessment.

Finally, in Chapter 10, we summarize the work, critically reflect on its
limitations, and disclose possible pathways for future research. This agenda
spans the insights gained in the presented thesis and can thus help other
researchers as guidance and inspiration.
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Background and Related
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2
Teleoperation
As vehicle automation technology progresses and the first autonomous ride-
hailing fleets have started test operations, practical considerations and re-
quirements of o!ering services based on Autonomous Vehicle (AV) technology
become apparent. Thus, despite the rapid progress in machine learning, ubiqui-
tous technologies, and communication infrastructure, in some situations, AVs
will continue to require human situational assessment [132].

On public roads, it might happen that the tra!ic regulations do not cor-
respond with the actual tra!ic situation, e.g., when the tra!ic requires the
regulation of a person. This might occur when road constructions are not fully
finished or do not match the standard, e.g., when the lane markings are par-
tially nonexistent, or signposts are missing. Road construction sites may also
generate narrow spots on the carriageway and require more a"ention to avoid
collision with other vehicles. Alternatively, some vehicles (e.g., buses, trucks)
may need more space at the intersection or other points; in such situations,
the AV must act and reset its position to allow the other vehicle to turn. Public
shows, events, or sports competitions held in a public place might involve a
crowd of people. The AV has to drive slowly through the crowd and a"ract
the a"ention of vulnerable road users. On other occasions, an obstacle might
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Figure 2.1: The data transmission scheme for teleoperated AVs. The AV transfers radio-based
environmental data to the teleoperator, who can remotely assess and manage the vehicle. Operators
interpret the data and transfer operational and strategic commands to the vehicle.

block the roadway, and the AV has to drive over the solid marking lane. Other
inner-city scenarios might include dealing with emergency vehicles and tra!ic
jams, i. e., entering/exiting to/from the main road. Therefore, despite the AV
full functionality, an additional human assessment may improve the quality of
the autonomous driving experience.

In this context, vehicle teleoperation will enable "the capability to sense
and act in a remote location" [68] (p. 13). Having received environmental data
from the vehicle, the operator interprets the data and transfers operational and
strategic commands to the vehicle (Figure 2.1). Hence, according to Winfield’s
teleoperation definition, the vehicle can be seen as an extension of the operator’s
senses, a robot device remotely conducted/supervised by a human being [242].

To control the remote vehicle, the most common and used operating con-
cepts are based on the direct manipulation of the actuators, whereby recently
indirect operating concepts have also been proposed in case of dilated time
delays and low data transmission capabilities1 [106]. Indirect operating models
such as sequential trajectory designation [75], sequential maneuver selection

1We refer to Designated Driver, Einride, Ottopia, Phantom, Starsky Robotics, Udelv, and Voysys
for direct control. However, companies that implement indirect control are Drive.ai, General
Motors, Nissan, Scotty Lab, Waymo, and Zoox (May 2019).
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operator at this stage is relieved from directly guiding the vehicle, as Sheridan
[202] noted, the human has yet to continuously find an appropriate navigation
strategy for the vehicle, e.g., by designating a sequential trajectory or sequential
target coordinates. ATASs examples of indirect controls methods have been
developed by Kay [106] and Fong [68], and most recently by Gnatzig [75].
The waypoint-based control developed by Kay [106], for instance, enables the
operator to specify a sequence of target coordinates that the vehicle must pass
through autonomously. The target coordinates can be based on images [106] or
maps [68]. Alternatively, in trajectory-based control [75], the operator designs
trajectory segments using the conventional steering wheel-pedal combination.
Thus, in supervisory controls, we still see the active presence of the human
operator.

Automatic control entails a high level of automation. As Fong [68] pointed
out, the automatic control expression is to some extent misleading since such
systems will never be fully automatic. There will always be situations where the
human operator needs to decide for the vehicle, e.g., when the tra!ic rule has to
be infringed. In automatic control, the control strategy may be delivered before
execution or interleaved with the execution [68]. The system is responsible
for the vehicle navigation and guidance, while the operator must supervise
and provide high-level commands, e.g., when a pull-over is required. Thus, the
abstract nature of the task is the essence of the di!erence between supervisory
and automatic control. An ATAS example that can be implemented on such an
automation level might be the Conduct-by-Wire concept [105] or pieDrive [70],
initially developed for in-vehicle usage. In both concepts, the currently available
maneuvers are presented to the driver, who has to decide which maneuver
should be passed to the vehicle, e.g., pull-over. The vehicle then has to translate
the command into driving functions. Thus, the operator has more responsibility
for deciding what task should be performed, whereas the vehicle decides how
to perform the maneuver.

Therefore, conventional teleoperation classification can be distinguished
between direct and indirect controls (i.e., supervisory and automatic controls).
The stress between direct and indirect controls depends not only on the vehicle
on-board intelligence but also on how much responsibility we would like to

2.1 | Conventional Teleoperation System Models 35



share with the vehicle. The more abstract commands we give, the more automa-
tion/responsibility is delegated to the vehicle. On the one hand, direct controls
depend upon the operator’s decisions and motor movements [68], which makes
the loop more prone to encounter errors [203], and upon the reliance on high-
bandwidth data transmission [68]. However, the teleoperator is a valuable
aid to the system due to the abundance of driving experiences and the ability
to anticipate scenarios [3, 217]. On the other hand, indirect control requires
more high-level commands, i.e., the maneuver is initiated by the operator and
the vehicle responsible for the execution. Hence, indirect driving releases the
operator from the stabilization task while reducing the cognitive e!ort and
error logs [105, 203]. However, according to Kauer et al. [105], motor movement
and strategic decision-making skills might be compromised by relieving the
operator from controlling the vehicle.

In this regard, it can be observed that vehicle teleoperation is a multidi-
mensional domain that shows the tension between automation limitation and
teleoperation requirements. On the one hand, the di!iculty in automating all
complex driving situations arbitrarily. On the other hand, the need to master
high communication delays, managing Situation Awareness, and AV capabilities.

2.2 Principal factors that a!ect remote operations
From Section 2.2.1 to Section 2.2.6, we will delve into the key factors influencing
direct and indirect remote operations (cf. Figure 2.2) and examples of existing
approaches. We will discuss the factors that degrade the quality of the video
images, low Frame Rate (FR), pixel density, and color depth. Also, we will
examine the challenges of teleoperating with a limited Field of View (FoV),
managing camera viewpoints, orientation in a foreign environment, the di!iculty
of depth perception judgment, and the challenge of time latency (cf. Table 2.1).

2.2.1 Video Image

A good perception of the remote environment is essential for a successful
teleoperation execution. Researchers have stated that the video channel is
the most fundamental component of the complete control loop and that the
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video image quality will determine the nature of the operator’s performance
[227]. Typical factors that can degrade video quality are low FR, pixel density,
and color depth [31].

In an empirical study conducted by Darken et al. [43], participants were
asked to report the remote camera movement on a sheet of paper at di!erent FR,
1.43 Hz, 6.71 Hz, 17.9 Hz, and 21.37 Hz. The analysis unveiled that participants
had trouble maintaining spatial orientation at the lowest FR, i.e., more prone
to reporting wrong camera positions and misclassified objects in the remote
environment. Many similar studies have evaluated operational performance
with various imaging frequencies. In a series of experiments, Van Erp and
Padmos [227] recommend a FR of 10 Hz since participants recorded significant
lateral control variations at lower frequencies. A further approach to assess
FR e!ect on operative performance was proposed by Massimino and Sheridan
[139]. The authors have shown that at 3 Hz, a placement task was doubtful to
be executed successfully. By increasing the frequency to 6 Hz, the probability
of success increased; however, performances were significantly a!ected.

Similarly, Chen et al. [29], in a simulated study with UGV and UAV, found
that at 5 Hz imaging frequencies, the teleoperator’s performances were di-
minished. A comprehensive review of low FR e!ects on human performance
is provided by Chen and Thropp [31]. The authors examined more than 50
publications and presented a theoretical framework that compiles the findings
into four core dimensions: psychomotor performance, perceptual performance,
behavioral e!ects, and subjective perception. Chen and Thropp [31] inferred
that a 15 Hz image frequency might be a suitable threshold for psychomotor and
perceptual-based tasks, and 10 Hz might be a tolerable frequency for operative
performances.

Other facts that can impair teleoperation quality are pixel density (i.e., res-
olution quality) and color depth [31]. The low resolution of the video image
might exclude essential cues in building an appropriate mental model of the
environment [29], and the distortion associated with the picture reconstruction
has been suggested to increase the operator’s cognitive load. Nevertheless, in
early studies, Sheridan [203] demonstrated that trained subjects could also op-
erate with the degraded signal transmission in resolution scale and color depth.
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Other studies have shown that color depth could impact target identification,
particularly when matched with low FR [31, 66]. For instance, Fisher et al. [66]
reported that subjects who handled the task with color images were 24% faster
on target identification time than those given grayscale images.

2.2.2 Field of View

O!en teleoperators rely only upon a partial representation of the remote en-
vironment, demanding manipulating the remote camera point of view to gain
Situation Awareness (SA). This phenomenon is known as the keyhole e!ect in
the literature. The keyhole e!ect requires operators additional e"ort to study the
surroundings, as only a tiny representation of the environment is available [246].
Se#ling themself properly in a remote environment, and remembering their
path, has been proven to be complicated even for expert operators. Participants
in a study were asked to keep their orientation by following the remote vehicle
position on paper and naming objects by placing them in the correct position.
The authors observed an "extreme" di"iculty and lower performance on spatial
comprehension and object classification [43]. Limited Field of View (FoV) has
also been shown to reduce the operator’s spatial comprehension during the
World Trade Center rescue responses [26]. The authors reported that a robot em-
ployed in the task force stumbled on its way, and operators could not diagnose
the reason for its freezing. In their analysis, Casper and Murphy [26] remarked
that the limited FoV and the egocentric perspective played a significant role in
detecting the operation’s problem.

According to Van Erp and Padmos [227], with a reduced FoV, operators
might have trouble judging the vehicle speed, have a degraded perception, and
mislocations of obstructions. The authors underlined that peripheral vision is
relevant for lane-keeping when driving on curved roads and when planning the
turning maneuver, as the driver must be prepared 1-2 seconds before. Enlarging
the FoV does not necessarily improve the teleoperator’s placement capabilities in
the remote scene. In an article on the e"ects of camera orientation and spatial
judgment, Thomas and Wickens [221] showed that participants tended to
assess only the information presented on the central screen area and ended the
observation for other relevant information in the periphery soon. In particular,
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when comparing the exocentric frame of reference (with a limited FoV) and
the egocentric frame of reference (with a large FoV), participants, in the prior
condition, felt a sense of over-salience, causing the state of (display-induced)
cognitive tunneling [221]. Moreover, by increasing the FoV, the perceived
vehicle velocity rises, and consequently, the operator reduces the speed [208].
Notwithstanding, a broader FoV can be employed before the driving task, when
for example, the teleoperator must assess the remote situation, thus planning
tactics and strategic responses [199].

2.2.3 Camera Viewpoint

Camera placement in UGV and UAV teleoperation contexts is o!entimes on the
vehicle body. Depending on the type of vehicle under control, teleoperators can
be provided with ego- or exocentric viewpoints. In particular, cameras mounted
on UGV usually present an egocentric view, whereas an exocentric view is more
common to be seen in UAVs. Dede [46], in an article, stated that the egocentric
viewpoints enable an “actional immersion and motivation through embodied” (p.
66). On the contrary, exocentric viewpoints raise “abstract, symbolic insights
gained from distancing oneself from the context” (p. 66). However, like those
provided by the exocentric viewpoint, unnatural perspectives may degrade
operative performance due to wrong position estimation [151]. Luck et al. [130]
proved that ego perspective produced a faster and safer subject performance in
a rescue experiment scenario. However, participants stated the wish to have a
more holistic vision of the situation and, therefore, an exocentric viewpoint.

Information integration of a diverse viewpoint, e.g., exocentric and egocen-
tric, had presented the potential for human performance improvements.

Additional information (e.g., sensor data) can also improve teleoperation
quality, including be"er SA [251] and less cognitive load [53]. Hughes and
Lewis [97] suggested a dual screens strategy, on the one screen showing sensor-
driven data, and on the other screen, the live video streaming of the remote
environment. Furthermore, the authors noted that an independent camera had
improved the search performances. In contrast, other studies suggest that HMIs
with multiple perspectives may fatigue the operator [166, 222].
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In particular, they require scanning the images, perceiving the relevant
elements, and understanding the information acquired. This process must be
carried out for each perspective shown to the operator, which ultimately had to
integrate them in a meaningful fashion, careful not to be biased prone [221]. To
overcome this issue, Olmos et al. [166] suggested organizing the diverse visual
feedback with a technique used in cinematography, such as visual momentum,
i.e., visual continuity [245], and sound design.

2.2.4 Orientation

Operators should be provided with intuitive orientation solutions to operate
in a foreign environment, and must have a global and local understanding of
the environment. The former will provide all necessary information about the
vehicle location, and the la!er will support the operator during the driving
maneuvers. If these references are missing, the operator may feel disoriented;
thus, finding his position will ultimately be more confusing [29].

Ego-referenced maps, i.e., maps with a rotating point of view, have been
systematically contributing to a more reliable global awareness [9, 25, 42, 128,
237, 239]. In a series of studies, Casner [24, 25] evaluated operator navigational
awareness by employing, on the one hand, a north-up map and, on the other
hand, a track-up map and asked to fly over a list of points of interest in an
unfamiliar territory. The result inferred that pilots who handled the task using
ego-referenced-based maps navigated more precisely than the others. However,
when asked to recall the route, the pilots experienced a significant deteriora-
tion in performance. In contrast, the group that had previously performed the
task using north-up-based maps performed be!er. The passive role assumed
by the user in being driven to the destination contributed to a worse perfor-
mance, at least when asked to recall the path. On the contrary, participants
who were asked to play a more active role in the navigation planning, remem-
bered the route be!er. The authors concluded that holding a north-up map
(world-referenced) is recommended when planning the journey. However, when
conducting the vehicle, a track-up map is suggested (ego-referenced).

Despite being equipped with maps and compass features, teleoperators can
continue to have issues maintaining spatial orientation [141]. Not only orienta-

2.2 | Principal factors that a"ect remote operations 43



tion in unfamiliar environment is complex, but understanding the orientation
of the own vehicle might also be challenging. Pastore [171] demonstrated that
subjects had trouble extrapolating pitch and roll angle information when the
vehicle was equipped with fixed cameras. Showing the vehicle position with
other artifacts solves the problem, as operators have references that they can
rely upon [29].

2.2.5 Depth Perception

Inspecting the remote environment via 2D display devices, such as screens,
has been shown to alter the operator’s depth perception [221], resulting in
diminished operative performance [104]. The underestimation of spatial infor-
mation occurs when operators translate 3D information on a 2D surface [118,
244]. Although humans tend to underestimate distances in natural conditions,
this phenomenon is more acute when mediated by display devices [118, 244].
McGovern [141] demonstrated that subjects who were asked to control a UGV
repeatedly underestimated the distance from and to the obstacles. By lowering
the perspective and thus the teleoperator’s viewpoint, operators made more nav-
igational errors than when maneuvering a UAV, which presented an exocentric
viewpoint of the remote scene. Depth perception is even more impaired if there
is a loss of references, or salient size cues, e.g., in environments where objects
are disorganized. During the 9/11 rescue responses at the World Trade Center,
teleoperators had trouble assessing remote depth cues, due to the unstructured
environment [26].

A solution to this problem is the use of stereoscopic displays. In a study on
the e!ect of stereoscopic displays on teleoperator performance, Scribner and
Gombash [199] reported statistical significance favoring stereoscopic displays,
as they contribute to more accurate perception over monocular displays. How-
ever, stereoscopic displays increased motion sickness and perceived stress level.
Furthermore, Draper et al. [48] demonstrated that stereoscopic displays were
useful for novel users only. Other suggestions to support the operator’s depth
judgment include HMIs overlay and integrating sensor data onto video stream-
ing. Marble et al. [134], in a qualitative assessment of the subject’s preferences,
observed participant willingness to overlay depth information onto the video
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feedback. Nielsen [161] found that integrated video data compensated for the
insu!iciency of information, though it slowed down the operative performance
[107]. Furthermore, fused sensor displays might carry the potential of data
misperception (e.g., unexpected objects) and cognitive tunneling [216].

2.2.6 Time Delay

Time delay, or simply latency, is a subject that is widely studied in teleoperation.
Latency refers to the time delay that exists from the remote vehicle to the teleop-
erator’s workstation. In this regard, the control commands sent by the operators
to the vehicle are received with several milliseconds delay. Viceversa, vehicle
sensor data, e.g., video images, LiDAR, and any other sensors data, are delivered
at the operator workstation with some latency. Typically remote operation of
UGVs or UAVs requires wireless communication contrary to many UUVs that
remain connected by cable with the operator’s workstation. Therefore, most of
the acquired latency is produced by the communication infrastructure [197],
which at the moment cannot wholly support ultra-low latency systems.

Literature findings have shown that the move-and-wait phenomena occur
when the time delay is more than one second. Thus instead of sending continu-
ous commands to the machine, operators prefer to wait for feedback responses
[119]. It has been shown that the presence of time delay in the control loop has
two e!ects: latency can make the closed-loop unstable [202], and secondly, the
e!iciency of the human operator is reduced [177]. Early studies by Sheridan and
Ferrell [204] demonstrated that task completion time increased with increasing
time delay. According to Sheridan and Ferrell [204], latency in the control loop
profoundly impacted the teleoperator performance. Since these initial findings,
researchers have continued to investigate time-delay e!ects on operators. Sco"
and Colin [197] discovered that by increasing the time delay of 225 ms in the
control loop, the participant’s error rate increased by 214% and movement time
by 63.9%. Lane et al. [119] tested subjects under a more significant time delay,
up to 3 seconds, and confirmed by Sco" and Colin [197] findings. They moreover
recorded a very similar increment of completion time of 213% when testing the
subject with and without time delay.
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Although it took longer to complete the task, the authors noted no statis-
tically significant change of performance in conditions tested below 1 second.
Lane et al. [119] noted that fluid video streaming with significant fixed latency is
less harmful than shorter and variable ones. A strategy that was later employed
in many other studies [44, 87, 124, 131].

Along with Sheridan [203] and Draper et al. [49] suggested tailoring HMIs
that mediate for the time latency, for example, by employing advanced tech-
nology such as the Predictive Display, a safety requirement when relying on
communication infrastructure. Ricks et al. [181] showed significant improve-
ments of 17% in navigation and 1/5 of collisions by adopting HMIs as the
Predictive Display.

2.3 Teleoperation Human–Machine Interfaces
Concepts

In teleoperation, the interface is the means through which the operator pro-
vides inputs and receives feedback from the system being controlled. Several
types of interfaces can be used for teleoperation, including manual interfaces,
such as joysticks and bu!ons, haptic interfaces that provide a sense of touch
and force feedback, and virtual reality interfaces that create a fully immersive
environment for the operator. The type of interface used will depend on the
specific application and the operator’s needs.

In the following two sections, we review the state-of-the-art of direct and
indirect teleoperation HMI concepts. We divided the literature concerning
interfaces for teleoperation inputs and interfaces for teleoperation feedback.
Thus, in Section 2.3.1, we include controls-based, touch-based, gestures-based,
speech-based, gaze-based, and physiological-based inputs. In Section 2.3.2, we
include visual devices, auditory devices, and haptic devices.

2.3.1 Interfaces for Teleoperation Inputs

Teleoperation input interfaces allow an operator to remotely control a vehicle
or robot, usually through a computer or control device. These interfaces may
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include joysticks, touch screens, keypads, or other inputs that allow the operator
to send real-time commands to the vehicle or robot. In the following section, a
comprehensive review is provided (cf. Table 2.2).

2.3.1.1 Control-based input

Typically, teleoperation workstations rely upon a master/slave configuration1. In
teleoperation workstations, primary devices try to simulate or reproduce in scale
the remote vehicle control devices [206]. To this end, teleoperator inputs are
mapped accordingly to the replica. Control devices such as pedals and steering
wheels are widely spread in UGV and have been employed simultaneously to
maneuver the robots longitudinally and laterally. Managing the vehicle with
controls with which the operator is already familiar, as in the case of a steering
wheel, had facilitated the task accomplishment, as the mental models already
existed. Thereby the interaction with the environment is less challenging and
more intuitive. This might be the case of the test vehicle teleoperated with
steering wheels and pedals in Shen et al. [201] or the experiment by Kim and Ryu
[109] that designed a shared vehicle teleoperation system to control multiple
vehicles.

Devices such as joysticks or other similar controllers have also been exten-
sively used in standard teleoperation workstations to communicate ongoing
changes to the remote vehicle or actuators (Figure 2.3), e.g., to adjust the car
position at the desired speed [153, 163, 233]. Thus, proportionally to their
displacement, joysticks enable positioning control and rating control simulta-
neously [162]. Furthermore, dual joysticks provide separate input commands
when, for example, the remote vehicle requires control camera movement [162].

Joysticks and controllers up to six Degree of Freedom have been used for
controlling small robotic vehicles [225], and are employed in domains including
art, medical training, and virtual environments [116, 138], and studied for
recreational reasons [137, 193].

1We will refer to master/slave con!guration as primary/replica.
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Figure 2.3: In this image, a Phantom Auto remote operator controls an autonomous mobile delivery
robot via a dual joystick controller that asked for support. An image from the 2020 Phantom Auto
Press Kit.

2.3.1.2 Touch-Based Input

Most recently, the availability and a!ordability of touch-sensitive displays, e.g.,
mobile tablets, have begun to take hold in telerobotics. For instance, besides
other listed techniques, Lockwood et al. [126] presented the interaction with
touch-sensitive devices as the primary interaction technique for controlling
and monitoring remote AVs (Figure 2.4). The interaction with the displays has
been described as intuitive that does not require calibration. In a series of
experiments, Lee and Zhai [121] could demonstrate that so" bu#ons enhanced
with synthetic feedback (e.g., vibrato-tactile or audio) might provide be#er or
at least similar performance compared to the standard hard bu#ons. Ho!man
et al. [95] also suggested additional input interactions for controlling robots
in search and rescue operations, including linear finger swipe, curved finger
swipe, multi-finger swipe, multi-finger gesture, tap, and long press. Okishiba
et al. [165] have designed input methods for controlling excavators for urban
construction sites. The interface enabled the teleoperator to directly control
and visualize the remote robot arm. The implemented HMI allowed to control
the bucket velocity using virtual joysticks and the bucket position by dragging.
Compared with the formal International Organization for Standardization (ISO)
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Figure 2.4: The illustration shows a teleoperator workstation envisioned by Lockwood et al. [126]. In
particular, the teleoperator can assess and conduct the remote vehicle using touch-sensitive input
devices.

teleoperation interface, the HMI proposed by Okishiba et al. [165] was superior
to the conventional interface in task execution time, accuracy, and subjective
usability evaluation.

The authors concluded that touch-sensitive displays could support an ex-
tended range of autonomy, from low to high, enabling simple commands and
more complex movements. However, despite the intuitiveness of direct touch,
challenges such as the interpretation of 2D inputs to 3D space mapping [234]
or the design of adequate gesture-based touch controls remain present [129].

2.3.1.3 Gesture-Based Input

The recognition and classification of human gestures are extensively studied in
HCI, including in robotics. For example Cohen et al. [36] researched human ges-
turing for vehicle controls and created a vocabulary of 24 "terms" for remotely
controlling vehicles. In particular, the gestures were designed to control the
camera motor arm. With a more elaborated approach, Frigola et al. [72] have
set up a laboratory environment that could translate human gestures such as up,
down, stop, turn, approach, and go in real-time. Furthermore, Ardizzone et al.
[8] provided a so!ware architecture for automatic recognition of human arms
poses, with the intent to train robots to follow an arbitrary path. Other similar
prototypes (Figure 2.5) have used visual gesturing to control small robots [69]
or perform simple interactions with the virtual world [38]. Although being a
valuable method, gesture-based interactions are o!en imprecise, ambiguous, or
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(a) To the right [69] (b) To the le! [69] (c) Stop [69]

Figure 2.5: This array of images shows the gesture-based driving mode proposed by Fong et al. [69].
To start, the operator raises his or her le! hand to activate the robot and uses the right hand to
specify the direction, e.g., to the right (a), to the le! (b), or stop (c).

irregularly performed by the user. This method has been shown to frustrate the
user as the interaction is complicated and exhausting [69]. Multimodal inter-
faces, i.e., speech as an input method, could solve this problem by discriminating
input ambiguity.

2.3.1.4 Speech-Based Input

Another interaction methods assessed for vehicle teleoperation are voice com-
mands. Voice commands are o!en combined with other control input devices
[30]. For instance, to bypass the hand-busy problem, Peñín et al. [174] developed
a telerobotic system for a live power line enhanced by voice commands. As the
teleoperator’s hands were both on the primary control devices, communication
with the interface was done through voice input and speech synthesis. Thus, the
interaction with the interface was achieved through voice instructions, which
were valuable to control the camera point of view. Although the empirical
studies indicated that the time to perform teleoperation tasks was similar to
the time spent by experienced users doing the same tasks manually, the results
obtained are promising as teleoperation for power line management could lower
the risk of injuries. Similarly, researchers at the National Aeronautics and Space
Administration (NASA) and the Defense Advanced Research Projects Agency
(DARPA) had employed voice commands to control camera views, zooming,
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autonomy levels, and other functions when teleoperator’s hands were busy con-
trolling the remote robot actuators [81]. The authors noted that the operator’s
fatigue increased rapidly without voice.

Voice commands have also been used in flight/navigation control tasks.
Draper et al. [51] showed that voice commands were significantly be!er than
manual entries in time completion, accuracy, navigation measures, and pilot rat-
ings, as HMIs for UAV workstations ordinarily featured multiple menu items and
pages. Thus, the authors have improved operational performance by replacing
the numerous sequential bu!on presses with voice commands. Martín-Barrio et
al. [136] confirmed this hypothesis, showing that voice commands are e"icient
and could reduce subjective cognitive workload. Medicherla and Sekmen [142],
furthermore, have shown that voice control mechanisms for Human-Robot
Interaction were reliable predictors of e"iciency, with most of the participants,
75%, preferring voice-control over manual control.

This has also been documented for other robot teleoperation se!ings, where
94% of the subjects preferred voice command against conventional control
devices [136]. Input through language seems a natural interaction method
for humans to communicate information and is widely welcomed. The recent
advances in natural language processing speech interaction, as shown, could be
a reliable solution for communicating and expressing human statements.

2.3.1.5 Gaze-Based Input

In most common HMIs for vehicle teleoperation, control devices such as joy-
sticks, keyboards, and computer mouses have been widely researched in the
field of teleoperation. However, other streams of literature explored gazed-based
interaction techniques for vehicle maneuvering. For instance, Yu et al. [254]
approached gaze methods as a direct interaction technique for teleoperating
small robots. The authors developed a non-invasive gaze tracking system based
on 2D mapping estimation. The first studies showed reliable results for con-
ducting vehicles to the desired target regions. Yet, as shown by Carreto et al.
[23], gaze-based control interaction extends task completion time compared to
traditional input devices like keyboards and mice.
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Besides vehicle controlling, the operator o!en must control multiple devices
simultaneously. This might be the case when the teleoperator must steer the
vehicle while assessing the remote cameras. To solve this issue, authors have
proposed gaze-based techniques that leverage natural pa"erns of interactions
for camera control [226]. Gaze interaction methods have been shown to improve
operational performances, as long as the teleoperator has to deal with multiple
control devices and tasks, e.g., when maneuvering the remote AV and controlling
the cameras [94, 257, 258]. Section 9.1 covers di#erent gaze-based HMI concepts
that adopt former eye-tracking mechanisms for vehicle teleoperation in greater
detail.

As presented, gaze-based HMIs are intuitive interaction systems that do
not require prior knowledge. However, eye-tracking mechanisms create the
challenges of the Midas1 touch issue [100]. That is, when eye gaze is used as an
interactive media interfacing with computer systems, the eye primary function,
to look and perceive visual information, should be distinguished from those
deliberate interactions with the computer systems [228]. Thus, focusing on
a display region could be interpreted as a selection mechanism, while in the
states of the saccade, for instance, could be employed for screening or fatigue
detection.

2.3.1.6 Psychological-Based Input

When it comes to vehicle teleoperation, Brain Computer Interface (BCI) has
been used to investigate the feasibility of brainwaves to control small robots.
BCIs technology turned out to be helpful, especially in contexts where the user
cannot control the vehicle with their extremities, e.g., those with physical impair-
ments or severe disabilities. Amai et al. [6] developed a brainwave-controlled
mobile robot system that showed promising results in a proof-of-concept demon-
stration. In their study, participants were asked to wear a commercial Electroen-
cephalography (EEG) device that used primary physiological input to control
the vehicle speed and direction (Figure 2.6). In particular, brainwave signals

1Historically, King Midas is remembered in Greek mythology to turn everything he touched
into gold. The problem arose when he touched his food and drink, which hardened into gold. As a
result, unfortunately he could not reverse the action he had taken.
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Figure 2.6: In this image, the equipment in Amai et al. [6]. Clockwise from le!, the MindMouse
headband and its hardware a"ached to a portable computer, the vehicle robot, radio data hardware,
lastly, a ba"ery belt.

and small facial muscular movements such as beta wave amplitude, jaw clench,
and the movement of looking le!/right were coded by a wearable computer
that transmi"ed operational input wirelessly to the vehicle. The first results
demonstrated that the beta wave to control the vehicle works well. However,
the operator’s mental arousal increased, inducing the vehicle to move faster as
the beta wave increased. The less successful implementation was the turning
maneuver, which had caused a significant delay in the control loop.

A comparison of two di#erent BCI headsets was recently made by Vour-
vopoulos and Liarokapis [232]. The authors compared raw brainwave signals
of the Neurosky Mindset1 to the Emotiv Epoc headset2. The prior was based
on the user’s a"ention levels, decoded by the robot to accelerate or decelerate.
The la"er used a headset equipped with 14 sensors to control the vehicle. The
authors noted that the usage of both devices was intuitive. However, the in-
stability in the communication channel raised the question of the feasibility of
such systems. Not to mention the training time factor.

1https://neurosky.com
2https://emotiv.com
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Maneuvering vehicles using BCI technology is still at the beginning, as
the control accuracy is insu!icient to move vehicles firmly. Instead, BCI tech-
nology can be employed to predict the user’s state, as the psychological and
physiological data, as shown, can predict operational performance [15].

2.3.2 Interfaces for Teleoperation Feedback

In teleoperation, visual, auditory, and haptic interfaces deliver feedback to the
operator. Visual interfaces give the operator a visual representation of the device
or system being controlled, while auditory interfaces supply auditory feedback,
such as sounds or speech. Lastly, haptic interfaces o!er the operator force
feedback, for example, when touching a display surface. In the following section,
we review the current interfaces for teleoperation feedback (cf. Table 2.2).

2.3.2.1 Visual devices

One of the most applied modalities to receive feedback in teleoperation se"ings
is via the visual channel. Visual displays are essential for teleoperators as most
relevant information can be conveyed visually in an intuitive manner [35].

Currently, most teleoperation workstations rely on monoscopic displays,
such as Liquid Crystal Display (LCD) or Light Emi"ing Diode (LED) monitors. In
this regard, monoscopic monitors are o#en used stationary linked to a computer,
and used to convey visual feedback [117]. A rich body of literature studied
the e!ect of more immersive displays, such as stereoscopic displays, for tele-
manipulation. In a manual tracking task, Richard et al. [180] demonstrated
that performances on a stereoscopic display were significantly be"er. Richard
et al. [180] showed that task completion time was significantly lower in favor of
the stereoscopic display, proving that stereoscopic images were less cognitively
demanding. Besides, Thropp and Chen [223] underlined a correlation between
stereo- and monoscopic images and FR, noting that be"er performances are
registered when using stereoscopic images with high FRs. Despite these positive
findings, Drascic [52] underlined that the gain we might have with stereoscopic
images would be temporary. Moreover, the authors proposed longer-lasting
benefits in situations where stereoscopic depth cues are crucial.
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Figure 2.7: In this image, the professional dri!er Vaughn Gi"in Jr. drives an AV remotely using a
steering wheel and pedals as input devices and an Head Mounted Display as output devices. An
image from the 2019 Samsung Press Kit.

Other immersive displays, such as projections and caves, have been widely
reported in teleoperation [125, 140, 186]. Voysys1, for instance, promote a field
of view of 210 degrees suggesting that the peripheral area can be compressed
by hardware that can sense the user’s head direction [167]. Therefore, areas
that are not right in the operator’s field of view can be shown in low quality. A
teleoperator workstation with projections has also been presented by Iagnemma
[99].

Alternatively, Sportillo et al. [211] used Head Mounted Display (HMD)s
(Figure 2.7) to operate a semi-autonomous vehicle in a driving simulation, and
Hosseini [96] demonstrated that HMDs helped the driver to build a quickmental
model of the remote situation, bringing a be"er immersion. However, as shown,
HMDs, compared to other devices, had induced motion sickness and led users to
focus only on what is presented in their central area at the cost of other relevant
information shown on the periphery [32]. Also, by increasing the display size,
the perceived vehicle velocity rose, and the operator reduced the speed [32].

1https://voysys.se
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2.3.2.2 Auditory Devices

Auditory displays can provide additional feedback when orientation is needed to
alert the operator of imminent danger or support communication with in-vehicle
passengers. Auditory cues are a valuable contribution to visual ones as they
can improve spatial awareness and carry information classes when the visual
channel is loaded [205]. In a study on audio feedback systems for simulated
space robot teleoperation, Nagai et al. [154] demonstrated that auditory cues
could reduce the operator’s workload and provide practical support for decision-
making.

To this end, monophonic audio feedback can yield valuable signals for the
operator, or operators, as multiple users in parallel can receive the feedback.
Stereophonic and spatial sound systems give a greater level of immersion since
sound can be directionally mapped. Spatial sound systems have the strength to
provide cues on the size, nature, condition, and sounds associated with individ-
ual objects of the remote environment [146]. A system that was implemented
for teleoperation is described by Bourdot et al. [18], in which the authors in-
vestigate spatial sound systems in virtual reality se!ings. In particular, in their
experiment, Bourdot et al. [18] used auditory feedback to enhance participant’s
limited FoV. The authors used audio streams that a"orded a perceptual link
to obtain information from the environment outside the FoV, enabling the in-
ference of ongoing events outside the display. Moreover, Draper et al. [51]
have proved that spatial audio displays have increased subject’s situation SA
in UAV operation. Similarly, we can imagine that spatial sound systems could
be employed in AV teleoperation se!ings, as the teleoperator might not be
conscious of the environmental changes happening laterally and behind.

2.3.2.3 Haptic Devices

Haptic displays are mechanical devices designed to transfer cutaneous sense
data to the user, thus using as feedback systems modality. Haptic displays di"er
in their kinematic structure, work-space, and output force [146] and can be found
in various forms and scales, from mobile to stationary. However, in both cases,
the force feedback execution must be fast to simulate the human reception, e.g.,
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a vibration on the steering wheel to simulate a car braking behavior or a force
on the pedal that counterbalances an excessive speed. Haptic displays have
been used to provide a warning message [34], e.g., for abrupt braking behavior.
Also, to deliver information concerning the vehicle orientation, direction [34]
and vehicle velocity [184].

Haptic feedback has been shown to be fast recognizable and intuitive from
a user perspective [111]. This was also demonstrated in simulated UAV missions
by Calhoun et al. [20]. Although the empirical study did not show statistical
evidence favoring tactile feedback, participants preferred them over auditory
cues, considering tactile feedback more salient and faster in a!racting their
a!ention [20].

More complex stationary haptic displays have been discussed in Mallwitz
et al. [133]. Stationary haptic displays have the advantage of providing high
precision on the whole teleoperator’s body, e.g., an exoskeleton [133], or in the
case of UGV, 6-axis simulators can reproduce the acceleration, braking, and
centripetal forces of the remote vehicle. However, despite the technological
advancement, economic and scalability factors make stationary haptic displays
not widely used.

2.4 Discussion
Although machines will acquire more and more responsibility in executing spe-
cific tasks, vehicles will always demand expert control and supervision. In this
context, human operators remain crucial for executing low-level commands in
direct teleoperation workstations and defining high-level goals in indirect tele-
operation workstations (cf. Figure 2.2). The choice of suitable HMIs for vehicle
teleoperation will depend on the specific needs and constraints of teleoperation
tasks, as well as the preferences and abilities of teleoperators.

Various solutions and systems have been proposed to aid operators in ana-
lyzing and executing maneuvers during direct teleoperation. Examples include
implementing counterbalancing forces on controllers, adopting multimodal
feedback, and employing advanced visualization to predict remote vehicle move-
ments. Multimodal feedback has also been employed in a variety of di"erent
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indirect teleoperation systems. These included visual and haptic feedback, visual
and audio feedback, or even a combination of all of them. Multimodal feedback
has been proven to provide be!er immersion, orientation, and communication
of alerts. Moreover, augmented reality techniques are demonstrated to support
operator spatial awareness, including orientation and depth perception.

In light of the literature reviewed in this chapter, we have derived a set
of requirements, from both direct and indirect teleoperation, that have been
considered during the course of this dissertation. (Table 2.3). In particular, the
requirements embrace so"ware and hardware solutions. They include: a) fluid
video streaming with fixed latency, b) the FR at a minimum of 15 Hz, c) enlarged
FoV, d) visual continuity, e) egocentric exocentric viewpoints, f) independent
camera, g) world- and ego-referenced maps and h) predictive displays.

A fluid video streaming is critical for maintaining the viewer’s a!ention to
the video, as bu#ering or interruptions can hinder the viewer and disrupt the
viewing experience. In case of connection unreliability, i.e., when the cellular
connection can not provide a constant speed, the video streaming should be
at fixed latency to consistently transmit video package data, which can help
to ensure a smooth and uninterrupted viewing experience. In relation to this,
the FR is an important factor in the quality and smoothness of a video (min. 15
Hz). A higher FR means that more frames are displayed per second, which can
result in a more fluid and natural viewing experience. However, a higher FR can
also require more processing power and bandwidth, which may not be suitable
in all cases.

When it comes to assessing and operating in a remote scene, an enlarged FoV
can provide the viewer with more visual information and a sense of immersion
in the remote environment. A broader FoV can be achieved through wide-angle
lenses or by digitally increasing the FoV. With regard to this, visual continuity
is essential for maintaining the viewer’s a!ention and interest in the video. A
video with poor visual continuity may disorient or confuse the viewer. Thus,
multiple vehicle cameras’, in the best of cases, need to be stitched to create a
seamless view of the remote environment.
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Along, egocentric and exocentric viewpoints can create di!erent viewing
experiences for the operator. Egocentric viewpoints can provide a sense of
immersion and allow the viewer to feel as if they are experiencing the video first-
hand. Exocentric viewpoints, on the other hand, can provide a more objective
and detached perspective of the video. In this case, an independent camera
that can be moved and operated independently of the viewer can increase the
operators’ understanding. Thus, separate cameras can be used to capture video
from a variety of di!erent perspectives and viewpoints, creating a more dynamic
and immersive viewing experience.

Concerning knowledge and navigation of the surroundings, world- and
ego-referenced maps should be provided. World-referenced maps are based
on an external frame of reference and can help provide a larger-scale view of
the environment. On the other hand, ego-referenced maps are based on the
viewer’s position and orientation and are valuable for navigating and providing
a more detailed view of the environment that is specific to the viewer’s location.

Eventuality, a Predictive Display can show the expected future state of the
vehicle based on the time delay from and to the vehicle. The Predictive Display
can provide operators with additional information and improve their situational
awareness, allowing them to make more informed decisions.

The choice of suitable HMIs for vehicle teleoperation will ultimately depend
on the specific needs and constraints of the teleoperation tasks, as well as the
preferences and abilities of the teleoperator. Moreover, as Casper and Murphy
[26] underlined, Situation Awareness remains a challenge when developing
HMIs for remote vehicles. In relation to this, the main issue we will address
in the following chapters deals with remote Situation Awareness. Thus, by
detaching the operator from the actual environment, it is necessary to ask what
information the teleoperator needs to directly conduct the remote vehicle safely.
In particular, the overarching research questions we postulated were:

What information should be presented to the teleoperator during direct teleop-
eration? How should it be presented and what e!ect will the information have on
the teleoperator?
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2.5 Summary
Teleoperation is the remote control of a device or system from a distance, typi-
cally by employing technology such as robotics or computer-controlled systems.
In this regard, teleoperation allows the manipulation of objects or processes
without the direct physical presence of the operator in the remote environment.
Prior research has distinguished three degrees of automation to classify tele-
operation models: direct control, collaborative control, and automatic controls
(Figure 2.2). Direct controls are the most widespread method for conducting
a vehicle remotely, using control inputs such as steering wheels, pedals, and
joysticks. By directly operating the vehicle, the operator is responsible for ob-
serving and perceiving the remote environment through displays and deciding
on an appropriate strategy. Collaborative control involves a shared decision-
making process between the operator and the vehicle, with both contributing
to the control of the vehicle. Consequently, collaborative controls involve some
autonomous functions, such as path control and obstacle avoidance, whereas
the human operator must continuously find a navigation strategy for the ve-
hicle. Automatic control entails a high level of automation, with the system
responsible for vehicle navigation and guidance while the operator provides
tactical and strategic commands.

However, despite the progress of automation, challenges still exist in de-
signing interfaces for vehicle teleoperation. For instance, most factors that
a!ect remote operations include the video channel quality, such as the frame
rate, pixel density, and color depth, as well as the operator’s cognitive load and
Situation Awareness. Other factors include the limited Field of View, keyhole
e!ect, communication delay, and the limitations of the remote system. These
factors can impact the operator’s ability to control and manipulate the remote
system e!ectively, leading to reduced performance and potential safety risks.
To solve these issues, engineers have employed visual and auditory devices in
teleoperation se"ings to provide feedback to the operator. Visual displays, such
as monoscopic and stereoscopic displays, are commonly employed to convey
relevant information intuitively. Immersive displays, such as Head Mounted
Display and projection systems, have also been used to enhance the operator’s
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experience. On the other hand, auditory displays can provide additional cues to
support the operator’s decision-making and improve their spatial awareness.
Such displays can be monophonic or stereophonic and provide directional infor-
mation to help the operator understand the environment they are interacting.

Teleoperation workstations we reviewed commonly employ control-based
input devices such as steering wheels and pedals to simulate the control of a
remote vehicle. Joysticks and controllers with multiple degrees of freedom have
also been used for controlling small robotic vehicles. More recently, we saw
that the use of touch-sensitive displays has increased in teleoperation, allowing
for more intuitive and direct control of remote systems. However, challenges
still exist in interpreting 2D inputs in 3D space and designing adequate gesture-
based touch controls. Eventually, despite being extensively studied in the field of
human-computer interaction, gesture-based input still poses concerns, such as
accurately detecting and interpreting gestures and designing intuitive gestures
for specific tasks.

In conclusion, designing e!ective and intuitive interfaces for teleoperation
remains challenging. However, from the literature we reviewed, we are confident
that teleoperation technology will continue to develop and will likely have
significant impacts in various fields.
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3
Sensing Operator’s Situation
Awareness
In the previous chapter, we described the state-of-the-art of teleoperation.
We illustrated current remote operation concepts and gave an overview of
the significant challenges and requirements. We have seen that despite the
numerous solutions that have been provided to compensate for the limitations of
operating in remote, maintaining Situation Awareness (SA) remains a significant
challenge. Towards this end, the acquisition and maintenance of SA is a critical
motivation for developing cognitive ergonomic HMIs. In the following chapter,
wewill introduce establishedmodels andmethods to assess SA before employing
concrete methods and presenting empirical results in Chapter 6, Chapter 7, and
Chapter 8.

3.1 Individual Situation Awareness
Based on individual characteristics and decision-making processes, the con-
duction of a vehicle is a complicated task. The task success will depend on
the knowledge acquired about the remote tra!ic situation, which, according
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to Endsley [61], can be called Situation Awareness (SA). Originated in aviation
and later spread to other domains, SA has been shown to be critical in many
fields, from assessing pilot performance errors [189], to modeling ground vehicle
crash avoidance systems [149]. Studies in the related field of research indicate
that 60% of aircra! incidents were caused due to temporary loss of SA [59].
Thus, despite the expertise acquired during their carrier, from technical and
theoretical training programs, operators continued to experience SA losses [59].

Earlier SA theories were created with the common purpose to model human
information acquisition while performing a task [12, 58, 191, 207, 220]. Among
these theories, the most polarizing and the most used have been developed
by Endsley [58] and by Smith and Hancock [207]. Although both have been
developed to explain the SA of a single operator, they di"er in terms of the
psychological approach. On the one hand, SA is seen as the product [58]. On the
other hand, SA is seen as a process [207]. Specifically, Endsley’s [58] three-level
model takes an information processing approach, while Smith and Hancock
[207] use a perceptual cycle model approach. According to Stanton et al. [213],
these two perspectives dominate the SA literature.

Endsley [58] defines SA as “the perception of the elements in the environment
within a volume of time and space, the comprehension of their meaning, and the
projection of their status in the near future” (p. 97). In this frame of reference,
SA is formed from three layers, perception (1° SA Level), comprehension (2° SA
Level), and projection (3° SA Level). The first SA level defines the perception of
the relevant elements and status information in the environment. The second SA
level regards how the operator understands the situation, i.e., comprehends the
current situation. This level refers to the perceived elements of the first level and
combined them in a meaningful way. A!er perceiving and understanding the
current situation, the third level to build SA involves projecting the information
in their near future status (Figure 3.1).

These levels described SA as a product that leads to decision-making and
performance of actions. According to Endsley’s model, the acquisition and
maintenance of SA are influenced by individual factors (e.g., abilities, expe-
rience, training) and system factors (e.g., system capability, interface design,
stress/workload, complexity, automation).
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Figure 3.1: The Situation Awareness (SA) model in dynamic decision-making processes proposed by
Endsley [63]. Here the SA, formed by three layers, is mediated by systemic and operator factors.

An essential aspect of vehicle operation is that the operator’s SA is mediated
by systemic factors. Thus, the task success will depend not only on the quality
of the SA obtained but also on the interface and interaction component quality.
An incomplete system contributes to operational errors and lesser immersion
[152].

A well-known counter-theory to Endsley’s [58] three-level model has been
proposed by Smith and Hancock [207] that developed an SA theory based upon
Neisser [158] perceptual cycle model, describing SA as a “generative process of
knowledge creation and informed action taking” (p. 138). The model describes
the cycle of perception and action, i.e., the human interaction with the world
(Figure 3.2). In particular, human interactions are driven by pre-acquired mental
models. The results of these interactions update, bymodifying or confirming, our
mental models. Thus the result of the interaction not only modifies the original
pa!erns but also directs further interactions/explorations. The interaction with
the world, which is defined as exploration in this theory, continues in an infinite
cyclical nature.

The most substantial di"erence we see in Smith and Hancock’s model com-
pared to the prior described is suggested by the SA position. In fact, in the
perceptual cycle model, SA resides neither in the world nor in the person but in
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Figure 3.2: The Situation Awareness (SA) model by Smith and Hancock [207] is based upon Niesser’s
[158] perceptual cycle model. The model describes the cycle of perception and action, i.e., the
human interaction with the world and thus the formation of SA.

the person’s interaction with the world. The establishment and maintenance
of SA pivots around internally held mental models that contain information
regarding given situations. These mental models facilitate the anticipation of
future events by directing their course of action. The operators will eventually
supervise the development of action to ensure that it conforms to their expecta-
tions. Any unexpected event will elicit further interactions, or research, altering
the operator’s existing model.

Yet, Smith and Hancock’s model describes a more dynamic aspect of SA,
and thus according to Stanton et al. [212], more holistic. Endsley’s three-level
model, on the other hand, o!ered a more structured description of SA that
has made it possible to measure SA intuitively, enabling the extraction of SA
requirements at each level [188]. Its usefulness demonstrates the popularity of
Endsley’s model in informing the design and evaluation of systems. However,
both models do not include the explanation of SA within operational teams and
in operational systems.
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3.2 Team Situation Awareness
As complexity increased and tasks have started to be shared among teams, prior
SA models [58, 191, 220] have been updated to include inter- and intra-team
SA [187]. Salas et al. [187] have defined SA held by a team as "the shared
understanding of a situation among team members at one point in time" (p. 131).
The prerogative of Salas et al.’s model is firstly the acquisition of SA by the
individual and, secondly, the distribution of this knowledge among the team
members to achieve the common purpose. The main feature of this model is
the coordination of the awareness that the individual members have gained
(Figure 3.3). Therefore, a proper team SA is more complicated to gain than
individual SA as there is more information to decode and convey, not to mention
the coordination of team members within highly complex systems [187].

Other definitions have been proposed to explain intra-team SA. For example,
Endsley [62] defined intra-team SA by relating the individual SA, defining intra-
team SA as the overlay of di!erent SAs generated by di!erent requirements [60].
Endsley [62] suggests that, during task performance, the SA of the individual
may overlap with that of other members, as according to the three-level model,
operators may have in common the perception, understanding, and projection
of specific elements, but which have di!erent purposes based on their task and
role within the team, and thus the generation of di!erent SAs with common
elements. Endsley and Robertson [64] inferred that a strong team performance
challenges single operators to hold a great SA upon their task and on the
understanding of the distributed SA. This means that each member is required
to share only the highest/abstract SA level, not to overload other operators. This
may include merely the meaning and consequences for the team’s goals. In
this context, the main factors related to the task’s performance quality are the
shared objectives.

Wellens [238] further argues that a consistent overlap between the SA of the
team members is essential for the smooth performance of the task. However,
the overlap must continue to allow members to acquire SA individually. In these
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Figure 3.3: The model that explains team Situation Awareness (SA). We see team members must
possess the SA related to their roles and goals while also holding the SA related to other team
members.

terms, Wellens [238] defines team SA as: "the sharing of a common perspective
between two or more individuals regarding current environmental events, their
meaning and projected future status" (p. 272).

Bolstad and Endsley [16] suggested four core factors involved in shared SA,
requirements, devices, mechanisms, and processes. Shared SA requirements refer
to the already processed SA of the individual operator to be shared, including
information about the status of tasks and other members. Shared SA devices are
those devices available to the team for sharing information, including verbal
communication, shared displays, or a shared virtual environment. By shared SA
mechanisms, the authors mean the mental models that individual operators have
and share. According to the authors, this is the core component as sharedmental
models function to support interpreting information in the same way within
the team. Shared mental models are considered to have the role of facilitators
for communication and prediction of other behaviors [175]. Lastly, shared
SA processes refer to the processes for exchanging information among team
members, including coordination and prioritization of tasks and the scheduling
establishment.

We can conclude that team members must possess the SA related to their
roles and goals while also holding the SA related to other team members. In
particular, this overall SA includes the awareness that the operator has of the
activities, roles, and responsibilities of other team members and the team as
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a whole, including goals and performance. The SA is then distributed within
the team through communication, coordination, and collaboration to inform
and modify other SA members. Thus, the SA in teams is threefold: SA of the
individual team member, SA of other team members, and SA of the team as a
whole.

3.3 System Situation Awareness
The increasing interest in systems thinking in HCI [22, 55, 235, 241] has also
touched SA literature, introduced as Distributed Situation Awareness (DSA).
DSA refers to the notion that systems can have and share SA. DSA, however,
have a more historical basis, in particular, is based on the theory of distributed
cognition approach proposed by Hutchins [98]. Hutchins suggests that in
distributed cognition, people and the artifacts of a system combine to form a
"joint cognitive system." The cognition is achieved through coordination among
the elements of the system [11].

When it comes to DSA, cognition is seen as the awareness that connects the
elements of the system. SA is, therefore, a system’s component, which unlike
the inter- and intra-team SA, is not generated by the operator’s understanding
but by the interaction between the elements. Thus, intrinsic of the system, like
in Niesser’s 1976 model. Moreover, Artman [10] stated that the interaction
"emerges in a context where artefacts and information technology partly structure
the possibility of sharing and distributing information" (p 1113).

Di!erently, Stanton et al. [214] suggested that the SA is the product of the
cooperation between the elements. In this regard, despite being in the same
situation, the system’s elements held di!erent SA. However, their SA can over-
lay, compatible, complementary, and SA’s insu!iciencies can be compensated.
Stanton et al. [214] define DSA as "knowledge activated for a specific task, at a
specific time within a system" (p.1291). The contribution of DSA systems explains
and complements the literature on SA by considering SA not only individually
or within a team but also collaborative systems.
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3.4 Measuring Situation Awareness
Various tools for designers and engineers are available for measuring di!erent
aspects of SA. However, the most widely used techniques include freeze probe,
real-time probe, and post-trial self-rating [214] (Table 3.2). Historically, prior SA
assessment methods have been developed to measure the operator’s SA, e.g.,
via the Situation Awareness Global Assessment Technique (SAGAT) or Situation
Awareness Rating Technique (SART) questionnaires. With SA knowledge and
team awareness development, it is likewise feasible to be assessed, e.g., via the
Coordinated Awareness of Teams (CAST) technique [80]. However, it is an open
question on how to measure System SA.

Freeze probe techniques allow the assessment of SA through questionnaires.
In this context, the freezing of the task is necessary to allow the user to answer
one or more questions based on the prior acquired knowledge. During the
assessment, the user cannot see the situation and is therefore asked to recall
and elaborate on past events related to the situation. For example, during
the SAGAT [63] the user is allowed to answer a series of questions relating to
the three levels of SA described by Endsley [63], namely perception (1st SA
Level), comprehension (2nd SA Level), and projection (3rd SA Level). Once users
have completed the questionnaires, they will resume the interrupted task until
a new query appears. Having assessed the user’s SA, the answers are then
compared with the simulation ground truth data or the expert’s acceptance
criteria. Although the freeze probe technique is a valuable method to assess
operator SA during the task and solve the problem of collecting post-trial data,
it can be intrusive as it interrupts the user in solving the task. A real-time
probe might provide a solution to this problem, e.g., via the Situation Present
Assessment Method (SPAM) [56], facilitating the participant to answer the
queries without freezing and nonetheless enabling the assessment of SA in real
environment. Nevertheless, it is still intrusive and biased as the whole amount
of information is available to the operator.

Other questionnaires have been developed to be employed post-trial, with-
out interrupting the user during the task. However, they lack the sensitivity
of the freezing and real-time probe technique. Usually, post-trial questioners
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Method Description Tool

Freeze
probe

SA is assessed through questionnaires, yet, the task is
frozen to allow the user to answer. During the freeze,
the user cannot assess the situation and must recall and
elaborate on the memories based on past events. The
participant answers are then compared with ground
truth data.

Situation Awareness
Global Assessment
Technique (SAGAT)
[63]

Real-time
probe

SA is assessed through questionnaires without freezing
the task, allowing the user to answer in real time. Nev-
ertheless, it is still intrusive and biased as the whole
amount of information is available to the operator.

Situation-Present
Assessment Method
(SPAM) [56]

Post-trial
self-rating

SA is assessed through self-rated questionnaires a!er
the task has been completed. However, they need more
sensitivity to the freezing and real-time probe technique.

Situation Awareness
Rating Technique
(SART) [220]

Table 3.2: The table summarizes the di"erent methods for measuring Situation Awareness.

are self-rated techniques that measure the operator’s SA in various domains.
For example, having administrated the Situation Awareness Rating Technique
(SART) query [220], inference on operators arousal, spare mental capacity, con-
centration, and division of a#ention is available. Also, data about the quality
of the information, instability, complexity, variability, and familiarity with the
situation is retrievable.

While the literature on individual SA is extensive, there has been limited
emphasis on developing measures for team SA. The Coordinated Awareness
of Situation by Teams (CAST) technique, proposed by Gorman et al. [80], ad-
dresses the collective SA levels within a team and among its members. Another
approach involves using the SAGAT query, administered to all team members.
However, the SAGAT questionnaire shares criticisms with those mentioned ear-
lier, particularly its challenge in real-world collaborative tasks due to impractical
task freezing.

To address this issue, some studies evaluate team SA by correlating it with
individual member performances, such as counting errors. Nonetheless, this
method has faced criticism, as good individual performance does not necessarily
indicate good team SA [188].
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3.5 Discussion
Situation Awareness is a complex concept that refers to an individual’s percep-
tion of the elements in their environment, their comprehension of the current
situation, and their projection of future events. It is a critical factor in the
pursuit an adequate performance of complex tasks. Nevertheless, the concept
of SA has been the subject of criticism and debate in the academic literature.

One major criticism of SA is the subjectivity of the ma!er, i.e., SA is based
on an individual’s perception of their environment. Di"erent operators may
have di"erent interpretations of the same situation, making it challenging to
assess SA accurately. The subjective nature of SA could drive di"iculties in
comparing individuals’ SA or generalizing the findings from SA questionnaires.
A further criticism of SA is the dependencies on the situation in which it is being
evaluated. Reviewers questioned the transfer of the findings from one situation
to another or the development of e"ective training programs across di"erent
contexts. Measuring SA could likewise be problematic, as it is a complex and
multifaceted concept involving cognitive and emotional processes. Various
tools are available for assessing SA, such as questionnaires and performance
measures. However, each has limitations and may not provide a comprehensive
assessment of an individual’s SA. Moreover, SA might be influenced by factors
outside an individual’s control. This might be the case with the system’s design
or information availability, making it questionable to a!ribute any SA deficits
solely to an individual’s knowledge. Eventually, SA is one of many factors
influencing performance in complex systems. Other factors, such as knowledge,
skills, and motivation, may play a role in an individual’s performance, and it
could be challenging to a!ribute performance outcomes exclusively to SA.

Nevertheless, despite these criticisms, SA remained widely assessed and
promoted as an essential concept in human performance to improve the ef-
fectiveness of complex systems. There are several benefits to assessing SA.
These include: a) identifying areas of strength and weakness, b) improving
performance, c) enhancing safety, d) enhancing e"iciency, and e) facilitating
decision-making.
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Assessing SA can help researchers identify an individual’s strengths and
weaknesses regarding their ability to perceive, comprehend and anticipate
environmental events. This information could tailor training and development
programs to address specific areas of need. For example, if an individual scores
inadequately on items related to projection, they may benefit from training
on scenario-based planning or decision-making skills. By identifying areas of
SA deficit, researchers can implement strategies to improve SA and, in turn,
improve performance. This could include providing training, improving the
system’s design, or increasing the availability of information. For instance,
if individuals struggle with SA due to inadequate information presentation,
providing more data or explicit content may improve their SA and performance.
Consequently, reduced risk of errors and accidents might be obtained. Proper
SA is alike necessary for the e!icient performance of tasks. By identifying and
addressing deficits in SA, researchers could improve e!iciency and reduce the
time and resources required to complete tasks. This might be the case when an
individual progresses with di!iculty during task completion for over-salience.
A more significant amount of information may require additional time for the
operator to complete the tasks or cause more fallacies, leading to ine!iciencies.
Improving SA by delivering the right information might increase e!iciency
and reduce the time and resources required to complete tasks. Thus, leading
to be"er decision-making and improving the decisions’ quality. Ultimately,
assessing SA can provide valuable insights into an individual’s abilities, improve
performance, enhance safety, increase e!iciency, and facilitate be"er decision-
making. Various tools are available for assessing SA, such as questionnaires,
performance measures, debriefing, simulations, and training. A combination
of these tools may be needed to comprehensively understand the individual’s
SA and identify specific areas for improvement. Certainly, further research is
needed to understand the limitations of SA be"er and to develop more accurate
and comprehensive methods.
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3.6 Summary
In this chapter, the acquisition and maintenance of SA has been discussed as a
critical motivation for developing cognitive ergonomic interfaces. In this context,
SA refers to the ability to understand the current state of an environment, predict
future events, and e!ectively respond to changing circumstances. SA is a critical
concept in aviation, military operations, and emergency response, where the
ability to make fast and accurate decisions could lead to severe consequences.

Therefore, SA requires constant a"ention, environmental monitoring, and
irrelevant or ambiguous information screening. It also requires the ability to
quickly and accurately analyze and interpret information and to make decisions
based on this analysis. A high level of SA might be achieved via the use of
HMIs that helps to gather and analyze the remote environment. An adequate
SA is essential in many high-stakes environments, as it can help individuals
and teams respond e!ectively to changing circumstances and make informed
decisions.

3.6 | Summary 79





4
Sensing Operator’s
Cognitive Workload
In Chapter 3, we presented the theoretical framework of Situation Awareness
(SA). Specifically, we introduced established models and methods of individual
and distributed SA. In the following chapter, a!er briefly defining cognitive
workload in automotive literature, a novel method for cognitive sensing, namely
thermal imaging, is presented and evaluated. In particular, we a"empt to
describe the state-of-the-art in using infrared thermal imaging in driving sim-
ulators by conducting a systematic literature review and meta-analysis. This
eventually led us to gain a clear picture of the e#ectiveness of this technology,
which was later used as an evaluative method in Chapters 8 and 9.

4.1 Cognitive Workload
Cognitive load has always been a topic of importance in HCI [253]. It is deter-
mined by external and internal factors, i.e.: (a) extraneous processing, triggered
by cognitive processes that do not support the subject’s objective; (b) intrinsic
processing, in which the subject is engaged in comprehending the task; and
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lastly (c) germane processing in which the subject is engaged in cognitive pro-
cessing as a mental organization of the information received [45]. Similarly, in
automotive research, the cognitive workload is used to describe the amount of
mental resources an operator can spend on performing a particular task. It is
widely used to study the causes and e!ects of distracted driving or measure
the consequences of a!ective states on the driving task [101, 127, 253]. Young
et al. [253] highlight that several o"en conflicting definitions of cognitive work-
load exist. However, they describe cognitive workload as a multidimensional
measurement of mental capacity, with a#ention being a limited resource that
diminishes task accuracy and e!iciency when overloaded [253]. For example,
they highlight the standard technique of inducing cognitive overload in driver
studies by employing secondary tasks that force the subject to use more work-
ing memory. Understanding cognitive workload is pivotal in both HCI and
automotive research, as it not only reflects the mental resources invested in
tasks but also impacts task accuracy and e!iciency under cognitive overload.

4.1.1 Measuring Cognitive Workload

Varied ways of measuring cognitive workload exists, such as self-assessment
questionnaires like the NASA Task Load Index (NASA-TLX) [92], Subjective
Workload Assessment Technique [179], and Rating Scale Mental E!ort [259],
measuring task error rate and e!iciency, or by measuring physiological param-
eters such as heart rate or brain activity [127, 253]. As there o"en exists a
dissociation between subjective workload and task e!iciency (i.e., subjects re-
port higher cognitive workload while task e!iciency stays the same) as Vidulich
and Wickens [229] show, physiological measurements are captured in cognitive
workload studies to provide an objective truth [253]. Measuring these physio-
logical parameters is usually achieved by a#aching sensors to the skin [127],
which may constrict movement, impeding on primary task performance such
as the driving task in an automotive study, proving impractical for real-time
and continuous tracking of subjects [236].

An emerging and exciting response to this deficiency is using infrared ther-
mal imaging cameras to capture physiological data of test subjects [127]. Like
a camera used in photography, thermal infrared cameras use a lens to project
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electromagnetic radiation from a scene onto a two-dimensional sensor plane.
This plane is equipped with photo-sensors capable of sensing radiation in the
visible light spectrum. Infrared thermal cameras utilize sensors sensitive to ther-
mal radiation between 3 µm to 5 µm for Mid-wave Infrared cameras or between
8 µm to 14 µm for the Long-wave Infrared cameras. Thus, covering a thermal
radiation band from 3 µm to 14 µm [74]. This produces an RGB video image,
where measured temperature values are encoded as color values. Because the
human skin emits thermal radiation in this spectrum, its emissivity is close to
perfect black-body radiation [91]. Thus, thermal imaging is ideal for captur-
ing body temperature [74] and determining spatial di!erences between body
regions. Prior research shows that a correlation exists between self-assessed
levels of cognitive e!ort and temperature readings captured using a thermal
infrared camera [168]. Since then, the usage of infrared thermal imaging has
been increasing in automotive research [127].

In this chapter, we performed an analysis of current literature to show
the development of infrared thermal imaging technology in driving simulator
studies. We limited our literature to automotive research to ensure a standard
experiment setup that is well suited for comparison and also because automotive
research can benefit much from an unobtrusive, real-time measurement of
cognitive load. In this regard, we determined and formalized three areas of focus
on which the literature was analyzed: the application of thermal imaging, the
method of data capture, and how the captured image data was processed. Then,
we conducted a meta-analysis that establishes the e!ectiveness of using thermal
cameras for detecting cognitive distraction in a driving context. Eventually,
we discuss our findings and suggest improvements in experimental design,
highlighting opportunities and challenges for future research.

4.2 Methodology
Our goal in this chapter is to assess the e!ectiveness of utilizing infrared thermal
imaging to measure the cognitive workload of study subjects in HCI research,
and identify areas of improvement. As we intended to perform statistical anal-
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Figure 4.1: A summary illustration of the literature we collected following the Preferred Reporting
Items for Systematic Reviews and Meta-Analyses (PRISMA) framework [148]. Of 5204 unique
records, 54 were retrieved for screening, 13 studies were analyzed in-depth, and four coded for
the meta-analysis using the Population, Intervention, Comparison group, Outcomes, Time frame,
Se!ing (PICOTS) framework [183]. Unfortunately, eight studies lacked the necessary statistics
needed for the meta-analysis.

ysis, we focused our literature collection on the field of automotive research,
which enabled us to compare similar experimental setups (i.e., participants in
driving or piloting simulators), significantly reducing external variables.

Our approach is threefold: first, we conducted a systematic literature review
of available literature and identified common points of comparison. Secondly,
we conducted a statistical meta-analysis on the collected literature on the
e"ectiveness of measuring cognitive workload using infrared thermal imaging.
Finally, we discuss our findings.

4.2.1 Systematic Literature Review

We performed the systematic literature review using the Preferred Reporting
Items for Systematic Reviews and Meta-Analyses (PRISMA) framework [148],
for which a summative illustration can be found in Figure 4.1. The search was
conducted in January 2020 through a series of electronic search engines: ACM
DL1, IEEE Xplore2, SAGE3, Springer4, as well as Elsevier5 (i.e., ScienceDirect),
using the keywords: facial temperature, facial thermography, thermography,
infrared camera, thermal camera, and thermal imaging. A#er duplicates were
removed a total of 5204 articles was found. Two additional records were fur-
ther identified from other sources and added to the data set. These terms

1https://dl.acm.org
2https://ieeexplore.ieee.org
3https://journals.sagepub.com
4https://link.springer.com
5https://sciencedirect.com
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were primarily thought to not exclude early approaches or proposals by simply
searching very specifically. Upon having downloaded from each database a CSV
file, we parsed the titles and keywords applying the following terms: cognitive
strain, cognitive load, cognitive workload (or work-load), mental strain, mental
load, mental workload (or work-load). We used the keyword variants of driving
(e.g., driv*, driv* behavior) to further contain the research. Toward this end, 54
articles were retrieved for screening, and 13 papers were selected for in-depth
review. These papers were selected based on the criteria for using a driving or
piloting simulator and utilizing an infrared thermal imaging camera.

Eventually, we conducted a meta-analysis of the collected records to test
the overall e!ectiveness of using thermal imaging to measure cognitive load in
driving simulators. Unfortunately, eight studies lacked the primary data for the
meta-analysis, i.e., did not report the necessary statistics needed to calculate the
Standardized Mean-Di!erence (SMD) and their Confidence Intervals (CI) [122].
Therefore, for the meta-analysis, four studies of 12 have been coded using the
PICOTS framework (Population, Intervention, Comparison group, Outcomes,
Time frame, Se"ing) [183].

4.3 Findings of the Systematic Literature Review
We obtained thirteen records from our literature collection method, which we
analyzed in detail. A#er primary analysis of the literature, we formalized three
main focus areas for analyzing and comparing papers: (a) Thermal Imaging
Application, (b) Data Capture, and (c) Image Data Processing. These areas were
common in all the papers and were selected and worded to be immediately
apparent, readily comparable between di!erent studies, and, taken together,
they describe an experiment in its entirety from data collection to final results.

4.3.1 Thermal Imaging Application

Several trends can be determined in thermal imaging in the literature we re-
viewed. Six research papers a"empt to demonstrate the validity of using infrared
thermal imaging as a tool to provide physiological measurements of a subject
in a driving simulator [5, 7, 103, 150, 240, 255]. Two papers use these mea-
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surements to validate an experimental setup or automotive design [102, 108].
Two papers demonstrate the usage of infrared thermal imaging to determine
moments of driver distraction or the high cognitive workload of a driver in
real-time [170, 172]. One paper utilizes infrared thermal imaging to determine
head position and orientation in the car [247]. Finally, one additional paper
proposes a theoretical method but not implementation details [147].

4.3.1.1 Thermal Imaging as a Physiological Measurement Tool

In six articles we reviewed the a!empt to develop methods of using infrared
thermal imaging as a physiological measurement tool. In two experiments, Or
and Du"y [168] have shown that forehead temperature, in arousal states, tends
to remain stable while the nose temperature decreases. In the first experiment,
participants were asked to drive in a simulated environment and were exposed
to a secondary task (mental arithmetics). The facial temperature was measured
pre- and post-stimulus, and the Modified Cooper-Harper questionnaire was
assessed. First, the authors found a correlation between nose and forehead
temperature with the Modified Cooper-Harper questionnaire. Secondly, they
observed that nose temperature decreased when the participant was occupied
with the secondary task, while forehead temperature remained constant. The
second experiment was conducted in real and simulated driving conditions.
Similar results were found for the simulation, i.e., decreased nose temperature
and constant forehead temperature. However, these results were not confirmed
under the actual driving condition.

Anzengruber and Riener [7] show that their method is adequate to infer
"mental conditions of the driver" but point out that the di"erence in states
is very low (0.25 ◦C) and that other factors such as food intake, fatigue, and
body position might have a more significant impact on body temperature,
which limits the approach in real-world scenarios. Kajiwara [103] shows that
while the combination of physiological features captured is a valid measure of
driver’s mental workload, noise and sunlight significantly inhibit the potential
of this system to be implemented in real-world conditions. Murai et al. [150]
demonstrate that the di"erence between nasal and forehead temperatures
is quicker to react to moments of the cognitive load than measurements of
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high- low-frequency heart rate analyses. Zhang et al. [255] demonstrate that
facial temperatures change in driving situations that require sudden and quick
driver input (such as an unobserved vehicle swerving into the driver’s lane).
Finally, Wesley et al. [240] show that the mean temperature in the supra-orbital
signal is significantly higher when participants in a driving simulator have to
fulfill distracting tasks, showing that infrared thermal imaging can be used to
determine the driver’s distraction.

In contrast, Altscha!el et al. [5] find that temperature variations observed
in their data sets are not statistically significant to determine stress or cognitive
load. Temperature di!erences occurred sporadically or with a significant delay
between the increased workload demand and skin temperature reaction, show-
ing that the method utilized was inadequate as a workload measure. Since the
reason is not immediately evident from the data provided, there could remain
several unidentified factors that influence the e!iciency of thermal imaging as
a physiological measurement tool.

4.3.1.2 Thermal Imaging to Validate Experimental Setups or Designs

Both Jeong et al. [102] and Kim et al. [108] use infrared thermal imaging as a
measurement to validate experimental setups. Jeong et al. [102] utilize varia-
tions in participants’ nasal temperature to argue that a vehicle control method
utilizing joystick control produces less driver workload and "stress" than using
a steering wheel to control a vehicle in identical driving conditions. Moreover,
Kim et al. [108] use their participants’ skin temperature measurements to val-
idate a proposed simulated highway design over another. Both of the stated
papers find that their measurements are in-line with additional physiological
measurements.

4.3.1.3 Thermal Imaging as a Real-time Measure of Driver Workload

In two research papers, the authors show that a real-time measurement of driver
workload and driver distractions is feasible using an infrared thermal imaging
camera [170, 172]. For instance, Pavlidis et al. [172] use the measure of perinasal
perspiration to activate a biofeedback sensor that alerts the driver of distracted
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Study Camera Model Sensitivity Refresh rate

Jeong et al. [102] FLIR A20 .1◦C 30 hz
Kim et al. [108] FLIR A20 .1◦C 30 hz
Or and Du!y [168] Mikron MicroScan 7200V .08◦C n/a
Pavlidis et al. [172] FLIR Tau 640 .05◦C n/a
Anzengruber and Riener [7] FLIR SC655 .05◦C n/a
Wesley et al. [240] ThermoVision SC6000 MWIR .01◦C n/a
Kajiwara [103] Vionics Air 32 n/a 10 hz
Zhang et al. [255] Optris PI640 .075◦C n/a
Murai et al. [150] n/a .1◦C n/a
Wu et al. [247] n/a n/a n/a
Altscha!el et al. [5] n/a n/a n/a
Panagopoulos et al. [170] Previously collected dataset n/a 1 Hz
Mitas and Ryguła [147] Theoretic setup n/a n/a

Table 4.1: The table shows an overview of the thermal cameras used in the reviewed literature.
Sensitivity is specified as the temperature di!erence where a change is indistinguishable from noise,
the Noise Equivalent Temperature Di!erence (NETD).

driving using a self-starting Cumulative Sums algorithm that activates and
deactivates a warning light when perspiration passes a threshold, notifying a
driver of his distracted mental state. Further, Panagopoulos and Pavlidis [170]
show that perinasal perspiration combined with other physiological measure-
ments can accurately predict distracted and aggressive driving moments in a
data set from a distracted driving experiment.

4.3.1.4 Thermal Imaging to Determine the Driver’s Head Position

The only paper Wu et al. [247] that does not directly use infrared thermal imag-
ing as a physiological measurement demonstrates that tracking the driver’s
head position in a cab using thermal infrared imaging is feasible in an unobtru-
sive manner. Thermal imaging was only used to identify facial landmarks to
calculate head tilt and position. They also demonstrate minor pitch and yaw
changes, ranging from one to two degrees, in the driver’s head positions.

4.3.2 Thermal Imaging Data Capture

As using an infrared thermal imaging camera was one of the criteria for inclusion
in the in-depth review, all of the papers analyzed use thermal imaging to capture
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(a) Supraorbital RoI (b) Forehead RoI (c)Nose-tip RoI (d) Perinasal RoI

Figure 4.2: An overview of the Regions of Interest (RoI) we identified during the literature analysis.
From le! to right, (a) supraorbital, (b) forehead, (c) nose-tip, and (d) perinasal regions.

subject data. Most of the research papers examined set their studies in simula-
tors, except for Wu et al. [247], who performed a study in a moving vehicle, and
for Or and Du"y [168], who conducted multiple studies in both, natural and
simulated environments. Other studies used a pre-captured dataset of drivers
[170] or described a theoretic experiment setup [147]. Specifications such as
camera models, image sensitivity, and refresh rate are provided in Table 4.1.

4.3.2.1 Regions of Interest

Measuring the cognitive e"ort of a driver is achieved by measuring a change
in face skin temperature [74]. This is in line with the seminal paper by Or
and Du"y [168], which shows that forehead temperature does not change
significantly between start and end of an experiment setup, but that the nasal
temperature does, and that it decreases with the amount of cognitive e"ort
used by the driver. No age e"ects were observed, however; Or and Du"y [168]
observe that the cognitive e"ort is significantly lower when piloting an actual
vehicle compared to driving in a simulator.

Measuring nose tip and forehead temperature has been repeatedly utilized
in the literature [102, 103, 150, 255]. In these studies, the nose tip and forehead
region have been determined manually [102, 103] or through spectacles of
precise dimensions [150]. Alternatively, a Histograms of Oriented Gradients
(HOG) detector was trained on a set of manually labeled snapshots to detect
the regions automatically [255].
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Additional Regions of Interest (RoI) have been considered in other simu-
lated studies. Wesley et al. [240] trace the area above the eye a!ected by the
supraorbital nerve. The perinasal region, as defined by Shastri et al. [200], which
describes the area between the upper lip and the nose, is utilized by two studies
[170, 172].

Further research, however, did not limit their data collection to a specific
area of the face; instead, they recorded temperature values of the entire face [5,
7, 247]. In contrast, Mitas and Ryguła [147] suggest employing infrared thermal
imaging to measure Percentage Eye Openness Tracking, limiting their regions
of interest to the eyes only. Figure 4.2 illustrates the identified RoIs.

4.3.2.2 The Capture of Further Physiological Data

In addition to capturing infrared thermal imaging data, papers obtained in
our analysis record additional physiological data to confirm their findings
or demonstrate the validity of their method. Jeong et al. [102] captured the
Electrocardiogram (ECG), Electromyogram (EMG), Electrooculogram (EOG),
and Galvanic Skin Response (GSR) of the study participants to demonstrate
the correlation between other physiological measurements and data obtained
through infrared thermal imaging.

Zhang et al. [255] collected ECG and GSR to correlate their findings. Kim
et al. [108] collected ECG, EMG, EOG, and GSR data in the same manner as
Jeong et al. [102]. Murai et al. [150] measured the heart rate of their participant
to verify their method of using thermal imaging. Panagopoulos and Pavlidis
[170] combined the thermal image readings of their data set with heart rate,
breathing rate, and GSR readings to measure cognitive workload.

4.3.3 Thermal Imaging Data Processing

As with digital video cameras, thermal cameras are subject to noise and other
image artifacts [74]. Valuable temperature data, in this regard, can be obtained
from image processing tools. Processing the image data and extracting tempera-
ture values is required to reproduce an experiment and verify the data obtained
accurately. This subsection will detail the methodologies utilized to extract data
in the reviewed literature.
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Age Gender

Study N Mean SD Male Female

Panagopoulos and Pavlidis [170] a 59 n/a n/a 26 33
Pavlidis et al. [172] b 47 n/a n/a n/a n/a
Or and Du!y [168], Experiment I c 16 24.2 4.9 16 17

17 48.8 7.1 – –
Or and Du!y [168], Experiment II c 6 25.7 5.2 9 4

7 46.7 6.4 – –
Kim et al. [108] 33 n/a n/a 30 3
Zhang et al. [255] 18 27.5 4.5 14 4
Jeong et al. [102] 13 25.2 2.0 13 0
Wesley et al. [240] 11 27.5 n/a 4 7
Anzengruber and Riener [7] 9 n/a n/a 9 0
Kajiwara [103] 4 22.0 .71 4 0
Wu et al. [247] 1 n/a n/a 1 0
Murai et al. [150] 1 n/a n/a 1 0
Altscha!el et al. [5] n/a n/a n/a n/a n/a
Mitas and Ryguła [147] n/a n/a n/a n/a n/a

Table 4.2: A detailed overview of the participants recruited in the reviewed literature. Note: some
research papers have separated the participants into groups of age: a) two groups of ages: 18-27 and
60+, b) two groups of ages: 18-27 and 55+, gender-balanced, c) two groups of ages: 18-35 and 36-64.

Kajiwara [103] extracts monochrome square pixel values from the nose tip
and forehead regions, averages the pixel density per frame per square, and
subtracts the density of the forehead area from the nose area, obtaining the
di!erence in temperature signals between the forehead and nose over time.
This value is combined with other physiological features such as skin potential
change and skin conductance over time to measure the driver’s mental workload.
Zhang et al. [255] apply the same method of di!erence in temperature signals
between forehead and nose-tip, identified by their HOG detector. Wesley et al.
[240] produce a mean of all collected temperature values in the tracked region
of interest per measurement, obtaining a one-dimensional signal from the two-
dimensional thermal data. Noise in the thermal data was reduced using a Fast
Fourier Transformation-based method.
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Anzengruber and Riener [7] utilize an estimation-maximization algorithm
to compute a Gaussian Mixture Model to identify regions of the face with the
highest temperature. By calculating amean, these values are then normalized by
subtracting the starting temperature of the regions identified, thus determining
the change in temperature of a facial region during a testing configuration.

Pavlidis et al. [172], and Panagopoulos and Pavlidis [170] determine the
amount of perspiration in the perinasal area by performing a contour-based
black top-hat transformation which generates an image of areas of perspiration
on a black background, thus enabling the calculation of the amount of perspira-
tion as the energy in the image generated by the colored spots. They utilize the
previously described method of Shastri et al. [200].

Lastly, Wu et al. [247] utilize the Supervised Descent Method by Xiong and
De la Torre [250] to produce a point-cloud of facial features and calculate 3D
coordinates for each facial feature through vector calculation, thus determining
the head position and orientation in three-dimensional space.

4.4 Results of the Meta-Analysis
To determine the validity of the thermal camera as a tool for assessing cognitive
load, we conducted a meta-analysis. We were interested in whether the null
hypothesis of no e!ect could be rejected. From the 13 studies that we analyzed
in-depth, four were suitable to be coded using the Population, Intervention,
Comparison group, Outcomes, Time frame, Se"ing (PICOTS) framework [183].
However, despite the limited amount of records available, we extracted 15
data points containing Standardized Mean-Di!erence (SMD) and Confidence
Intervals (CI). Using this data, we ran a Random-E!ects analysis using the R
metafor package1 [230], carried out moderator and Meta-Regression analyses,
and created Forest and Funnel plots (Figure 4.3 and 4.4). We used a Random-
E!ects model since it does not assume that the estimated e!ects arise from a
single homogeneous population; instead, that the true e!ect sizes di!er between
each study.

1https://metafor-project.org/doku.php
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Figure 4.3: The Forest Plot shows the Standardized Mean-Di!erence (SMD) and the Confidence
Intervals (CI) of the studies taken into consideration. The last line shows the size, with its CI, of the
Random E!ects model. The Forest Plot also includes yellow “diamonds” for each study. These are
the predicted e!ect sizes computed from the meta-regression model. The column Se!ing indicates
where the study was conducted (in-situ or ex-situ), the RoIs where the thermophysiological data
was extracted (forehead, nose tip, and perinasal). In column Conditions, C.D. stands for Cognitive
Distraction, U.E. for Unexpected Event, and S.D. for Sensorimotor Distraction. To understand the
output analysis, the SMD value is interpreted similar to the e!ect size (d) defined as: d (.01) = very
small, d (.2) = small, d (.5) = medium, d (.8) = large, d (1.2) = very large [192]. Moreover, the CI
indicates the precision with which we can calculate the SMD, facilitating the comparison between
the studies.

The Omnibus test of the model coe!icients shows to be significant (Q =
32.96, DF = 1, p < .001). Also, the test of Residual Heterogeneity shows to
be significant (Q = 248.46 DF = 14, p < .001). The significance of both tests
indicates a rejection of the null hypothesis of no e!ect and the hypothesis of
homogeneity. The prior implies that the model (without explanatory variables
such as study se"ing, the RoIs, and conditions) is significant. The la"er implies
that thermophysiological results di!ered across studies (heterogeneity of the
e!ect sizes). To explain the excess of variance among the studies, we carried out
a meta-regression that includes factors as RoIs where the thermophysiological
data was extracted (e.g., forehead, nose tip, and perinasal region), the study
se"ing, i.e., if the study was carried out in-situ (laboratory via driving simulator)
or ex-situ (real environment). Moreover, we included study design factors as
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95% C. I.

Estimate SE z p Lower Upper

Intercept 0.822 0.343 2.400 0.016 0.151 1.493
Se!ing (In situ) -0.690 0.363 -1.899 0.058 -1.403 0.022
ROIs (Nose Tip) 1.764 0.212 8.310 < .001 1.348 2.180
ROIs (Perinasal) 1.191 0.426 2.798 0.005 0.357 2.025
Condition(s) (Drive + C.D.) 0.618 0.238 2.598 0.009 0.152 1.085
Condition(s) (Drive + U.E.) -1.443 0.269 -5.354 < .001 -1.971 -0.915
Condition(s) (Drive + S.D.) 1.026 0.621 1.654 0.098 -0.190 2.243

Table 4.3: The table shows the estimated coe"icients (via Wald test) for the Random-E"ects analysis,
along with their significance. Here, next to the intercept, one coe"icient for Se!ing (in situ), two
for ROIs (Nose Tip and Perinasal), and three for Conditions: Drive + Cognitive Distraction (C.D.),
Unexpected Event (U.E.), and Sensorimotor Distraction (S.D.). Note: SE stands for Standard Error.

a type of distraction added to the condition (e.g., cognitive or sensorimotor
distraction). Despite the specification cited, the Omnibus test of the model
coe"icients shows to be significant (Q = 121,26, DF = 6, p < .001), indicating
only two coe"icients to be non-significant: Drive + Sensorimotor Distraction and
In-situ se!ing (Table 4.3). The test of Residual Heterogeneity also shows to be
significant (Q = 34,42 DF = 8, p < .001). The test indicates that although the
moderators explain the di"erences between the studies, there is an unexplained
excess of variance. Furthermore, we conducted an analysis to assess publication
biases. The Rank correlation test for funnel plot asymmetry (Kendall’s τ = .42, p
= .03) shows minor signs of asymmetry (Figure 4.4a), indicating a bias of e"ect
sizes included in our meta-analysis [17]. Moreover, the Funnel Plot (visually)
confirms an excess of heterogeneity due to the few data points (> 5%) that lie
outside the confidence triangle.

Despite the variance of the observed e"ect size, overall (as can be seen in the
Forest Plot Figure 4.3), the meta-analysis suggests a significant positive e"ect
in detecting cognitive load using thermal cameras, SMD = 1.29, p < .01, 95%
CI [0.85, 1.72]. This is a promising result; however, the low number of studies
pulled into the meta-analysis (due to inadequate design or diagnostic accuracy
of the other nine studies) leads us to conclude that the results obtained must
be viewed carefully and require a systematic investigation.
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Figure 4.4: (a) The Funnel Plot of the Random-E!ects analysis without explanatory variables, and (b)
the Funnel Plot with explanatory variables (i.e., study se"ing, RoIs, and conditions). In (a), the data
points are expected to lay in a confidence triangle 95% of the time. However, this is not the case; an
excessive amount of points are outside the interval due to heterogeneity. In (b), the Funnel Plot of
the meta-regression model is shown. Herewith, we see that the plot is symmetrical in the vertical
axis around the meta-analytic compounded e!ect size estimate. Suggesting that the moderators
(i.e., study se"ing, RoIs, and conditions) do explain the di!erences between the studies; however,
there is some excess of variance (> 5%).

4.5 Discussion
This chapter provides a first comprehensive understanding of the usage of
thermal imaging in driving simulators. Despite the methodological limitations
found during the inclusion of the studies, our outcomes show that infrared
thermal imaging has a positive e!ect in detecting cognitive distraction in control
se"ings. However, some moderate inconsistencies between studies (I2 = 54.98%)
suggest that the results di!er by more than would be expected, reducing the
confidence that we might have of the results. These di!erences might have been
generated by several factors, primarily due to inadequate study design, e.g.,
how the collected data was gathered or which variables were selected [190].

Overall, the thermal camera appears to be a valuable addition to the auto-
motive researcher’s toolbox to assess the driver’s physiological e!ects. When
additional physiological parameters were observed, we noticed they always
corroborate the data collected through infrared thermal imaging, making in-
frared thermal imaging a valuable alternative to a classical physiological sensor
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technology, as no physical sensors have to be placed on the participant’s body.
This may increase the participant’s sense of freedom, as sensors measuring like
ECG or GSR can be constricting. Thermal cameras also have the advantage of
reduced experiment set-up time, as experiments need to be set-up only once by
placing the camera instead of placing sensors for every participant. Moreover, it
may render unnecessary the technical know-how needed to place these sensors
on the subject. Furthermore, thermography is already being utilized to provide
real-time information of cognitive workload to the driver.

Given a thorough and founded base knowledge on how participants face
temperatures react to driving situations, we feel that infrared thermal imaging is
a good alternative to classical physiological sensing methods. However, despite
these first positive results, the limited finding requires further investigation and
replication studies.

Given the high excess of variance that we observed in our statistical meta-
analysis, some unknown e!ects on study e!iciency remain. Here we identify a
need for additional detail in study design in future work. We suggest developing
a clear and detailed framework on how infrared thermal imaging should be
done, and we propose a methodology based on the focus areas we formalized in
this chapter. Regions of Interest must be defined, as well as the method of deter-
mining these regions. Data extraction from the color image must be described,
and noise reduction or further data processing explained with methodology
and parameters clearly stated.

Future researchers should also consider the participant variance and group
size in their studies. Furthermore, we suggest including more gender diversity
when recruiting subjects. The study participants’ gender is skewed towards
males (Male N = 127, females N = 68) and none from others genders. Additional
data on participants’ traits, such as a!inity towards anxiety or personality
profiles, should also factor into the analysis. Indeed, prior research has shown
that stress can a!ect sympathetic responses, thereby influencing the results
[210], as do di!erent personality types on specific driving behaviors [176]. The
addition of these elements in the data collection process could help identify
additional driver e!ects or e!ects on the thermal image and provide a more
accurate thermography evaluation as a physiological measurement tool.
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Despite limiting our analysis to the field of automotive research, our results
provide insights to the entire field of cognitive workload research using thermal
imaging. Identifying further e!ects on measurement e!iciency is only possible
when detailed descriptions of data capture and data processing methodologies
are provided. We provide an approach of comparison between research in
thermal imaging to improve and make readily accessible standardized and
robust methodologies in future studies.

4.6 Summary

The chapter presents a method for measuring cognitive workload in automotive
research using infrared thermal imaging cameras. It discusses the limitations
of traditional methods for measuring cognitive workload and highlights the
potential of thermal imaging in providing a real-time, continuous, and non-
intrusive measurement of physiological parameters. The chapter also presents
a systematic literature review and meta-analysis of thermal imaging in driving
simulators, showing its e!ectiveness in measuring cognitive workload and its
potential for future research in the field of HCI.
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5
Subject Ma!er Expert
Analysis
We complement the theoretical approach described in Section 2.4, i.e., with
the collection of requirements inferred from the literature review, with an
explorative phase in which we gather first-hand user requirements. Inspired by
the requirement analysis of related research fields, in this chapter, we present a
comprehensive SA requirements framework and analysis of AV teleoperation-
based interfaces.

This chapter provides a detailed exploration of the following publication:

GaetanoGraf andHeinrichHussmann. “User Requirements for Remote Teleoperation-
Based Interfaces.” In: AutomotiveUI ’20 (2020), pp. 85–88. doi: 10.1145/
3409251.3411730

We begin with an overview of prior requirement analysis, and then we
present the results of two studies. For these, we employed two methodologies,
in-depth interviews and traditional statistical analysis. The in-depth interview
enabled us to collect qualitative user requirements, and the statistical analysis
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helped us answer the hypothesis if there was a statistical preference over the
requirements collected. This chapter sought to adapt and extend prior research
of user requirements for unmanned vehicles. Also, to support the development
of HMI by helping the operator achieve and maintain high SA levels.

5.1 Related Work
In recent years, many requirement studies in HCI were conducted to target and
support the operator’s SA, particularly, research in Unmanned Aerial Vehicle
[27, 54], Unmanned Underwater Vehicle [157, 198], as well as in Unmanned
Ground Vehicle [59, 182].

For example, Drury and Sco! [54] have proposed HMI assets for Unmanned
Aerial Vehicle (UAV) for single and multiple human operators. The peculiarity of
their analysis lies in the fact that the authors model the requirements collected
with the levels of automation of the remote vehicles. As levels of automation of
the vehicle increase, the level of information required by an operator decreases.
In the most basic case, i.e., when one operator controls one vehicle, the frame-
work is constructed upon three blocks. The first block describes Human-to-UAV
awareness. The second represents UAV-to-Human awareness, and the third
block the general awareness.

First, the Human-to-UAV awareness unfolds the understanding that an
operator has of the vehicle. This level includes the spatial relationships (e.g.,
geographical coordinates and speed obstacles or targets), the vehicle capabilities
(e.g., sensors or communication status), the health of the vehicle (e.g., charge or
fuel level), other non-health statuses (e.g., sensors in use), weather condition
(current and predicted), and least, the certainty of the components (e.g., the
probability of an anticipated event). The second block refers to UAV-to-Human
awareness, i.e., what the vehicle needs to know from the operator. The level
includes the operator’s commands (e.g., where to go) and the operator’s given
constraints (e.g., preprogrammed fail-safe). The third and last block describes
the general awareness, i.e., the overall mission awareness.
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(a)Human-UAV Control Strategy

(b)Decision Ladder

Figure 5.1: (a) The Human-UAV control strategy developed by Drury and Sco! [54]. Here, the
authors describe the requirements with the Levels of Automation of the remote vehicles. (b) The
decision ladder. That is, to generate and collect user requirements, Nehme et al. [157] proposed a
decision ladder that intends to replicate the decision-making processes of the human operator.
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This level includes task purpose (e.g., monitoring), customers and other
stakeholders (e.g., who requested the task and who has the interest), task
progress, time constraints, and related missions (e.g., relevant information of
other vehicles).

Upon having defined the base case (one human, one vehicle), Drury and
Sco! [54] expand the framework assuming that multiple operators simultane-
ously control various vehicles. Here, the authors updated the framework with
two additional blocks. These are Human-to-Human awareness and Vehicle-to-
Vehicle awareness. The prior refers to the understanding that one operator has
of another operator or another team, for instance, when locations, intentions,
and additional information must be shared. Similarly, the la!er, the Vehicle-to-
Vehicle block, refers to the knowledge that one vehicle has over the others, e.g.,
about the commands, tasks, or planes it has.

Additional requirements for UAV and UUV have been provided by Nehme
et al. [157]. To gather user requirements, the authors adopt a di"erent approach
in their research. Their framework is based on the assumption that the design
of novel HMI concepts does not involve domain experts, a common problem
when collecting user requirements [39, 198]. To solve this issue, the authors
propose a decision ladder that should compensate for the lack of understanding
that experts have over the subject. The decision ladder is built upon three stages
that replicate the human operator’s decision-making processes. The first stage
involves the generation of a scenario, the second stage the generation of the
related event flow diagram, and the third the generation of SA requirements. The
result is the decision ladder from which information and display requirements
are obtained.

Di"erently, Riley and Endsley [182] present a collection of user requirements
for UGV obtained from field observations elicited during robot-assisted rescue
training sessions. In particular, the requirements are the result of three kinds
of observations: direct observation, post-task interview sessions, and review of
the rescue videos. Although the requirements obtained are based on a specific
task, i.e., depending on the interviewee’s assignment, the observations reported
in this research reveal common features that can eventually be generalized
and applied in similar contexts, as for AV teleoperation. For instance, in their
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paper, the authors highlight di!iculties in localizing the vehicle, challenges in
understanding the remote situation, di!iculties in interpreting the information,
and di!iculties for individuals/teams to share SA.

Although prior works o!ered an extensive literature review of how to mit-
igate low remote SA and human-performance issues [31, 216], li"le has been
done to collect first-hand operator’s requirements for AV teleoperation-based
interfaces. Informed by prior requirement analysis of UAV [27, 54], UUV [157,
198], as well as of UGV [59, 182], in this chapter our research aims to address
the following overarching research question:

What are the essential user requirements for vehicle teleoperation-based in-
terfaces that support high levels of Situation Awareness, and how should these
requirements be e!ectively presented to operators?

Building on the foundations laid by Nehme et al. [157], who employed a
decision ladder approach to gather user requirements, and Riley and Endsley
[182], who derived requirements from field observations during UGV robot-
assisted rescue training sessions, our research adopts a comprehensive approach.

5.2 Requirement Assessment
In alignment with the methodology employed in the studies discussed above,
i.e., focusing on the design of a SA-oriented teleoperator workspace, we adopted
the Goal-Directed Task Analysis (GDTA) method. As defined by Endsley [59],
GDTA serves as a cognitive task analysis tool, particularly valuable in the early
design phase. Our implementation of GDTA concentrated on understanding
the tasks that teleoperators undertake to achieve specific goals.

To gather insights into the cognitive processes and considerations involved,
we opted for semi-structured interviews, providing a degree of flexibility during
the discussions. This approach allowed us to adapt the interview format based
on participants’ responses, reordering questions and exploring intriguing ideas
that emerged. This nuanced exploration proved instrumental in comprehending
participants’ a"itudes, preferences, concerns, practices, and ergonomic needs
related to the safe control of remote AVs.
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Figure 5.2: A screenshot from the driver perspective: the image shows the starting point from which
the participants have begun the user study.

Thus, the interview was conducted in a driving simulator study lab that
extended our investigation beyond the simple interview se!ing.. This holistic
approach, informed by the principles of GDTA, enabled us to delve deeper into
the practical aspects of achieving SA and ergonomic control in the context of
remote AV operations.

5.2.1 Procedure and Tasks

In the first study, participants were asked to imagine a situation in which an
AV required the operator assistance and they needed to drive the vehicle to
a safe position. Before starting the driving task, when the screen was o", we
asked the subjects what they expected to see and what they would expect to
happen. Then, having turned the display on, the participant received “live”
video images of the remote vehicle (Figure 5.2). The video images depicted
the remote situation from the driver’s perspective showing three overlapping
camera streams covering a horizontal field of view of 180 degrees. Upon turning
on the screen, we asked the subject to describe what they saw and which
functions they would like to have to conduct the AV safely. Then the driving task
began, asking the participant to follow the turn-by-turn navigation instructions.
Having completed the assignment, we conducted a post-task interview, which
encouraged the subject to elaborate on their thoughts and concerns about their
experience.

5.2.2 Participants

The interviews were conducted with IT professionals working in the automotive
industry. We recruited 18 participants (4 female) ranging from 22 to 35 years

106 5 | Subject Ma!er Expert Analysis



(M = 28, SD = 3.66). On average, participants held a driving license for about
ten years (SD = 3.67), and more than half of the participants (N = 10) already
had some experience with remote controlling, e.g., of drones. Lastly, none of
the participants had experience in remote controlling AVs.

5.2.3 Apparatus and Materials

Our experimental setup consisted of one Display of 48.9-inch Ultra Wide (3840
× 1080 Pixel). We installed a steering wheel and pedals (Logitech G29) to
control the remote vehicle. The steering wheel provided force feedback and a
900-degree rotation. Finally, one computer enabled the communication of input
and output signals between the simulator and the automotive control elements
(i.e., steering wheel and pedals).

5.2.4 Results

We analyzed the data and removed redundant statements, obtaining a total
of 80 requirements (Figure 5.3, and Figure 5.4). Each requirement was sorted
into a category, yielding a general theme that describes the category from
the participant’s perspective. The requirements provide information not only
about the vehicle but also about the surrounding environment. Covering all
three macro levels of SA: 1) perception of elements in the environment, 2)
comprehension of the current situation, and 3) future status projection.

Vehicle position: The vehicle position describes how and where the AV is
located. Thus, necessary primary information includes: 360° remote view, vehicle
heading, location, steering wheel orientation angle, and wheels orientation. In
this regard, the vehicle speed is also taken into account.

Vehicle status: Other important information on the AV status may include
themotor/ba!ery state, i.e., vehicle charge/fuel level, motor/ba!ery temperature,
and motor oil level. We also entail information about other vehicle damage,
e.g., tire, light, and similar. Moreover, last vehicle inspection and overall vehicle
damage, e.g., on the car body.
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Vehicle issues: The teleoperator may be concerned about important infor-
mation regarding the past, present, and near-future vehicle issues, including
location and actions, unexpected technical issues, unexpected tra!ic situations,
unforeseen customer issues, maintenance routines. This information may allow
the teleoperator to build a quick understanding of the situation.

Vehicle characteristics: With vehicle characteristics, we refer to the actual
vehicle size, i.e., length, width, and height, including the AV weight. Also,
besides the vehicle specific weight, information on the vehicle cargo state, i.e.,
load/unload and type of cargo, may be essential for the operator to adjust their
driving behavior to the situation.

Vehicle operations: To anticipate and support the teleoperator in under-
standing the future situation, the projected destination of the vehicle (in the
short and long term), as well as the projected vehicle stop position, is shown.
Also, potential longitudinal and lateral collision warnings may be forward to the
teleoperator. Additionally, the system may suggest possible locations where to
place the vehicle, i.e., to pull-over the AV safely. Alternatively, the system may
recommend turning maneuvers and similar control actions. All this information
should not neglect the communication delay from and to the AV.

Task objectives: The teleoperatormight need to knowhow long the operation
is taking, its impact on the customer plane, and any time constraints. For
instance, when the teleoperator has to work under time limits, it might help to
know the projected time to task completion, following tasks, and priority. The
total number of assignments that must be completed should also be displayed.
Last, we include the projected probability to complete the tasks or the projected
need to reject the tasks.

On-board sensor: Herewith, we include functionality and state (i.e., on/o!) of
on-board sensors such as Light Detecting and Ranging (LiDAR), long- mid- and
short-range radars, as well as cameras. Cameras may hold further information
as orientation and zoom level. Besides the sensors functionality and status,
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additional detailed information such as the number of sensors and the type of
sensors detecting the obstacle should be available. Perhaps, it might be helpful
for expert teleoperators to know the results of the past detection.

Communication state: Information about the quality and condition of the
communication connection from and to the AV must be considered. That is
bandwidth from the vehicle to operator and vice versa, the available bandwidth,
bandwidth requirements, current signal strength, signal future trends, a list of
mobile providers, and the current mobile provider in use.

Objects, obstacles: The teleoperator, to understand the spatial relationship
between the AV and the obstructions around, might need to know the distance
and the obstacles location. Other details may include the object characteristics
such as material (i.e., solid or liquid) and size (i.e., length, width, depth, height).

Environmental information: Environmental information entails essential
details on the surrounded environment. It may include information about
the speed limit ruling the area and other tra!ic signaling and infrastructure
information, e.g., tra!ic lights. Further information may include the location of
other fleet-related AVs assigned to the area.

Weather conditions: Current and predicted weather conditions are shown
to the teleoperator. Poor weather conditions such as heavy precipitation, winds,
and icing will a!ect operative performance. The teleoperator must consider
both current and predicted weather information to adapt their driving behavior.

Terrain features: Further spatial information about the terrain featuresmight
enhance the teleoperator’s understanding of how and where they should ma-
neuver the vehicle. We include features such as landmarks/barriers, clu"er,
debris, and uneven terrain in this category.
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REQUIREMENTS (Part 1)

VEHICLE POSITION

360° Remote View
Vehicle Heading
Vehicle Location
Steering Wheel Orientation
Wheels Orientation

Vehicle Speed 

VEHICLE STATUS 

Battery/Motor Status

Charge/Fuel Level
Charge/Fuel Temperature
Motor Oil Level

Tires Status

Tire Pressure
Tire Damage

Light Status

State On/Off
Light Damage

Last Vehicle Inspection
Overall Vehicle Damage

VEHICLE ISSUES

Past/Current/Future vehicle Issues
Past/Current/Future vehicle Locations
Past/Current/Future vehicle Actions

REQUIREMENTS (Part 2)

VEHICLE CHARACTERISTICS

Vehicle Size

Length
Width
Height

Vehicle Weight

Load/Unload
Type of Cargo

VEHICLE OPERATIONS

Projected other road user trajectory
Projected control actions 
Potential for collision
Projected vehicle position 
w/ communication latency

Projected vehicle stop position 
w/ communication latency
Projected distance from/to the 
target/obstacle

TASK OBJECTIVES

Time constraints
Tasks to complete
Task priority
Status of tasks/progress
Impact on plan
Projected time to task completion 
Projected next or near future task
Projected ability to complete the task
Projected need to shed tasks

REQUIREMENTS (Part 3)

ON-BOARD SENSOR

Cameras Status

State On/Off
Orientation
Zoom Level

Other Sensors Status

State On/Off
Functionality

Detections Reliability

Sensors Detection Reliability
Numbers of  Sensors detecting target
Type of sensors detecting target
Past Detections Result

COMMUNICATION STATE

Bandwidth Available
Bandwidth Requirements
Bandwidth from/to the vehicle
Signal strength

Current
Future Trend

Mobile Carrier

Current in Use
Mobile Carrier available

REQUIREMENTS (Part 4)

OBJECTS, OBSTACLES 

Obstacle Location 
Distance to obstacle
Object characteristics

Object Material
Object Size

ENVIRONMENTAL INFORMATION

Vehicle to Infrastructure (V2X)
Traffic Rulers
Vehicles assigned to area

Location of other vehicle

WEATHER CONDITIONS

Current Weather
Predicted Weather
Impact of weather

TERRAIN FEATURES

Landmarks/barriers
Clutter
Debris
Uneven terrain

Figure 5.3: A collection of 80 users’ requirements was collected in the first interview. Flagged in red
are the requirements that the participants in the second interview have chosen.
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REQUIREMENTS (Part 1)

VEHICLE POSITION

360° Remote View
Vehicle Heading
Vehicle Location
Steering Wheel Orientation
Wheels Orientation

Vehicle Speed 

VEHICLE STATUS 

Battery/Motor Status

Charge/Fuel Level
Charge/Fuel Temperature
Motor Oil Level

Tires Status

Tire Pressure
Tire Damage

Light Status

State On/Off
Light Damage

Last Vehicle Inspection
Overall Vehicle Damage

VEHICLE ISSUES

Past/Current/Future vehicle Issues
Past/Current/Future vehicle Locations
Past/Current/Future vehicle Actions

REQUIREMENTS (Part 2)

VEHICLE CHARACTERISTICS

Vehicle Size

Length
Width
Height

Vehicle Weight

Load/Unload
Type of Cargo

VEHICLE OPERATIONS

Projected other road user trajectory
Projected control actions 
Potential for collision
Projected vehicle position 
w/ communication latency

Projected vehicle stop position 
w/ communication latency
Projected distance from/to the 
target/obstacle

TASK OBJECTIVES

Time constraints
Tasks to complete
Task priority
Status of tasks/progress
Impact on plan
Projected time to task completion 
Projected next or near future task
Projected ability to complete the task
Projected need to shed tasks

REQUIREMENTS (Part 3)

ON-BOARD SENSOR

Cameras Status

State On/Off
Orientation
Zoom Level

Other Sensors Status

State On/Off
Functionality

Detections Reliability

Sensors Detection Reliability
Numbers of  Sensors detecting target
Type of sensors detecting target
Past Detections Result

COMMUNICATION STATE

Bandwidth Available
Bandwidth Requirements
Bandwidth from/to the vehicle
Signal strength

Current
Future Trend

Mobile Carrier

Current in Use
Mobile Carrier available

REQUIREMENTS (Part 4)

OBJECTS, OBSTACLES 

Obstacle Location 
Distance to obstacle
Object characteristics

Object Material
Object Size

ENVIRONMENTAL INFORMATION

Vehicle to Infrastructure (V2X)
Traffic Rulers
Vehicles assigned to area

Location of other vehicle

WEATHER CONDITIONS

Current Weather
Predicted Weather
Impact of weather

TERRAIN FEATURES

Landmarks/barriers
Clutter
Debris
Uneven terrain

Figure 5.4: In some cases, a requirement category (e.g., vehicle position) has been selected in its
entirety. While in other cases, only one category requirement was selected (e.g., vehicle speed).
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5.3 Requirements Clustering and Rating
A!er analyzing the results obtained from the GDTA, our focus shi!ed towards
exploring potential configurations for a teleoperator workstation. In both aca-
demic and industrial se"ings, a variety of workstations exist, broadly classified
into three categories [224].

The first category involves workstations where teleoperators have a clear
line of sight over their displays, with controls and monitors positioned below
their horizontal sightline. This setup, historically featuring tilted displays and
movable or fixed controllers like keyboards [224], is advantageous whenmultiple
operators share additional displays for e#icient information retrieval.

Building on the first category, the second introduces a vertical extension,
incorporating multiple displays covering most of the operator’s vertical field
of view (cf. Figure 5.5). In Tilley [224], the control commands are positioned
below the sightline for easy access, while non-manual controls, like auxiliary
panels, are located above. Eventually, the third category expands horizontally,
enveloping operators with additional displays and controllers.

Drawing inspiration from Lockwood et al. [126] and Tilley [224], our envi-
sioned workstation is a compound (sit or stand) configuration with two display
areas (Figure 5.5). The primary vertical display area provides essential visual
information, while a secondary horizontal area serves as both input and out-
put devices. This allows operators to receive visual and haptic feedback and
send touch and control commands. Consequently, remote vehicle assessment
and control can be accomplished through touch gestures or more complex
maneuvers using direct steering controllers, such as joysticks.

5.3.1 Procedure and Tasks

The second study was designed to ascertain the importance and preferences
of the requirements previously collected. Thus, participants were asked to
cluster and rate a collection of 80 requirements (Figure 5.3, and Figure 5.4). We
began the interviews by describing the logic of teleoperation and the theoretical
workstation (Figure 5.5). In particular, by bringing to their a"ention that the
workstation would have two display devices (cf. Section 5.3).
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Figure 5.5: An adapted illustration of Tilley’s [224] anthropocentric data for adult males at the
workstation. In yellow, we highlighted the areas where we envision the displays to be, i.e., a primary
display arranged vertically and a second horizontally, both in front of the operator.
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Figure 5.6: In this illustration, the activities for the second interview session are shown. The first
activity was the requirement sorting. Each participant was asked to choose from the same set of
requirements the information they thought they needed to conduct an AV safely (Figure 5.3, and
Figure 5.4), and decide which requirements they would like to display on a primary or secondary
display device. The second activity was the rating task. Each participant rated the chosen require-
ment on a 5-point Likert scale (1 = “unimportant” and 5 = “important”).

Then the participants were presented with a scenario. The scenario showed
an AV blocked by an obstacle in a four-way intersection, and around there were
cars and pedestrians. Then, participants were asked to complete two activities.
The first activity was card sorting (Figure 5.6). Each participant was asked to
choose from the same set of requirements, in Figure 5.3 and Figure 5.4, the
information they thought they would need to conduct an AV safely and decide
which requirements they would like to have on a primary or secondary display
device. Card sorting is a technique that requires participants to sort certain
pieces of information into various categories to help to understand what they
think about content and categories [209]. The second activity was the rating
task. Each participant rated the chosen requirement on a 5-point Likert scale
(1 “unimportant” and 5 “important”). During the whole card sorting activity,
experts were required to verbalize their thinking to know why they needed
specific information.
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(a) Primary Display Descriptive Plot (b) Secondary Display Descriptive Plot

Figure 5.7: The descriptive plot displays the reported count frequency and the corresponding
confidence intervals (set to 95%) for every rate. (a) The descriptive plot for the primary and (b) for
the secondary display devices in shown.

5.3.2 Participants

We conducted a second interview with novel and professionals IT users working
in the automotive industry. We recruited 10 participants (2 male) ranging from
22 to 36 years (M = 28, SD = 4.23). On average, participants held a driving license
for about nine years (SD = 4.17), and almost all the participants (N = 8) had
already remotely controlled drones and similar vehicles. However, none of the
subjects have relevant experience in remote controlling AVs.

5.3.3 Apparatus and Materials

Interviews were conducted in 2020, however due to external situation the whole
study had to be executed online. We designed the requirements clustering and
the rating activity using Trello1, an online tool that facilitates the organiza-
tion and rating of lists and cards. The communication with the subjects was
facilitated by Zoom2, a video and chat service.

5.3.4 Results

In these interviews, we investigated the participants’ reported ratings of the
requirements. Participants selected a total of 20 requirements. In some cases, a

1https://trello.com/
2https://zoom.us/
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Figure 5.8: In this plot, on the y-axis, the participant rating and the requirements are on the x-axis.
Each requirement interval (categorical predictors) is shownwith a vertical line and displays a dot or a
triangle for the median. Thereupon: (1) 360° Remote view, (2) Charge/Fuel level, (3) Communication
state, (4) Vehicle assigned to an area, (5) Vehicle to infrastructure, (6) Objects/Obstacles, (7) Vehicle
issues, (8) Projected other road user trajectory, (9) Potential for collision, (10) Other sensors status,
(11) Vehicle speed, (12) Projected control actions, (13) Task objectives, (14) Terrain features, (15)
Tra!ic rules, (16) Vehicle characteristics, (17) Overall vehicle damage, (18) Vehicle position, (19)
Projected vehicle position considering communication latency, (20) Weather condition. On the top
le", the display type indicates the requirements selected for the primary and secondary display
devices.

requirement category, as Vehicle Position was chosen in its entirety. In other
instances, only one requirement of the whole category was selected, e.g., as
Vehicle Speed (cf. Figure 5.3). We conducted a multinomial test to reject the
hypothesis that the reported rate frequency was equally distributed over the
requirements. Figure 5.8 o!ers a graphical representation of the data. The
Chi-square was used to test whether the pa#ern of the requirements rating
di!ered from randomness.

Yet, participant’s ratings di!ered significantly across the requirements χ2 (4,
N = 193) = 36.92, p < .001, Cramer’s V = 0.44. The analysis shows that the ratings
of the requirements selected for the primary device (Figure 5.7a), significantly
di!er χ2 (4, N = 101) = 76.67, p < .001, Cramer’s V = 0.93. Whereas, the ratings
of the requirements selected for the secondary device (Figure 5.7b), did not
statistically di!er χ2 (4, N = 92) = 6.91, p = 0.141, Cramer’s V = 0.27. Participants
did not have much preference over a specific rating for the requirement selected
for the secondary device. Last, we tested the relationship between the variables,
i.e., rating and display devices. The contingency table shows that there is a

116 5 | Subject Ma#er Expert Analysis



significant relationship between the requirements and the rating χ2 (76, N =
193) = 112.97, p = .004, Cramer’s V = 0.38, as well as between the requirements
and the display devices χ2 (19, N = 193) = 60.08, p < .001, Cramer’s V = 0.56.

5.4 Discussion

The research endeavors to present a comprehensive SA requirements framework
and analysis for AV teleoperation-based interfaces. Employing a combination
of qualitative and quantitative research methods, we sought to understand the
user’s perspective, resulting in the identification of 80 requirements clustered
across 12 categories. These requirementsmight play a pivotal role inmaintaining
a general SA, encompassing the ability to perceive, comprehend, and project all
future status elements.

The detailed analysis of participant preferences, as evidenced by plots, o!ers
valuable insights into the nuanced dynamics of user requirements in the context
of AV teleoperation interfaces. Notably, the prioritization of requirements for the
primary display device over the secondary device, as indicated by higher ratings
and skewed distributions, underscores the significance of display allocation in
enhancing user interaction and information absorption.

In this frame of references, we discerned a clear inclination towards infor-
mation pertaining to the vehicle’s position, remote view, vehicle speed, infras-
tructure details, objects/obstacles, potential collisions, and sensor status. These
specific preferences highlight the multifaceted nature of user needs during tele-
operation, ranging from spatial awareness to real-time information about the
vehicle and its surroundings. This detailed understanding of user preferences
lays a solid foundation for conceptualizing overarching requirements. At a
conceptual level, it becomes evident that an e!ective AV teleoperation interface
should prioritize and provide a comprehensive information about the vehicle’s
spatial context, potential obstacles, and critical system status. The emphasis on
the primary display device suggests a need for a well-organized and visually
intuitive presentation of this information, ensuring that operators can quickly
and accurately interpret the data provided. Moreover, the plots not only reveal
individual preferences but also point towards a collective trend in user expecta-
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Rate Type

Item 1 2 3 4 5 Total 1 2 Total

1 360° Remote view 0 1 0 1 8 10 9 1 10
2 Charge/Fuel level 2 1 2 1 4 10 2 8 10
3 Communication state 2 4 0 0 3 9 1 8 9
4 Vehicle assigned to area 4 2 1 0 1 8 3 5 8
5 Vehicle to infrastructure 1 0 0 3 5 9 8 1 9
6 Objects/Obstacles 0 0 1 1 8 10 10 0 10
7 Vehicle issues 1 1 1 1 6 10 6 4 10
8 Projected other road user

trajectory
0 1 4 3 1 9 6 3 9

9 Potential for collision 0 1 3 0 6 10 8 2 10
10 Other sensors status 0 1 1 1 7 10 3 7 10
11 Vehicle speed 0 0 3 1 6 10 7 3 10
12 Projected control actions 0 2 3 4 2 11 5 6 11
13 Task objectives 4 3 2 1 0 10 0 10 10
14 Terrain features 1 2 3 2 1 9 5 4 9
15 Tra!ic rules 1 2 1 2 4 10 7 3 10
16 Vehicle characteristics 3 1 3 1 1 9 3 6 9
17 Overall vehicle damage 2 2 1 2 3 10 3 7 10
18 Vehicle position 0 2 3 3 2 10 5 5 10
19 Projected vehicle position 0 2 2 3 3 10 8 2 10
20 Weather condition 2 2 4 1 0 9 2 7 9

Total 23 30 38 31 71 193 101 92 193

Table 5.1: The contingency table shows the frequency distribution of two variables, rate and type.
Here type indicates the requirements selected for the primary (Type 1) and secondary (Type 2)
display devices.

tions. Recognizing this collective inclination enables us to formulate a set of
general principles for designing AV teleoperation interfaces. These principles
should encompass intuitive spatial representation, real-time feedback on critical
vehicle parameters, and a thoughtfully organized interface that aligns with user
expectations.

Eventually, our specific findings serve as building blocks for a more com-
prehensive understanding of user requirements, guiding the development of
future teleoperation interfaces that not only meet individual preferences but
also adhere to broader conceptual principles essential for ensuring e!ective and
user-centric designs.
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5.5 Summary
The chapter presents a comprehensive SA requirements framework and analysis
for AV teleoperation-based interfaces. It adapts and extends prior research
of user requirements for unmanned vehicles to support the development of
UIs to help the operator achieve and maintain high SA levels. The results of
two studies using in-depth interviews and traditional statistical analysis are
presented, showing that the requirements collected focus on the vehicle and
its surrounding environment. The requirements include information on vehicle
position, vehicle status, vehicle issues, vehicle characteristics, vehicle operations,
task objectives, onboard sensors, communication state, and objects/obstacles.
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6
Remote Takeover
Based on the Subject Ma!er Expert (SME) analysis described in the previous
chapter, we designed and evaluated an initial interface for remote AV operation.
In particular, we started the process by designing a Takeover Request (ToR)
HMI. Issued by the vehicle that requires additional assistance from a human
driver, the ToR delivers the prime substantial information to the teleoperators.
A body of literature on shared control systems for AVs and human drivers has
been a!empting to lay the groundwork in building secure ToR systems. To
this end, prior works studied ToR strategies considering the driver being inside
the vehicle, however not so many researched the remote ToR. In the following
sections, we present a ToR interface for remote operators that we evaluated
over the course of one experiment.

6.1 Related Work
Teleoperation yields numerous safety benefits, yet it grapples with challenges,
notably the detachment of the driver from the vehicle control loop. A com-
prehensive examination spanning four decades underscores the considerable
hurdles faced by human operators in tandem with automated systems [63].
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Take-over
Request (TOR)

Take-over Time(TOT)

Take-over

Time Budget

Automated Driving Manual Driving

System Limit

Figure 6.1: An adapted version of the Takeover Request (ToR) diagram of Gold et al. [78]. Having
detected a system limit, the ToR starts from the AV that sends a ToR to a human operator and ends
when the operator takes control of the vehicle. The time between the vehicle handover control and
the ToR is called Takeover Time (ToT), and the time between the system limit and the ToR is called
Time Budget.

The challenge is particularly evident among remote operators, as suggested
in the operation of UAVs, where comprehension of the automated system’s
underlying plans is o!en elusive [185]. Empirical studies by Stockert et al. [218]
and Beller et al. [14] posit that the inclusion of supplementary information,
such as system uncertainty in Adaptive Cruise Control systems, holds promise
for improving user interaction, trust, and acceptance. However, the persistent
issue of transparency emerged in surveys of AV systems, revealing a recurrent
concealment of system decisions from end-users [40].

As operator trust in system predictions decreases within low-transparency
systems [57], it becomes essential to highlight the importance of trust and
collaboration. This emphasis gains particular significance when considering the
initiation of a ToR as depicted in Figure 6.1, where the vehicle prompts human
drivers to assume control as needed [78]. Underlining the critical handover pro-
cess, Flemisch et al. [67] emphasizes that both human and automated systems
must align their intentions based on their perceptions for cooperative actions
to transpire. Establishing this alignment not only solidifies the foundation
for e"ective collaboration in ToR scenarios but also directly ties into the ToT
dynamics.

The ToT, explored in numerous studies [76–78, 143, 231, 248], exhibits vari-
ability contingent upon factors such as driver state, tra"ic complexity, and
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Figure 6.2: In this image, a screenshot from the nuScenes scenario we showed to the participants
[19]. In particular, the AV detected an unexpected non-moving obstacle lying on its path, and since
it is not allowed to drive over the solid marking lane, it sends a ToR to the teleoperator.

non-driving task a!ributes. In a comprehensive review by Eriksson and Stanton
[65], the average stabilization time during ToT was approximately 2.47 seconds.
However, ToT values span a spectrum, ranging from seconds to as high as 15 sec-
onds in specific contexts [13, 156, 173]. Intriguingly, the presence of secondary
tasks influences ToT, with participants requiring extended time for regaining
control when engaged in such tasks.

While prior investigations predominantly focused on ToR within passenger
cars with the driver present, a notable gap persists concerning ToR systems
assuming remote operator connections. Although existing studies contribute
valuable insights to the design of remote ToR HMI, they inadequately address
the holistic spectrum of essential aspects. Hence, the primary objective of this
chapter is to establish the foundational discourse for the discussion of our ToR
HMI within an academic context.

6.2 Our Approach
Building upon the insights gained from the related work presented earlier
and the exploration of teleoperation in Chapter 2, our approach stems from a
comprehensive understanding of how teleoperators can e"ectively engage with
remote vehicles.
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In addition to elucidating various teleoperation scenarios and use cases,
we highlighted common situations, such as the detection of unexpected non-
moving obstacles by the AV. In compliance with tra!ic regulations, when faced
with obstacles on its path, the AV refrains from driving over solid lane markings
and initiates a ToR to alert the teleoperator.

Yet, when designing ToR HMI for remote operations, it is essential to under-
stand how these di!er from known ToR scenarios. As stated, in a remote ToR,
the teleoperator is detached from the actual tra!ic situation, whereas in a classic
ToR, the driver is physically presented in the vehicle. Thus, in contrast to the
teleoperator, the driver is aware of the vehicle history prior to the request and
of the request motivation. Further factors that characterize the di!erences of a
remote ToR are, for example, the handling of the limited field of view, camera
viewpoint, orientation in a foreign environment, depth perception, and signal
latency (cf. Section 2.2). These are crucial distinctions from a classic ToR that
must be considered for a design of a secure takeover. As described, in Chapter 5,
we let the SMEs choose and evaluate critical requirements, i.e., design assets,
that they would need to secure the operation of a remote vehicle (Figure 5.3 and
Figure 5.4). Eventually, SMEs divided the requirements between two display
areas, i.e., among the display areas available in the workstation we envisioned
(Figure 5.8 and 5.5). Thus, based on this clustering and selection, we design the
HMI as follows.

6.2.1 Primary Display Design

In the vertical display in front of the operator (Figure 6.3), we deliver an egocen-
tric 360° remote view uncovering the vehicle position. Besides the front cameras
(A, B, C), three additional back cameras are added (D, E, F). The cameras D and
F cover the back-le" and back-right sides of the vehicle, mimicking the side
mirror mounted on the vehicle, whereas camera E simulates the rear-viewmirror.
Other data, overlayed onto the video images, is available to the teleoperator, as
the highlighted objects/obstacles of interest (G). Indirectly, teleoperators are
aware of the weather condition and the terrain features from the same camera
images. Lastly, in a dedicated space (H), vehicles to infrastructure data may
also be available to the operators, e.g., upcoming road construction or tra!ic

6.2 | Our Approach 127



Take-overVehicle Issues!

A B

C

E

G

C
E

D

D

D F
F

Figure 6.4: This illustration shows a 360° view of the remote vehicle. In particular, on the le!, we see
LiDAR point-cloud, and on the right, map-based information. At the bo"om le!, teleoperators, if
required, can call a more detailed view of the ToR (A), and at the bo"om right, operators can start
and end the ToR (B). More other information is available to the teleoperator, as the objects/obstacles
of interest (D), vehicle characteristics and position in relation to other objects (C), target destination
(G), projected trajectory of other road users (F), e.g., of D.

light information. Here also we see status information, such as vehicle speed,
vehicle charge/fuel level, communication state, i.e., the latency from and to the
vehicle, other sensors status, and tra#ic rules signs, e.g., tra#ic-restricted zone
or speed limit signs.

6.2.2 Secondary Display Design

The other display available to the teleoperator is positioned horizontally on
the workstation, and it is touch-sensitive (Figure 6.4). Although the display
size could scale according to the needs and tasks delegated to the operator, in
the illustration we report here, we envision a larger screen that operators can
conveniently manage. The HMI shows an exocentric viewpoint of the remote
environment, on the le! showing sensor-driven data (i.e., point-cloud LiDAR),
and on the right map-based information. Thus, as suggested, a dual screens
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strategy has been applied to improve SA [97]. At the bo!om le" teleoperators,
if required, can call a more detailed view of the ToR (A), and at the bo!om right,
operators can start and end the ToR (B). Further information is available to the
teleoperator, such as: the objects/obstacles of interest (D), vehicle characteristics
and position in relation to other objects (C), target destination (G), projected
trajectory of other road users (F), e.g., of D.

6.3 User Study
We conducted a user study to assess the impact of designed interfaces on
operator SA in scenarios without time constraints and secondary tasks. Mea-
surements included participant ToT, SA level, and subjective cognitive load. The
study aimed to address the research questions:

How long does it take for an operator to feel confident enough in their under-
standing of the remote environment to take control? At what level of SA does the
operator find themselves when initiating a takeover voluntarily? Furthermore, do
the HMIs impact participants’ cognitive load during the takeover phase?

We answered the questions using a within-subject design [28], so that
participants would go through all conditions and scenarios. The order that
participants went through the conditions and scenarios followed a Latin square
design [33].

6.3.1 Participants

We recruited a diverse group of 18 participants for our study, comprising 8 males.
The participants had a mean age of 25 years (SD = 3.52), with an age range from
19 to 32 years. The participants’ driving experience varied, with an average
ownership of a driving license for six years (SD = 3.58). Among the licensed
participants (N = 12), the distribution of driving frequency was as follows: two
participants drove daily, two drove weekly, six drove monthly, and two rarely
drove. Eight out of the 18 participants possessed experience in remote control
activities, such as operating drones. Specifically, one participant had controlled
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a remote vehicle only once, and another participant a few times. The remaining
subjects (N = 6) had several instances of remotely moving a vehicle. However,
it’s important to note that none of the participants had prior experience with
remote takeover or remote control of autonomous vehicles.

6.3.2 Apparatus and Materials

For our user study, we carefully selected a combination of hardware to create a
realistic assessment environment. The primary setup involved a local portable
computer, equipped with a 48.9-inch ultra-wide display (3840 × 1080 pixels),
providing participants with a comprehensive view of the remote environment.

Additionally, a Microso! Surface Pro (5th Gen) was placed horizontally in
front of each participant, featuring a 12.3-inch touch-screen display (2736× 1824
pixels). This secondary device aimed to simulate the interface for interacting
with the autonomous vehicle’s HMI.

The choice of a large ultra-wide display and a touch-screen interface was
deliberate, aiming to mimic the real-world set-up conditions of an AV control
center. This setup allowed participants to engage with the remote environment
and the HMI in a manner reflective of practical usage scenarios.

To design the scenarios, we leveraged the nuScenes dataset1 [19], a publicly
available dataset o"ering accurate AV sensor data for dynamic urban scenarios.
The dataset provided crucial inputs, including data from three cameras for a
180° remote view, LiDAR data, and GPS/map information.

The combination of these hardware components and dataset sources was
chosen to create a study environment that authentically reflects the challenges
and interactions associated with assessing and taking over control in an AV
scenario.

6.3.3 Study Design

Our analysis considered a robust set of independent and dependent variables,
capturing the nuances of participant interactions and system responses. In
particular, the study featured two independent variables, allowing participants

1https://github.com/nutonomy/nuscenes-devkit
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Figure 6.5: The illustrations depict the two types of scenarios we planned to deploy during the user
study. In particular, the type I scenario displays an unexpected non-moving obstacle lying on the
vehicle path. In contrast, type II scenario shows a road closures sign due to, e.g., an upcoming
construction site.

to assess the remote environment with or without the dedicated HMI across
four distinct scenarios. To ensure a comprehensive evaluation, scenarios were
categorized into Type I and Type II, each presented through a video sequence.

6.3.3.1 Independent Variables

1. HMI: Participants interacted with the remote environment in the absence
or presence of the HMI.

a) Presence: Participants engaged with the remote environment uti-
lizing the dedicated HMI.

b) Absence: Participants engaged with the remote environment with-
out the HMI, using this condition as the baseline for comparison.
The absence of the HMI was deliberately configured to provide a
fundamental reference point in performance evaluation and to un-
derstand the pivotal role of the HMI in the dynamics of the assigned
task.

2. Scenarios: Scenarios were classified into two types.

a) Type I: Featured unexpected non-moving obstacles on the vehicle
path. In both scenes, the AV planned to go straight, but detected ob-
stacles (fallen cases or standing vehicles), triggering the ToR system.
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b) Type II: Involved road closures due to an upcoming construction site.
In these scenarios, the AV was planning to turn le! or go straight,
but detected a road-closure sign before the intersection, initiating
the ToR.

6.3.3.2 Dependent Variables

1. Situation Awareness: Assessed through the SAGAT questionnaire [58].
Participants provided responses a!er each task, thus removing the freez-
ing period. The SAGAT was quantified as a percentage and averaged
across questions targeting a demanding level of SA.

2. Cognitive Load: Evaluated using the NASA-TLX questionnaire [92].
The raw version of NASA-TLX was employed, eliminating the weighting
process. Participants completed the questionnaire a!er each scenario.

3. Takeover Time: Recorded in seconds a!er each task, providing insights
into the speed of participant takeover in di"erent scenarios.

6.3.4 Procedure

Our user study followed a carefully designed procedure to ensure systematic
data collection and participant engagement. Upon arrival, participants were
warmly welcomed and asked to sign a consent form, providing demographic
details to be#er contextualize the study findings.

A!er a brief introduction to the study’s aim, participants were acquainted
with the interface. Any queries regarding the interface were addressed at this
stage to ensure a clear understanding. This initial interaction aimed to set the
stage for participants to engage e"ectively with the upcoming tasks.

The experimental sessions consisted of four tasks, each designed to assess
the participant’s response to remote scenarios with and without the dedicated
HMI. The order of tasks and the presence of HMI were counterbalanced to
mitigate potential order e"ects.
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Participants were instructed to assess the remote environment and, upon
comprehension, touch the takeover bu!on. The scenarios presented were de-
rived from the nuScenes dataset, featuring both Type I and Type II scenarios
with unexpected obstacles and road closures, respectively.

Post each task, participants completed the Situation Awareness Global As-
sessment Technique (SAGAT) questionnaire [58] and the NASA Task Load Index
(NASA-TLX) questionnaire [92]. The SAGAT questionnaire aimed to measure
the participant’s level of SA by comparing their understanding with factual
simulation data. The NASA-TLX questionnaire assessed perceived cognitive
load, utilizing the raw version to eliminate the weighting process.

The study concluded with a debriefing session, where participants were
provided with additional insights into the study’s goals and methodology. Ex-
pressions of gratitude were extended, acknowledging their valuable contribution
to advancing our understanding of AV interaction scenarios.

6.3.5 Results

In the following section, we present the ToT results, then discuss the SA results
obtained via the SAGAT questionnaire [58], and those of the perceived cognitive
load assessed via the NASA-TLX questionnaire [92]. We conclude the result
section by exposing the correlation and linear regression analysis results.

6.3.5.1 Results of the ToT:

A paired-samples t-test was conducted to determine whether the ToT varied
when participants were asked to evaluate the remote environment with the
proposed HMI. Preliminary data screening showed that the data do not deviate
from normality. The groups did di"er, t (28) = -4.63, p < .001, 95% C.I. [10.05,
25.61], d = -.87. The ToT mean score with HMI (M = 35.09, SD = 19.32) was
statistically significantly di"erent than without HMI (M = 16.97, SD = 11.30)
with an large e"ect size (d = .87). These findings suggest that the subjects
required more time to take control of the vehicle when the proposed HMI was
on.
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SAGAT TOT NASA-TLX

w/ UI w/o UI w/ UI w/o UI w/ UI w/o UI

Valid 36 35 32 33 36 34
Missing 0 1 4 3 0 2
Mean 0.514 0.309 35.094 16.970 51.851 53.571
Std. Deviation 0.197 0.171 19.318 11.298 12.753 16.151
Shapiro-Wilk 0.959 0.921 0.930 0.907 0.984 0.943
P-value of Shapiro-Wilk 0.200 0.016 0.040 0.008 0.875 0.077
Minimum 0.100 0.050 7.000 3.000 26.190 26.190
Maximum 0.850 0.800 70.000 44.000 80.950 83.330

Table 6.1: The descriptive statistics of the variable tested during the first user study, in particular,
those of the SAGAT queries [58], Takeover Time (ToT), and NASA-TLX questionnaire [92] are
reported.

6.3.5.2 Results of the SAGAT:

A paired-samples t-test was conducted to determine whether the level of SA
assessed via the SAGAT questionnaire varied when participants were asked to
evaluate the remote environment with the proposed HMI. Preliminary data
screening showed that the data do not deviate from normality. As showed by
the paired-samples t-test, the groups did di!er, t (34) = -4.95, p < .001, 95% C.I.
[-.29, .12], d = -.84. The SAGAT mean score without HMI (M = .31, SD = .17)
was statistically significantly di!erent than with HMI (M = .51, SD = .2) with
an large e!ect size (d = -.84). These findings suggest that a greater SA can be
obtained when showing a dedicated HMI.

6.3.5.3 Results of the NASA-TLX:

A paired-samples t-test was conducted to determine whether participants sub-
jective cognitive load varied when asked to evaluate the remote environment
with the proposed HMI. Preliminary data screening showed that the NASA-TLX
does not deviate from normality. The groups did not di!er, t (33) = 1.17, p =
n.s., 95% C.I. [-2.37, 8.82], d = .2. hese findings suggest that the participants
perceived an equal cognitive load with or without HMI.
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Figure 6.6: (a) The descriptive boxplots of the participant’s takeover Time (TOT). (b) The descriptive
boxplots of the SAGAT questionnaire.

6.3.5.4 A Correlation & Linear Regression Analysis:

A Pearson’s rho correlation was conducted to assess the relationship between
the ToT and SA level obtained via the SAGAT questionnaire. Preliminary analy-
ses showed a linear relationship with both variables normally distributed, as
assessed by Shapiro-Wilk’s test, and some outliers were found and eliminated
(cf. Table 8.1). There was a significant positive correlation between the perceived
SA and ToT, r = .44, p < .01. The linear regression established that the ToT could
statistically significantly predict the SA level, F (1,30) = 7.15, p < .01; and ToT
accounted for 19% of the explained variability in SA. The regression equation
was: SA = .36 + (.005 x ToT).

6.3.5.5 !alitative Results

Having administrated all the conditions, we interviewed the participant ask-
ing their opinion about the proposed HMI. The interview was conducted in
a semistructured manner that inquired about the advantages, disadvantages,
and participant suggestions. To quickly assess the remote environment, helpful
information perceived by the participants was a) the visualization that high-
lighted the obstacle, b) the predicted trajectory of the other road users, and c)
the LiDAR visualization. On the contrary, the map was found too prominent
and did not help solve the proposed tasks. Subjects suggested having a degree
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Figure 6.7: (a) The descriptive boxplots of the subjective workload assessed via NASA-TLX question-
naire, and (b) the linear regression that predicts the SA index based on ToT values.

of danger report, i.e., an additional message informing about the risk level and
the warning signal. Participants felt the need to have further information about
the remote AV initial state, a visualization highlighting approaching pedestrians,
and the street boundaries. Lastly, participants suggested displaying a takeover
countdown.

6.3.6 Discussion

The analysis results lay the foundation for an initial discussion on how to design
future ToR HMIs for vehicle teleoperation. When we compared the ToT data
with those previously observed by our peers (cf. Section 6.1), we noted overall
higher ToT subject response (M = 35.09, SD = 19.32), which to some extent
approach those observed by Eriksson and Stanton [65], with the di!erence that
the subjects of our study were asked to operate a vehicle remotely, i.e., physically
separate from the vehicle. We further recorded higher ToTs when participants
were required to assess the remote environment when the HMI was active (MD
= 17.83); however, obtaining significantly higher SA levels (+20%). Moreover, the
linear regression equation had explained that subjects who spent 35.09 seconds
(mean average) analyzing the ToR had scored 53% of SAGAT correct answer.
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Thus, if we would like to designate a minimum SA threshold equal to 60%, we
need to consider that an average operator can take up to 50 seconds before
taking complete control over the AV.

Lastly, the subjective perceived cognitive load evaluation does not show any
significance, suggesting that the participants with or without HMI perceived
an equal cognitive load.

These are positive results that suggest that the HMI tested, could increase
the operator’s SA, a critical requirement for vehicle teleoperation, yet high ToT
values remain. Future works should present the design of ToR HMIs introducing
approaches that include the prediction of the AV disengagement, as in Kuhn
et al. [115], to allow operators more time to assess the remote environment. We
discuss such an approach in Chapter 7.

Addressing the limitation of this chapter, the methodological concerns
regarding the use of the SAGAT, particularly in relation to timing versus freeze
frame, warrant thorough discussion. The choice of SAGAT methodology was
made with careful consideration, aiming to capture participants’ cognitive
processes at specific points in time. Acknowledging the complexities inherent in
this method, we employed the SAGAT a!er the assessment by the participants
of the remote situation, thus removing the freezing period. Here, the high ToT
might not be directly a"ributed to the SAGAT, as it might be influenced by
factors beyond its scope.

Furthermore, we are aware that with this work, we can only compare the
e#ect on participant SA and perceived cognitive load with and without the
designated interfaces to understand whether it serves its purpose correctly or
not. This limits the possibility of discussing how e#ective theHMI is compared to
others. Nevertheless, ToT data shows how the proposed concepts are positioned
with similar works reported in Section 6.1. A further limitation is the few
scenarios we tested, making it hard to generalize the result to more situations.
Thus, future studies should consider integrating and validating a broader set of
scenarios to guarantee a comprehensive understanding of how to model remote
ToR HMIs. More studies should also be performed to reduce remote ToT while
improving SA. Nonetheless, validations of other interface concepts should not
be neglected.
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6.4 Summary
The chapter presents a ToR interface for AV remote operation. As described,
previous research has focused on ToR strategies for in-vehicle drivers, yet less
for remote operators. In this chapter, a first ToR interface were designed and
evaluated to improve transparency and trust in the system for remote operators.

The proposed HMI was e!ective in improving SA and overall performance,
yet it has increased the time it takes for a user to take control of a vehicle. The
study also found a positive correlation between SA and ToT, suggesting that
increasing SA increases the time. Finally, participants suggested enhancements
for the proposed HMI, recommending features like displaying the degree of
danger and providing additional information about the initial state of the remote
AV.
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7
Detecting and Visualizing
Anomalies
The Chapter 6 introduced a ToR HMI for remote vehicle operations. We noticed
that although theHMI could increase the operator SA, high ToT values continued
to be recorded. To solve this issue, in this chapter, we present one approach that
includes the prediction of the AV disengagement to the ToR, allowing operators
more time to assess the remote environment. In particular, this method aims
to increase the teleoperator’s SA by highlighting which areas of the remote
environment are responsible for the ToR. Thus, to complement the existing ToR
HMI presented in Chapter 6, herea!er, we show how the operator can quickly
infer where the vehicle finds uncertainty in its environment.

7.1 Related Work
To facilitate the teleoperator’s understanding of the remote environment and to
reduce ToTs, it is essential to design intuitive HMIs that do not cause excessive
cognitive work. Merat et al. [143], in a study on AVs ToR, have found that it
can take up to 40 seconds for a subject to fully stabilize the vehicle in a non-
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Figure 7.1: An adapted overview of the introspective failure prediction approach for semantic
segmentation proposed by Kuhn et al. [114].

critical scenario. We acknowledge that a quick takeover, which requires a direct
understanding of the request call, is even more essential in remote hazardous
situations.

A prior body of work has proposed approaches to predict future vehicle
disengagements of semi-autonomous [71] or autonomous vehicles [115] up to
seven seconds, allowing for more time to assess the remote environment. These
methods mainly focus on detecting incorrect steering angles by predicting disen-
gagements in a binary fashion. For instance, Fridman et al. [71] have developed
a method they call “arguing machines” that adds a secondary artificial intelligent
system to a primary one to detect future disagreements. The disagreement
between the two systems is used as a predictor for the ToR. To evaluate the
proposed method, the author implemented the “arguing machines” to the Tesla
Autopilot so!ware and could predict 5 seconds early whether a disengagement
would have happened with 90.4% accuracy.

Other approaches have also been proposed to early vehicle disengagement,
for example, by applying the concept of introspective perception. Initially
developed by Da!ry et al. [41], the concept of introspection was first applied
in vision systems that built a perception system with introspective behaviors,
i.e., in systems that know when they make mistakes. Inspired by this idea,
Kuhn et al. [115] proposed an introspection model that uses previously detected
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failures to predict future ones. With data collected from a BMW AV in their
evaluation, the authors could predict failures up to seven seconds early with
more than 80% accuracy.

In a follow-up paper, to locate the reason for the control request Kuhn et al.
[114] proposed an introspection model used in semantic segmentation to predict
the pixel-wise failures (Figure 7.1). Thus, instead of classifying the entire input
image as a failure, the model could determine which part of the input image is
incorrectly classified. The authors trained a dedicated failure prediction model
using the failures generated by a pre-trained semantic segmentation model. The
suggested approach outperforms, by 3.2% and 6.7%, the prior estimation uncer-
tainties methods while requiring fewer resources during inference, predicting
when and where the semantic segmentation will fail.

Other existing works have also focused on detecting anomalies based on
image inputs [123, 249]. For example, Xia et al. [249] addressed the pixel-level
failure prediction task in two steps. Firstly, by synthesizing an image from a
semantic label, secondly, comparing the di!erence between the generated image
and the original image to obtain the anomaly areas. The authors could validate
and improve current anomaly detection methods in di!erent challenging re-
search fields, from autonomous driving to medical image analysis, improving
current existing methods.

Di!erently, Lis et al. [123] base their method on the idea that a network
generates false labels in regions representing unexpected objects. The authors
resynthesized the image starting from the resulting semantic map, obtaining
significant appearance di!erences from the input image. Thus, instead of
detecting unknown classes, Lis et al. [123] shi" the problem to the identification
of mis-resynthesized regions, showing that the method defeats those based on
both uncertainty and autoencoder designs.

To support the information acquisition process, our idea is to apply the
aforementioned methods to alert the teleoperator visually to imminent criticali-
ties. We extend these methods in two ways. First, our method uses the spatial
nature of fault prediction to visualize for the teleoperator where the fault is
located in the environment. Second, we propose to use the image-based failure
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detection method in a predictive manner; this is essential for the teleoperator,
where early reactions to problems are required. Thus, the teleoperator can focus
directly on the anomaly to take quick countermeasures.

7.2 Our Approach

Our prototype uses failure prediction methods to reveal anomalies in the remote
environment based on the visual inputs we receive from the cameras mounted
on the remote vehicle. Prior work has shown that inverse image synthesis is an
accurate technique in reporting anomalies of a video image [123, 249]. However,
in addition to the prior body of work, we use inverse synthesis to calculate how
many faults the semantic segmentation has made. In our approach, this data
is processed to calculate the average error per image used for early anomaly
prediction. The final output of the back-end computation is twofold. On the
one hand, the resultant triggers the request for a human takeover. On the other
hand, we can show the teleoperator the areas that caused the remote ToR.

This may be the case of an AV entering an area that does not meet the
standards, e.g., due to some unknown objects on the vehicle way, such as tra!ic
cones (Figure 7.2a). In such a situation, the semantic prediction will assign
a specific class to the tra!ic cones, in Figure 7.2b shown as dark blue. The
prediction synthesization result (Figure 7.2c), derived from the semantic pre-
diction (Figure 7.2b), provides us with a photo-realistic approximation of the
remote environment that the system received as input (Figure 7.2a). For the
prediction synthesization task, we implemented a Generative Adversarial Net-
work [79] that compares the original image with the one generated to highlight
di!erences [123]. Next, we employed the pixel-level error detection method to
generate a heatmap, highlighting misclassifications in red (Figure 7.2d). Eventu-
ally, misclassifications, such as the bridge identified as the sky, are automatically
omi"ed.

This process allows the teleoperator to be alerted up to seven seconds in
advance about the misinterpreted/misclassified areas and to be informed about
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(a) Input with an unknown obstacle (b) Semantic prediction

(c) Synthesized input (d) Critical objects detected

Figure 7.2: To detect anomalies in the remote environment, an input image (a) is used to deliver
a semantic prediction (b). Using a dedicated neural network, the semantic prediction can be
synthesized (c) and compared to the input image (a). The comparison is shown in (d), which
presents the semantic prediction errors. The results of an image-based failure prediction are used
to visualize the anomalies for the teleoperator. The critical and the misclassified objects on the road
are highlighted, allowing the teleoperator to be immediately aware of the AV challenge.

the critical safety issues known to the AV [115]. Thus, compared to the previous
HMIs we evaluated, we radically reduced the information that the teleoperator
has to process.

For this reason, along with an egocentric view of the environment, a visual-
ization that embeds a symbolic representation of danger, has been integrated
into the simulation (Figure 7.3a). The message is aligned with the real world,
placed with spatial relation to the anomaly of interest, i.e., 2D registered. There-
fore, by integrating a critical threshold to evaluate the di!erence between the
result obtained by the prediction synthesization task and the remote camera
video images, challenging scenarios can be routed to the teleoperator in advance,
highlighting the uncertainties discovered.
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(a) Registered visualization (b)No visualization

Figure 7.3: In this image, the explanatory scenario that includes the two independent variables of
the user study, i.e., the registered visualization (a) and its absence (b).

7.3 User Study
To evaluate the proposed method for anomaly detection and visualization,
we performed a lab-based driving simulator study recording the operator’s
perceived cognitive load and SA. The user study was designed to answer the
research questions:

Does the anomaly detector improve the teleoperator SA? Moreover, will the
anomaly detector influence the teleoperator cognitive load?

We answered the questions using a within-subject design [28], so that
participants would go through all conditions. The order that participants went
through the presence or absence of HMI experienced over two di!erent durations
(7 and 10 seconds) followed a Latin square design [33].

7.3.1 Implementation Set-Up

The whole project is built and based on CARLA1 [47]. CAR Learning to Act
(CARLA) is an open-source simulator for urban environments, developed for
training, prototyping, and validating AV models, including perception and con-
trol. The project architecture relies on a client-server concept that provides
a flexible Python Application Programming Interface (API) on the client-side
(Figure 7.4). And on the server-side, the rendering allowing for the association

1https://github.com/carla-simulator/carla
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Figure 7.4: The project architecture based on CAR Learning to Act (CARLA) [47]. The system
relies on a client-server concept that provides on the client-side a flexible Python Application
Programming Interface (API), and on the server-side, the rendering allowing for the association of
multiple clients.

of multiple clients, e.g., CARLA Vehicle Actors, CARLA Scenario Runner, CARLA
Tra!ic Manager, CARLA Weather Client. The di!erent clients are connected
with the Localhost, which communicates with the CARLA server. The Graphical
User Interface (GUI) module simulates the image video streaming by providing
three front cameras to the user (cf. Figure 7.5).

The decision to transition to CARLA from the nuScenes dataset that we
discussed in Chapter 6, is rooted in the unique advantages that CARLA o!ers
in comparison to static datasets such as nuScenes. CARLA serves as a dynamic
and flexible simulator, providing us with unparalleled customization capabilities
in scenario design. Unlike static datasets, CARLA empowers us to tailor and
adapt scenarios to our specific research needs, o!ering a level of flexibility that
is crucial for the nuanced exploration of AV models. This flexibility is especially
valuable in the context of training, prototyping, and validating AV models for
perception and control. In contrast, static datasets inherently pose limitations
in customization, constraining the range of scenarios that can be explored. The
shi" to CARLA aligns with our pursuit of a dynamic and adaptable research
environment, enhancing the depth and breadth of our investigations in the field
of AV.
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Figure 7.5: The driving scenario we administrated during the user study. In particular, in this image,
we see the remote environments augmented with a warning signal close to each hazardous area.

7.3.2 Participants

Fi!een participants (5 female) were recruited for this study, with a mean age of
27 years (SD = 2.73), ranging from 24 to 35. The participants, on average, held a
driving license for 7.5 years (SD = 3.47). A significant majority of participants,
73%, reported previous experience in remote driving activities, such as steering
drones, controlling RC cars, and similar endeavors. Within this group, 27% had
controlled a remote vehicle several times, 55% had done so on occasion, and
18% had only one instance of remote control experience. It is noteworthy that
none of the participants had prior experience in remote controlling autonomous
vehicles (AVs). This diverse participant pool, with varying levels of remote
driving experience, contributes to the study’s ability to capture a range of
perspectives and responses.

7.3.3 Apparatus and Materials

The materials employed during the user study included a local computer with
an Intel i7 CPU, NVIDIA GeForce GTX-1080, and 8 GB memory. This computer
ran the failure prediction models within the open-source autonomous driving
simulator CARLA [47] (cf. Section 7.3.1). The same computer provided the virtual
environment through three monitors, each 23.8 inches (1920 × 1080 pixels),
covering a total horizontal and vertical area of 161.7 × 49.8 cm (Figure 7.5).
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7.3.4 Study Design

The study design encompassed two independent variables: the presence or ab-
sence of registered visualization and its duration. Participants experienced these
conditions over one scenario depicting a four-way intersection with multiple
lanes per road (Figure 7.5). In this scenario, the AV encountered an obstacle—an
unidentified road construction site—blocking its intended path, prompting the
teleoperation request. Participants assessed the remote situation by reviewing
the driving scenario for seven and ten seconds, with two trials per participant.

7.3.4.1 Independent Variables

1. HMI: Participants interacted with the remote environment in the absence
or presence of the HMI.

a) Presence: Participants engaged with the remote environment uti-
lizing the dedicated HMI.

b) Absence: Participants engaged with the remote environment with-
out the HMI, using this condition as the baseline for comparison.
The absence of the HMI was deliberately configured to provide a
fundamental reference point in performance evaluation and to un-
derstand the pivotal role of the HMI in the dynamics of the assigned
task.

2. Duration: Participants evaluated the remote environment during two
distinct time intervals.

a) Duration of 7 seconds: In accordance with the recommendation
by Kuhn et al. [115], a duration of 7 seconds was chosen for the
first time interval. This specific duration was selected based on their
model’s ability to accurately predict failures up to seven seconds in
advance, achieving an accuracy rate exceeding 80%. Consequently,
participants were instructed to assess the remote environment for a
period of 7 seconds.

b) Duration of 10 seconds: For the second time interval, a duration
of 10 seconds was selected. This duration was chosen as it repre-
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sents an increment of approximately 40% from the prior interval
suggested by Kuhn et al. [115]. Thus, during this interval, partici-
pants were instructed to assess the remote environment for a period
of 10 seconds.

7.3.4.2 Dependent Variables

1. Situation Awareness: Assessed through the SAGAT questionnaire [58].
Participants provided responses a!er each task, thus removing the freez-
ing period. The SAGAT was quantified as a percentage and averaged
across questions targeting a demanding level of SA.

2. Cognitive Load: Evaluated using the NASA-TLX questionnaire [92].
The raw version of NASA-TLX was employed, eliminating the weighting
process. Participants completed the questionnaire a!er each scenario.

7.3.5 Procedure

Upon participants’ arrival, a warm welcome awaited them, accompanied by
a request to sign a consent and demographics form, along with an introduc-
tion to the study’s aim. Participants were tasked with assessing the remote
environment during the experiment, detecting anomalies that triggered the
teleoperation request. The task was repeated twice, both with and without the
registered visualization, experienced for durations of 7 and 10 seconds.

A!er each task, participants completed the NASA-TLX questionnaire [92]
and the SAGAT questionnaire [58]. The NASA-TLX measured perceived cog-
nitive load, employing the "raw" version to eliminate the weighting process.
The SAGAT questionnaire determined the participants’ SA level, comparing
their understanding with factual simulation data. The study concluded with a
debriefing session, expressing gratitude for their valuable participation.

7.3.6 Result

The results are presented and divided into two main categories. We first discuss
the SA results obtained via the SAGAT questionnaire [58], then those of the
perceived cognitive load assessed via the NASA-TLX questionnaire [92].
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SAR7 SAR10 SAN7 SAN10 NTR7 NTR10 NTN7 NTN10

Valid 5 5 5 4 5 3 5 5
Missing 0 0 0 1 0 2 0 0
Mean 0.400 0.800 0.100 0.375 39.668 41.667 37.734 39.332
Std. Dev. 0.285 0.209 0.137 0.144 11.018 1.665 13.798 12.671
Shapiro-Wilk 0.961 0.881 0.684 0.729 0.938 1.000 0.907 0.979
Shapiro-Wilk
P-value

0.814 0.314 0.006 0.024 0.654 0.997 0.448 0.927

Minimum 0.000 0.500 0.000 0.250 28.330 40.000 20.000 23.330
Maximum 0.750 1.000 0.250 0.500 55.000 43.330 51.670 55.000

Table 7.1: Descriptive statistics of the subjective assessment of workload assessed via NASA-TLX
and Situation Awareness (SA) via the SAGAT questionnaire. Note: SA stands for the SAGAT
questionnaire, NT for the NASA-TLX, R for registered, N for none, 7 and 10 is the duration.

7.3.6.1 Analysis of Variance on Situation Awareness

An ANOVA was conducted to determine whether the level of SA assessed via
the SAGAT questionnaire [58] varied with and without the visualization and
the time. Preliminary data screening showed that the data did not deviate from
normality. One outlier was found as we screened the data for assumptions
which we removed.

The visualizations had a significant e!ect on SA, F (1,3) = 121, p = .002,
η p2 = .32. Bonferroni post hoc analysis revealed a significant increment on
participant’s SA with the presence, i.e., registered visualization (MD = .34), p
= .002, d = 5.5. Similarly, although moderately, time had a significant e!ect
on participant’s SA, F (1,3) = 10.37, p = .049, η p2 = .32. Bonferroni post hoc
analysis revealed a significant increment of participants’ SA when assessing
the environment for ten seconds (MD = .34), p = .049, d = 1.6. However, no
statistically significant di!erences were recorded between the time and the
visualization F (1,3) = .3, p = n.s., η p2 = .003.

7.3.6.2 Analysis of Variance on the perceived cognitive load

Moreover, an ANOVA was conducted to determine whether the conditions di!er
in perceived cognitive load. Preliminary data screening showed that the data
did not deviate from normality. Two outliers were found as we screened the
data for assumptions which we removed.
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Figure 7.6: In these descriptive plots, (a) we placed the SA as assessed by the SAGAT questionnaire
[58] in relation with time and visualizations. Similarly, we compared (b) the perceived cognitive
load assessed via the NASA-TLX questionnaire [92].

There was no statistically significant di!erence neither for the visualizations
F (1,2) = .68, p = n.s. η p2 = .05, nor between time, F (1,2) = 1.3, p = n.s., η p2 = .1.

7.4 Discussion
From the human factor perspective, the teleoperator faces numerous challenges,
from high latency [159] to low remote SA [160]. Related work has shown that
driver assistance systems for teleoperated autonomous vehicles [32, 35] have
improved operators’ performance and SA. Likewise, in the study we reported in
this chapter, subjects could achieve higher SA levels when the anomaly detector
was active. In particular, we noticed that participants could gain 40% of SA with
the help of the dedicated HMI a"er seven seconds, whereas only 10% without.
However, significant SA improvements have been recorded when we let the
subject assess the remote environment for ten seconds. Here, 80% of SA has
been acquired a"er ten seconds with anomaly detector, and 50% without. These
results suggest that simple additional visual cues, such as the warning signals
overlayed onto the video images, may improve the SA and reduce ToTs. We
interpret these findings as a suggestion favoring a reduction of the ToR HMI.

150 7 | Detecting and Visualizing Anomalies



However, no significant changes were recorded when assessing participants’
cognitive load, as the anomaly detector could not significantly reduce the
operational workload. We believe that these results derive from the user study
design since participants could only experience the scenarios for a few seconds,
too li!le for a subjective assessment of workload.

Unlike prior works, our prototype adds an important safety component over
existing anomaly detection methods, namely showing where the problem is
located. Although these are only the first results and further studies must be
conducted to confirm our findings, we are confident that our proposed approach
will reduce the ToT and improve the usability of the control of teleoperated
AVs. Eventually, future work may consider supplementary visualization, such
as polygons that delineate the risk area or corridors that explain viable paths
to drive; this may further improve the quality and e"iciency of the anomaly
detector we showed.

7.5 Summary
This chapter presents a new approach to increase the teleoperator’s SA. The
method included the prediction of AV disengagement and highlighted areas of
the remote environment responsible for the ToR. The method is an improvement
over existing approaches, which only alert the operator that the AV is in a
di"icult situation and does not provide information about the specific cause
of the request. By predicting the disengagement and highlighting the relevant
areas of the remote environment, the operator could quickly understand the
situation and take appropriate action. The approach has been evaluated and
found to improve the teleoperator’s SA and reduce ToT.
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8
The Predictive Corridor
In Chapter 6 and Chapter 7 we introduced remote ToR HMI concepts and
presented one approach that includes the prediction of the AV disengagement
by highlighting where the vehicle found uncertainty in the remote environment.
Thus, having assessed the situation and the risks of the request, the teleoperator
is ready to drive the vehicle.

This chapter provides a detailed exploration of the following publication:

Gaetano Graf, Yomna Abdelrahman, Hao Xu, Yasmeen Abdrabou, Dmitrij Schitz,
Heinrich Hußmann, and Florian Alt. “The Predictive Corridor: A Virtual Augmented
Driving Assistance System for Teleoperated Autonomous Vehicles.” In: ICAT-EGVE
2020 - International Conference on Artificial Reality and Telexistence and Eurographics
Symposium on Virtual Environments. Ed. by Ferran Argelaguet, Ryan McMahan,
and Maki Sugimoto. The Eurographics Association, 2020. isbn: 978-3-03868-111-3.
doi: 10.2312/egve.20201260

Gaetano Graf, Hao Xu, Dmitrij Schitz, and Xiao Xu. “Improving the Prediction
Accuracy of Predictive Displays for Teleoperated Autonomous Vehicles.” In: 6th
International Conference on Control, Automation and Robotics. IEEE, 2020, pp. 440–
445. doi: 10.1109/ICCAR49639.2020.9108011
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In this chapter, we would like to introduce an Advanced Teleoperator Assis-
tance System (ATAS) to mitigate low depth perception and time latency called
Predictive Corridor. The Predictive Corridor combines a novel Predictive Display
with the Free Corridor. The final result is an interface that shows the predicted
position of the remote vehicle and the vehicle braking to the teleoperator.

8.1 Related Work
Direct controls are the most widespread method to conduct AVs remotely.
By using control inputs such as the steering wheel, pedal, or joysticks, the
teleoperator during the task is responsible the whole time for observing the
remote environment and deciding on an appropriate strategy, i.e., in the case of
direct driving, the execution of steering and acceleration/deceleration [32, 75].
The telepresence of operators at this stage is mandatory as they are the ones
that could close the control loop [203] and also the ones that can stabilize the
vehicle through the driving maneuver.

To guide the vehicle safely and to guarantee robustness during the teleoper-
ation against time delays, the operator can be supported by ATAS. For instance,
the Free Corridor (FC) proposed by Chen [32] shows a braking path in which
the AV will continue to travel in cases of unexpected network losses (Figure 8.1a).
In such a scenario, an automatic emergency braking would be triggered, as the
remote vehicle can not update the control commands from the operator. Thus,
in the FC, the vehicle would follow the predetermined trajectory and stop if no
further connection with the operator is available [32].

Another ATAS is the Predictive Display (PD) [35]. The PD, as the name
implies, predicts the movements of the remote vehicle and the movements of
other road users to forecast the vehicle position to overcome the time delay
(Figure 8.1b). The prediction of the remote vehicle is shown to the teleoperator
as an overlay on the delayed video images. On the one hand, we note that the
FC provides a solution in case of communication loss, yet it does not address the
problem with time latency. On the other hand, the PD allows overcoming time
latency, but no emergency concept is provided in situations of communication
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(a) The Free Corridor (b) The Predictive Display

Figure 8.1: Two remote driver assistance systems for vehicle teleoperation. In both concepts, the
teleoperator’s prediction of the remote vehicle position is shown as an overlay on the delayed video
images. In the Free Corridor (a), the teleoperator sees a path of the full braking [32]. The Predictive
Display (b) forecasts the movements of the remote vehicle and the movements of other road users
to predict the vehicle position.

failure. It has been stated that a combination of both concepts would benefit
the teleoperator since strategies to mitigate the time delays and the required
emergency concept would be present [96].

In recent works, Hosseini [96] explored this opportunity. The author com-
bines the FC and the PD, adding an emergency braking system. In the concept,
called Predictive Brake Assistance (PBA), we first see the PD, and seamlessly
a!ached to it, the FC. That means that the calculation and plo!ing of the FC do
not begin at the current vehicle position but at the end of the predicted position
of the PD. In the author’s concept, the PBA would be triggered when other road
users overlook the AV driving path.

Despite being a valuable concept to mitigate low depth perception and
time latency, the PBA predicts the vehicle position considering, exclusively, the
remote vehicle inputs, i.e., the velocity and yaw rate. The e"ectiveness of the
PBA is therefore dependent on the remote vehicle inputs and communication
delay. To solve this issue, we propose a novel method that considers the remote
vehicle inputs and the local operator inputs to predict the vehicle position
(Figure 8.2). Thereby, our method, referred to as Predictive Corridor (PC) [87],
o"ers two key advantages: it is less reliant on vehicle input and more robust
against time latency in mobile networks.
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Figure 8.2: The novel curvature model proposed in this chapter. In prior works, authors exclusively
consider the remote vehicle inputs, i.e., the velocity and yaw rate, to predict the remote vehicle
position. In contrast, we propose a novel curvature model that considers both the teleoperator
inputs (in red) and the remote vehicle states to calculate the curvature value.

8.2 Our Approach

In our prototype, the predicted trajectory is generated using the clothoidmethod,
a spline with linear changing curvature values that can smoothly combine arcs
with di!erent radii. Prior works had calculated the curvature by using the yaw
rate and speed of the remote vehicle [35, 96]. However, as introduced, those
methods rely on a curvature model that highly depends on time delays as the
AV input signals are transferred wirelessly via cellular networks. We address
this problem by introducing a new model that integrates the operator’s input
into the current prediction state-of-the-art method [243].

In an initial open-loop evaluations we demonstrated that our approach
has, overall, the best performance in low speeds scenarios compared to the
state-of-the-art prediction method [87]. In particular, in an experiment, we
accelerated the vehicle to the desired velocity of 15 km/h and performed an
avoidance maneuver, i.e., a double lane change maneuver [73]. We designed
the evaluation into SPIDER, a So"ware Programming Interface for Distributed
Real-time Driving Simulation [219], where we set a constant communication
latency. We sent the control commands of the teleoperator to the remote
vehicle with a 200 ms delay, and we sent back the vehicle state feedback with an
additional delay of 200 ms. Therefore, a 400 ms time delay a!ected the whole
control loop, i.e., Round-Trip-Time. The vehicle state (e.g., speed, steering wheel
angle) was updated every 0.01 ms, whereas the predicted path every 400 ms.
Compared to the state-of-the-art prediction method, the performance results of
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Figure 8.3: The Predictive Corridor combines into a single virtual augmented element the Predictive
Display (in blue) as proposed by Graf et al. [87] and the Free Corridor (FC), in green, as proposed
by Chen [32]. The prior is based on the clothoid method, the la!er on the circular arc method.
The total length of the FC is calculated by adding (1) video transmission delay, 2) operator’s
perception-reaction delay, 3) control delay, 4) brake activation, 5) brake distance.

our approach indicated that the model had 6.2% less vertical average absolute
deviation, 9.4% less lateral average absolute deviation, and 7.3% less euclidean
absolute deviation.

These first positive results have created the foundation to develop our con-
cept further. Thus, having evaluated the novel curvature model, we a!ached
to it the FC [32]. The FC presents a path in a circular form with one fixed
center point and a steady curvature, which according to Chen [32], is suitable
for permanent curvature path prediction. The final total length of the FC was
calculated as proposed by Hosseini [96] by adding 1) the video transmission
delay, 2) the operator’s perception-reaction delay, 3) the control delay, 4) the
brake activation, and 5) the brake distance (Figure 8.3). We considered the video
transmission delay and control delay to be 400 ms, whereas the teleoperator
perception/reaction time and brake activation time to be 1.15 s [96]. We cal-
culated the braking distance as Sb = v2/amax, where the deceleration amax was
directly obtained from the SPIDER vehicle dynamic model.

Based on the recent development described above, further analysis regarding
the combination of the FC and the PD is required. In this regard, we conducted
a user study with 32 participants, where we evaluated the PC by employing
subjective and objective performance measures for workload assessment.
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Figure 8.4: The experimental setup. In this image, we see (1) thermal camera Optris Xi 400, (2)
three 23,8-inch LCDs, (3) Tobii Eye Tracker 4C, (4) Logitech G29 steering wheel and pedals, and (5)
experimenter computer.

8.3 User Study
To evaluate the e!ectiveness of the Predictive Corridor, we performed a lab-
based driving simulator study (Figure 8.6). We recorded the participant’s driving
performance, the subjectively perceived cognitive load, eye movements, and
facial temperatures for an objective analysis of the operator workload. The user
study was designed to answer the research questions:

Does the Predictive Corridor influence the cognitive load, visual a!ention, and
the performances of the teleoperator?

To address our research question, we employed a within-subject study
design. In addition to the baseline recording, where facial temperature was
measured, the sequence in which participants undertook the two test courses,
with and without the PC, followed a Latin square design [33].

8.3.1 Participants

We recruited a total of 32 participants (5 female). The participants had a mean
age of 27 years (SD = 5,06), ranging from 18 to 44 years. On average, participants
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owned a driving license for eight years (SD = 4,25). More than one-third of
the participants, i.e., 37,5%, declared driving a vehicle daily, whereas 25% drive
weekly. The rest of the participants are divided into 18,8% monthly, 15,6% rarely,
and 3,1% never. Additionally, we assessed the participant’s remote driving
experience and frequency of use. Most of the participants, 75%, already had
remote driving experience, e.g., drones steering, RC car, and similar. Of those
participants, 37,5% controlled a remote vehicle several times, 29,2% sometimes,
yet 33,3% only once.

8.3.2 Apparatus and Materials

Our experimental setup consisted of three monitors, each 23,8-inch big (1920 ×
1080 pixel) covering a total horizontal and vertical area of 161,7 cm × 49,8 cm.
A Logitech G29 steering wheel was installed to control the vehicle. The steering
wheel provided force feedback and a 900-degree rotation. One computer enabled
the communication of input and output signals between the simulator and the
automotive control elements (i.e., steeringwheel and pedals). Furthermore, three
other computers, each per monitor, generated the virtual environment. To record
the x- and y-coordinates of the participant gaze, we a!ached a commercial eye
tracker, Tobii Eye Tracker 4C1, to the middle monitor, operating with a frequency
of approximately 70 Hz, connected via USB. Additionally, a compact infrared
camera was installed on a tripod beyond the screens to assess the participant’s
facial temperature. The Optris Xi 4002 camera measures temperatures between
-20 and 900◦C, and an optical resolution enables a spot-distance ratio of up to
390:1. The optical resolution of the camera is 382× 288 pixels, with a frame rate
of 80 Hz and thermal sensitivity NETD of 80 mK. The ambient temperature was
kept at 25◦C constant throughout the experiment to avoid noise in the data
set. The Optris PI3 connects the so"ware with the camera. We annotated the
regions of interest, i.e., forehead and nose, and used the built-in data extraction
function to store the temperature values [2].

1https://gaming.tobii.com
2https://optris.com/optris-xi-400
3https://optris.com/software-development-kits
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8.3.3 Study Design

The study design included two independent variable the presence or absence of
PC, and two scenarios. In particular, participants experienced the PC related to
a LC and an EBS. Dependent variables encompassed subjective and objective
perceived cognitive load assessed via the NASA-TLX questionnaire and thermal
imaging. Since teleoperating involves controlling a vehicle under some time
latency, we simulated a constant time delay of 400 ms in this study. This was
suggested as prior research had shown that a constant latency is easier to
manage than a variable one [44, 124, 131]. The gas and brake pedals were
adjusted for consistent linear acceleration and deceleration.

8.3.3.1 Independent Variables

1. HMI: Participants interacted with the remote environment in the absence
or presence of the HMI.

a) Presence: Participants engaged with the remote environment uti-
lizing the dedicated HMI.

b) Absence: Participants engaged with the remote environment with-
out the HMI, using this condition as the baseline for comparison.
The absence of the HMI was deliberately configured to provide a
fundamental reference point in performance evaluation and to un-
derstand the pivotal role of the HMI in the dynamics of the assigned
task.

2. Scenarios: Two test courses were created to assess the performance of
the Predictive Corridor (Figure 8.6). These courses were modeled a!er
the pre-crash typology defined by the National Highway Tra"ic Safety
Administration [155]. The objective for both test courses was to experi-
ence longitudinal and lateral control of the vehicle under clear weather
conditions, in daylight, with a determined speed limit of 15 km/h [96].

a) Lane-Change (LC): The LC course simulates an obstacle avoidance
maneuver without prior action [73].
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b) Emergency Braking Stop (EBS): The EBS test course simulates
an emergency braking stop on a straight path (50 m).

8.3.3.2 Dependent Variables

1. Cognitive load: Cognitive load has been evaluated through both objec-
tive and subjective assessments.

a) Objective assessment of cognitive load: Evaluated using an in-
frared camera to monitor changes in forehead and nose temperature
(di!erence to the baseline) [1, 256].

b) Subjective assessment of cognitive load: Evaluated using the
NASA-TLX questionnaire [92]. The raw version of NASA-TLXwas em-
ployed, eliminating the weighting process. Participants completed
the questionnaire a"er each scenario.

2. Visual a!ention: We recorded the gaze points falling in the PC area (±
50 pixels) by using a commercial eye tracker. This allowed us to assess
whether participants might have been influenced by the presence of the
PC, providing valuable insights into their a#ention and interaction with
the interface.

3. E"ect on Performances: We assessed the impact of using the PC on
the driver’s performance, examining both longitudinal and lateral e!ects.

a) Performance in Lane-Change Maneuver: We evaluated the
driver’s performance in the LC maneuver by quantifying and com-
paring the number of cone collisions and the deviation from the
optimal path. The evaluation employed RSME as a metric, and the
number of collisions.

b) Performance in Emergency Braking Stop: To gauge the longitu-
dinal impact of the PC, we conducted an EBS where the distance to
the stop line was considered statistically relevant for analysis.
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Figure 8.5: User studies procedure line-up. The whole user study consisted of three blocks. In the
first part, participants were briefed, and the temperature baseline was assessed. In the second part,
we administered two tasks. Lastly, we debriefed the participants.

8.3.4 Procedure

The whole study lasted about 45 minutes. Upon arrival, participants were wel-
comed and asked to sign a consent and demographics form and were informed
about the study aims. Then, we asked participants to relax for 5 minutes while
listening to a white noise sound as a calibration condition for sensing. This
allowed us to collect their physiological data in a state of relaxation. In the
second part of the study, we introduced the prototype and the driving simu-
lator to the participants and let them familiarize themselves with the driving
simulator for five minutes. A!er the practice session, we administrated two
tasks, the Lane-Change (LC) maneuver according to the Fritzsche et al. [73]
and the Emergency Braking Stop (EBS), both with and without PC. A!er each
task, we asked participants to complete the NASA-TLX [92] questionnaire to
assess the perceived cognitive load. We concluded the study by debriefing the
participant. During the entire experiment, we recorded the participant’s facial
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Figure 8.6: In this illustration, we see the two tasks administrated, namely the Emergency Braking
Stop (EBS) and the Lane-Change (LC) maneuver. The PC, on the top right, shows to the teleoperator
the predicted position (1) of the remote AV and the path of the full braking (2). The width of the PC
(3) corresponds to that of the AV.

temperature and eye gaze coordinates. The study was recorded using an RGB
thermal camera (cf. Section 8.3.2) while maintaining a room temperature of
25◦C.

8.3.5 Results

The results are presented and divided into three main categories. Firstly, the
results of the e!ect of the PC on the participant’s cognitive load. Secondly, the
results of the e!ect of the PC on the participant’s visual a"ention, and lastly,
on the participant’s performances.

The analysis includes one independent variable, the presence of the PC, and
two tasks, the LC maneuver and EBS, and both experienced five times with and
without PC. Hence, the total number of measurements has been 5 × 4 × 32 =
640. We counterbalanced all conditions to reduce any potential carryover e!ects
and avoid interference and learning e!ects. The dependent variables considered
were the eye movement, facial temperature, and the subjective assessment of
the perceived level of mental workload. The participant’s performance was
logged and considered as a dependent variable. Therefore, we recorded the
number of cones collisions for the LC maneuver, whereas the distance to the
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Figure 8.7: Image (a) shows the forehead and nose temperature (di!erence to the baseline) over the
Lane-Change (LC) maneuver and the Emergency Braking Stop (EBS) task. Both are experienced
with and without Predictive Corridor (PC). Image (b) shows the subjective assessment of workload
via NASA-TLX.

stop line for the EBS task. Lastly, a post-hoc power analysis with α = .05, d =
.55, and a sample size of n = 32 found an observed power of (1 - β ) = .85 for the
two-tailed paired sample T-Test analysis.

8.3.5.1 E!ect on Cognitive Load

According to the literature, the cognitive load could be assessed by monitoring
the facial temperature [1, 256], namely the changes in forehead and nose tem-
perature (di!erence to the baseline). The increase in the temperature would
indicate a higher cognitive load. In this work, we analyzed the e!ect of using
the PC on the forehead-nasal temperatures as an indicator of the experienced
cognitive load. During the LC task, on average participant’s forehead-nasal
temperature increased by 0.31◦C (SE: 0.06◦C) when driving without the PC.
The t-test showed this to be significant, t (31) = 5.18, p < .001, 95% C.I. [.19,
.43], d = .92. Similarly, during the Emergency Braking Stop (EBS), the mean
forehead-nasal temperature increased by 0.24◦C (SE: 0.06◦C) when participants
performed without the PC. This increment in temperature showed to be sig-
nificant, t (31) = 4.13, p < .001, 95% C.I. [.12, .36], d = .73. These results have
also been confirmed by subjective assessment of cognitive load reported by the
participants. According to the NASA-TLX rating scale, on average, participants
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(a) LC without PC (b) LC with PC

(c) EBS without PC (d) EBS with PC

Figure 8.8: The image a) shows the gaze pa!erns of one participant during the Lane-Change (LC)
maneuver when performing without the Predictive Corridor (PC). Furthermore, the b) image shows
the gaze pa!ern of the same participant during the LC using the PC. In the image c), the gaze
pa!erns during the Emergency Braking Stop (EBS) task without PC, and in the image d), the
gaze plot during the EBS task with the PC. To provide clarity and contextual understanding, it is
important to explicitly mention that the images depict a typical snapshot of a random participant’s
gaze pa!erns during the maneuver. This clarification ensures that readers understand that the
images serve as representative examples of the gaze pa!erns observed during the maneuver.

experienced 22.5% less workload (SE: 0.59) when performing with PC. The t-test
showed this decrease to be significant, t (5) = -3.81, p = .006, 95% C.I. [−∞, -1.06],
d = -1.56. These outcomes indicate that the users experienced less cognitive
load when performing with the PC, as the cognitive load was higher in the task
without PC (Figure 8.7).

8.3.5.2 E!ect on Visual A"ention

We investigated di"erences in gaze distribution by evaluating the gaze data
from all participants. We recorded the gaze points falling within a defined PC
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Figure 8.9: The image (a) displays the descriptive boxplots of the cones collision number for the
Lane-Change (LC) maneuver. In image (b), the distance to the stop line on the Emergency Braking
Stop (EBS) task can be seen.

area, which spanned ± 50 pixels from the center of interest, using a Tobii Eye
Tracker 4C at an operating frequency of approximately 70 Hz. The recorded x-
and y-coordinates of the participants’ gaze allowed us to assess the influence
of the PC on participants’ visual a!ention and interaction with the interface.
Heatmaps were generated from this data to visually represent the concentration
and distribution of gaze points across the PC area. The t-test did not show a
statistically significant di"erence in the LC maneuver when operating with and
without PC, t (17) = 1.27, p = n.s., 95% C.I. [-207.74, 834.30], d = .3. As seen in
Figure 8.8, the di"erence between the gaze data distribution and the fixation
length in both conditions is almost equal. Similarly, over the EBS task, the t-test
did not reveal a statistical significance mean e"ect with and without PC t (17)
= -.19, p = n.s., 95% C.I. [-924.21, 768.43], d = -.05. However, there is a di"erence
in gaze data distribution between both conditions, i.e., there is more gaze data
in the PC area when it is enabled (Figure 8.8).

8.3.5.3 E!ect on Performances

Ultimately, we evaluated the e"ect of using the PC on the driver’s performance.
Longitudinal and lateral tests were administrated.
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Cones Collision Distance

w/ PC w/o PC w/ PC w/o PC

Valid 158 159 149 153
Missing 2 1 11 7
Mean 5.892 6.403 -4.551 -3.874
Std. Deviation 2.353 2.442 1.308 1.690
Shapiro-Wilk 0.973 0.973 0.989 0.987
P-value of Shapiro-Wilk 0.003 0.003 0.291 0.161
Minimum 0.000 1.000 -7.743 -7.924
Maximum 11.000 11.000 -1.446 -0.337

Table 8.1: The descriptive statistics of the participant’s driving performance with and without the
Lane-Change (LC). In particular, we recorded the number of cones collisions for the Lane-Change
(LC) maneuver, whereas the distance to the stop line for the Emergency Braking Stop (EBS) task.

Performances on the Lane-Change maneuver: To evaluate the PC, the LC
test course was assigned [73]. The performances of the LCmaneuver were tested
by counting and comparing the number of cones collisions and the deviation of
the optimal path, i.e., the Root Square Mean Error (RSME).

We first start examining the number of cones collisions. On average par-
ticipants hit 0.74 fewer cones (SE: 0.40) when performing with PC. The t-test
showed this decrease to be significant t (31) = -1.87, p < .05. A linear regression
was calculated to predict the number of cones collisions based on the number
of trials (Figure 8.10a). A significant regression equation was found when per-
forming with PC, r2 = 0.80, F (1, 3) = 12.24, p < .05, and without PC, r2 = 0.90, F
(1, 3) = 26.19, p = .01. These models showed that the number of cones collisions
decreased to 13 cones (trial/participant) with PC and nine cones without PC.

Further analysis of the lateral control was conducted considering the two
changes of lanes that the participant was asked to perform for each trial. In
particular, the first lane change occurred when the participant had to steer
the vehicle to the le!. The second lane change occurred when the participant
returned to their original lane by steering the vehicle to the right.

Using RSME as a metric, a t-test was conducted to assess participants’
deviation from the optimal path (Figure 8.9). On average, participants on
the first lane change were deviating 0.09 m (SE: 0.05). The t-test showed this
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Figure 8.10: In image (a), a linear regression predicts the number of cones collisions based on the
number of trials during the Lane-Change (LC) maneuver. In image (b), a linear regression predicts
the distance to the stop line based on the number of trials during the Emergency Braking Stop
(EBS) task.

di!erence to be non-significant, t (28) = 1.83, p = n.s., 95% C.I. [-.01, .19], d =
.34. On the contrary, on the second lane change, the mean di!erence registered
was 0.16 m (SE: 0.04). The t-test showed this di!erence to be significant, t (28) =
3.89, p < .001, 95% C.I. [-.075, .24], d = .72. Pearson’s rho correlation analysis,
shows significant results between the number of collision and the RSME (of the
whole track) with PC, r = 0.41, p < 0.02, and without PC, r = 0.67, p < .001.

Performances of Emergency Braking Stop: To evaluate the PC longitudi-
nally, an EBS was performed. Here the distance to the stop line was considered
statistically relevant to the analysis. On average, participants stopped closer to
the stop line (0.56 m, SE: 0.24) when performing without PC. The t-test showed
this increment to be significant, t (31) = -2.29, p < .01, 95% C.I. [−∞, -.15], d
= -.41. A linear regression was calculated to predict the distance to the stop
line based on the number of trials (Figure 8.10b). A significant linear regression
equation was found without PC, r2 = 0.97, F (1, 3) = 91.99, p = .002. This has
been confirmed also when performing with PC, r2 = 0.95, F (2, 2) = 19.48, p <
.005. As depicted in Figure 8.10b, the linear regression analysis reveals a positive
e!ect without PC and a negative e!ect with PC.
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Figure 8.11: In this illustration, we can see the graph of the lateral control conduction with two
changes of lanes. In particular, the first lane change occurred when the participant had to steer the
vehicle to the le!. The second lane change occurred when the participant returned to their original
lane by steering the vehicle to the right.

8.4 Discussion

To overcome the challenge of time latency and mitigate low depth perception,
the design of ATAS, as the PC, will o"er a strategy to support the teleoperator
for operating the remote AV securely and ergonomically. In this chapter, we
were interested whether the PC could improve the teleoperator user experience.
In particular, whether the PC could influence the teleoperator’s cognitive load,
locus of a#ention, and operative performances.

When it comes to the subjective measurement of cognitive load, the analysis
conducted on all NASA-TLX indicates a significant di"erence when driving
with and without the PC. During the LC maneuver and the EBS task, evidence
suggests that with the PC, the participants perceived less mental demand. Inline,
the inferred cognitive load from the facial temperature shows that the PC causes
less cognitive load, as it led to fewer temperature changes.

However, the assumption of whether the PC a"ected the participant’s visual
a#ention cannot be confirmed. By adding the PC for both situations, LC and
EBS, we noticed that the participant’s gaze data sca#ered/diverged over a larger
area. We verified this observation for participants who had higher gaze data in
the PC area and others whose gaze data did not di"er. We saw that the spread
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of the gaze data is similar across all participants and situations, indicating that
adding the PC changes and a!ects the gaze behavior. However, it does not
correlate with the increase of the visual a"ention around the PC area, not even
in the whole scene.

Ultimately, we tested whether the PC influenced the operative performances.
Results suggest that the presence of the PC led to fewer collisions. As the linear
regression analysis shows, a faster negative flow of the data point was recorded
when performing with the PC than without the PC (Figure 8.10a), advising
evidence in favor of the PC. Similarly, the analysis on the EBS task shows
positive results in favor of the PC. Without the presence of the PC, participants
tended to shorten the distance to the stop line by each trial, which did not
happen when the PC was shown (Figure 8.10b). Keeping the proper distance is
essential to prevent collisions and react accordingly to dynamic objects, as (a) it
mitigates low depth perception (cf. Section 2.2.5), and (b) one of the causes of
about 50% of the lead-vehicle-stopped crashes is caused by the short distance
between the vehicles [155].

In line with prior ATAS research, namely the Predictive Display [35] and
Free Corridor [32], overall, the analysis advises evidence in favor of the PC.
However, despite this first positive result, the limited finding of the implications
of the PC requires more investigations, for example, considering evaluating the
PC in dynamic environments, including real test scenarios. This study is the
first a"empt in this direction.

8.5 Summary

This chapter proposes an ATAS called Predictive Corridor for mitigating low
depth perception and time latency in remote vehicle control. The PC combines a
novel curvaturemodel with the FC, a prior ATAS. The final result is an augmented
reality feature that shows the predicted position of the remote vehicle and the
vehicle braking position to the teleoperator. The Predictive Corridor addresses
the limitations of previous ATASs by providing a novel curvature model that
considers both the teleoperator inputs and the remote vehicle states to improve
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the accuracy of the prediction. This system could improve the safety and
e!iciency of remote vehicle control. The PC was found to improve driving
performance and reduce cognitive load.
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9
Dynamic Camera Control
The previous chapter discussed methods to assist the teleoperator during the
driving task. However, in most HMIs for vehicle teleoperation, a common issue
is the handling of multiple control devices simultaneously. This might be the
case when the teleoperator must steer the vehicle while controlling the remote
cameras. On such occasions, the teleoperator must switch between di!erent
control devices that could a!ect subjects’ SA and cognitive workload [258]. A
solution to this problem has been provided by prior research that implemented
interaction gazing techniques in "hands-busy" situations. Inspired by Hild et al.,
Latif, Zhu et al. [94, 120, 257], ultimately, we focus on developing and evaluating
two eye-tracking mechanisms for camera viewpoint control.

9.1 Related Work
Assessing remote environments is one of the most critical tasks in many tele-
operation scenarios. By observing the live streaming images the teleoperator
can obtain an adequate Situation Awareness (SA). Thus, during the driving
maneuver, the operator is responsible for monitoring and understanding of the
remote environment and deciding on an appropriate strategy for conducting the
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(a) Zhu et al. [257] (b) Zhu et al. [257] (c) Zhu et al. [258]

Figure 9.1: The images show the gaze-based remote camera control designs by Zhu et al. [257] and
Zhu et al. [258]. In the image (a), the pan and tilt of the camera are mapped along with the head
movement. In image (b), the double arrow stands for the rapid movement the user has to perform
to turn on/o! the camera to move in the desired direction. Image (c) shows that the teleoperator’s
gaze can move the image to the center of the display.

AV. In this regard, the teleoperator must perform several tasks simultaneously,
driving the vehicle and, if needed, operating the cameras, which may cause
physical and cognitive overload.

An extensive body of literature covering the e!ect of multitasking on the
remote operator suggests mitigating the overlapping of motor or sensory in-
terference [144, 145]. The limitations of cognitive processes usually do not
allow multiple operations [164] unless the subject already has su!icient practice
in performing the tasks [144, 145]. To solve this issue, researchers proposed
several “hands-free” camera control concepts by leveraging natural pa"erns of
interactions [226].

For instance, Zhu et al. [257] have adopted di!erent head gestures to con-
trol and interact with mining machinery remote cameras. In particular, the
authors have introduced two methods for pan, tilt, and zoom. The first method
replicates the operator’s head movement by panning and tilting the remote
camera along with the user’s head movement (Figure 9.1a). The interaction
stops by repositioning the head and gaze to the center of the screen. Moreover,
the user can change the zoom level by bringing the torso closer to screen or
farther away from it.

The second method that Zhu et al. [257] proposed refers to quick head
movements to switch on or o! the pan and tilt function (Figure 9.1b). The
process starts when the user moves the head towards one direction and ends
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when they move back to the original position. The cameras will keep panning
and tilting until the user replicates the same movement in the opposite direction.
The cameras will stop then at the desired position.

To assess the e!iciency of the proposed methods, the authors have led an
experiment with a total of ten participants. The subjects were asked to play a
table soccer game by controlling two handles. The participant could not see the
game directly and neither in its entirety. Instead, it was visible only partially
in a monitor placed in front of the operator. The authors set up the camera to
have a narrow field of view, and only through the use of the methods described
above was it possible to navigate the entire table game. The validation of the
proposed methods was obtained by comparing the average of the scores. Results
show that the first method provided reliable and comparable performance when
operating with more traditional input devices as the keyboard. In contrast, the
second method was significantly worse.

In a further study, Zhu et al. [258] proposed a di!erent gaze-driven control
method. Based on the position of the teleoperator’s gaze, the system will bring
the fixated region of interest to the screen center (Figure 9.1c). To assess the
feasibility of the introduced method, the authors conducted an experiment with
24 participants. The study design was very similar to the prior and intended to
be employed for remote mining machinery. Thus, participants were asked to
play a table soccer game with both hands to simulate the hands-busy paradigm.
The authors gained the empirical outcomes by comparing the gaze-driven
method with a standard gaming control. Again, participants’ performance
leaned towards the gaze-driven control in this experiment, as a significant
di!erence in scoring goals was achieved.

Similarly, though with di!erent objectives, Hild et al. [94] developed a
gaze-based interaction technique for moving target tracking. The interaction
technique implemented was similar to the method described by Kotus et al., Zhu
et al. [112, 257]. Namely, the video navigation started when the participant’s
gaze or the computer mouse was located o! the display center. To evaluate
their method, the authors conducted an empirical evaluation. In the study,
28 participants were asked to watch a three-minute video and keep track of
two persons. Subjects could navigate the 360° video data, captured by a drone
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at an altitude of 30 m, using a computer mouse (baseline condition) or with
their gaze. Although the NASA-TLX result shows low scores for both conditions,
the statistical analysis reveals that the gaze-based control technique caused
significantly less workload than the manual mouse control technique. The
authors conclude that a gaze input technique may cause less workload when
surveying dynamic targets.

Unlike the literature reported above, other works focus on developing HMI
for gaze interaction rather than an eye-tracking mechanism. For instance, Latif
[120] proposed the design of an interface for robot control. In their concept, the
display was divided into active and non-active regions. The functional areas
performed as bu!ons and were designed to be transparent, not to obstruct the
video feedback below. Thus, controlling the robot and monitoring the remote
environment were achieved in the same space. In particular, the action of
moving the robot was separated from the camera movement. Furthermore,
users could enhance their spatial awareness by inferring information from the
downward-facing camera visible on the top le" corner and gathering more
details from the remote environment by turning o# the interactive area.

Latif [120] employed three di#erent control devices to evaluate the suggested
HMI. Thus, besides the participant’s gaze, a navigational task was conducted
using a joystick and a computer mouse. In this experiment, Latif [120] observed
a degraded participant’s performance when asked to only interact with the gaze.
When comparing the gaze approach with the joystick condition, participants
needed 33% more time and 37% when compared to the computer mouse.

Gaze interaction methods seem to improve operational performances, as
long as the teleoperator has to deal with multiple control devices and tasks, e.g.,
when maneuvering the remote AV and controlling the cameras [94, 257, 258].
Inspired by the prior literature, we present two di#erent gaze-based concepts
that adopt eye-tracking mechanisms presented by Hild et al., Latif, Zhu et al.
[94, 120, 257]. That is, the prototypes are based on the most recent neural
network for Head Pose Estimation, the Fine-Grained Structure Aggregation
Network (FSA-Net), which provided top performances in head angle predictions
[252]. The following section will introduce the two prototypes, referred to as
continuous and discrete (Figure 9.2), and discuss the evaluation results.
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9.2 Our Approach
Teleoperation involves more than merely maneuvering a vehicle, and sure
enough, it requires interacting with the remote environment. One crucial aspect
that makes teleoperation a unique task is that operators are typically engaged
in dynamic situations with rapidly changing “actors” and problems to solve
Hennessy et al. [93]. Drivers adjust decisions based on received sensor data,
such as that from remote cameras, depending on their driving experience.

In this regard, supplementary camera viewpoints may enhance operational
awareness. Also, on-demand camera viewpoints could be served for other
functions, such as avoiding arousal and cognitive overload or enhancing the
awareness of the proximity to other artifacts, which according to Marsh and
Colle! [135], will directly influence the driving and interpersonal driver’s be-
havior.

Thus, besides the three front and the one rear-view mirror camera, two
additional side cameras facing the vehicle back le" and right sides are provided.
The added cameras will close a 360 remote view degree, which we suppose
will enhance operators’ awareness. The side cameras are not directly visible to
the teleoperator, yet they can be called on-demand by turning and pointing
the head and gaze on the le"- or right-hand screen side. The head gesture is
intended to mimic the natural driving behavior when, situated in the vehicle,
the driver looks at the rear-view mirrors.

We developed two di#erent control interfaces to call the additional cameras,
which we refer as discrete and continuous. In the continuous mode (Figure 9.2a),
the camera control is mapped along the yaw head angle, i.e., based on the
distance between the user’s current head position and the screen center. Might
the gaze be not over the central area, the camera view will start moving toward
the operator gaze direction. Thus, when the user turns his/her head to the
le" or the right screen, the remote camera view will move along the same
direction showing the further le" or right side camera. Additionally, at the
bo!om center of each video image, operators can see the camera name, i.e., its
spatial relationship with the vehicle, e.g., back le".

9.2 | Our Approach 179



(a) Continuous Control Interface

(b)Discrete Control Interface

Figure 9.2: This figure illustrates a comparison of two control interfaces for additional video feedback
in teleoperation, i.e., continuous vs. discrete mode. Figure (a) visualises the continuous control
mode: here the video feedback is dynamically linked to the operator’s head movement relative to
the centre of the screen. As the user turns their head to the le! or right, away from the central
area, the camera view intuitively pans to follow the direction of the operator’s gaze, providing a
continuous view of the corresponding side camera, like a smoothly guided tour of the environment.
A label indicating the camera name and its spatial orientation relative to the vehicle (e.g. ’rear le!’)
is provided at the bo"om centre of each video feed for orientation. Figure (b) highlights the discrete
control mode: this interface divides the display into specific active zones. When the operator’s gaze
falls on one of these zones, such as the top le! for the rear side camera, the designated camera feed
is superimposed on the current front camera view.
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In the discrete control mode (Figure 9.2b), the display area is subdivided
into active regions that enable the teleoperator to send control commands. For
instance, the respective side-back camera will appear when moving the gaze
over the screen upper le!-hand (or right-hand) side.

The image is assembled on top of the active front cameras, showing, there-
fore, at the same time the front and the side back cameras. This concept is
known as picture-in-picture, and it has been demonstrated to improve operative
performance in teleoperation se"ings [21].

9.3 User Study

To evaluate the proposed gaze interaction, we performed a lab-based driving
simulator study. We recorded the participant’s driving performance, the per-
ceived cognitive load, and the operator’s SA. The user study was designed to
answer the research questions:

Do the continuous and the discrete control interface influence the Situation
Awareness, cognitive load, and the teleoperator’s performances?

To address our research question, we employed a within-subject study
design. In addition to the baseline recording, where facial temperature was
measured, the sequence in which participants experienced the discrete and the
continuous camera control interface, as well as the two scenarios, followed a
Latin square design [33].

9.3.1 Implementation Set-Up

We integrated both prototypes into the open-source autonomous driving simu-
lator CARLA [47]. On the server-side, excluding the di#erent clients connected
with the Localhost discussed in Chapter 7 (Section 7.3.1), in this implementation
set-up, we include the Robot Operating System (ROS) module [178].

ROS, an open-source robotics middleware suite, connects the driver’s Head
Pose Estimation module with the CARLA environment. The Head Pose Estima-
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Figure 9.3: The project architecture based on CARLA [47]. The system relies on a client-server
concept that provides a flexible Python Application Programming Interface (API) on the client-side,
and on the server-side, the rendering allows for the association of multiple clients.

tion module is based on the FSA-Net1 that calculates the driver’s head posture
for each video frame, following the roll, yaw, and pitch value in real-time [252],
necessary for the control of cameras. The video frame is captured by a camera
mounted on top of the central display (cf. Section 9.3.3).

On the client-side, the Graphical User Interface (GUI) module simulates the
image video streaming by providing six cameras to the user. In particular, the
operator can see three front cameras, one back camera that mimics the rear-view
mirror, and two side cameras facing the vehicle le! and right sides. Furthermore,
the GUI module reads the operator commands from the control devices and
applies the relative haptic feedback to the steering wheel (cf. Section 9.3.3). The
steering wheel key values were mapped to the vehicle actuators using Pygame2,
a built-in python package.

9.3.2 Participants

For this study, a total of 28 participants (6 female) were actively involved. The
participants, with an average age of 28 years (SD = 5.83), ranging from 18 to 48.
The participants’ driving experience was notable, with an average possession of
a driving license for ten years (SD = 5.57). When it came to driving frequency,
43% of participants declared daily driving, 25% drove weekly, 21% drove monthly,

1https://github.com/aoru45/FSANet.Pytorch
2https://pygame.org
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Figure 9.4: The experimental setup. In particular, in this image, we see (1) thermal camera Optris Xi
400, (2) three 23,8-inch LCDs, (3) Logitech G29 steering wheel and pedals, and (4) experimenter
computer.

and 11% drove rarely. In addition to driving habits, we assessed participants’
remote driving experience and frequency of use. A significant portion, 68%, had
prior remote driving experience, including activities such as steering drones,
operating RC cars, and similar endeavors. Among these participants, 21% had
controlled a remote vehicle several times, 32% had done so on occasion, and
14% had experienced it only once.

9.3.3 Apparatus and Materials

The project is built in CARLA [47]. One computer enabled the transfer of
input and output signals between CARLA and the control devices, in our case,
the Logitech G29 steering wheel. The same computer rendered the virtual
environment visible through three monitors, each 23.8 inch (1920 × 1080 pixel)
covering a total horizontal and vertical area of 161.7× 49.8 cm. Other equipment
includes a camera, LarmTek, placed on top of the central display. The LarmTek
camera provides a Full Hd resolution (1080p), with a rate of 30 fps and a covering
angle of 90 degrees. Through this camera, it was possible to estimate the
participant’s head position.
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Additionally, a compact infrared camera was installed on a tripod beyond
the screens to assess the participant’s facial temperature. The Optris Xi 4001

camerameasures temperatures between -20 and 900◦C, and an optical resolution
enables a spot-distance ratio of up to 390:1. The optical resolution of the camera
is 382 × 288 pixels, with a frame rate of 80 Hz and thermal sensitivity NETD of
80 mK. The ambient temperature was kept at 25◦C constant throughout the
experiment to avoid noise in the data set. The Optris PI2 connects the so!ware
with the camera. We marked the areas of interest (forehead and nose) and
employed the built-in data extraction function to save temperature values [2].

9.3.4 Study Design

The analysis includes two independent variables, the discrete and the contin-
uous camera control interface, and two scenarios. In this exploration of our
research, we scrutinize pivotal components that form the foundation of our
study. We examine the discrete and the continuous camera control interface
carefully manipulating them to observe their specific impacts, and delve into
the corresponding dependent variables.

9.3.4.1 Independent Variables

1. HMIs: Participants interacted with the remote environment with the
discrete and the continuous camera control interface.

a) Continuous camera control: In continuous control mode, users
can smoothly shi! their gaze to either side of the screen (e.g., le!-
hand side), initiating corresponding video feedback movement.

b) Discrete camera control: In discrete control mode, users can move
their gaze to a specific area, such as the le!, and it will appear as a
supplementary camera overlaying the existing video feedback.

2. Scenario: The test scenarios were designed to simulate an obstacle avoid-
ancemaneuver and intended to experience longitudinal and lateral control

1https://optris.com/optris-xi-400
2https://optris.com/software-development-kits
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Figure 9.5: The driving scenario we administrated during the user study. In particular, in this image,
the ego-vehicle encounters a broken standing vehicle ahead.

of the vehicle under clear weather conditions and daylight. In both sce-
narios, the ego-vehicle encountered an obstacle, and thus the teleoperator
was asked to perform an avoidance maneuver. These courses were mod-
eled a!er the pre-crash typology defined by the National Highway Tra"ic
Safety Administration [155].

a) Scenario (a): In one scenario, participants saw a truck blocking the
street sideways. The situation required the participant to avoid the
obstacle by steering to the le!, briefly establishing the le! lane, and
then returning to the right lane. This scenario was experienced five
times during the study (5 trials/participant).

b) Scenario (b): In the other scenario, participants encountered a
broken standing vehicle ahead (Figure 9.5). The situation required
the participant to navigate around the obstacle by steering to the
le!, briefly establishing the le! lane, and then returning to the right
lane. This scenario was also experienced five times during the study
(5 trials/participant).

9.3.4.2 Dependent Variables

1. Cognitive load: Cognitive load has been evaluated through both objec-
tive and subjective assessments.

a) Objective assessment of cognitive load: Evaluated using an in-
frared camera to monitor changes in forehead and nose temperature
(di"erence to the baseline) [1, 256].
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b) Subjective assessment of cognitive load: Evaluated using the
NASA-TLX questionnaire [92]. The raw version of NASA-TLXwas em-
ployed, eliminating the weighting process. Participants completed
the questionnaire a!er each scenario.

2. Situation Awareness: Assessed through the SAGAT questionnaire [58].
Participants provided responses a!er each task, thus removing the freez-
ing period. The SAGAT was quantified as a percentage and averaged
across questions targeting a demanding level of SA.

3. Camera usage: We recorded and analyzed the usage of supplementary
cameras throughout the study. Specifically, we counted the instances
when participants actively utilized the supplementary cameras to enhance
their situational awareness and inform their driving decisions.

4. Performances: To assess participant performance, we monitored and
quantified two driving errors. This included instances of crossing solid
lines and any collisions that occurred during the experimental tasks. By
documenting these errors, we aimed to gain insights into the impact of dif-
ferent conditions on participants’ driving proficiency and the e"ectiveness
of the supplementary cameras in mitigating errors.

9.3.5 Procedure

The entire study durationwas approximately one hour, as illustrated in Figure 9.6.
Upon participants’ arrival, they received a warm welcome and were invited
to complete a consent and demographics form, accompanied by an overview
of the study’s objectives. Subsequently, participants were introduced to the
two prototypes, experiencing both the discrete and continuous camera control
interfaces. A brief relaxation period of 3 minutes, featuring white noise, served
as a calibration condition and served as the baseline condition for thermal
imaging. This allowed us to collect physiological data in a relaxed state.

In the second phase of the study, participants engaged in two test courses,
each utilizing either the discrete or continuous camera control interface. These
tasks were administered in distinct periods, counterbalanced to ensure a com-
prehensive and unbiased evaluation. Following each task, participants provided
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Figure 9.6: Overview of the user study flow. The user study was conducted in a single session and
comprised a series of consecutive activities. Initially, participants received an orientation briefing
and engaged in a practice session to familiarize themselves with the prototypes. Following this,
participants underwent baseline temperature assessments for physiological workload measurement.
Subsequently, the main evaluation consisted of two driving scenarios, one for each camera control
interface (discrete and continuous). These scenarios were administered in a counterbalanced order
using a Latin Square design to control for order e!ects and participants shi"ed between driving
and non-driving tasks within the same session. A"er completing the tasks, a debriefing session
concluded the study.

feedback through the NASA-TLX questionnaire [92] and the SAGAT question-
naire [58] to assess perceived cognitive load and SA, with the la#er being
administered a"er the initial two tasks. The study concluded with a debriefing
session, expressing gratitude to the participants for their valuable contribution.

9.3.6 Results

The results are presented and divided into two main categories. We will first
discuss the cognitive load and SA results before the subjects maneuvered the
vehicle, namely when they were asked to assess the remote environment. Then
we presented the analysis of the perceived cognitive load, the camera usage,
and participants’ performance while controlling the vehicle.

9.3.6.1 Before the Driving Maneuver

Results of the SAGAT: A paired-samples t-test was conducted to determine
whether the level of SA assessed via the SAGAT questionnaire varied between
the discrete or continuous camera control prototype. Preliminary data screening
showed that the data did not deviate from normality. The groups did not di!er,
t (27) = 0.34, p > .05, 95% C.I. [-.09, .12], d = .06. The SAGAT mean score for
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Figure 9.7: The image shows the boxplots summarising the pre-task assessments of Situation
Awareness and workload. In particular, Figure (a) shows the distribution of scores from the SAGAT
questionnaire, which was administered before participants began the driving task to assess their
baseline situational awareness. Figure (b) shows the subjective workload ratings provided by
participants using the NASA-TLX questionnaire, which was also administered prior to the driving
task to assess participants’ perceived workload in anticipation of the activity. Figure (c) shows
the results of an objective workload assessment using thermal imaging to analyse physiological
markers of stress, such as changes in facial temperature pa!erns, measured before participants
engaged in the driving task.

the discrete camera control prototype (M = .50, SD = .15) was not statistically
significantly di"erent than the continuous camera control (M = .49, SD = .2)
and the e"ect size was trivial (d = .06). These findings suggested that an equal
level of SA was obtained with both prototypes introduced, the discrete and
continuous camera control.

Results of the NASA-TLX: A paired-samples t-test was conducted to deter-
mine whether participants subjective cognitive load varied when interacting
with the discrete or the continuous camera control prototype. Preliminary data
screening showed that the NASA-TLX did not deviate from normality. The
groups did not di"er, t (27) = 1.20, p > .05, 95% C.I. [-3.21, 12.14], d = .23. The
mean for the NASA-TLX when using the discrete camera control prototype
(M = 37.14, SD = 14.99) was not statistically significantly di"erent than the
continuous camera control (M = 32.68, SD = 13.37) and the e"ect size was small
(d = .23). These findings suggested that the two camera control modes were
perceived as equally demanding.

Results of the thermal imaging: A paired-samples t-test was conducted to
determinewhether participants’ objective cognitive load variedwhen interacting
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either with the discrete or the continuous camera control prototype. Preliminary
data screening showed that the forehead-nasal temperature (di!erence to the
baseline) did deviate from normality; however, not su!icient to justify the data
transformation, Shapiro-Wilks test (p > .02), and outliers were eliminated. The
groups did not di!er, t (21) = 0.2, p > .05, 95% C.I. [.03, -], d = .005. The mean
for the forehead-nasal temperature when using the discrete camera control
prototype (M = 0.78, SD = .96) was not statistically significantly di!erent than
the continuous camera control (M = .69, SD = .89) and the e!ect size was small
(d = .005). These findings suggested that the two camera control modes were
objectively equally cognitive demanding.

9.3.6.2 During the driving maneuver

Results of the camera usage: A paired-samples t-test was conducted to
determine whether participants preferred to interact more with the discrete
or continuous camera control. Preliminary data screening showed that usage
of the cameras began to deviate from normality yet not su!icient to justify
the data transformation, Shapiro-Wilks test (p > .002). The groups di!ered
significantly, t (17) = 3.95, p = .001, 95% C.I. [2.03, 6.69], d = .93. The mean
for the discrete camera control usage (M = 4.78, SD = 4.84) was statistically
significantly higher than the continuous camera control (M = 0.42, SD = 0.42)
and the e!ect size was large (d = .93). These findings supported the idea that
the discrete camera control, when driving, was more used than the continuous
camera control mode.

Results on performances: A paired-samples t-test was conducted to deter-
mine whether participants made more errors when driving with the discrete or
continuous camera control prototype. Preliminary data screening showed that
the errors did not deviate from normality. The groups di!ered significantly, t(27)
= 2.32, p = .03, 95% C.I. [.03, .46], d = .44. The mean error when using the discrete
camera control prototype (M = .18, SD = .26) was statistically significantly lower
than the continuous camera control (M = .42, SD = .44) and the e!ect size was
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Figure 9.8: This plot shows, for both control interfaces (continuous and discrete), the driving errors
made by the participants during the five trials. The red intervals show the standard errors with a
dot for the participants’ driving error mean.

medium (d = .44). These findings supported the idea that participants who drove
with the discrete camera control tended to make fewer driving errors than those
driving with the continuous camera control method.

Results of the NASA-TLX: A paired-samples t-test was conducted to deter-
mine whether participants perceived more cognitive load when interacting with
the discrete or continuous camera control prototype. Preliminary data screening
showed that the NASA-TLX did not deviate from normality. The groups di!ered
significantly, t (27) = 2.95, p = .006, 95% C.I. [3.12, 17.36], d = .56. The mean for
the NASA-TLX when using the discrete camera control prototype (M = 29.82,
SD = 11.77) was statistically significantly lower than the continuous camera
control (M = 40.06, SD = 12.43) and the e!ect size was medium (d = .56). These
findings supported the idea that the discrete camera control was perceived as
less cognitively demanding than the continuous camera control method, at least
when driving.

Results of the thermal imaging: A paired-samples t-test was conducted to
determinewhether participants’ objective cognitive load variedwhen interacting
either with the discrete or the continuous camera control prototype. Preliminary
data screening showed that the forehead-nasal temperature (di!erence to the
baseline) did not deviate from normality; however, outliers were found and
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Figure 9.9: Image (a) shows the descriptive boxplots of the subjective workload was evaluated via
NASA-TLX questionnaire during the driving task. In image (b), the descriptive boxplots of the
objective workload was evaluated via thermal imaging during the driving task.

eliminated. The groups di!ered significantly, t(21) = 2.03, p > .03, 95% C.I. [.04,
-], d = .43. The mean for the forehead-nasal temperature when using the discrete
camera control prototype (M = .15, SD = 1.13) was statistically significantly
lower than the continuous camera control (M = .58, SD = .89) and the e!ect
size was medium (d = .43). These findings supported the idea that the discrete
camera control was objectively less cognitively demanding than the continuous
camera control method, at least when driving.

A correlation & linear regression analysis: A Pearson rho correlation
was conducted to assess the relationship between the subjective and objective
cognitive load before and during the driving task when operating with the
discrete control prototype. Preliminary analyses showed a linear relationship
with both variables normally distributed, as assessed by Shapiro-Wilk test
(Table 9.1). There was a significant positive correlation between the NASA-TLX
administrated before and a"er the driving task, r = .63, p < .001. Also, a significant
positive correlation between the forehead/nasal temperature administrated
before and a"er the driving task, r = .51, p = .02.

A linear regression established that the NASA-TLX administrated before the
driving task could statistically significantly predict the cognitive load during
the driving task, F(1,26) = 17.26, p < .001; and NASA-TLX administrated before
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NASA-TLX Temperature

Before During ∆ Before ∆ During

Valid 28 28 26 22
Missing 1 1 3 7
Mean 37.143 29.821 0.781 0.150
Std. Deviation 14.985 11.773 0.962 0.716
Shapiro-Wilk 0.988 0.950 0.973 0.937
P-value of Shapiro-Wilk 0.978 0.195 0.694 0.169
Minimum 5.000 10.830 -0.800 -1.200
Maximum 65.830 49.170 2.850 1.500

Table 9.1: Descriptive statistics of the subjective and objective assessment of workload assessed via
NASA-TLX and thermal imaging.

accounted for 38% of the explained variability in cognitive load during the
driving task. The regression equation was: predicted driving NASA-TLX During
= 11.39 + (0.5 x NASA-TLX Before).

Similarly, a linear regression established that the forehead/nasal tempera-
ture recorded before the driving task could statistically significantly predict the
forehead/nasal temperature during the driving task, F(1,18) = 6.23, p = .02; and
forehead/nasal temperature recorded before accounted for 22% of the explained
variability in cognitive load during the driving task. The regression equation
was: Forehead/Nasal Temperature During = -.11 + (0.46 x Forehead/Nasal Tem-
perature Before).

9.4 Discussion
Motivated by the existing hands-busy problem in teleoperation, we developed
and evaluated two gaze-driven HMI for remote AVs controlling. Based on the
operator’s head position and the region of interest where he or she is staring,
we could enable/disable additional camera images. In this regard, the method
allowed us to interact naturally with supplementary viewpoints. Also it will
allow to reduce bandwidth if the design objective requires it, as a constraint of
the real-world, namely, the unavailability of high-bandwidth mobile network, is
a common problem in telerobotics.
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Figure 9.10: Image (a) and (b) shows the linear regression that predicts the cognitive index when
performing the driving task. In image (a), the outcome is based on the participant’s forehead/nasal
temperature di!erence when asked, before driving, to examine the tra!ic scene. In image (b), the
outcome is based on the participant’s NASA-TLX mean when asked to examine the tra!ic scene
before driving.

The results of our experimental investigation provide a comprehensive
overview of how di!erent HMIs fare in terms of performance, usage, cognitive
load, and SA. Our findings reveal a distinct preference for the discrete control
interface, especially when it comes to tasks that require guiding a vehicle. It
seems that prior to the vehicle maneuvering activities, users did not show a
bias toward any particular prototype. However, the process of maneuvering
allowed us to observe a marked di!erence—usage pa"erns shi#ed significantly,
performance heightened, and cognitive load altered, although SA remained
una!ected.

Furthermore, through empirical evaluation, we gained valuable insights into
multiple aspects of each HMI. Performance assessments and cognitive load
evaluations pointed to the superiority of the discrete control interface over its
continuous counterpart. Users tasked with maneuvering the vehicle found this
interface allowed for a smoother experience, with fewer errors and a reduced
mental strain. In contrast, the continuous interface, which might appear more
intuitive at first glance, led to disorientation among the subjects, particularly
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when controlling cameras and the vehicle. This interface was associated with
higher rates of driving errors and an increased cognitive workload, hinting at
why its usage was less frequent.

Interestingly, the discrete control interface did not necessitate the same de-
mand for orientation capacity, making it the more user-friendly option between
the two. This finding echoes the conclusions drawn in previous studies [21,
50], highlighting the e!icacy of the Picture-In-Picture technique, as it allows
another video channel to appear as an overlay on the screen, providing users
with additional context without overwhelming them.

Interestingly, the regression equation reveals that the subjects who experi-
enced a high cognitive load level before driving had recorded 38% less workload
while conducting the vehicle with the discrete control camera prototype. This
finding has also been confirmed by the thermal imaging analysis, which counted
22% less of facial temperature changing. We hypothesize that participants who
have more thoroughly examined the remote tra!ic situation before the driving
task had less mental strain during the driving task. We hypothesize that the
sum of factors such as (a) the stress caused by the ToR, (b) the elaboration of
the information of an unfamiliar environment, (c) making driving decisions
based on perceived information, appeared to generate more cognitive load, then
stabilize the vehicle during the driving maneuver. An alternative interpretation
of this finding could be that participants who had more thoroughly examined
the remote tra!ic situation before the driving task had less cognitive workload
during the driving task. These assumptions are also supported by Stapel et
al. [215], demonstrating that monitoring automation sets a significant driver
mental workload.

Our study provides initial insights that serve as a promising foundation for
the development of improved HMIs for camera control in scenarios where the
user’s hands are otherwise engaged. Recognizing that usability and e!iciency
are paramount in such situations, the outcomes of our research shed light on
the design characteristics that merit further refinement. This could involve
integrating more intuitive feedback mechanisms, simplifying control schemes,
or enhancing the interface’s responsiveness to user input.
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Further, it is critical to augment our preliminary results with extensive data
collection. Further research should extend beyond our initial review, encom-
passing a broader set of variables that might influence HMIs performance in
real-world conditions. An in-field evaluation, for instance, could not only cor-
roborate our findings but also unearth nuanced challenges and opportunities
that laboratory conditions might not reveal. Such practical insights will be vital
to iteratively refine our proposed approach, moving us closer to an HMIs that is
both e!ective and user-friendly under a wider array of circumstances.

Eventually, the vision ahead is to create an interaction paradigm that intu-
itively aligns with the operator’s cognitive processes by preventing errors before
they occur. With this continuous iteration to researching and experimenting
with innovative designs, we are yielding HMIs that are reliable, e!icient, and
ready to meet the demanding dynamics of of teleoperation.

9.5 Summary
In this chapter, we presented two eye/head-tracking mechanisms for camera
viewpoint control for remote vehicle operations. These mechanisms have been
designed to alleviate the cognitive workload on the operator by allowing them
to control the cameras with their head movements, rather than having to
manipulate multiple control devices simultaneously. The mechanisms have been
inspired by previous research on "hands-free" camera control and have been
tested and found to be e!ective in reducing cognitive workload and improving
SA. The first mechanism maps the pan of the camera to the movement of the
user’s head, while the second mechanism allows the user to switch on and o!
the superimposed camera views. The user study showed that the second camera
control mode was preferred by subjects and led to fewer errors when driving a
remote vehicle. This suggests that the discrete mode may be more e!ective for
controlling the vehicle in a remote environment.
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10
Conclusion and Outlook
This thesis aims to enhance the safety and ergonomics of teleoperator control
in AV operation by developing user-interface and interaction concepts that
improve spatial perception and decision-making. Our work, grounded in cogni-
tive science and particularly focused on SA and cognitive workload, provides a
theoretical basis for our empirical research. A summary of our contributions,
reflections on their limitations, and future research directions are outlined in
this chapter, o!ering insight and direction for other researchers in the field.

10.1 Summary
Our design journey for an optimal teleoperator workplace began with reviewing
existing literature, complemented by Subject Ma"er Expert analysis to extract
practical user requirements. Chapter 5 presents a comprehensive framework
for SA requirements and its application for AV teleoperation interfaces, guiding
our design process.

199



CAMERA CONTROL
During Driving  Before Driving

Cognitive load
Subjective  -10%* n.s.* 
Objective -.43°C* n.s.*

Driving Errors -24%* 
Usage x4* 
Situation Awareness n.s.*

*When compared with the continuous camera control condition.

DURING DRIVING
COGNITIVE LOAD 

Subjective    -38%*
Objective -22%*

*When compared with the 
discrete camera control 
condition.

BEFORE DRIVING 
COGNITIVE LOAD

TAKEOVER REQUEST

Teleoperators who spent 50 seconds analyzing 
the remote environment gained 60% of SA.

Cognitive Load
Subjective  n.s.*

Situation Awareness +20%*
Takeover Time +35s*

Cognitive load
Subjective  n.s.*

Situation Awareness +40-80%*
Takeover Time 7-10s*

*When compared with no HMI.

PREDICTIVE CORRIDOR
Lane change   Emer. Braking

Vertical avg. deviation -6.2%
Lateral avg. deviation -9.4%
Euclidean deviation -7.3%

Cognitive load
Subjective  -23%* -23%*
Objective -.31°C* -.24 °C*

Visual Attention n.s.* n.s.*
Performance -26% coll. +.56 m

*When compared with state-of-the art Predictive Displays.
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Figure 10.1: A visual summary of the research findings.
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Figure 10.2: The chart flow diagram of the system we developed. In bold are the topics handled in
this research.
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10.1.1 On-Boarding: Takeover Request

In Chapter 6 and Chapter 7, based on the Subject Ma!er Expert analysis we laid
an initial basic interface layout for remote a Takeover Request (ToR) Human-
Machine Interface (HMI). The HMIs we proposed were designed over two
display areas, arranged vertically and horizontally in front of the teleoperator.
Both areas performed as input and output devices. In particular, teleoperators
received visual feedback from both areas; yet, they could send touch commands
from the horizontal display area. We presented an egocentric view of the
remote environment in the vertical display. Whereas in the horizontal display
area, the HMI showed an exocentric perspective of the remote environment,
providing sensor-fusion data information (i.e., point-cloud LiDAR and map) to
the teleoperator.

In this regard, in Chapter 6, we were interested in understanding how long
it takes an operator to understand the remote environment and what level
of SA and cognitive load can be achieved. Overall, we learned that the user
necessitates a high Takeover Time (ToT) when dealing with remote vehicles, i.e.,
a mean 35 seconds, based on the HMI of interest (cf. Figure 10.1). Comparing the
results we reported in Chapter 6 with those previously observed by Eriksson and
Stanton [65], we noted higher subject responses. We assume that this di"erence
has caused due to the operational mode of our subjects, as they were asked
to operate the vehicle remotely, i.e., detached from the actual environment.
Moreover, we could not reduce the subjective perceived cognitive load, as the
findings suggested that an equal cognitive demand was perceived. However,
despite these findings, we witnessed a +20% higher SA when participants were
asked to assess the remote environment with our proposed HMIs. We viewed
these results as promising, although the limited research of remote ToR restricts
our ability to compare our findings with other authors.

In Chapter 7, we tried to approach the problem of high ToTs from a di"erent
direction. That is, by employing methods that have been developed to predict
the AV disengagement, we could request the takeover up to seven seconds in
advance. We extended this method by controlling the spatial nature of the
fault prediction showing the teleoperator where the fault is located in the
environment. This strategy allowed operators to focus directly on the anomaly
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and take quick countermeasures. Thus compared to the previous HMIs we
evaluated, we radically reduced the information processed by the operator by
showing, only the fault prediction and the egocentric view of the environment.
Eventually, we observed that subjects could achieve significantly higher SA
levels, +40%, within the first seven seconds and +80% in ten seconds. These
results suggest that limited functionality to guarantee simplicity could improve
SA and ToTs. However, similarly to the results reported during the ToR analysis
in Chapter 6, we could not observe a significant decrease in cognitive load as
participants could only experience the ToR scenarios for seven and ten seconds,
which might have been insu!icient to record subjective perceived cognitive load
changes.

10.1.2 En-Route: Teleoperator Assistance Systems

In Chapter 6 and Chapter 7, our a"ention was devoted to the development of
HMIs that could e!ectively communicate the ToR to the operator in an intuitive
fashion. The goal of these chapters was to support the operator in gathering
necessary information prior to initiating a driving maneuver. Contrastingly,
Chapter 8 and Chapter 9 shi#ed focus to address issues related to time latency,
depth perception, and challenges that arise when the operator’s hands are
occupied, commonly referred to as the ’hands-busy’ problem. Here, we discussed
user interface and interaction concepts designed to aid the teleoperator during
the driving maneuver.

A clear distinction between these sets of chapters also lies in the methods
adopted for measuring the operator’s cognitive load. In Chapter 6 and Chapter 7,
we employed subjective assessment tools, utilizing the NASA-TLX question-
naire to capture cognitive load. However, this approach had limitations as we
were unable to detect notable fluctuations in cognitive load. To address this,
Chapter 8 and Chapter 9 introduced a novel approach using thermal imaging to
measure cognitive load. This technique, as substantiated in Chapter 4, allowed
us to estimate changes in cognitive load by observing variations in facial tem-
perature, which o!ers an unobtrusive, objective, and real-time assessment. This
advancement represents a significant step forward in our ability to understand
and measure the cognitive demands placed on operators within these contexts.
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10.1.2.1 Predictive Corridor

To support the teleoperator in complex driving maneuvers, in Chapter 8, we
presented the Predictive Corridor (PC), an Advanced Teleoperator Assistance
System (ATAS). The PC o!ers a strategy to overcome the challenge of time
latency and mitigate operators’ depth perception. In particular, the PC builds
upon a new curvature model we proposed and the Free Corridor (FC) described
by Chen [32]. In prior works, authors rely on a curvature model that highly
depends on time latency, as they consider the remote vehicle inputs only (e.g.,
speed and yaw rate). In contrast, we suggested a novel curvature model that
assesses both the teleoperator inputs and the remote vehicle states to calculate
the curvature value. When we compared it with the state-of-the-art prediction
method, the performance results of our approach indicated that the curvature
model had 6.2% less vertical average absolute deviation, 9.4% less lateral average
absolute deviation, and 7.3% less euclidean absolute deviation.

Based on these results, we a"ached to the novel curvature model the FC
[32]. The PC has been shown as a semi-transparent layer on top of the delayed
video image. In particular, the PC presents the predicted vehicle position,
considering the time delay, and displays the vehicle braking path. Eventually,
we were interested in whether the PC could improve the teleoperator’s user
experience, i.e., whether the PC could influence the teleoperator’s cognitive
load, locus of a"ention, and operative performances. The subjective cognitive
load assessment suggested that the PC could reduce cognitive load by 23%,
and the thermal imaging assessment recorded fewer temperature changes, -
.31°C for the Lane-Change maneuver and -.24°C for the Emergency Braking
Stop task. The participants’ performance also confirmed these results. We
documented fewer cones collision (-26%) and a significant increase in distance
to the stop line (+.56m), when the PC was active. However, the hypothesis
tested to assess whether the PC a!ected the participants’ visual a"ention could
not be confirmed. Overall, we could conclude that the analysis advises evidence
favoring the PC, as long as we can create a stable latency connection from and
to the AV.

204 10 | Conclusion and Outlook



10.1.2.2 Dynamic Camera Control

As mentioned, dedicated control devices have been envisioned to manage com-
plex driving maneuvers, i.e., teleoperators have been supported by a steering
wheel and pedals to assess hazardous situations in challenging environments.
However, adopting additional input devices implies that operators have to con-
trol multiple devices simultaneously, e.g., when the teleoperator must steer the
vehicle while controlling the remote cameras. Thus, motivated by this problem,
known in the literature as the hands-busy problem, in Chapter 9, we developed
and evaluated two gaze-driven HMIs for remote AVs controlling. Based on the
operators’ head position and the region where they are staring, we could en-
able/disable additional camera images. In particular, in the continuous control
mode, when users move their gaze over one or the other side of the screen, e.g.,
over the le!-hand side, the view starts smoothly to move, showing the related
video feedback. In the discrete control mode, when users move their gaze over
a specific area, e.g., over the le!, it will appear on top of the existing video
feedback a supplementary camera. Both methods allow the interaction with
supplementary viewpoints naturally and, if required, save bandwidth when the
cameras are inactive.

The experimental results to determine whether the proposed methods dif-
fered significantly across cognitive load, performance, usage, and SA favor the
discrete control mode. In particular, we could reduce subjective cognitive load
by 10% and record fewer changes in forehead-nasal temperature by -.43°C. We
could also observe fewer driving errors, 24%, e.g., crossing solid lines and colli-
sions, and four times of usage of the discrete control mode. These statements
are true, at least when guiding the vehicle. Findings show that an equal SA and
cognitive load level was obtained before the vehicle maneuvering, i.e., when
the vehicle was standing, and the operator assessed the situation. It appears
that when users are stressed with multiple tasks, such as driving and camera
controlling, the discrete control mode was overall superior. Eventually, the
correlation and regression analysis we conducted revealed that the subjects
who experienced a high cognitive load before the driving task had recorded
38% less subjective workload while conducting the vehicle and 22% less of facial
temperature change. We hypothesize that the sum of factors such as (a) the
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stress caused by the ToR, (b) the elaboration of the information of an unfamil-
iar environment, (c) making driving decisions based on perceived information,
appeared to generate more cognitive load, then stabilize the vehicle during the
driving maneuver. An alternative interpretation of this finding could be that
participants who had more thoroughly examined the remote tra!ic situation
before the driving task had less cognitive workload during the driving task.
These assumptions are also supported by Stapel et al. [215], demonstrating that
monitoring automation sets a significant driver mental workload. We would,
however, note that these conclusions are valid when assessing the remote en-
vironment without additional ToR HMI, yet with the discrete control camera
prototype.

Moreover, we would like to emphasize once again that despite the compen-
satory methods discussed in this thesis and more generally in the literature
concerning teleoperation, concepts to improve operators’ spatial perception,
state awareness, decision-making processes, i.e., concepts to improve Situation
Awareness, remain a challenge when developing HMIs for teleoperated AV.

10.2 Contributions

Now that we have reached the end, we would like to summarize the contribution
of this research. Overall our contribution can be reviewed into three points:
First, we strived to uncover user interface requirements for remote teleoperation.
Second, we conceptualized, designed, and developed novel user interfaces and
interactions for teleoperated vehicles. Third, we gathered results that will help
with the design of future user interfaces for remote teleoperation.

The first contribution is the extensive qualitative and quantitative require-
ment analysis. These requirements have yet to be explicitly tailored for the
use-cases to which we refer. Instead, the requirements we have collected from
the literature analysis and the experts cover an area of development that is not
necessarily task-dependent nor dependent on a specific teleoperation model
(manual, supervised, or automatic). In this regard, the requirement analysis was
meant to assist the teleoperator in making appropriate decisions and facilitate
the content transformation into design assets.
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The second contribution is the conceptualizing, designing, and developing
novel user interface and interaction concepts for teleoperated vehicles. We
focused on developing HMIs that could intuitively explain the Takeover Request
to the operator. Then, we designed an Advanced Teleoperator Assistance System
to overcome the time latency and low depth perception. In particular, the system
forecasts the vehicle position considering the time delay from/to the vehicle
and shows the vehicle braking path in an emergency stop. Finally, as managing
a remote vehicle might demand various input devices and feedback displays,
we designed a method to interact naturally with supplementary viewpoints.

The third contribution is the empirical evidence we have generated. The
experimental results of our study provide insights that will hopefully influence
the design of future user interfaces for remote teleoperation. These findings
invite a variety of investigations that will build on the knowledge we have
amassed.

This work, while conclusive in its current form, indeed sets the foundation for
an exciting and innovative vision for the future. We envisage a new generation
of HMIs, characterized by interfaces that are not only responsive and predictive
but that also facilitate a higher level of situational awareness and operational
safety. The advanced teleoperation systems of tomorrow will likely feature
adaptive interfaces that adjust in real-time to operator needs, augmented reality
elements for enhanced depth perception, and even AI-driven predictive models
that anticipate operational challenges before they arise. This vision, inspired by
the critical insights we have drawn through our research, aims to delineate a
realm of possibility where teleoperation is more intuitive, e!icient, and aligned
with human cognitive processes—pushing the envelope of what is currently
achievable in remote vehicular control.

10.3 Limitations
This thesis set the focus on the development of interface and interaction concepts
for remote ToR and vehicle management during the driving maneuver. To some
extent, the most apparent limitation that might be encountered is the design of
too specific applications that may carry the danger of result misinterpretations
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that are predisposed to be generalized. This might be even more true when
testing with a limited set of scenarios. Our investigations did not always include
dynamic environments and never real test scenarios. This limitation cannot
ensure a complete conclusion of how we could improve remote operational
awareness. We are aware that this work only allows us to compare the e!ect
that the design proposals have had on the operator’s SA and cognitive load
and whether these ultimately serve their purpose correctly or not. This limits
the possibility of discussing how e!ective our design is compared to others.
However, in some measure, the results discussed in this work might provide
valuable insights within the field of automotive teleoperation research.

Then, we would like to critically reflect upon the small number of subjects
who participated in our evaluations. In all the qualitative and quantitative
studies we conducted, we were able to evaluate and analyze data from a total
of 121 subjects. Participants recruited during the studies were all students or IT
specialists. Furthermore, the data skewed towards male subjects, as only 31%
were female and none of others genders (83 male and 38 female). Therefore, the
statistical verifiability of the results could have been biased.

In closing, the most explicit limitations that might have been formed dur-
ing the course of this thesis could be summarized in the following key point:
First, erroneous inferences arising from specific application contexts. Second,
the resulting limited generalization of the results. Third, the relatively small
number of subjects who participated in our evaluations. These limitations can
unquestionably be covered in future work.

10.4 Future Work
The progress we pursue in AV teleoperation opens new design spaces to explore,
along with new opportunities. Most urgent works should consider integrating
and validating a broader set of scenarios, including dynamic environments and
real test scenarios, to guarantee a comprehensive understanding of how to
model remote Situation Awareness. We are also confident that an evaluation in
a real life situation could bring further undiscovered insights to the proposed
approaches. Likewise, as we could only examine the designated interfaces in
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specific application contexts, validations of the HMIs along with other tasks
should not be neglected. This newly gathered data, which will complement the
one we reviewed, might eventually confirm our results.

Coming studies should also consider the subjects’ variance and size as we
identify the need to increase the number of participants to generate additional
statistically verifiable results. Furthermore, we suggest including more diversity.
Variation in expertise, age, gender, disabilities, inter-nationality, and technologi-
cal a!inity will enrich the spectrum of the design study quality. Additional data
on participants’ traits, such as a!inity towards anxiety or personality profiles,
should also be included into the analyses. Prior research has shown that stress
can a!ect sympathetic responses, thereby influencing the results [210], as do
di!erent personality types on specific driving behaviors [176]. The addition
of these elements in the data collection process could help identify additional
driver e!ects and provide a more accurate evaluation measure.

Beyond the broader sets of scenarios and the diversity of the studies, the
most evident future works that might be noticed in the Figure 10.2 are, for
instance, the design of systems for coordinating and monitoring remote AVs, the
development for indirect maneuvering, and strategy to handover the control to
the vehicle. Eventually, strategies for direct/indirect maneuvering and takeover
from/to the vehicle might adopt innovative solutions from related research
fields, such as Intelligent User Interfaces.

For instance, future teleoperation design concepts might have an adaptive
character, adaptive to the actual driving situation and the driver’s mental state.
The task success then will not depend only on the quality of the HMI but also
on the operator’s cognitive workload. Driver’s mental state, including Situation
Awareness, defines the capability to perceive and correctly interpret a complex
situation and anticipate its future development [58, 60], particularly important
in dynamic and complex environments, as inner-city scenarios, to act e!iciently
[75]. That is, to prevent the operator from making the wrong decisions [216].

A solution to this problem might be given from intelligent systems that
adapt to the operator’s workload. For instance, as Abdelrahman et al. [1] stated,
thermal imaging may be employed to discriminate the operator’s workload
in real-time. The great advantage that arises by using thermal cameras is
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the opportunity to maintain an adequate level of cognitive workload. A high-
level workload could trigger a potential transition of the commands to another
operator or adopt indirect controls. In this respect, the conduction of the vehicle
can be adapted to the driver’s mental state. As Kohlmorgen et al. [110] underline,
adaptive adjustment of authority between operators and vehicles could enhance
operative performance, especially in driving contexts, since it strongly relies
upon the operator’s mental state.

In light of these promising developments to enhance operative performance
through adaptive systems, such as using thermal imaging for workload mon-
itoring and dynamic adjustment of control authority, it is crucial to envision
how these innovations could transform the design and operation of a remote
AVs. The following strategic recommendations arise naturally from the core
findings of our research, providing a roadmap to apply our studies’ insights
in practical, impactful ways. Each recommendation draws from empirical evi-
dence, addressing specific challenges and opportunities in teleoperation that
combine to form a comprehensive, integrated approach. The aim is to build
upon the strengths of adaptive technologies and intelligent systems, ensuring
that operator cognitive workload is optimized and safety is paramount. By
advancing these recommendations, we can shape the future of teleoperation in
a manner that is not just reactive to immediate needs, but proactively prepares
for the evolving landscape of AV operation:

1. Dual-Display Touch Command Interfaces: Implement interfaces that
provide both egocentric and exocentric views of the Autonomous Vehi-
cle environment. There is evidence that this setup improves Situation
Awareness.

2. Predictive Takeover Request Systems: Develop systems that allow
pre-emptive takeover requests to reduce Autonomous Vehicle, which has
been shown to significantly improve Situation Awareness.

3. Teleoperator Assistance Systems: Integrate real-time thermal imaging
to objectively assess and manage cognitive load, enhancing operator
performance and mitigating fatigue.
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4. Advanced Predictive Corridor: Make use of the Predictive Corridor
method to address latency and perception challenges, as it has been
shown to optimize operator response.

5. Gaze-Driven Multimodal Human-Machine Interfaces: Adopt gaze-
driven Human-Machine Interfaces for e!icient management of multiple
controls, for reducing cognitive strain during complex maneuvers.

6. Inclusive Design Approaches: Embrace diversity in scenario design,
reflecting a broad range of operator profiles to ensure robustness and
generalizability of the teleoperation system.

7. Interdisciplinary Research and Development: Foster continuous
cross-disciplinary collaboration that leverages insights from cognitive
psychology, ergonomics, and artificial intelligence.

8. Continuous Learning and Adaptation: Embed machine learning and
data analytics to evolve system capabilities based on operator experiences.

9. Operator-Centric Design Validation: Pursue validation of the Human-
Machine Interface and teleoperation systems with real-world testing to
ensure the designs meet actual operational needs.

10. Investment in Future Visions: Support research oriented toward next-
generation teleoperation technologies, including indirect vehicle maneu-
vering and smart vehicle-operator authority sharing.

10.5 Closing Remarks
Throughout this thesis, we have explored user interfaces and interaction con-
cepts for autonomous vehicle teleoperation. We have conducted both theo-
retical and practical research on this topic, including building prototypes and
conducting user studies. We have emphasized the importance of sketching and
prototyping to explore and formalize ideas. The work has been motivated by a
desire to design initial HMI concepts for remote civil operations.
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Thus the e!ect of di!erent user interfaces and interaction concepts on daily
teleoperator tasks has been examined and informed the design of future work.
We hope our experiences and findings will inspire others interested in designing
interaction techniques for vehicle teleoperation.
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Glossary

ANOVA The Analysis of Variance (ANOVA) is a statistical technique used to
test whether there is a significant di!erence between the means of two or more
groups.

API An Application Programming Interface (API) is a set of protocols, routines,
and tools for building so"ware and applications. It specifies how so"ware
components should interact with each other.

ATAS The Advanced Teleoperator Assistance System (ATAS) is a system that
allows a human operator to control a robotic device or system remotely.

AV An Autonomous Vehicle (AV) is a vehicle capable of sensing its environment
and navigating without human input.

BCI A Brain-Computer Interface (BCI) is a system that allows a person to
communicate with a computer or other device using brain activity.

BMW Bayerische Motoren Werke (BMW) is a German multinational corpo-
ration that produces luxury vehicles and motorcycles.
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CARLA The Car Learning to Act (CARLA) is an open-source platform for
developing autonomous driving technology. It provides tools for simulating and
testing autonomous vehicles in a realistic environment.

CI Confidence Intervals (CIs) are a statistical measure of the uncertainty
surrounding a sample estimate of a population parameter.

DARPA The Defense Advanced Research Projects Agency (DARPA) is an
agency of the United States Department of Defense responsible for developing
new technologies for use in military applications.

EBS The Emergency Braking Stop (EBS) is a feature of some vehicles that
automatically applies the brakes in an emergency to prevent a collision.

ECG An Electrocardiogram (ECG) is a test that measures the heart’s electrical
activity. It is o!en used to diagnose heart problems.

EEG An Electroencephalography (EEG) is a test that measures the brain’s
electrical activity. It is o!en used to diagnose brain disorders.

EMG An Electromyogram (EMG) is a test that measures the electrical activity
of muscles. It is o!en used to diagnose muscle disorders.

EOG An Electrooculogram (EOG) is a test that measures the electrical activity
of the eye muscles. It is o!en used to diagnose eye disorders.

FC The Free Corridor (FC) is a path free of obstacles and can be safely traversed
by a vehicle.

FoV The Field of View (FoV) is the portion of the environment that is visible to
an observer at a given time, typically defined by the lens of a camera or imaging
system.
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FR The Frame Rate (FR) define the number of images or frames displayed per
second in a video or animation, typically measured in frames per second (fps).

FSA-Net The Fine-Grained Structure Aggregation Network (FSA-Net) is a
machine-learning model that classifies images based on their fine-grained struc-
ture.

GDTA The Goal-Directed Task Analysis (GDTA) is amethod of analyzing tasks
to understand how they are performed and identify potential improvements.

GSR The Galvanic Skin Response (GSR) is a measure of the skin’s electrical
conductivity, which can detect changes in arousal or stress levels.

GUI A Graphical User Interface (GUI) is a user interface that allows users to
interact with a computer or device through graphical icons and visual indicators
rather than text-based commands.

HCI Human-Computer Interaction (HCI) studies how people interact with
computers and other technology.

HMD A Head Mounted Display (HMD) is a device that displays images or
video in front of a person’s eyes, typically using a headset or glasses.

HMI A Human-Machine Interface (HMI) is a system that allows humans to
interact with machines, typically through input and output devices such as
keyboards, touchscreens, and displays.

HOG The Histograms of Oriented Gradients (HOD) is a feature descriptor
used in computer vision algorithms for object detection and classification. It is
based on the distribution of gradient orientations in an image.

LC The Lane-Change (LC) is a driving maneuver in which a vehicle changes
lanes on a roadway.
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LiDAR A Light Detecting and Ranging (LiDAR) is a remote sensing technique
that uses lasers to measure the distance to an object or surface. It is o!en used
for mapping and surveying applications.

NASA The National Aeronautics and Space Administration (NASA) is a U.S.
government agency responsible for the nation’s civilian space program and for
conducting scientific research in space.

NASA-TLX The NASA Task Load Index (NASA-TLX) is a subjective work-
load assessment tool used to measure the mental demand, physical demand,
temporal demand, performance, e"ort, and frustration of a task.

NETD The Noise Equivalent Temperature Di"erence (NETD) is a measure
of the sensitivity of a thermal imaging camera, defined as the most negligible
temperature di"erence that the camera can detect at a given signal-to-noise
ratio.

ORAD The On-Road Automated Driving (ORAD) commi#ee describes the
use of automated driving technologies on public roads.

PBA The Predictive Brake Assistance (PBA) is a vehicle safety feature that uses
sensors and algorithms to anticipate and prevent collisions by automatically
applying the brakes when necessary.

PC The Predictive Corridor (PC) is a feature in autonomous vehicles that uses
sensors and algorithms to anticipate and plan for future vehicle positions on
the road.

PD The Predictive Display (PD) is a feature that uses sensors and algorithms
to predict and display future road events, such as the actions of other vehicles
or pedestrians.
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PICOTS The Population, Intervention, Comparison group, Outcomes, Time
frame, Se!ing (PICOT) is a framework used in research studies to describe
the critical components of the study design. It stands for Population (the
group of people being studied), Intervention (the treatment or intervention
being tested), Comparison group (the group being compared to the intervention
group), Outcomes (the measures being used to evaluate the e"ectiveness of the
intervention), Time frame (the duration of the study), and Se!ing (the location
where the study is being conducted).

PRISMA The Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) is a set of guidelines for reporting the results of systematic
reviews and meta-analyses of healthcare interventions.

RoI A Region of Interest (RoI) is a specific area in an image or video frame
that is of particular interest and should be analyzed in more detail.

ROS The Robot Operating System (ROS) is an open-source so#ware frame-
work that provides tools and libraries for building and operating robots.

RSME The Root Square Mean Error (RSME) is a measure of the accuracy of a
model or prediction, calculated as the square root of the mean squared error
between the predicted and actual values.

SA The Situation Awareness (SA) is the ability to understand and interpret
the current situation to anticipate and respond to potential future events.

SAE The Society of Automotive Engineers (SAE) is a professional organization
for engineers and technical experts in the automotive industry.

SAGAT The Situation Awareness Global Assessment Technique (SAGAT) is a
tool for measuring situation awareness in complex systems, such as aviation or
automotive.
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SART The Situation Awareness Rating Technique (SART) is a method for
evaluating an individual’s situational awareness or ability to perceive and com-
prehend their environment.

SMD The Standardized Mean-Di!erence (SMD) is a statistical measure used
to compare the means of two groups or samples.

SME A Subject Ma"er Expert (SME) is an individual with specialized knowl-
edge or expertise in a particular field or topic.

SPIDER The So#ware Programming Interface for Distributed Real-time Driv-
ing Simulation (SPIDER) is a tool for creating and running realistic simulations
of driving scenarios.

ToR A Takeover Request (ToR) is a request made by a driver or operator to
transfer control of a vehicle or system to another person or entity.

ToT The Takeover Time (ToT) is the time a driver or operator takes to regain
control of a vehicle or system a#er a takeover request.

UAV An Unmanned Aerial Vehicle (UAV) is an aircra# operated remotely or
autonomously without a human pilot on board.

UGV AnUnmanned Ground Vehicle (UGV) is a ground-based vehicle operated
remotely or autonomously without a human operator on board.

UUV An Unmanned Underwater Vehicle (UUV) is an underwater vehicle
operated remotely or autonomously without a human operator on board.
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List of Figures

1.1 This illustration shows the environmental sensor of a On-Road
Automated Driving (ORAD) Level 3 vehicle. Moreover, we see a
possible teleoperation scenario, i.e., an unexpected non-moving
obstacle lying on the vehicle path. In such a scenario, accord-
ing to tra!ic regulations, the Autonomous Vehicle (AV) is not
allowed to drive over the solid marking lane. However, the AV
may wirelessly send a Takeover Request to the teleoperator to
solve the issue. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.2 The diagram visually shows an overview of the content interplay
in my research. . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.1 The data transmission scheme for teleoperated AVs. The AV
transfers radio-based environmental data to the teleoperator,
who can remotely assess and manage the vehicle. Operators
interpret the data and transfer operational and strategic com-
mands to the vehicle. . . . . . . . . . . . . . . . . . . . . . . . . 28
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2.2 An adaptation of the diagram of automation level by Sheridan
[203]. Many di!erent authors have adopted Sheridan’s [203]
model, e.g., [32, 68, 75], though with some adaptation, i.e., in-
stead of having five layers of automation, there were only three,
and in all, computer aiding mediation is present. It can be ob-
served that the more abstract the task is, the higher degree of
automation is required, i.e., onboard vehicle intelligence. . . . . 30

2.3 In this image, a Phantom Auto remote operator controls an au-
tonomous mobile delivery robot via a dual joystick controller
that asked for support. An image from the 2020 Phantom Auto
Press Kit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.4 The illustration shows a teleoperator workstation envisioned
by Lockwood et al. [126]. In particular, the teleoperator can
assess and conduct the remote vehicle using touch-sensitive
input devices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.5 This array of images shows the gesture-based driving mode
proposed by Fong et al. [69]. To start, the operator raises his or
her le" hand to activate the robot and uses the right hand to
specify the direction, e.g., to the right (a), to the le" (b), or stop (c). 46

2.6 In this image, the equipment in Amai et al. [6]. Clockwise from
le", the MindMouse headband and its hardware a#ached to
a portable computer, the vehicle robot, radio data hardware,
lastly, a ba#ery belt. . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.7 In this image, the professional dri"er Vaughn Gi#in Jr. drives an
AV remotely using a steering wheel and pedals as input devices
and an Head Mounted Display as output devices. An image
from the 2019 Samsung Press Kit. . . . . . . . . . . . . . . . . . 54

3.1 The Situation Awareness (SA)model in dynamic decision-making
processes proposed by Endsley [63]. Here the SA, formed by
three layers, is mediated by systemic and operator factors. . . . 65
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3.2 The Situation Awareness (SA) model by Smith and Hancock
[207] is based upon Niesser’s [158] perceptual cycle model. The
model describes the cycle of perception and action, i.e., the
human interaction with the world and thus the formation of SA. 66

3.3 The model that explains team Situation Awareness (SA). We see
team members must possess the SA related to their roles and
goals while also holding the SA related to other team members. 68

4.1 A summary illustration of the literature we collected following
the Preferred Reporting Items for Systematic Reviews andMeta-
Analyses (PRISMA) framework [148]. Of 5204 unique records, 54
were retrieved for screening, 13 studies were analyzed in-depth,
and four coded for the meta-analysis using the Population,
Intervention, Comparison group, Outcomes, Time frame, Se!ing
(PICOTS) framework [183]. Unfortunately, eight studies lacked
the necessary statistics needed for the meta-analysis. . . . . . . 80

4.2 An overview of the Regions of Interest (RoI) we identified during
the literature analysis. From le" to right, (a) supraorbital, (b)
forehead, (c) nose-tip, and (d) perinasal regions. . . . . . . . . . 85
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4.3 The Forest Plot shows the Standardized Mean-Di!erence (SMD)
and the Confidence Intervals (CI) of the studies taken into con-
sideration. The last line shows the size, with its CI, of the Ran-
dom E!ects model. The Forest Plot also includes yellow “di-
amonds” for each study. These are the predicted e!ect sizes
computed from the meta-regression model. The column Se!ing
indicates where the study was conducted (in-situ or ex-situ), the
RoIs where the thermophysiological data was extracted (fore-
head, nose tip, and perinasal). In column Conditions, C.D. stands
for Cognitive Distraction, U.E. for Unexpected Event, and S.D.
for Sensorimotor Distraction. To understand the output anal-
ysis, the SMD value is interpreted similar to the e!ect size (d)
defined as: d (.01) = very small, d (.2) = small, d (.5) = medium, d
(.8) = large, d (1.2) = very large [192]. Moreover, the CI indicates
the precision with which we can calculate the SMD, facilitating
the comparison between the studies. . . . . . . . . . . . . . . . 89

4.4 (a) The Funnel Plot of the Random-E!ects analysis without
explanatory variables, and (b) the Funnel Plot with explanatory
variables (i.e., study se"ing, RoIs, and conditions). In (a), the
data points are expected to lay in a confidence triangle 95% of
the time. However, this is not the case; an excessive amount of
points are outside the interval due to heterogeneity. In (b), the
Funnel Plot of the meta-regression model is shown. Herewith,
we see that the plot is symmetrical in the vertical axis around
the meta-analytic compounded e!ect size estimate. Suggesting
that the moderators (i.e., study se"ing, RoIs, and conditions) do
explain the di!erences between the studies; however, there is
some excess of variance (> 5%). . . . . . . . . . . . . . . . . . . . 91
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5.1 (a) The Human-UAV control strategy developed by Drury and
Sco! [54]. Here, the authors describe the requirements with
the Levels of Automation of the remote vehicles. (b) The deci-
sion ladder. That is, to generate and collect user requirements,
Nehme et al. [157] proposed a decision ladder that intends to
replicate the decision-making processes of the human operator. 99

5.2 A screenshot from the driver perspective: the image shows the
starting point from which the participants have begun the user
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5.3 A collection of 80 users’ requirements was collected in the first
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5.4 In some cases, a requirement category (e.g., vehicle position)
has been selected in its entirety. While in other cases, only one
category requirement was selected (e.g., vehicle speed). . . . . . 107

5.5 An adapted illustration of Tilley’s [224] anthropocentric data
for adult males at the workstation. In yellow, we highlighted
the areas where we envision the displays to be, i.e., a primary
display arranged vertically and a second horizontally, both in
front of the operator. . . . . . . . . . . . . . . . . . . . . . . . . 109

5.6 In this illustration, the activities for the second interview session
are shown. The first activity was the requirement sorting. Each
participant was asked to choose from the same set of require-
ments the information they thought they needed to conduct an
AV safely (Figure 5.3, and Figure 5.4), and decide which require-
ments they would like to display on a primary or secondary
display device. The second activity was the rating task. Each
participant rated the chosen requirement on a 5-point Likert
scale (1 = “unimportant” and 5 = “important”). . . . . . . . . . . 110

5.7 The descriptive plot displays the reported count frequency and
the corresponding confidence intervals (set to 95%) for every
rate. (a) The descriptive plot for the primary and (b) for the
secondary display devices in shown. . . . . . . . . . . . . . . . . 111
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5.8 In this plot, on the y-axis, the participant rating and the require-
ments are on the x-axis. Each requirement interval (categorical
predictors) is shown with a vertical line and displays a dot or a
triangle for the median. Thereupon: (1) 360° Remote view, (2)
Charge/Fuel level, (3) Communication state, (4) Vehicle assigned
to an area, (5) Vehicle to infrastructure, (6) Objects/Obstacles,
(7) Vehicle issues, (8) Projected other road user trajectory, (9) Po-
tential for collision, (10) Other sensors status, (11) Vehicle speed,
(12) Projected control actions, (13) Task objectives, (14) Ter-
rain features, (15) Tra!ic rules, (16) Vehicle characteristics, (17)
Overall vehicle damage, (18) Vehicle position, (19) Projected ve-
hicle position considering communication latency, (20) Weather
condition. On the top le", the display type indicates the require-
ments selected for the primary and secondary display devices. . 112

6.1 An adapted version of the Takeover Request (ToR) diagram of
Gold et al. [78]. Having detected a system limit, the ToR starts
from the AV that sends a ToR to a human operator and ends
when the operator takes control of the vehicle. The time between
the vehicle handover control and the ToR is called Takeover Time
(ToT), and the time between the system limit and the ToR is
called Time Budget. . . . . . . . . . . . . . . . . . . . . . . . . . 120

6.2 In this image, a screenshot from the nuScenes scenario we
showed to the participants [19]. In particular, the AV detected
an unexpected non-moving obstacle lying on its path, and since
it is not allowed to drive over the solid marking lane, it sends a
ToR to the teleoperator. . . . . . . . . . . . . . . . . . . . . . . . 121
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6.3 This illustration shows an egocentric 360° view of the remote
vehicle. In particular, besides the front cameras (A, B, C), three
additional back cameras are added (D, E, F). Other data, over-
layed onto the video images, is available to the teleoperator, as
the highlighted objects/obstacles of interest (G). Moreover, in a
dedicated space (H), vehicles to infrastructure data may also be
available to the operators, e.g., upcoming road construction or
tra!ic light information. Here also we see status information,
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state, i.e., the latency from and to the vehicle, other sensors sta-
tus, and tra!ic rules signs, e.g., tra!ic-restricted zone or speed
limit signs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

6.4 This illustration shows a 360° view of the remote vehicle. In
particular, on the le", we see LiDAR point-cloud, and on the
right, map-based information. At the bo#om le", teleoperators,
if required, can call a more detailed view of the ToR (A), and at
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other information is available to the teleoperator, as the object-
s/obstacles of interest (D), vehicle characteristics and position
in relation to other objects (C), target destination (G), projected
trajectory of other road users (F), e.g., of D. . . . . . . . . . . . . 124

6.5 The illustrations depict the two types of scenarios we planned
to deploy during the user study. In particular, the type I scenario
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path. In contrast, type II scenario shows a road closures sign
due to, e.g., an upcoming construction site. . . . . . . . . . . . . 127
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(TOT). (b) The descriptive boxplots of the SAGAT questionnaire. 131
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augmented with a warning signal close to each hazardous area. 142
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8.1 Two remote driver assistance systems for vehicle teleoperation.
In both concepts, the teleoperator’s prediction of the remote
vehicle position is shown as an overlay on the delayed video
images. In the Free Corridor (a), the teleoperator sees a path of
the full braking [32]. The Predictive Display (b) forecasts the
movements of the remote vehicle and the movements of other
road users to predict the vehicle position. . . . . . . . . . . . . . 153

8.2 The novel curvature model proposed in this chapter. In prior
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i.e., the velocity and yaw rate, to predict the remote vehicle
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FAR OUT
INTERFACE AND INTERACTION
CONCEPTS FOR TELEOPERATED
AUTONOMOUS VEHICLES

As vehicle automation technology progresses and autonomous 
ride-hailing fleets begin test operations, practical challenges 
for offering such services emerge. Situations like infrastructure 
failure, interpreting traffic controls (e.g., police hand signals), 
or navigating obstacles may require human assistance. 
Teleoperation has been proposed as a solution but faces 
challenges such as high latency and low situation awareness. 
This dissertation evaluates interface and interaction concepts 
to enhance teleoperators’ spatial perception, state awareness, 
and decision-making.

Designing a safe and ergonomic teleoperator workplace began 
with collecting first-hand operator requirements to address 
the question: What information enhances situation awareness 
when remotely controlling an autonomous vehicle? These 
insights were translated into functional design concepts.

We designed and evaluated user interfaces for take-over 
requests to facilitate vehicle control and developed software 
enabling teleoperators to quickly identify the cause of these 
requests. Additionally, we introduced a camera control system 
that predicts and displays the most relevant feed based on the 
operator’s head position and gaze. Finally, we created the 
Predictive Corridor, an assistance system offering decision 
support by showing the vehicle’s predicted position and path 
during network losses.




