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Zusammenfassung

Infrarrotmikroskopie wird allgemein auch als chemische Mikroskopie bezeichnet, da sie
die chemische Struktur der untersuchten Materialien anhand der intrinsischen, material-
spezifischen Infrarotabsorption entschlüsseln kann. Die Infrarotabsorption dient dabei als
spektroskopischer Fingerabdruck, der spezifisch für die chemische Natur der Materialien
ist. Die optische Rasternahfeldmikroskopie (s-SNOM, englisch: Scattering scanning near-
field microscopy) ist eine Mikroskopiemethode, die Infrarotmikroskopie und -spektroskopie
von Materialien auf der Nanometerebene weit unterhalb des Beugungslimits von Licht er-
möglicht. Sie macht damit die Nanowelt für chemische Mikroskopie zugänglich, die bisher
aufgrund des Beugungslimits auf mehrere Mikrometer beschränkt war. Diese Arbeit dient
dazu, den Wirkbereich von s-SNOM in Kombination mit klassischen beugungslimitierten
Fernfeld-Infrarotmikroskopiemethoden auf verschiedenen Gebieten zu erweitern.

In dem ersten Abschnitt dieser Arbeit wird s-SNOM auf optische dielektrische Metaober-
flächen angewendet, deren ultrascharfe Resonanzen auf der Physik von gebundenen Zustän-
den im Kontinuum (BICs, englisch: Bound states in the continuum) basieren. Es wird gezeigt,
dass s-SNOM die optischen Nahfelder der einzelnen Metaoberflächenresonatoren auflösen
kann. Zudemwirdmithilfe eines neu eingeführten Bilderverarbeitungsverfahrens für s-SNOM
Bildern gezeigt, dass der endliche Feldeffekt (englisch: finite array effect), die gerichtete
Kopplung der Resonatoren, Defekte und Randeffekte in den optischen Metaoberflächen im
Nahfeld entschlüsselt werden kann. Die gewonnen Erkenntnisse können unter anderem
genutzt werden, um die geometrische Grundfläche von Metaoberflächen für Anwendungen
in der Katalyse oder der Biosensorik zu verkleinern.

Der zweite Teil dieser Arbeit stellt eine auf eine biomedizinische Anwendung ausgerichtete
Studie vor, in der eine Zahnfüllung mit verschiedenen Infrarotmikroskopietechniken charak-
terisiert wird. Dabei wird gezeigt, dass anhand der Infrarotbilder und Spektren die chemische
Natur der Füllung und des Dentalharzes unterschieden werden kann. Darüber hinaus können
einige der Infrarrotbilder genutzt werden, um die Porosität von Zahnfüllung zu bestimmen.
Schließlich wurde mit s-SNOM der Kompositwerkstoff der Dentalfüllung auf Nanoebene un-
tersucht und die chemische Heterogenität aufgezeigt. Die aufgezeigte infrarotmikroskopische
Charakterisierung von Dentalfüllungen hat großes Potenzial, die immer komplexer werden-
den Kompositwerkstoffe durch ein besseres Verständnis ihrer chemischen Zusammensetzung
zu optimieren.

Der letzte Teil der Arbeit erweitert den Funktionsbereich von s-SNOM, der bisher fast auss-
chließlich trockene Proben umfasst hat, auf wässrige Lösungen. Hierfür wird eine Methode
vorgestellt, die ultradünne Siliziumnitrid-Membranen nutzt, um die delikate s-SNOM Spitze
vor der wässrigen Lösung zu schützen. Als spannendes Modelsystem wird mit der Methode
photoschaltbare Lipidvesikel in deren native Lösung untersucht, die als potenzielle lichtges-
teuerte Medikamentenwirkstoffbereitstellungssysteme gelten. In dem Kapitel wird gezeigt,
dass man die Lipidvesikel weit unter dem Beugungslimit von Infrarotlicht mikroskopisch und
spektroskopisch charakterisieren kann. Darüber hinaus zeigen wir ein transientes Infrarot-
spektroskopischesverfahren basierenden auf s-SNOM, dass die Milisekundenschaltdynamik
der Lipidvesikel entschlüsseln kann. Das vorgestellte Konzept von s-SNOM Messungen in
Flüssigkeiten wird in der Zukunft viele weitere Studien von zum Beispiel der Degradierung
von Katalysatoren oder von neurotoxischen Proteinfibrillen ermöglichen.
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Die in dieser Arbeit vorgestellten Studien zeigen die vielseitige Einsetzbarkeit von s-SNOM
auf, die von optischen Metaoberfläche über Dentalfüllungen bis hin zu photoschaltbaren
Lipiden in wässrigen Lösungen reicht. Dies wird die weitere Optimierung der verschiedenen
Materialsysteme auf Basis der infrarotmikroskopischen und spektroskopischen Ergebnisse
und Methodiken ermöglichen.



Abstract

Infrared microscopy is commonly referred to as chemical microscopy, as it enables the
deciphering of the chemical structure of examined materials based on their intrinsic, material-
specific infrared absorption. The detected infrared absorption serves as a spectroscopic
fingerprint that is unique to the chemical nature of the material. Scattering scanning near-field
optical microscopy (s-SNOM) is a technique that extends infrared microscopy and spectroscopy
to the nanometer level, far below the diffraction limit of light, making the nanoworld accessible
to chemical microscopy, previously restricted to several micrometers due to the diffraction
limit. This work serves as a milestone in expanding the application range of s-SNOM across
multiple fields, in combination with classical diffraction-limited far-field infrared microscopy
methods.

In the first section of this work, s-SNOM is applied to optical all-dielectric metasurfaces
whose ultra-sharp resonances are based on the physics of bound-states in the continuum (BIC).
It is shown that s-SNOM can resolve the optical near-fields of the individual metasurface
resonators. Furthermore, using a newly introduced image-processing method for s-SNOM
images, it is demonstrated that the finite array size effect, directional coupling of the res-
onators, defects, and edge effects in optical metasurfaces can be decoded within the near
field. The insights gained trough this method can be used, among other things, to reduce the
geometric footprint of metasurfaces for applications in catalysis or biosensor technology.

In the second part of this work, a study oriented towards a biomedical application is presented
in which a dental filling is characterized using various infrared microscopy techniques. It is
shown that the infrared images and spectra can distinguish the chemical nature of the com-
posite filling and the dental resin. In addition, the infrared images can be used to determine
the porosity of dental fillings. Finally, s-SNOM is employed to examine the composite material
of the dental filling at the nanoscale, revealing its chemical heterogeneities. The demon-
strated infrared microscopy-driven characterization of the dental filling has great potential to
optimize the increasingly complex composite materials through a better understanding of
their chemical composition down to the nanoscale.

In the final part of this work, the functional range of s-SNOM, which has so far been almost
exclusively applied to dry samples, is extended to aqueous solutions. For this purpose, a
method is presented that uses ultra-thin silicon nitride membranes to protect the delicate s-
SNOM tip from the aqueous solution. As a highly relevant model system, themethod is applied
to investigate photoswitchable lipid vesicles in aqueous solution, which are potential light-
driven drug delivery systems. The study demonstrates that lipid vesicles can be characterized
by near-field microscopy and spectroscopy far below the diffraction limit of infrared light.
In addition, a transient infrared spectroscopic method based on s-SNOM is introduced that
resolves the millisecond switching dynamics of single lipid vesicles. The presented concept
of s-SNOM measurements in liquids holds great potential for future studies on e.g. the
degradation of catalysts or the assembly of neurotoxic protein fibrils.

The studies presented in this thesis demonstrate the versatility of s-SNOMwith investigations
ranging from photonic metasurfaces and dental fillings to photoswitchable lipids in aqueous
solution. The findings and concepts will allow further optimization of different material
systems based on the attained near-field microscopic and spectroscopic results.

xiii



1
Introduction

The advent of modern microbiology can be closely linked to the life and work of Antonie van
Leeuwenhoek, who crafted some of the first single-lens microscopes in the 17th century1. His
craftsmanship and innate curiosity led him to study local pond water with his microscopes,
resulting in the first observation of bacteria, which he famously called “animalcules”1. Despite
this groundbreaking discovery, it took another 200 years for Louis Pasteur and Robert Koch
to link these microorganisms to diseases through the germ theory of disease2. Similarly,
Joseph von Fraunhofer made a significant impact on the world by developing the first modern
spectroscope, which he used to study the absorption lines in the solar spectrum, now known
as Fraunhofer lines3. His work laid the foundation for the field of astronomical spectroscopy
and greatly deepened our understanding of the universe. These historic examples demonstrate
that advancements in scientific instrumentation, especially those based on the interaction
of light with matter, can drive significant societal progress by providing new insights into
the natural world around us. Today, the new frontier of imaging and spectroscopy lies in the
study of materials and organisms at the nanoscale, where breakthroughs in computation,
energy materials, and medicine increasingly depend on understanding and manipulating
these materials at the nanoscale.

The major physical limitation arising from the wave nature of light that hinders microscopy
and spectroscopy on the nanoscale is the diffraction limit of light. The universal principle,
stemming from the Heisenberg uncertainty principle, is formulated for microscopy as the
Abbe limit, expressed in equation 1.14. The principle states that the distance d at which
two point sources can be resolved depends on the wavelength λ of the light source and the
numerical aperture NA of the microscope objective.

d =
λ

2NA
(1.1)

In practical experiments, this limits the resolution of visible light microscopes to several
hundred nanometers and that of infrared microscopes to several micrometers. Nanoscale
investigation of matter can be achieved by addressing the Abbe limit, such as by reducing
the wavelength λ, as demonstrated in electron microscopy. However, this approach requires
high-energy radiation, often causing sample damage through ionization. It also necessi-
tates a vacuum environment, is incompatible with liquid samples, and requires expensive
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2 Introduction

setups5. Alternatively, superresolution fluorescence microscopy has been employed to in-
vestigate nanoscale biomolecules in living cells6–8. Despite its advantages, this technique
is constrained by the need for fluorescently labeled molecules, which can photobleach or
induce phototoxicity9, perturb the system under investigation10, and require labor-intensive
preparation for specific samples.

A fundamentally different approach to achieving nanoscale optical microscopy and spec-
troscopy, spanning from the UV-VIS to the THz range, is the use of scattering scanning
near-field optical microscopy (s-SNOM)11. The key principle in this field of microscopy
involves using ultra-sharp tips as antennas that interact with light and generate evanescent
waves (known as near-fields) bound to the apex of the tip. These near-fields enhance and
concentrate the incoming light via the lightning rod effect of the tip, enabling microscopy
at a scale far below the diffraction limit. This technique, particularly in the infrared range,
offers numerous advantages over the aforementioned state-of-the-art nanoscopy techniques.
As infrared light is low in energy, it generally does not cause damage to the sample and
does not require operation in vacuum. Furthermore, with infrared light and spectroscopy,
the inherent chemical nature of a sample can be visualized based on its specific infrared
absorption pattern12 and does not require any advanced labeling technique.

Yet, infrared near-field microscopy is still perceived as a niche technique due to its relatively
recent introduction in the field of microscopy. This thesis aims to address this perception by
demonstrating the significant utility of the technique for investigating optical metasurfaces
and dental samples. Furthermore, the thesis demonstrates that the method can be straight-
forwardly applied to studying soft matter in liquid samples, a task traditionally considered
highly challenging.

Chapter 2 lays the theoretical foundation of infrared spectroscopy and microscopy by ex-
plaining the unique characteristics of infrared light and its technical application in common
far-field microscopy and spectroscopy setups for investigating the chemical content of ma-
terials. Building on this foundation, the thesis details the complex physical concepts that
enable subdiffraction near-field infrared microscopy and spectroscopy.

Chapter 3 discusses the technical details of the optical infrared microscopy setups employed
in this thesis. First, the different far-field microscopy setups are introduced. Then, the near-
field microscope will be explained in the detail with its different measurement modes. In
addition, the liquid near-field microscopy method will be introduced. Finally, the different
sample preparation techniques will be discussed.

Chapter 4 presents a concept based on transmission s-SNOMmeasurements to deciphermode
formation in optical metasurfaces, utilizing the physics of quasi-bound states in the continuum.
The concept overcomes the current constraints, which limit the investigation of metasurfaces
primarily to the diffraction-limited far-field spectroscopy response and numerical simulations.
It sheds light on phenomena such as the finite array size effect, directional coupling of
resonators, and the impact of edge states and defects on mode formation in metasurfaces.
This study has the potential for shrinking the foot print of metasurfaces for application such
as biosensing and catalysis.

Chapter 5 highlights a proof-of-principle study that compares and exemplifies the usefulness
of classic far-field infrared microspectroscopy techniques and advanced nanoscopy techniques
for the investigation of dental materials from the micro- to the nanoscale. The results
demonstrate that it is possible to differentiate between different areas of a dental filling based
on their intrinsic infrared response and present an algorithmic method that uses infrared
images to asses the porosity of different dental materials. Finally, we show that near-field
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microscopy can be used to decipher the nanoscale material composition of dental composites.
The insights attained can be used in the future to optimize the properties of complex nanoscale
dental materials through a better understanding of their chemical composition.

Chapter 6 present near-field nanoscopy of a complex liquid sample, specifically photoswitch-
able lipid vesicles in their aqueous environment. These lipids are a significant topic of current
research, as they have the potential to enable light-mediated drug delivery in biological
systems. The chapter demonstrates the spectroscopy and imaging of different switching
states of the photoisomeric lipid vesicle system on a scale impossible to achieve with standard
far-field microscopes. Moreover, a nanoscopy based measuring technique is introduced that
can resolve the millisecond switching dynamics at the single vesicle level. The study presents
a significant advancement in the state-of-the-art of near-field microscopy, as the method has
long been believed not to be able to investigate liquid samples.

Overall, this thesis provides a wide ranging overview of the strength of infrared near-field
microscopy by studying diverse samples, ranging from optical metasurfaces to dental materials
and photoswitchable lipid vesicles. The spectroscopic and microscopy insights gained can
be employed to better understand and optimize these widely different sample categories,
potentially leading to future improvements on the application level, in the spirit of Fraunhofer
and van Leeuwenhoek.





2
Fundamentals

2.1 Infrared radiation

This thesis is focused on the use of mid-infrared (MIR) microscopy for the investigation of
matter. In general, this section of the electromagnetic spectrum is defined to range from λ = 2.5
to 25 µm as displayed in Fig. 2.1. This range corresponds to 4000 to 400 cm–1 wavenumbers12.
The unit of wavenumbers relates to the spatial frequency (ν̃) and is typically used for infrared
radiation. It provides a more convenient scale for the typical frequencies encountered in
infrared imaging and spectroscopy and is defined according to the following equation 2.1
with E being the energy, c the speed of light and h the Planck constant.

ν̃ =
1
λ
=

E
hc

(2.1)

Importantly, the angular wavenumber k = |⃗k| is defined by equation 2.2 with the angular
frequency ω.

k = |⃗k| =
2π
λ

=
ω

c
(2.2)

A comprehensive way to describe the interaction of light with matter is the wavelength
dependent material specific complex refractive index ñ(ω) as defined in equation 2.3 with
n(ω) being the real part of the refractive index and κ(ω) being the imaginary part of the
refractive index often also called absorption index. The real part relates to the amount of
light that is reflected from the interface of the material, whereas the imaginary part provides
information about the amount of light that is absorbed by the material and helps to determine
the attenuation of light as it propagates through the material.

ñ(ω) = n(ω) + iκ(ω) (2.3)

5
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Figure 2.1: Infrared radiation in the context of the electromagnetic spectrum. The infrared radiation
ranging from approx. 700 nm to 1 mm is located on the longer wavelength side of the UV-VIS radiation resulting
in a lower energy content of the IR radiation. The wavelength of the IR radiation compares to the scale of a
single bacterium in the near-IR range and to the scale of a pinhole in the far-IR range. Importantly, the AFM
resolution is highlighted by the red arrow relating to the wavelength of extreme UV radiation of around 5 to
20 nm underlining the extreme magnification possible with AFM-based infrared imaging.

Through the refractive index of the material the reflectance R at the interface of the material
can be calculated. It is defined as the fraction of incident light that is reflected from the
incoming light and can be calculated using the following form of Fresnel equation 2.4, if the
incident angle of the light to the interface is perpendicular4. Using the refractive index of the
medium surrounding the material n1 and the refractive index of the material itself n2. This
equation shows that the greater the difference in refractive indices (n1 – n2), the higher the
reflectance.

R =
∣∣∣∣ ñ1 – ñ2
ñ1 + ñ2

∣∣∣∣2 (2.4)

Fig. 2.2 shows the complex refractive index of the polymer PMMA in the MIR-range with both
the real and imaginary part of the spectra displaying clear and distinct spectral signatures. The
peak positions of the spectrum allow for assigning the frequency of the vibrational resonance,
while the height of the peaks relate to the strength of the resonances. In the case of PMMA,
the main resonance is located at around 5.8 µm (1735 cm–1) and is connected to the carbonyl
bond vibration of the organic polymer12. The PMMA spectrum exemplifies the inherent
advantage of the MIR section of the electromagnetic spectrum for imaging and spectroscopy
as it allows to probe the chemical composition of the investigated material sample due to the
material specific absorption of the infrared radiation. This specific absorption is based on the
fact that infrared light excites vibrational modes at different frequencies in each chemical
bond and functional group of an organic or inorganic material. This excitation leads to a
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characteristic and often highly complex absorption pattern of infrared radiation for every
material, also termed its spectroscopic fingerprint12. In turn, this spectroscopic fingerprint
can be used to identify unknown materials and decipher the interaction of molecules with
their environment. For example, MIR spectroscopy can be used to study isomerization of
molecules13, the intermolecular interaction of different compounds14, secondary structures
in biomolecules15 and polymerization states in macromolecules16. Furthermore, infrared
radiation can also excite free charge carriers17 and lattice vibrations (optical phonons)18 and
for some materials even interband transitions, which is the basis of current state-of-the-art
infrared detectors based on Hg1–xCdxTe (MCT) semiconductors19.

Figure 2.2: Complex refractive index of PMMA. (a) Real part n and (b) imaginary part κ of the refractive
index of the polymer PMMA showing characteristic IR resonance of organic compounds with data taken from
https://refractiveindex.info.

The underlying principles for resolving wavelength-specific absorption and extracting the
material’s spectroscopic fingerprint are detailed in the following sections.

2.2 Infrared spectroscopy

Spectroscopy in the visible range is based on the diffraction of light on gratings at different
angles to divide the different wavelengths of a broadband spectrum and then detect the
wavelength at defined position usually on a photodetector chip. However, this highly refined
technology, which profited from the fast developing consumer market for camera technology,
cannot be used in the MIR spectral range. The reasons are manifold and can be summarized
mainly by the fact that the wavelength range of the camera chips and signal-to-noise ratio
(SNR) characteristics are not good enough for broadband MIR spectroscopy spanning several
micrometers of the low energy spectral range. Therefore, MIR spectroscopy is based on
recording interferograms, which has its own inherent advantages. One of the advantages
is the so-called Fellgett’s advantages or multiplex advantage12, which states that the SNR
attained with multiplex measurements such as the measurements in FTIR is higher compared
to a single direct measurement obtained through a scanning monochromator from a grating.
This advantage is especially important for measurements in which the dominant noise source
is the detector as is the case in MIR. Another advantage of interferometer based spectroscopy
methods is the Jacquinot advantage12 or through put advantage, which describes the fact that

https://refractiveindex.info
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more light reaches the detector element as no exit slit is employed in comparison to grating
monochromator leading to higher SNR for low intensity sources.

2.2.1 Interferometry for infrared spectroscopy and imaging

Nowadays, the most established infrared technique is Fourier-Transformed infrared (FTIR)
spectroscopy. The core of this technique is the Michelson interferometer as shown in Fig. 2.3a.
A slightly more complex interferometer scheme is theMach-Zehnder interferometer displayed
in Fig. 2.3b, which has the advantage of a more flexible and complex optical beam path
enabling more advanced optical setups such as a transmission near-field microscope. Both
interferometer schemes function in a very similar way with the MIR light source being either
a thermal light source or a MIR-laser. In the interferometer the emitted light is split into
two beams by a beamsplitter (BS). One part of the beam is backreflected by a fixed mirror,
while the second part of the beam called reference beam is modulated by a moving reference
mirror (RM). Both beams are recombined at the beamsplitter and the intensity of the resulting
interference is detected by a MIR-detector. Through the movement of the RM, in relation to
the unmodulated beam path, a path difference ∆d is introduced between the two arms of the
interferometer.

Figure 2.3: Michelson and Mach-Zehnder interferometer setup. Optical setup of a Michelson interferome-
ter (a) and a Mach-Zehnder interferometer (b) with a light source emitting a beam (red), which is split in two
parts by a beamsplitter (BS). One part is reflected by a fixed mirror, while the other is reflected by a moving
reference mirror, creating an optical path difference (OPD). The two beams then recombine at the beamsplitter
and are directed towards the detector. Notably, the Mach-Zehnder interferometer contains two BS making the
setup more flexible but also more complex regarding the beam path.

The overall optical path difference (OPD) between the two beams is given by δ = 2∆d
and is called retardation δ. As a consequence of changing the RM position a change in
retardation takes place. This leads to a change in the interference of the two beams due
to the optical phase delay ∆φ between the two beams and results in a different intensity
value recorded by the detector. The recorded intensity as a function of the retardation δ is
called interferogram, which can be used to obtain the output spectrum of the light source
or with a further modification of the setup the absorption spectrum of a sample via Fourier
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transformation.
In order to understand the basis of this transformation this discussion starts with a infinitely
narrow monochromatic laser source with a wavelength λ0 and a spacial frequency ω0 as
displayed in Fig. 2.5. The electric field of the laser source with a intensity of I0 can be described
by the following equation 2.5.

Esource = |Esource|eiω0t (2.5)

Now, considering the optical phase delay ∆φ induced through the retardation of the refer-
ence beam φ = 2πω0δ. Both beams need to be described before recombining at the BS by
equation 2.6.

EA = |EA|eiω0t and EB = |EB|eiω0t+∆φ = |EB|eiω0t+2πω0δ (2.6)

The detector records the intensity signal Idetand not the electric field of the recombined beam,
which results in the detected signal to be a complex convolution of the two beams described
by equation 2.7.

Idet(δ) =
∣∣EdetE∗det∣∣ = |EA|2 + |EB|2 + 2|EA||EB| cos 2πω0δ (2.7)

This equation can be transformed under the assumption that a perfect BS with 50% transmit-
tance and reflectance is employed in the interferometer system.

Idet(δ) = 0.5I0(ω)(1 + cos(2πω0δ)) (2.8)

If the two beams are perfectly in-phase both beams interfere constructively yielding Idet = I0,
while if there is a mirror displacement of ∆d = 1/4λ0 there is a optical phase difference
of 180° leading to destructive interference of both beams and Idet = 0. Importantly, the
measured detector signal is influenced by several factors such as atmospheric absorption,
unequal emission properties and responsitivity of the laser source and detector over the
whole spectral range. These influences can be seen in a not normalized FTIR-spectrum as
the one shown in Fig. 2.4. The influences are constant over short time spans and have a
reproducible effect over all subsequent measurements and can be taken into account by a
wavenumber dependent instrumental correction factor R0 as described in equation 2.920.

Idet(δ) = 0.5R0(ω)I0(ω)(1 + cos(2πω0δ)) (2.9)

Figure 2.4: Background spectrum of a FTIR-spectrometer. FTIR-spectrum recorded with a commercial
FTIR-microscope (see chapter 3) measured in absence of a sample on a gold mirror. The spectrum includes
contributions from elements of the instrumental response function R0 as can be seen from the characteristic
atmospheric absorption pattern originating from water vapor and carbon dioxide. Furthermore, the curve like
nature of the background signal is due to the difference in blackbody radiation intensity over the MIR spectrum
and the detector responsivity at different wavelengths.
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The interferogram signal I(δ) is now defined as the modulated component (in the detector
case the AC signal) of the signal neglecting the constant offset DC value, while moving the
reference mirror at a constant velocity. For a monochromatic source this results in a sinusoidal
signal20. By simplifying equation 2.9 through S(ω0) = 0.5R0I0 and excluding the constant
term which relates to the DC-term of the detector signal, the interferogram equation 2.10 is
attained.

I(δ) = S(ω0) cos(2πω0δ) (2.10)

The equation enables the direct determination of the wavelength of the monochromatic laser
source from the sinusoidal interferogram. Moreover, the amplitude of the interferogram
relates to the intensity of the source I0 modified by the instrumental response function R020.

Figure 2.5: Calculated interferograms and associated frequency spectrum of the possible laser source.
Different interferograms (left side) are displayed ranging from a simple sinusoidal interferogram associated
with a monochromatic source in the frequency spectrum (right side) to a complex interferogram associated
with a Gaussian spectrum. The white light position of the complex interferograms is highlighted in red. All
plots have the same x-axis.

2.2.2 FTIR spectroscopy with a broadband source

In order to identify a material based on its spectroscopic fingerprint it is important to attain
an infrared spectrum over a broad wavelength range. Therefore, FTIR spectroscopy with
broadband sources is discussed in the following, which is much closer to the experimental
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implementation of FTIR compared to the monochromatic case introduced above. The broad-
band continuum spectrum of a common MIR source can be expressed by an integral over
the whole spectral range of the source, which leads to the modification of the interferogram
equation 2.10 resulting in equation 2.11.

I(δ) =
∫ +∞

–∞
S(ω)ei2πωδ dω

∫ +∞

–∞
S(ω) cos(2πωδ) dω (2.11)

The intensity spectrum of the broadband source can be attained from the recorded interfero-
gram I(δ) through the use of the Fourier inversion theorem12,20 given by equation 2.12.

S(ω) =
∫ +∞

–∞
I(δ)e–i2πωδ dδ =

∫ +∞

–∞
I(δ) cos(2πωδ) dδ (2.12)

However, the acquired spectrum S(ω) is still affected by the instrumental response function
and does not equal the “real” laser source intensity spectrum I(ω). For the use of Michelson
interferometer scheme for FTIR-spectroscopy the instrumental response is removed through
the normalization to a reference spectrum, which will be discussed in the section on trans-
mission FTIR-spectroscopy. An important position of the broadband source interferograms,
is the location at which the distance of the reference mirror is equal to the fixed mirror
location in the interferogram ∆d = 0. This position is called white light position (WLP)
of the interferogram12 and displayed in Fig. 2.5. At this defined position, all frequencies
interfere constructively, resulting in the maximal intensity recorded at the detector. Finally,
the equation represents the ideal case but is in fact affected by several technical limitations
with important effects on the FTIR-spectrum.

2.2.3 Spectral properties in FTIR spectroscopy

In a practically implemented Michelson interferometer for FTIR-spectroscopy, the reference
mirror is restricted in its operational movement range, due to the physical limit of the delay
stage, which constrains the total retardation δt. This limit in turn has effects on the recorded
spectral resolution ∆ω as both variables are connected by equation 2.13.

∆ω =
1
δt

(2.13)

As an example a piezo driven mirror with a range of 300 µm results in a total retardation of
δt = 600 µm and a spectral resolution limit of ∆ω = 1/0.6 cm = 1.666 cm–1.
A further consequence of the finite distance of the interferometer stage is a sharp cut-off of
the recorded interferogram. To illustrate this cut-off effect on the attained spectra a truncation
function21, also called boxcar truncation function D(δ) as defined by equation 2.14 is multiplied
onto the spectral function E2.12.

D(δ) =

{
1 if – δt ≤ δ ≤ +δt
0 if |δ| > δt

(2.14)

This results in the following spectrum:

S(ω) =
∫ +∞

–∞
D(δ)I(δ) cos(2πωδ) dδ (2.15)

The Fourier transform of the product of two functions is the convolution of the Fourier
transform of each function21. Therefore, the limited retardation δt simulated as the truncation
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function, leads to a convoluted spectrum of an infinitely long interferogram with a boxcar
function. In practice, this causes a broadening of the spectrum and the occurrence of satellite
oscillations21 on both sides of the main peak caused by the sudden stop of the interferogram
at the maximum and minimum position as displayed in Fig. 2.6.

Figure 2.6: Finite interferogram artefacts in FTIR spectroscopy. (a, c) Plot of the interferogram of a
Gaussian spectrum (black), the truncation function of either a boxcar car function or the Blackman-Harris 3
term apodization function (red) and the product of both functions (blue). (b, d) FT of the Gaussian interferogram
(black) and FT of the product of both functions (blue). Note, the oscillatory artefacts at the side of the Gaussian
function, which are due to the sudden truncation of the interferogram in (a).

The oscillatory artefacts can be reduced through apodization of the measured interferogram21.
This is conducted through the multiplication of the interferogram by an apodization function
A(δ), which is a smoothing function that can be in principle any monotonically decreasing
function with a value of unity at the central position of the interferogram and a symmetric
decrease of the values to zero at the edges of the interferogram. As an example, the ap-
plication of a common apodization function used in FTIR-spectroscopy called “blackman
harris 3-term”22,23 is shown in Fig. 2.6. The application leads to a significant reduction in the
oscillatory artefacts. Importantly, the apodization of the interferogram leads to suppression
of information on the end points of the interferogram, which results in broadening and
attenuation of the spectral peaks.
An additional data processing step used in many modern FTIR spectrometers is zero filling
or padding22. As discussed above the resolution is limited by ∆ω = 1/δt. However, the total
retardation δt can be artificially extended by adding zero data points to both ends of the
interferogram. This process increases the number of data points per wavenumber resulting
in a smoother spectrum leading to a better rendering of the spectral peaks and easier inter-
pretation of complex spectra. Importantly, this process does not increase the overall spectral
resolution and original data points are not distorted.
Another variable, which is dependent on the technical implementation of the Michelson
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interferometer is the spectral bandwidth, corresponding to the maximum frequency ωmax
that can be recorded. As the detector signal is recorded with a discrete sampling rate ∆δ, the
recorded interferogram is composed of a finite number of discrete data points. The sampling
rates is inversely correlated to the maximum frequency that can be detected as described by
equation 2.16.

ωmax =
1
∆δ

(2.16)

Finally, there are experimental decisions that can affect the SNR of the recorded spectrum
and should be taken in account, when planning experiments. The SNR of a average spectrum
increases with the number of co-added scans n with a n1/2 relation. However, it needs to be
considered that the total measurement time scales with n22. Furthermore, the SNR decreases
as the spectral resolution of the recorded FTIR spectrum is increased by choosing a longer
total retardation distance22.

2.2.4 Transmission-FTIR spectroscopy

When theMichelson-interferometer setup shown in Fig. 2.3 is extended through the placement
of a sample after the recombined beam path a transmission-FTIR-spectrometer is obtained as
shown in Fig. 2.7. The incident light can be either reflected, transmitted or absorbed by the
sample. Experimentally, the reflected portion of light is often negligible and therefore the
absorption of the sample can be measured as the difference in intensity with the sample in
the beam path and without the sample. This value is the transmittance T(ω) and is effectively
the difference of the intensity of the incident beam Ii(ω) and the intensity of the transmitted
light through the sample It(ω):

T(ω) =
It(ω)
Ii(ω)

(2.17)

Figure 2.7: Optical setup of a transmission-FTIR spectrometer. The Michelson-interferometer shown in
Fig. 2.3 is extended with a sample holder, which is placed in the beam path after both beams are recombined
leading to a incidence intensity of Ii. The transmitted intensity It after the light passes through the sample
is recorded by the detector. The sample FTIR spectrum is attained from the recorded interferogram and the
subsequent normalization of the spectrum to a reference spectrum.

As mentioned above to eliminate the instrumental response function R0(ω) and to obtain the
transmittance T(ω) of the sample, two separate spectra are recorded. A reference spectra
without the sample in the FTIR-spectrometer B0(ω) and a the sample spectrum with the
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sample inside BS(ω). The normalization procedure leads to the following equation E2.18:

T(ω) =
Bs(ω)
B0(ω)

=
It(ω)R0(ω)
Ii(ω)R0(ω)

=
It(ω)
Ii(ω)

(2.18)

Next, the relationship between the complex refractive index ñ(ω) of the material and the
transmittance is established in order to relate the transmittance to the material absorption
to attain a the spectroscopic information of the sample. Starting from the electric field of
the plane wave MIR radiation that travels in x direction through the material, which can be
described by the following equation 2.19.

E(x,t) = E0Re

[
ei
(
2πñ
λ x–ωt

)]
= E0e–

2πκx
λ Re

[
ei
( 2πn

λ x–ωt
)]

(2.19)

When the electromagnetic wave travels through a medium with an given absorption index κ,
the electromagnetic wave will be exponentially attenuated with the distance x as described
in Beer–Lambert law and in equation 2.2012. As noted earlier the observable measured on
the FTIR detector is the intensity I. Therefore, the absorption is described by considering
the recorded intensity with the wavenumber dependent linear absorption coefficient α(ω) =
4π
λ κ(ω).

I(x) = E20e
– 4πκ(ω)x

λ = I0e–α(ω)x (2.20)

Through the combination of equation 2.18 and 2.20 we attain equation 2.21.

T(ω) =
It(ω)
Ii(ω)

=
I0e–α(ω)x

I0
= e–α(ω)x (2.21)

In order to define a better quantity for the absorption, which is linearly dependent on the
absorption index κ(ω) the absorbance At(ω) is introduced as defined by equation 2.22.

At(ω) = log10
1

T(ω)
=

1
ln 10

α(ω)x (2.22)

2.2.5 Attenuated-total-reflection-FTIR spectroscopy

A second very common FTIR-spectroscopic technique is attenuated total reflection-FTIR
(ATR-FTIR), which resembles near-field spectroscopy more closely in its fundamental working
principle. As depicted in Fig. 2.8, instead of measuring the transmitted intensity of the sample
under investigation as in transmittance-FTIR, the sample is placed onto a high refractive index
crystal. Then, the MIR light beam is coupled into the ATR-crystal at such an incidence angle
that the beam undergoes total internal reflection (TIR) due to the refractive index difference
between the sample and the crystal. The TIR leads to an evanescent wave at the boundary
between the ATR-crystal and the sample. The penetration depth dp of the evanescent wave
into the sample is dependent on probing wavelength λ, the relation between the refractive
index of the crystal n1 and the sample n2 as well as the angle of incidence Θ as described by
equation 2.23.

dp =
λ

2πn1

√
sin2(Θ) –

(
n2
n1

)2 (2.23)

The evanescent field penetrates only a few hundred nanometers to a few micrometers into
the sample. Moreover, the beam usually experiences multiple TIR events until it leaves the
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ATR-crystal. These characteristics make the method highly surface-sensitive and enables the
investigation of a tiny amount of sample substance with high SNR.

Figure 2.8: Optical setup of an ATR-FTIR spectrometer. The ATR-FTIR is an alteration of the transmission-
FTIR spectrometer shown above. It replaces the classic transmission sample holder with a high refractive index
crystal prism on which the sample is placed. The incoming beam with an intensity Ii undergoes TIR and is
reflected several times at the boundary between the crystal and the sample creating an evanescent field at
the boundary that gets attenuated through the characteristic absorption of the sample material. The resulting
attenuated beam with a intensity of Ir leaves the prism and is recorded at the detector. The methods enables
FTIR-spectroscopy with significantly smaller sample sizes.

As with transmittance FTIR, part of the MIR radiation is absorbed by the sample in contact
with the crystal and the detected beam is altered by the absorption characteristics of the
sample. In ATR-FTIR the main observable is the reflectance RATR, defined in the following
equation 2.24 with Ii(ω) being the incident beam and Ir(ω) the detected beam after exiting the
ATR-crystal.

RATR(ω) =
Ir(ω)
Ii(ω)

(2.24)

Again, a reference spectrum is measured from a clean crystal with no sample in contact and
used to normalize the recorded sample spectrum. In order to acquire the absorbance of the
sample AATR(ω) the reflectance is transformed in the following way:

AATR(ω) = log10

(
1

RATR(ω)

)
(2.25)

2.3 Infrared microscopy

A major advancement in FTIR-spectroscopy was the combination of microscopy optics
with a FTIR-spectrometer, which leads to a FTIR-microscope often also called a chemical
microscope12. It extends the MIR-spectroscopic investigation to micrometer sized sample
regions in contrast to normal FTIR-spectroscopy, which records an average spectrum of
the whole bulk sample. Moreover, it enables chemical mapping to characterize chemical
inhomogeneities by recording hyperspectral images as displayed in Fig. 2.9. A hyperspectral
image is a 3D data cube of the spatial coordinates of the microscopy image and the associated
FTIR-spectra, which connect the coordinates with the chemical information and is often also
connected to an optical microscopy image of the same area. This data recording method



16 Fundamentals

is enabled by so-called focal plan array (FPA) detectors, which is a pixelated MIR-detector
that enables the correlation of spatial information to the infrared response of single pixels.
Importantly, transmission FTIR-imaging of absorbing samples is only possible for ultra-thin
samples in the range of 5 to 10 µm with a size of around 25 µm to minimize the diffraction of
light24. Samples with such requirements are often produced by microtomming, rolling and
flattening of samples or squeezing the samples between salt plates. Due to the simpler sample
preparation, FTIR-imaging through reflectance measurements is often preferred. However,
unlike optical microscopy, which uses diffractive lenses for focusing and collecting light,
infrared microscopy predominantly employs reflective objectives. The requirement to use
reflective optics is due to the fact that the quality and availability of refractive infrared lenses
across the entire MIR-spectrum is limited. The recording of the reflectance of the sample can
lead to spectral distortion in relation to the known absorption spectra due to several factors
such as the angle of incidence of the reflective objective, the complex refractive index of the
sample, and the sample’s surface morphology24. FTIR-imaging in reflectance is best suited for
smooth, highly reflective samples, such as thin films on a mirror. Reflectance spectra often
differ from standard transmission-FTIR reference spectra, displaying derivative-like shapes
that require correction via a Kramers-Kronig transformation to obtain absorbance-like spectra
for better comparability24. A more in depth discussion of specific MIR-imaging microscopes
will be given in the method part of the thesis.

Figure 2.9: Concept of hyperspectral imaging. Sketch of a hyperspectral image datacube with the detected
signal of a defined pixel on a focal plane array detector (FPA) corresponding to the spatial encoded MIR-response
of the sample.

2.4 Near-field microscopy

The above mentioned microscopy techniques are standard far-field microscopy techniques
and, as a consequence, are limited by the diffraction limit of MIR-light to several micrometers
making the investigation of nanoscale heterogeneities impossible. In contrast, near-field
microscopes enable the nanoscale subdiffraction scale analysis of materials in the infrared
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regime. In the following the physical and technical fundamentals will be discussed on how
the diffraction limit can be circumvented and how the near-field signal can be isolated from
the far-field background.

2.4.1 Circumventing the diffraction limit with near-field optics

The diffraction limit presented in the introduction of this thesis in form of the Abbe limit is a
manifestation of the Heisenberg uncertainty principle25:

∆x∆px ≥
h̄
2

(2.26)

The relation expresses that the uncertainty in the spatial position in a specific direction (here
given by ∆x) and the uncertainty in the momentum in the same direction (here given by
kx) cannot be smaller than h̄/2. For photons utilized in microscopy with a momentum of
∆px = ∆kxh̄ and a refractive index n = 1 in vacuum the relation transforms to the following25:

∆x ≥ 1
2∆kx

(2.27)

∆x ≥ λ

4π
(2.28)

The consequence of this consideration is that the magnitude of the components of the
wavevector k need to fulfill the below equation and are fixed by the wavelength of light and
the refractive index.

|k| =
√
k2x + k2y + k2z =

2πn
λ

(2.29)

A simple example of the imaging of a subdiffraction object in x-z plane in vacuum displayed in
Fig. 2.10 showcases the outcome of the cut-off limit for the spatial wavevector kx. The electric
field E originating from the nanoscale object at z = 0 recorded at the detector plane z is
expressedwith the angular spectrum representation as the superposition of harmonic waves of
the form exp(ikr – iωt) with amplitudes of Ē(kx, ky, z = 0) resulting from the two-dimensional
Fourier-transformation of E in the following equation26:

E(x, y, z) =
∫∫ ∞

–∞
Ē(kx, ky, z = 0)ei(kxx+kyy)e±ikzz dkx dky (2.30)

The term exp(±ikzz) expresses the propagation of the associated wave. Importantly, for
kx ≤ 2π

λ the component kz is real and thus the associated wave propagates in z-direction
into the far-field with amplitude Ē(kx, z = 0) and an oscillation of exp(–ikxz)26. On the other
hand, if kx > 2π

λ the wavevector kz needs to become complex to satisfy |kz| =
√

2π2
λ2

– k2x
relating to equation 2.29 resulting in a exponential decaying wave of the form exp(–|kz|z)26.
This exponentially decaying wave is the aforementioned evanescent wave, which represents
the basis of near-field optics. The subdiffraction object has an initial electromagnetic field
distribution of E(x, z = 0) and the associated angular spectrum

∣∣Ē(kx, z = 0)
∣∣ at the sample

plane. The spectrum contains both propagating and evanescent components resulting in
a broad spread of wavevector components in x direction and thus a high confinement in
real-space26 as shown in Fig. 2.10. However, when the spatial wavevectors propagate to
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the detector plane the high spatial frequencies (kx ≥ 2π/λ) get lost resulting in a spatial
broadening of the real-space location information. The broadening results in a blurring of
the spatial location of the object at the detector. The above discussion leads to the conclusion
that the loss of the high frequency in-plane spatial wavevectors (k∥ = k2x + k2y), which cannot
propagate to the far-field restricts the sharp real space location originating from subdiffraction
objects.

Figure 2.10: Schematic representation of the electromagnetic field propagation from a subdiffraction
object. At the position of the sample (z = 0) the source with the associated electromagnetic field distribution
E(x, z = 0) and the corresponding angular spectrum representation

∣∣Ē(ky, z = 0)
∣∣ contains both propagating

and evanescent components. However, the propagation of the electromagnetic fields leads to a loss of high
frequency wavevector components resulting at a spatial broadening of the real space information at the detector
plane in the far-field. The figure was taken from [26].

Near-field microscopy enables the detection of high spatial frequencies in-plane wavevector
with magnitudes beyond the total wavevector length. This statement seems to contradict
the above requirement expressed in equation 2.29 at first glance. However, the detection of
an in-plane wavevector higher than the magnitude of the wavevector can be achieved, if an
imaginary perpendicular wavevector kz is utilized. As described above evanescent waves do
not radiate into the far-field and thus cannot be manipulated by diffractive far-field optics.
Therefore, a near-field probe with an associated evanescent field needs to be placed in close
proximity to the sample of interest to enable the interaction. Importantly, the methodology is
restricted to the surface of a sample and a small subsurface area as the probe cannot be moved
inside the sample to image the inside with the rapidly decaying near-fields. The interaction
between the different near-field components of the sample and the probe will be discussed
in the following in general and qualitative terms in order to attain a better understanding
on how the normally non-propagating high frequency in-plane wavevectors of the sample
travel to the far-field detector and achieve subdiffraction resolution. A three plane system
is considered as displayed in Fig. 2.11 with a near-field light source in the plane z = –z0,
the sample plane at z = 0 and the far-field detector plane at z = z∞. The planes are infinite
in x and y-direction and the near-field probe is in close proximity to the sample z0 ≪ λ.
Again, the near-field source is expressed through the angular spectrum representation in the
following representation:

Esource(x, y, –z0) =
∫∫ ∞

–∞
Ēsource(kx, ky; –z0) ei(kxx+kyy) dkx dky (2.31)

The source field just before it interacts with the sample surface is given by:

Esource(x, y, 0) =
∫∫ ∞

–∞
Ēsource(kx, ky; –z0) ei(kxx+kyy+kzz0) dkx dky (2.32)



2.4 Near-field microscopy 19

The near-field probe field at the sample due to the close proximity of the probe is a superpo-
sition of propagating plane waves and evanescent waves as shown in Fig. 2.11. Notably, the
evanescent waves decay in magnitude over the distance. The interaction with the sample is
defined by the transmission function T(x, y), which does not take into account topographic ef-
fects and assumes a very thin sample. The source field after transmitting the sample translates
to:

Esample(x, y, 0) = T(x, y)Esource (2.33)

Figure 2.11: Wave propagation in near-field microscopy. (a) Different planes in the imaging setup of
a near-field microscopy. The detector is in the far-field with z = z∞ ≫ λ. (b) Conceptional sketch of the
frequency spectrum of the near-field imaging source Ēsource propagating from the tip z = –z to the sample
surface z = 0 causing the attenuation of non-propagating high frequency parts of the spectrum. (c) Concept of
the far-field propagation of the frequency spectrum of the sample response function T̄ through the interaction
with the near-field source spectrum at the sample surface Ēsource. The interaction leads to the shifting of high
frequency components k∥ ≫ k to a frequency range in which they can propagate to the far-field and can be
recorded by the detector. The figure was adapted from [25].

In Fourier space the multiplication of the transmission function with the source field becomes
a convolution25 with T̄(k′x, k′y) being the Fourier transform of T and k′x,y = κx,y – kx,y.

Ēsample(κx,κy, 0) =
∫∫ ∞

–∞
T̄(κx – kx,κy – ky)Ēsource(kx, ky; 0) dkx dky,

=
∫∫ ∞

–∞
T̄(κx – kx,κy – ky)Ēsource(kx, ky; –z0) eikz1z0 dkx dky

(2.34)

To further simplify the interaction between the sample and the source field. The interaction
is described as an infinite number of interactions between the discrete spatial frequencies
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δ of the source field and the sample and the resulting far-field detector signal as shown for
three different spatial frequencies δ(k∥), δ(k∥ – k) and δ(k∥ – 2k) in Fig. 2.11.

Ēsource(kx, ky, 0) =
∫∫ ∞

–∞
Ēsource(k̃x, k̃y; 0) δ(k̃x – kx) δ(k̃y – ky) dk̃x dk̃y (2.35)

Each interaction of the discrete frequencies with the sample and the ensuing detector signal
can be understood in a separate event25. A discrete source with a single spatial frequency
k∥ = (kx, ky) will displace the transverse wavevector of the sample k′∥ by

κ∥ = k∥ + k′∥ (2.36)

meaning that it translates the spectrum T̄ by k∥. The frequency δ(k∥) displayed in Fig. 2.11c
represents the case of a plane wave in normal incidence on the sample and does not shift the
original spectrum25. The case of δ(k∥ – k) manifests a plane wave with the largest transverse
wavenumber resulting in a plane wave parallel to the sample surface. The original sample
function gets shifted by k resulting in a detectable frequency range of k′∥ = [k . . . 2k]. Again,
this is just a conceptional discussion as a plane wave parallel to the incidence must have a
zero amplitude value25. The case of an evanescent wave is described by δ(k∥ – 2k) resulting in
a shift of T̄ by 2k resulting in the spatial frequency range of k′∥ = [2k . . . 3k] being detectable
in the far-field. Ultimately, high spatial frequencies from the source plane are combined
with high spatial frequencies of the sample to attain a difference wavevector that is small
enough to propagate in the far-field and can be detected25. Thus, by employing a near-field
probe with an evanescent field that contains a large bandwidth of spatial frequencies the
normally non-propagating near-fields of the sample become detectable. Moreover, the better
the near-field confinement and as a result the higher the spread of the spatial frequencies the
higher the attained spatial resolution of the sample. The above discussion can be employed
to assess the attainable resolution by a near-field probe by the following equation25.∣∣∣k′∥,max + k∥,max

∣∣∣ = 2πNA
λ

(2.37)

The wavevector spread of the near-field probe is mainly defined by the lateral dimension L of
either an aperture or the tip apex resulting in the highest spatial wavevectors being around
k∥,max ≈ π

L
25, which results in the following maximal wavevector:

k′∥,max ≈
∣∣∣∣πL ∓ 2πNA

λ

∣∣∣∣ (2.38)

Especially in the infrared range the last term of the equation can be neglected as L ≪ λ.
Therefore, the confinement of the near-field by the diameter of the probe is the main factor
that restricts the detection bandwidth and thus the attainable resolution. On the other hand,
by achieving intense near-field confinement the evanescent waves decay more rapidly leading
to a smaller probing volume restricting subsurface investigations25. At the same time, it is
important to remember that the detection range is restricted to [-k...k], resulting in an mix
of high and low spatial frequencies making image construction difficult. After this general
discussion the question arises how these high frequency wavevectors can be utilized in a
practical microscope.

2.4.2 Practical implementation of near-field microscopes

The two most common experimental implementations of near-field microscopes are aperture
scanning near-field optical microscopy (a-SNOM) and scattering-type scanning near-field
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optical microscopy (s-SNOM)25. A key commonality between these microscopy techniques,
which is at the same time also the basis for their superresolution microscopy mechanism, is
the use of nanoscale scanning probes on the basis of tapping mode atomic force microscopy
(AFM) as displayed in Fig. 2.12. In this technique a cantilever with a nanoscale probe is driven
near its mechanical resonance frequency through a piezo element.

Figure 2.12: Sketch of a tapping mode AFM and comparison of a-SNOM and s-SNOM. (a) Sketch of
the working principle of a tapping mode AFM with the oscillating cantilever the deflection laser and the diode
detector and the feedback electronics, which control the z-movement of the sample table and lead to a recording
of the topography. The a-SNOM principle (b) is based on a tapered dielectric fiber with a subwavelength
aperture on the end. The subwavelength aperture creates an evanescent wave, which enables the investigation
of the sample surface with a resolution of the aperture size below the diffraction limit. The fiber is coated
with a reflective metal on the sides to minimize the loss of intensity. (c) S-SNOM is based on the detecting the
backscattering EScat of a incoming focused laser beam EIn, which carries the material specific information of
the sample beneath the apex of the tip with deep subdiffraction resolution limited by the tip radius.

The tip periodically and intermittently touches the surface of the sample through the driving
motion. A laser is focused onto the back of the reflective cantilever, and its reflection is
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captured by a quadrant photodiode. The photodiode detects positional changes in the laser
beam, generating a signal that corresponds to the oscillation amplitude of the cantilever. The
feedback electronics in combination with a PID-controller continuously monitors the detected
amplitude of the cantilever oscillation and compares it to a defined setpoint value, which
controls the force applied to the sample. The PID-controller regulates the z-height of the
sample scanner to maintain a constant tapping amplitude and stable tip-sample-interaction.
The recorded variations in z-height are used to construct a high-resolution topographical
map of the sample.
In near-field microscopy, the AFM feedback mechanism enables a correlative measurement
of the surface topography in combination with the optical contrast and ultra-fine control
of the tip sample distance crucial for optical near-field measurements. In general, both
methods are inherently surface-sensitive, as they probe the sample area located in the optical
near-field region. In a-SNOM a tapered, dielectric fiber is used as a scanning probe with
additional metal coating to reduce the leakage of light. At its apex the fiber is tapered to
a size smaller than the probing wavelength. This confinement results in the propagating
modes to become imaginary. The light passes through a subwavelength aperture in the metal
coating of radius r, which defines the optical resolution of the microscope. Importantly, this
principle leads to a background free near-field optical image as the imaging is purely based
on the evanescent field from the fiber aperture25. However, at the same time the aperture
results in a strong cut-off effect of the transmission intensity of I ∝ (r/λ)4 resulting in a very
strong decrease in transmission power for small apertures and long wavelength27,28. This
cut-off effect leads to limited use of the a-SNOM technique in the MIR-regime as very high
laser intensities are necessary for imaging, which are not compatible with the structural
integrity of the fiber. Moreover, fiber technology in the MIR-range is still not as mature as in
the VIS-range. Nevertheless, a-SNOM is regularly employed in the UV-VIS and NIR-regimes
achieving resolutions of around λ/1029.
In contrast, to the high transmission intensity loss in a-SNOM in the MIR-regime the s-
SNOM technique can be flexibly applied over a wide wavelength range from UV-VIS to the
THz-regime and does not suffer from a strong wavelength dependent intensity loss as the
near-field imaging mechanism is based on the elastic scattering of light on the tip as shown
in Fig. 2.12b. For this method, the resolution is exclusively defined by the radius of the apex
of the tip. S-SNOM commonly achieves 20 nm resolution with commercially available tips27.
However, in comparison to a-SNOM the near-field signal of s-SNOM is convoluted with a
much higher background signal and the great engineering challenge lies in the extraction
of the “true” near-field signal from the much stronger background signal originating from
the far-field laser illumination of the tip. Overall, s-SNOM is the superior method for the
MIR- and THz-regime due to a much better signal-to-noise-ratio of the technique. For the
UV-VIS and NIR ranges a-SNOM and s-SNOM are wieldy used in research. Therefore, we
employ s-SNOM as our method of choice in this thesis to conduct nanoscale MIR-imaging
and spectroscopy and will focus in the following on the intricate details of how to extract the
desired near-field signal from the always present background signal.

2.4.3 Fundamentals of near-field imaging in s-SNOM

In s-SNOM, the metallic tip is polarized through the incoming homogeneous p-polarized
electromagnetic field Ein and acts as an optical antenna concentrating the light at the apex
of the tip. This antenna focusing effect is wavelength independent and mainly based on
the geometric lightning rod effect of the sharp tip, which leads to a charge accumulation at
the apex of the tip with an associated intense field enhancement. This effect enables even
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nanoscale near-field microscopy using a wavelength of 118 µm (2.54 THz)29 as displayed in
the numerical simulation in Fig. 2.13a. In the MIR to UV-VIS range plasmonic enhancement30
and antenna mode effects31 can further increase field confinement at the apex of the tip
leading to an even stronger enhancement of the near-field signal of the sample. The polarized
tip scatters the incoming light Ein as shown in Fig. 2.13b, which can be described by a complex
valued scattering coefficient σ with Ein = ei(kx–ωt) and Escat = sei(kx–ωt+φ):

σ = seiφ =
Escat
Ein

(2.39)

When the tip is in sufficiently close proximity to the sample (z ≪ λ), such that the tip’s
near-field interacts with it the backscattered field Escat is modified by a sample induced
near-field scattering term σnf that contains the material information of the sample as shown
in Fig. 2.13c.

Figure 2.13: Far-field and near-field scattering behavior of a s-SNOM tip. (a) Numerical calculated
field distribution at the apex of a s-SNOM tip being illuminated with 2.54 THz (118 µm) p-polarized laser
radiation. The simulation shows a 25-fold field enhancement and a confinement of the light by several orders of
magnitude. (b) Conceptional sketch of the scattering process of light at the s-SNOM tip being out of contact
from the sample. The incoming p-polarized laser light Ein induces a dipole p0 in the tip, which scatters light
back to the detector in the far-field Efar–field. (c) Displays the case, when the tip comes in close proximity to
the sample. In this situation the distance between the tip and the sample is much smaller than the wavelength
of light and usually on the scale of several tens of nanometers. At this distance the far-field induced dipoles
interacts with the sample and induces a mirror dipole in the sample p’, which in turn interacts with the tip
creating a sample induced dipole pi in the tip. Crucially, this sample induced dipole modifies the scattering
behavior of the tip with the response of the sample below the apex of the tip. In s-SNOM the extraction of the
sample induced backscatttering ENear–Field from the background scattering Efar–field gives the nanoscale sample
response. Fig. 2.13a is adapted with permission from ref. [29]. Copyright 2008 American Chemical Society.

In this case, the backscattering term is a convolution of the background scattering Ebg from
the diffraction limited far-field laser spot and the desired near-field scattering term Enf .

Escat = Enf + Ebg = (σnf + σbg)Ein (2.40)

The crucial near-field interaction with the sample, which enables the nanoscale MIR-imaging
and spectroscopy of the sample, can be understood in the framework of the simple analytical
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point dipole model (PDM), which is displayed in Fig. 2.14a11. The backscattered light Escat
is influenced by the effective polarizability αeff of the tip, which is the key variable that
accounts for the near-field interaction between the tip and the sample. In combination with
the Fresnel reflection factor of the surface reflectivity r the dependence between the incoming
and scattering field can be described as follows32:

Escat ∝ αeff(1 + r)2Ein (2.41)

In the model the tip is approximated as a sphere with an radius a equal to the apex radius.
This sphere becomes polarized through the incoming electromagnetic field Ein, which can be
expressed through the following equation 2.42.

p0 = αEin (2.42)

The polarizability α of the sphere in air is defined by the following equation 2.43 with the
dielectric function of the metal tip ϵt33.

α = 4πa3
ϵt – 1
ϵt + 2

(2.43)

This induced dipole and associated bound evanescent wave at the apex of the tip scatters the
light. When the tip comes in close enough proximity to the sample surface the tip dipole p0
induces an image dipole p′ in the sample32, which can be described with equation 2.44.

p′ = βp0 (2.44)

The sample polarization can be described by the sample response function β relating the
strength of the mirror dipole to the quasi-electrostatic reflection coefficient of the sample
with the sample permittivity ϵs by the following relation32:

β =
ϵs – 1
ϵs + 1

(2.45)

In return, the mirror dipole in the sample acts back on the probe inducing an additional
polarization pi in the tip and modifying the light scattered by the tip. This increased polar-
ization acts back and strengthens the sample’s mirror dipole, which in return increases the
polarizability of the tip resulting in a coupled tip-sample system as shown in Fig. 2.14. The
effective polarizability of the near-field coupled dipoles with a tip-sample distance of z in the
electrostatic limit is given by32,33:

αeff =
α

1 – αβ
16π(a+z)3

(2.46)



2.4 Near-field microscopy 25

Figure 2.14: Tip modulation of the background and near-field signal. (a) Sketch of the point dipole model
system with the modulated tip-sample distance z and a tip radius of a. The far-field induced tip dipole p0 and
the mirror dipole p′ are shown in red and blue respectively. For the analytical calculations a tip diameter of
a = 60 nm and a tapping amplitude A = 100 nm is used. (b) Approach curve of the tip to the sample surface
displaying the different decay behaviors of near-field (NF) in blue and far-field background signal (BG) in red.
(c) Periodic modulation of the tip distance z through the tapping movement of the tip at the tapping frequency
Ω. (d) Corresponding modulation of the near-field and far-field scattering coefficient σ through the tip motion.
(e) Near-field and far-field signal demodulated at higher harmonics of the tapping frequency nΩ.

The closer the near-field probe is located to the sample, the stronger the near-field interacts
with the sample and in turn the strength of the induced mirror dipole. In general, the accuracy
can be improved by extending the approach to the finite dipole model, which describes the
tip as an elongated spheroid32.
Nevertheless, this discussion underlines the fact that for near-field microscopy only the
near-field induced mirror dipole scattering Enf is of interest and needs to be isolated from
the far-field induced tip scattering Ebg. Importantly, in an experiment the detector measures
the intensity of the backscattered signal Idet and not the electric field Escat resulting in the
following convolution of near-field and far-field backscattering at the detector consisting
of additive background contribution |Ebg|2 and a multiplicative background contribution
EnfE∗bg + E∗nfEbg

34.

Idet ∝ Iscat ∝ |Escat|2 = |Enf + Ebg|2 = |Enf|2 + |Ebg|2 + EnfE
∗
bg + E∗nfEbg (2.47)

The AFM is operated in tapping mode with an oscillation frequency of Ω ≈ 250 kHz in
order to separate near-field from background signal. The harmonic tapping movement
can be expressed in the following form z(t) = z0 + A(1 + cos(Ωt)) with A being the tapping
amplitude of the AFM and z0 being the minimum tip sample distance as displayed in Fig. 2.14c.
Equation 2.46 shows that αeff and as a result the near-field scattering depends non-linearly on
the tip distance. In contrast, the background scattering changes due to the spatial variation of
the incoming electromagnetic field Ein, which is on the length scale of the wavelength of the
incoming light. Because the tapping amplitude is of only about 80 nm the background signal
can be approximated to change linearly with tip-sample distance. This signal behavior can
also be seen from approach curves as the one displayed in Fig. 2.14b. The modulation of the
background scattering is sinusoidal and has the same form as the tip oscillation z(t), whereas
the near-field scattering is anharmonic as shown in Fig. 2.14d. This difference in modulation
behavior of far-field and near-field is one of the keys of separating near-field from far-field
scattering. The near-field and background scattering coefficients can be expressed as a nth
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order complex-valued Fourier series:

Idet ∝

∣∣∣∣∣
∞∑

n=–∞
(σnf,n + σbg,n)einΩt

∣∣∣∣∣
2

(2.48)

The non-linearity of the near-field scattering signal results in stronger signal contributions
in the higher harmonics of the tip oscillation nΩ, whereas the far-field background scattering
mainly contributes to the oscillation frequency Ω with weak signal contributions in the
higher harmonics as shown in Fig. 2.14e. Through the use of a lock-in amplifier card and the
demodulation of the detector signal at a higher harmonic (n ≥ 2 for the MIR wavelength) the
additive background scattering term |Ebg|2 in equation 2.47 can be eliminated. However, due
to the fact that the intensity is measured at the detector the demodulated intensity signal
In still contains background signal contributions mixed with the pure near-field signal Enf,n
through the multiplicative background term as expressed with the following equation 2.49.

In ∝ |Enf,n|2 + Enf,nE
∗
bg,0 + E∗nf,nEbg,0 (2.49)

As the properties of the background scattering are unknown a reference field Eref in combi-
nation with the demodulation procedure needs to be introduced to extract the pure near-field
scattering term, which comes with the added benefit of being able to detect the decoupled
optical near-field amplitude sn and phase φn. In the following the interferometric detection
scheme will be introduced that allows the background free MIR near-field imaging with a
narrow-band laser source.

2.4.4 Pseudo-heterodyne near-field detection

The pseudo-heterodyne (Ps-Het) interferometric detection method is the basis for background
free near-field imaging with a narrow band laser source. The term describes an interferometer
technique, which is based on a frequency shifted reference beam with known properties11.
The method eliminates the multiplicative background term that still exists even after the
demodulation of the detector signal. It also reconstructs the optical phase φn and amplitude
sn from the detected optical signal as well as increases the SNR through interferometric
enhancement35,36. This detection scheme is based on a modified asymmetric Michelson-
interferometer as shown in Fig. 2.15, which consists of a reference armwith amirrormodulated
at a frequency M ≪ Ω and a second interferometer arm housing the tip.
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Figure 2.15: Asymmetric Michelson interferometer setup. The asymmetric Michelson-interferometer is a
modification of the standard Michelson-interferometer that is displayed in Fig. 2.3 with the sample placed in
one of the interferometer arms. This modification enables the detection of an optical phase delay ∆φ induced
by the sample.

The backscattered light from the tip and the modulated reference beam is recombined at the
beamsplitter and the intensity of the beam is registered. The intensity signal of the detector
can be defined by the following equation 2.50, which is a modification of equation 2.47 with
the addition of the term of the reference wave Eref .

I ∝
∣∣∣Enf + Ebg + Eref

∣∣∣2 = (
Enf + Ebg + Eref

)(
Enf + Ebg + Eref

)∗
(2.50)

The electromagnetic field of the reference beam, which is displaced through the mirror
movement in the following form d(t) = dref +∆d sin(Mt) can be expressed by the following
equation 2.5136:

Eref = Arefei(γ sin(mM)t+Φref) (2.51)

Aref is the amplitude of the reference field Eref, M is the modulation frequency of the piezo
mirror vibration, Φref is the average optical path difference between the tip signal and the
reference beam and γ is the phase-modulation depth through the mirror displacement given
by the following expression36:

γ = 4π ·∆d/λ (2.52)

Notably, the phase-modulation depth γ is dependent on the wavelength of the laser source λ
and needs to be recalibrated for every new laser frequency employed in near-field imaging
experiments. Furthermore, this fact also hinders the use of the Ps-Het detection for broadband
spectroscopy with many laser lines. To simplify the reference field expression equation 2.51
is expanded in terms of plane-wave components by the Jacobi-Anger expansion with a
oscillatory term that is linear in time and the Bessel functions Jm36:

Eref = Aref

∞∑
m=–∞

Jm(γ)eim(Mt) (2.53)

The resulting detector signal IDet of the demodulated tip signal in combination with the
modulated reference beam results in a complex frequency spectrum as displayed in Fig. 2.16



28 Fundamentals

and can be described by the following Fourier coefficients36:

IDet ∝ Aref

∞∑
n=–∞

∞∑
m=–∞

In,mei(nΩ+mM)t (2.54)

Figure 2.16: Simulation of a time and frequency spectrum of the pseudo-heterodyne modulated
detector signal. The time (a) and frequency spectrum (b) was simulated with a phase modulation depth
of γ = 2.63. The frequency spectrum displays the splitting of the tip frequency demodulated signal nΩ into
several side bands Yn and Xn, which can be utilized for the extraction of the background free optical near-field
amplitude and phase. The Figure is taken from [36].

In this complex spectrum the multiplicative background term σnf,nσbg,0 is entirely contained
in In,0 and suppressed. In contrast, the sidebands of the following frequency fn,m = nΩ + mM
are chosen as demodulation frequencies of the detector signal IDet. The first sideband (e.g.
Y2 → 2Ω + 1M) relates to the imaginary part and the second sideband (e.g. X2 → 2Ω + 2M)
to the real part of σnf,n with the following relations36.

Yn = –2iAref Im
{
Enf,n

}
J1(γ) (2.55)

Xn = 2Aref Re
{
Enf,n

}
J2(γ) (2.56)

In order to determine the Bessel functions that scale the sideband signal the microscope is
operated at a defined phase modulation depth y = 2.63, where the two Bessel functions are
equal J1(γ) = J2(γ) as this leads to the best SNR characteristics of the detection scheme the
so-called optimal performance setting36. When inserting this requirement in equation 2.52
the following laser wavelength dependent reference mirror displacement relation is obtained:

∆d ≈ 0.21 · λ (2.57)

The pure demodulated near-field amplitude snf,n and phase φnf,n with a correctly calibrated
interferometer are then attain by the following relations with AR,l being a proportionality
constant36:

snf,n =
1

2AR,l · J1(γ0)
·
√
|Xn|2 + |Yn|2 (2.58)

φnf,n = atan2(Yn,Xn) (2.59)
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This powerful detection scheme is perfectly suited for near-field imaging of chemically
specific resonances of materials by using monochromatic or narrow-band laser sources and
is discussed in its practical implementation in the method section of this thesis. However,
the detection method breaks down when using broadband MIR-Laser sources. In this case
an interferometer scheme oriented on the classical FTIR-spectrometer is employed and is
commonly known as nano-FTIR, as it enables the nanoscale acquisition of FTIR-spectra.

2.4.5 Nano-FTIR spectroscopy

The optical setup for nano-FTIR spectroscopy is similar to the Ps-Het detection scheme.
However, whereas the reference beam in the asym. Michelson-interferometer is modulated
through a vibrating piezo mirror at a high frequency M, the reference beam in the nano-
FTIR setup is displaced in discrete steps to attain an interferogram in analogy to classic
FTIR-spectroscopy. The asym. FTIR setup has two major advantages, for one a strong
signal enhancement can be achieved through interferometric gain, which also applies to
the Ps-Het detection mode. As the multiplicative term of the near-field scattering and
reference signal is detected amounting to I ∝

√
Iref IScat and not only the weak tip signal IScat,

which leads to an enhancement of the total detected power of several orders of magnitude37.
Furthermore, it enables to decouple optical amplitude sn and the optical phase shift ∆φ
induced through interaction with the sample38. The phase shift ∆φ is normally lost in the
classical interferometer scheme as both the reference beam and the sample beam interact
with the sample and thus would cancel out the phase shift ∆φ. Another crucial difference
to a classic symmetric FTIR-setup is the fact that the interferograms attained by nano-FTIR
are asymmetric around the zero point of the OPD and only one half of the interferogram
contains information about the sample39. Thus, spectral acquisition time can be saved when
only the left half of the interferogram is recorded. The detector signal can be described in
analogy to the detector signal for the Ps-Het detection method by the following equation
with c.c. indicating the complex conjugates of the three terms in parenthesis.

I ∝ |Enf |2 + |Ebg|2 + |Eref |2 +
(
EnfE

∗
bg + EnfE∗ref + EbgE

∗
ref

)
+ c.c. (2.60)

In parallel, higher order signal demodulation is employed to eliminate the additive background
leading to the following demodulated detector signal.

In ∝ |Enf,n|2 +
(
Enf,nE

∗
bg,n + Enf,nE

∗
ref

)
+ c.c. (2.61)

The multiplicative background term is eliminated by considering that the Fourier-Transform
in relation to the mirror displacement position x and the limit of the reference mirror ±d0 is
calculated as shown in the following equation.

sn ∝
∫ d0

–d0
dx eiωx

[
|Enf,n|2 +

(
Enf,nE∗bg,n + Enf,nEref (x)∗

)
+ c.c.

]
(2.62)

The relation shows that the mirror position dependency only appears in the pure near-field
term Enf,nEref (x)∗. In contrast, the expressions |Enf,n|2 and Enf,nE∗bg,n do not have a mirror
position dependency, which leads to the elimination of these multiplicative background
terms during the computation of the spectrum as they do not contribute to the spectral
components. Therefore, a background free interferometric enhanced signal is attained after
the Fourier-Transformation of the higher order demodulated detector signal. Equivalent to
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classic FTIR-spectroscopy the recorded nano-FTIR spectrum needs to be normalized to a
background spectrum to eliminate the instrumental response function and attain the complex
valued scattering coefficient of the near-field signal σnf (ω) = snf (ω) · eiφnf (ω). For this process
a near-field spectrum is recorded on a spectrally flat substrate like a gold mirror or a piece
of silicon with the equivalent operation parameters like same tip, tapping amplitude and
laser source settings. The normalized near-field amplitude is given as sn,Sample/sn,ref and
φn,Sample–φn,ref . In literature38, it is well accepted that for weak oscillators such as polymers
or biomolecules the optical amplitude sn relates to the reflectivity of the sample and the
optical phase φn relates to the absorption of the sample. The infrared absorption can be
calculated through the following relation.

αn(ω) = Im[ηn(ω)] = Im
[

σn(ω)
σn,ref(ω)

]
=

Sn(ω)
Sn,ref(ω)

sin
(
φn(ω) – φn,ref(ω)

)
(2.63)

2.4.6 Near-field tomography

The s-SNOM technique is not only applicable to the surface investigation of thin samples but
can be used to decipher sample sections buried up to around 100 nm underneath the sample

Figure 2.17: Near-field signal behavior for sub-
surface tomography. (a) Sketch of different de-
modulated near-field orders (φn) penetrating a cap-
ping layer for subsurface near-field investigation.
(b) Idealistic signal behavior of the different de-
modulation order with regards to a subsurfaceMIR-
sample absorption.

surface40,41. Furthermore, research has demon-
strated that depth resolved sample information
can be extracted by using different demodulation
orders of the tip signal, which differ in their prob-
ing depth as shown in the sketch in Fig. 2.17. This
behavior of the demodulated signal orders has
the potential to enable a 3D reconstruction of
the samples dielectric function42. Importantly, it
was observed that the near-field MIR peak posi-
tions shift to lower wavenumbers with increas-
ing probing depth with the effect being stronger
for higher demodulation orders40. This effect
has been measured on quasi-infinite layered sys-
tems and is expected to be less pronounced for
systems, which have a smaller lateral expansion
than the illumination wavelength. The spectral
shift is dependent on the oscillator strength of
the bond vibration and can result in negligibly
small shifts (ωshift < 1cm–1) for weak molecu-
lar vibrations to several wavenumbers for strong
molecular vibrations such as a carbonyl-vibration
in PMMA40. In addition, the subsurface probing
of buried structures is connected with a loss in
resolution and SNR due to the exponential decay
of the near-field, which results in less material
probed due to lower near-field interaction. This
effect is again stronger for higher demodulation
orders as the field is stronger confined to the tip
at higher demodulation orders. Interestingly, an-
alytical modeling has shown that for subsurface spectroscopy the apex-near part of the tip
shaft is important for the tip-sample interaction, which provides longer reaching evanes-
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cent waves, highlighting the choice of s-SNOM tip as an important factor for subsurface
s-SNOM40,43. Finally, especially important for capping layer based liquid s-SNOM methods,
as the one introduced in chapter 6, the probing depth, spectral peak height and spectral
shifts reduce with increasing permittivity and thickness of the capping layer40. Overall, this
introduction to the fundamentals of FTIR-spectroscopy and s-SNOM provides an overview of
the capabilities of infrared based microscopy. Next, the question will be addressed, how these
systems a technically implemented in this thesis.
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Methodology

3.1 Far-field infrared spectroscopy

This thesis utilizes two far-field infrared microscopes for hyperspectral imaging of samples.
One of them is a FTIR microscope with a broad spectral range, albeit with a low SNR due to a
weak thermal blackbody radiation source. The other is a quantum cascade laser (QCL-IR)
microscope, which operates with a more restricted spectral range because it is based on a
tunable laser system. However, the laser based source increases the SNR of the acquired
hyperspectral images and leads to a much faster acquisition time. In the following section
both microscopes are discussed in their technical details.

3.1.1 FTIR imaging microscopy

The FTIR-microscope used in this thesis consists of a FTIR spectrometer (Vertex 80v, Bruker
optics, Ettlingen, Germany) coupled to an MIR-microscope (Hyperion 3000, Bruker optics,
Ettlingen, Germany). The complete setup, comprising the spectrometer and the microscope,
is illustrated in Fig. 3.1a. The light source is a blackbody radiation thermal emitter, based on
a u-shaped silicon carbide rod, producing a broad band MIR emission spectrum as shown
in Fig. 2.4. The light is polarized through a polarizer in the beam path and then focused
on the sample with a reflective 15x Cassegrain objective (NA = 0.4) as shown in Fig. 3.1b.
This objective enables achromatic focusing across a wide range of wavelengths. Notably, the
objective illuminates the sample with an angular spread ranging from about 12° to 23.6°44.
The reflected IR light from the sample is detected by a liquid nitrogen cooled FPA detector
with 64 × 64 pixels, covering a FOV (Field of view) of 170 µm × 170 µm. To attain a larger
FOV, 3 × 3 or 4 × 4 image arrays were stitched together, resulting in an expanded FOV of
510 × 510 µm2 and 680 × 680 µm2, respectively. Each pixel represents an area of 2.7 µm2

on the sample. However, the lateral imaging resolution is further diminished due to a 2 × 2
binning (four pixels are averaged into one larger pixel) applied in this thesis to increase the
SNR of the recorded hyperspectral data cube. The hyperspectral data cubes were recorded at
a spectral resolution of 4 cm–1 and are made of 4096 single spectra arranged in a 2D array and

33
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relating to the pixels of the FPA detector. In addition to binning, an averaging of 256 scans
was performed to further improve the SNR of the recorded spectra. Overall, the recording
of the hyperspectral data cubes presented in chapter 5 required approximately three hours
acquisition time with the aforementioned settings. To minimize atmospheric absorption, the
sample was placed in an acrylic glass box and purged with dry nitrogen. The sample spectra
are normalized to a reference hyperspectral datacube recorded on a gold mirror inside the
acrylic box.

Figure 3.1: FTIR microscope setup. (a) The microscopy setup consists of a microscope coupled to an IR
spectrometer with a Michelson-interferometer and a thermal MIR light source. For hyperspectral imaging, a
liquid nitrogen-cooled FPA detector with 64 x 64 pixels is employed alongside a parabolic mirror (PM) serving
as a collimator positioned before the detector and light source. The MIR light is focused onto the sample using a
reflective Cassegrain-objective (NA = 0.4) (b), resulting in angled illumination of the sample.

3.2 Quantum cascade laser-based infrared (QCL-IR) mi-
croscopy

The second far-field IR microscope employed in this thesis is an external cavity QCL-based
wide-field spectro-imaging microscope (Spero, DRS Daylight Solutions Inc., San Diego, USA) as
illustrated in Fig. 3.2. Its laser module is based on four different QCLs covering a wavenumber
range from 950 to 1800 cm–1 (5.56 to 10.55 µm), emitting laser light with a spectroscopic
linewidth of 1 cm–1, controlled via frequency-selective external diffraction gratings. The
physics of a QCL is based on inter-subband electron transitions in a repeated stack of semi-
conductor quantum well heterostructures resulting in the emission of narrowband MIR
radiation45. The laser light is focused using one of two different refractive objectives, with
NA of either 0.7 (high-magnification objective) or 0.3 (low-magnification objective), and
working distances of > 8 mm and > 25 mm, respectively. The corresponding image pixel sizes
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are 1.3 µm and 4.3 µm. The objectives can achieve spatial resolutions of up to < 5µm (high
magnification) and < 12µm (low magnification) for a wavelength of 5.5µm, with a FOV of
650 × 650 µm and 2 mm x 2 mm, respectively. The sample reflectance is recorded at video
rate using an uncooled FPA detector based on µ-bolometer technology with 480 x 480 pixels.
A full spectral data cube, consisting of a 2D array of 480 x 480 spectra (resulting in 230,400
individual spectra), can be acquired across the full spectroscopic range with a resolution of
2 cm–1 in under 1 min. During spectral acquisition, the sample chamber is purged with dry
nitrogen gas, and the data is normalized to a clean flat gold mirror to eliminate atmospheric
and instrumental contributions to the sample spectra.

Figure 3.2: QCL-IR microscope setup. The microscope setup consists of a laser module, a beam path with a
either high-NA (0.7) or low-NA (0.3) focusing objective, a sample stage and an uncooled FPA detector. The laser
module contains four QCL-chips, which can be rapidly tuned between different emission wavelengths using
external gratings that adjust the QCL chip’s emission. The uncooled FPA detector has 480 x 480 pixels allowing
rapid acquisition of a spectral datacube.

3.3 Scattering-scanning near-field microscopy

In this section, the technical details of conducting s-SNOMmeasurements are explained. First,
the laser sources are introduced, which have been employed in combination with the s-SNOM
to conduct the optical measurements. Second, the measurement modes of reflection and
transmission s-SNOM are described. Then, the liquid s-SNOM method is introduced, which
forms the basis for chapter 6. Finally, the last subsection provides an in-depth discussion of
the sample preparation techniques.
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3.3.1 Laser light sources

The different spectral ranges of the MIR lasers are shown in Fig. 3.3. For s-SNOM imag-
ing, a laser power of around 4 to 6 mW is commonly accepted as the optimal power level.
Therefore, all of the lasers employed for s-SNOM imaging are attenuated by an infrared grid
attenuator (Lasnix, Berg, Germany), which functions based on the diffraction of MIR light.
The attenuators also protect the laser source from back reflections that can damage the laser
resonator.

Figure 3.3: Spectral range of MIR lasers utilized for s-SNOM measurements. Three different MIR lasers
are employed in this thesis, each with a substantially different spectral range. The QCL has the narrowest
spectral coverage, ranging from 1315 to 1754 cm–1, with single-wavenumber spectral emission. The nano-FTIR
laser has a spectral range from 700 to 2100 cm–1. However, its emission spectrum covers only 800 cm–1 at
a time, and the laser must be retuned to change the spectral position. The broadest coverage is provided by
the Stuttgart Instruments laser, which offers a spectral range from 625 to 2380 cm–1 in the MIR region, with a
possible extension into the NIR range.

Quantum cascade laser:
The QCL (MIRcat, DRS Daylight Solutions Inc., San Diego, USA) employed in this thesis is
very similar to the laser source in the QCL-IR microscope. The laser is due to the narrowband
emission utilized for Ps-Het imaging of chemically specific resonances. The laser range
covers most of the fingerprint region of the MIR spectrum, ranging from 1315 to 1754 cm–1.
Importantly, the emission is based on two QCL chips with emission ranges from 1315 to
1457 cm–1 and 1465 to 1754 cm–1. The emission power, normally around 100 mW, drops off
significantly toward the edges of the chip emission range, and laser operation can become
unstable, making it difficult to conduct s-SNOM imaging at edge of the spectral range.
Furthermore, due to the narrowband nature of the emission spectrum of 1 cm–1, s-SNOM
imaging can be unstable, if an atmospheric resonance of water vapor interferes with the QCL
emission signal. Often, changing the wavenumber by 1 to 2 cm–1 is sufficient to regain a
stable s-SNOM signal.
Stuttgart instrument optical parametric oscillator:
The laser is an ultrawide tunable low-noise MIR laser, which is based on a Yb solid state
oscillator. The pump laser, pumps a fiber-feedback optical parametric oscillator (FFOPO)
and a optical parametric amplifier (OPA) as displayed in Fig. 3.446,47. The OPO output of
the signal and idler are focused on a nonlinear AgGaSe2-crystal, which creates through a
difference frequency generation (DFG) process a 100 cm–1 broad spectral output, which can
be gaplessly tuned from 4.2 to 16 µm46,47. For chemically specific Ps-Het imaging the output
is limited to 10 cm–1 spectral width by a grating monochromator as shown in Fig. 3.4b. The
low-noise and highly stable output is crucial for conducting the transient MIR-time traces
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displayed in chapter 6, which could not be reliably conducted with the above introduced
QCL.

Figure 3.4: Setup and output spectrum of the Stuttgart Instruments laser. (a) Sketch of the optical setup
of the Stuttgart instrument laser. A Yb solid-state laser is used as a pump source with central wavelength of
1048 µm from which part of the output power is used to pump a fiber-feedback optical parametric oscillator
(FFOPO) and the other part to pump a optical parametric amplifier (OPA). The signal and idler are combined
on a AgGaSe2 crystal to generate a DFG signal. (b) FTIR spectrum of the spectral output of the MIR stage of
the Stuttgart instruments laser after going through the monochromator. The FWHM is approx. 10 cm–1 with
a central tuning wavelength at 835 cm–1. Note that the oscillations besides the central peak of the laser are
artefacts caused due to the finite length of the FTIR stage.

nano-FTIR laser (broadband difference frequency generation source):
In contrast to the narrowband MIR-lasers discussed above the nano-FTIR laser (FFdichro-
midIR-NEA 31002, Toptica Photonics, Martinsried, Germany) is used because of its broad
spectral range. The laser is based on difference frequency generation (DFG) in a GaSe crystal
by two Er fiber amplifiers18 with an emission wavelength of 1.55 µm as shown in Fig. 3.5.
One of the two beams passes through a nonlinear fiber to attain a supercontinuum spectrum,
which can be tuned between 1.7 to 2.23 µm18. The beams are superimposed on a dichroic
reflector and focused on the GaSe crystal to generate the DFG emission. The MIR beam is
filtered by a low-pass filter to prevent heating of the s-SNOM tip from high frequency spectral
components. A total output power of approx. 400 µW can be measured with an overall
spectral range of around 800 cm–1 with a maximum output power wavelength depending on
the chosen emission mode as shown in Fig. 3.5b. Depending on the desired infrared resonance
the laser needs to be tuned to the correct mode, whereby the retuning process of the laser
takes about 1 to 2 min.

Figure 3.5: Setup and output spectra of the nano-FTIR laser. (a) Layout of the nano-FTIR laser based on
the difference frequency generation of two superimposed light pulses emitted from Er-doped fiber lasers at a
GaSe-crystal leading to a broadband coherent MIR-radiation. (b) FTIR spectra of the operating modes of the
nano-FTIR laser with different spectral positions.
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HeNe laser:
In general, the alignment of MIR-lasers in the s-SNOM setup can be challenging due to the fact
that the MIR beams cannot be seen with the naked eye and that liquid crystal detector cards
commonly only function with a power of > 10 mW. Therefore, a HeNe-laser (Modell 1125P,
Lumentum, Milipitas, United States of America) with a emission wavelength of 632.8 nm and
an output power of 5 mW is utilized as an alignment laser on which the MIR lasers can be
superimposed. This simplifies and accelerates the alignment process of the MIR-lasers on the
s-SNOM tip as most of the rough alignment can be performed with the visible laser.

3.3.2 Reflection-mode scattering-scanning near-field microscopy

The near-field microscopy studies in this thesis are conducted on a commercial s-SNOM
system (neaSCOPE, attocube systems AG, Haar, Germany), which is operated in reflection
mode for nano-FTIR and Ps-Het measurements in chapter 5 and 6. In all imaging modes, the
microscope simultaneously acquires AFM tapping-mode images containing the topography
(z), mechanical amplitude (AMech), and mechanical phase (φMech) correlated with concur-
rently recorded optical near-field microscopy images. The tapping amplitude is regulated
by a feedback mechanism that uses a laser beam reflected off the cantilever’s backside and
detected by a four-quadrant photodiode. In this thesis, all experiments were conducted
with PtIr-coated AFM tips (nanoFTIR-tips, attocube systems, Haar, Germany) with a tip
apex of approx. 50 - 60 nm and a mechanical resonance frequency of Ω ≈ 250 kHz.

Figure 3.6: Angle of illumination of reflection-
mode s-SNOM. The upper parabolic mirror fo-
cuses the laser with a angle of incident to the sur-
face normal of θ = 60◦ on the tip.

The images were recorded with a tapping am-
plitude of around 80 nm and a mechanical set
point of 80%. PID-parameters were chosen such
that the maximal mechanical SNR was attained
on a flat Si-reference sample achieving values of
SNR ≈ 6000. In both Ps-Het and nano-FITR op-
eration an asymmetric Michelson-interferometer
detection scheme is employed. The whole optical
setup with light sources and the different inter-
ferometer schemes are shown in Fig. 3.7. In both
the nano-FTIR and Ps-Het detection schemes, the
asymmetric interferometer is composed of two
arms. In one of the interferometer arms, a mod-
ulated reference mirror is positioned, while the
other arm contains the AFM with the parabolic
mirror focusing optic. In the tip arm, p-polarized
laser light is focused onto the scattering tip with a parabolic mirror (NA = 0.42) at an angle of
incident of θ = 60◦ as shown in Fig. 3.6. The backscattering of the tip is collected with the
same parabolic mirror and recombined with the modulated reference beam at a beamsplitter
made of zinc selenide (ZnSe). The recombined beam is focused with a second parabolic mirror
on an one-pixel liquid nitrogen cooled MCT-detector (IR-20-00103, Infrared Associates Inc.,
Stuart, USA) and the detector signal is demodulated at higher harmonics of the AFM-tapping
frequency nΩ with n > 1. The detector has a bandwidth of > 1 MHz to enable the signal
demodulation at frequencies of around 250 kHz.
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Figure 3.7: Sketch of the experimental s-SNOM setup. The setup consists of the s-SNOM setup, the
data acquisition card (DAQ) electronics and three different MIR-lasers and a visible HeNe-laser for alignment
purposes. The lasers can be coupled into the system by different flip mirrors (FM). All incoming laser beams
can be attenuated by a series of grid attenuators placed before the entry to the microscope. In addition, single
grid attenuators are placed before the reference mirrors (RM) of the interferometer arms of the nano-FTIR and
Ps-Het modules to enable high power illumination of the tip without over saturating the detector with the
reference beam power. The laser beam is focused onto the tip and the respective detectors with a parabolic
mirror (PM). Importantly, nano-FTIR and Ps-Het can not be operated at the same time as the DAQ card and the
parabolic tip focusing is limited in this setup to a single operation mode. The lock-in detection is performed by
the DAQ and the NeaScan software package.

Pseudo-Heterodyne detection: For Ps-Het imaging either the QCL or the Stuttgart Instru-
ment lasers have been employed with p-polarized output. For the Ps-Het demodulation the
referencemirror ismodulatedwith a frequencyM = 300Hz. If both the tip- and reference-beam
are correctly spatially and temporally recombined the detector signal shows a interferogram
like signal, when changing the spatial overlap position through moving the RM. When the
Ps-Het modulation is activated the optical amplitude signal and SNR increases significantly
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due to the interferometric gain as discussed in the chapter 2. To identify the correct vibration
amplitude∆d, a so-called offset sweep is performed, which is based on a small and slow linear
displacement of the reference mirror in the Ps-Het interferometer. This displacement results
in a phase variation ∆φ and allows for the determination of ∆d by observing and reducing
the measured variation in the near-field amplitude sn by adjusting∆d36. After this procedure
a decoupled optical near-field amplitude sn and phase φn image can be recorded. Importantly,
the vibration amplitude ∆d needs to be readjusted, if the imaging wavelength is changed.
Nano-FTIR detection: Both nano-FTIR spectra and the associated white light images were
acquired with the nano-FTIR laser. For the modulation of the OPD a piezo-driven linear
stage with a mirror is employed in one arm of the asymmetric Michelson interferometer and
operated in closed-loop operation with a total operation distance of 800 µm. For white-light
images, used to identify suitable sample regions for nano-FTIR spectroscopy, the reference
mirror position is fixed at d ≈ 0 resulting in no OPD. At this mirror position the simultaneous
interference of all spectral components is maximal and the highest optical amplitude sn can be
detected. The detected signal is the integrated signal In =

∫∞
0 |Re (σn(ω)) dω| of the complex

scattering signal at a given frequency ω over the whole spectroscopic range weighted by
the spectral responsivity of the whole setup and laser source37. As discussed in chapter 2
and in analogy to classic FTIR-spectroscopy, the recorded nano-FTIR spectrum of a sample
is normalized to a reference spectrum recorded on clean Si- or Au-surface. The constant
response of the reference sample yields the spectral characteristics of the setup including
the responsivity of the detector, emission properties of the laser source and transmission
characteristics of the beamsplitter as well as atmospheric absorption of the air and can be used
to eliminate these contributions from the sample spectrum. The normalization procedure is
shown explanatory for a nano-FTIR spectrum recorded on a PMMA thin film normalized to
a Si-reference spectrum displayed in Fig. 3.8. The normalized PMMA spectra clearly show
that the normalized optical phase φ2,norm is analogous to a recorded ATR-FTIR spectrum of
PMMA and relates to the MIR absorption of the sample under the tip. On the other hand, the
optical amplitude s2,norm relates to the reflectivity of the sample.

Figure 3.8: Normalization of nano-FTIR spectra. (a, b) Optical amplitude (s2) and phase (φ2) of a nano-FTIR
spectrum recorded on a clean piece of Si (blue) and on a 200 nm thick film of PMMA (red). (c, d) Normalized
amplitude (s2,norm) and phase (φ2,norm) spectrum of the PMMA spectrum to the Si spectrum showing distinct
MIR molecular resonance of PMMA in the optical phase.
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3.3.3 Transmission-mode scattering scanning near-field microscopy

Transmission-mode s-SNOM was employed only for Ps-Het imaging. The detection scheme
is based on a Mach-Zehnder interferometer as shown in Fig. 3.9 providing better flexibility
for the beampath in transmission mode. In the detection scheme, the incoming laser beam is
split in two parts by the first beamsplitter. One part of the beam is guided through the Mach-
Zehnder interferometer and gets modulated by a vibrating mirror system with frequency
M. The second part of the beam gets focused by a lower parabolic mirror (NA ≈ 0.42) on
to the sample and the s-SNOM tip. In contrast to reflection-mode, the transmission-mode
beam is normal on the sample and has in-plane polarization. The polarization causes the
light to primarily polarize nanostructures on the investigated sample with a high in-plane
polarizability and not the s-SNOM tip. However, in the next step the tip becomes polarized
by the near-field of the excited nanostructures and the backscattered near-field from the tip
contains primarily information on the out of plane near-field component Ez above the sample.

Figure 3.9: Transmission s-SNOM setup. The setup is based on two parabolic mirrors (PM) with the bottom
PM illuminating first the sample and then the tip with a focused beam. The second parabolic mirror collimates
the backscattering of the s-SNOM tip as in reflection s-SNOM. The interferometer scheme follows a Mach-
Zehnder-interferometer scheme with two beamsplitter (BS), which enables a flexible guiding of the reference
and tip beam in order to achieve a transmission illumination. As in classical reflection-mode Ps-Het the reference
beam is modulated by a vibrating mirror system with a frequency M.

The backscattered tip field from the polarized tip is collimated by the upper parabolic mirror
and superimposed with the reference beam on the second beamsplitter of the Mach-Zehnder
interferometer and detected by a MCT-detector. In general, transmission-mode s-SNOM can
be even more challenging to align than reflection-mode s-SNOM. Therefore, it is advantageous
to first align the upper parabolic mirror to attain a high near-field signal and then fix the
upper parabolic mirror to ensure optimal placement of the upper optics. Subsequently, the
optical setup is switched to transmission-mode illumination and the HeNe-laser is utilized for
the first rough alignment. The VIS laser is aligned with the lower parabolic mirror to achieve
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a tightly focused symmetrically expanding laser spot when the z-position of the mirror is
displaced. Finally, the setup can be switched to a MIR-laser and the final fine alignment of
the lower parabolic mirror and the Ps-Het detection scheme can be performed.

3.3.4 Scattering scanning near-field microscopy of liquid samples

Liquid s-SNOM measurements in the context of this work are based on a recently introduced
ultra-thin membrane separation layer method48. The central idea of the method is to separate
the AFM-tip from the liquid compartment by the SiN membrane layer ensuring that the
delicate AFM and infrared optic do not get contaminated and damaged by the liquid sample.
In the experiments, a 250 µm x 250 µm size and 10 nm thin SiN membrane (NX5025Z, Norcada,
Edmonton, Canada) suspended in the middle of a Si-chip is employed as displayed in Fig. 3.11a.
For increased wettability of the hydrophobic SiN surface a 45 min UV-Ozone cleaning pro-
cedure is conducted by irradiating the cavity side of the SiN membrane with UV radiation
with a commercial UV-Ozone cleaner (UV/Ozone ProCleaner, BioForce Nanosciences, Ames,
United States). Directly after the procedure the membrane is mounted onto an aluminum
holder by using two sided scotch tape as shown in the assembly sketch in Fig. 3.10. Next,
the sample is deposited on the membrane cavity side by drop casting around 20 µl of liquid
sample into the sample holder cavity and turning the holder upside down. The sample is
incubated for 30 min and the sample deposition on the membrane can be checked depending
on the sample by the overview microscope of the s-SNOM. Finally, the unsealed bottom side
used for drop casting the liquid sample is closed and sealed by a glass cover slide with a tiny
amount of grease. Then the sample can be placed in the microscope and used for hour long
measurements without the danger of water evaporating and destroying the sample or the tip.

Figure 3.10: Assembly of the drop casting liquid cell. The materials are highlighted by different colors and
assigned by labels below the assembly guide. In the end of the process the liquid cell is filled with a sample and
sealed such that the liquid does not evaporate and hour long stable measurements are possible.
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For conducting near-field microscopy measurements on the membrane it is recommended to
first proceed with a scan encompassing both Si chip and SiN membrane as shown in Fig. 3.11b.
If the water and sample adhesion was successful, a typical ratio between the silicon edge
signal and the water signal below the SiN membrane of 4:1 should be detected as displayed in
Fig. 3.11c. As the next step, a big overview scan of 40 x 40 µm should be conducted to identify
suitable samples for a high resolution close up scan. Mechanical instabilities and artefacts in
the AFM measurements on the liquid sample can be overcome by tuning the PID-parameters
of the AFM and the tapping amplitude49.

Figure 3.11: Liquid s-SNOMmembrane measurement technique. (a) Optical microscopy image of the
s-SNOM cantilever on top of the SiN membrane suspended on the Si frame and filled with water underneath.
(b)White light s-SNOM image (s2) showing the wetted SiN membrane and the Si edge. (c) Optical amplitude
(s2) contrast recorded on a line comprising the wetted SiN membrane and the Si edge highlighted by the black
arrow in (b) equivalent to a 1:4 signal contrast between the membrane and the Si edge.

3.4 Sample preparation

3.4.1 Metasurface fabrication

The metasurfaces were fabricated with standard nanofabrication techniques as illustrated in
Fig. 3.12. In short, on a calcium fluoride (CaF2) substrate a 750 nm thick amorphous silicon
(a-Si) was deposited at 180°C by plasma-enhanced chemical vapor deposition (PlasmaPro 100
PECVD, Oxford Instruments, Oxford, United Kingdom). Subsequently, the sample was spin
coated with a positive photoresist consisting of poly(methyl methacrylate) (PMMA) with a
molecular weight of 950k and baked at 170°C for 2 min. Additionally, to prevent charging
effects during electron beam lithography processing a second layer of conductive polymer
(Espacer 300Z) was spin coated on the baked resist. The patterning was performed by electron
beam lithography (eLINE Plus, Raith GmbH, Germany) with an acceleration voltage of 20 kV
and an aperture of 15 µm. The patterned samples were developed in a solution of isopropanol
alcohol (IPA) and ultrapure water with a ratio of 7:3 for 60 s. Then, a hardmask made out
of 20 nm SiO2 and 40 nm Cr was deposited with electron beam evaporation. In the next
step, the lift off was performed with a remover (Microsposit remover 1165). The hard mask
pattern was etched into the silicon film with reactive ion etching (PlasmaPro 100 Cobra,
Oxford Instruments, Oxford, United Kingdom). Finally, the remaining sections of the hard
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mask were removed with a Cr etch (Cr etch 210, NB Technologies GmbH ) for the Cr layer
of the hard mask and another reactive ion etching step for the SiO2 layer resulting in pure
silicon nanostrucutres on CaF2.

Figure 3.12: Nanofabrication process scheme. Starting of from a clean CaF2 substrate silicon is deposited
with a plasma enhanced chemical vapor deposition (PECVD) process. Next, the design is patterned in the
photoresist using e-beam lithography. After the development, hard mask deposition and lift-off the pattern is
etched into the silicon layer by reactive ion etching (RIE). Finally, the hard mask is removed through chromium
etching and another RIE step to obtain the functional silicon metasurface.

3.4.2 Dental sample preparation

The dental sample shown in Fig. 3.13 has been prepared in the group of Prof. Ille at the
Poliklinik für Zahnerhaltung und Parodontologie of the Ludwig-Maximilians Universität
München. The protocol is as following and was published in the context of the work50
detailed in chapter 5. A freshly extracted human third molar, preserved in a 0.4 % sodium
azide solution at a temperature of 4°C, was selected and cleaned from adherent tissue and
debris. The tooth was collected according to the routine at the dental clinic, which involves a
network of dentists who collect teeth for research purposes after obtaining their patients’
consent to do so and with approval of the ethics committee (No. 19-418KB). Two geometrically
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similar Class I cavities, 3.5 mm x 3.5 mm x 3.5 mm, encompassing both enamel and dentin
areas, were prepared in the mesial and distal aspects of the tooth, using a dental bur.
One of the two Class I cavities was then treated with a mild two-step, self-etching commercial
adhesive, which will from now on be referred to as the adhesive A (Clearfill SE BOND 2,
Kuraray Co. Ltd., Kurashiki, Japan) consisting of a self-etching primer and a light-curing
bonding agent. The primer was applied to the cavity surfaces with a disposable microbrush
and left for 20 s, followed by air drying for 5 s. The adhesive was then applied while using a
gentle stream of air to create an even and thin layer of adhesive. The adhesive surface was then
light-cured for 20 s using an LED light-curing unit (LCU) (Bluephase Style, Ivoclar-Vivadent,
Shaan, Lichtenstein). Finally, the cavity was filled in one increment with a low-shrinkage
resin-based bulk-fill composite, hereafter referred to as composite (ORMOCER, Admira Fusion
X-tra, Voco GmbH, Cuxhaven, Germany), and which was light-cured for 20 s with the LCU
described above. The second Class I cavity was bonded with an experimental one-step self-
etch adhesive, from now on referred to as the adhesive B. The adhesive was applied into the
cavity for 20 s with a disposable microbrush and air dried for 5 s. The light curing of the
adhesive and the restoration with the resin composite were similar to the above.
Details of the chemical composition of the adhesive A and B have been described in detail
elsewhere51. Briefly, the commercially available adhesive consists of an acidic primer based
on 10-methacryloyloxydecyl dihydrogen phosphate (MDP) and an adhesive encompassing
MDP in addition to 2-hydroxyethylmethacrylate (HEMA) and dimethacrylate. There is no
explicit reference to the presence of inorganic fillers in the commercial material. In contrast,
the organic matrix of the experimental adhesives was a mixture of monomers, in which
an experimental bisphenol A-glycidyl methacrylate (bis-GMA) monomer was used as a
base monomer and triethylene glycol dimethacrylate (TEGDMA) and HEMA were used as
dilution monomers. Polyacrylic acid (PAA) was added to create an acidic pH, while the
inorganic filler was 7% per weight and consisted of a mixture of 6.8% zircon-hydroxyapatite
and 0.2% graphene oxide – zircon oxide particles. The composite material is denominated as
Ormocer (organically modified ceramic) and consists of large monomers of modified urethane
dimethacrylates (UDMA)52 with few crosslinks53 aiming to reduce polymerization shrinkage.
Therefore inorganic Si-O-Si networks based on polysiloxanes were produced using a sol-gel
process and then cross-linked with polyfunctional urethane and thioether (meth) acrylate54.
The restored tooth was kept in distilled water at a temperature of 37°C for 24 hours. The tooth
and implicitly the restored cavities were subsequently cut in half, parallel to the long axis of
the teeth and in mesial-distal direction, using a water-cooled, low speed diamond saw (Isomet,
Buehler, Lake Bluff, IL, USA). The specimen, exposing the interface between tooth structure,
adhesive and composite, was wet finished with a series of silicon carbide abrasive papers (1200
grit, 1500 grit, 2000 grit, 2400 grit, LECO, St. Joseph, MI, USA) and then polished with diamond
spray (6 µm, 3 µm, 1 µm; DP-Spray, Struers GmbH, Puch, Austria) and textile polishing cloths
(DP-Pan 200 mm, Struers GmbH ). The sample was cleaned ultrasonically (RK 31, Badelin
Electronic, Berlin, Germany) for 5 min after each polishing step (see Fig. 3.13 for a picture
of the sample). The tooth sample was kept in distilled water until measurement to avoid
dehydration and associated artifacts (microcracks, shrinkage). Before the measurements, the
sample was placed in a desiccator with silica gel and evacuated to evaporate any remaining
water, which could interfere with the measurements. The drying process was performed
gently over several hours and no drying artefacts as such as microcracks could be observed
in any of the microscopes.
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Figure 3.13: Photo andmicroscopy images of the investigated dental sample. (a) Image of the investigated
tooth cross section with different sections labeled. Optical microscopy of (b) the experimental adhesive and (c)
the commercial adhesive. Figure taken from [50]

3.4.3 Photoswitchable liposomes preparation

The photoswitchable azo-PC liposomes of a heterogeneous range from around 100 nm to
several micrometers of diameters were prepared according to a published protocol55,56.
The liposomes were made by a gentle hydration of a lipid film and a subsequent liposome
electroformation facilitated by an alternating electric field process57 using a commercial
vesicle prep pro device (Nanion Technologies, Munich, Germany). The process is based on
the swelling of rehydrated lipid films due to the alternating electric field on the indium tin
oxide (ITO) substrate surface and the resulting detachment of the lipid bilayer from the
surface in liposomes57 as shown in schematically in Fig. 3.14. The method has been employed
due to its ease and high yield of liposomes with photoswitchable lipids. In the device two
conductive glass substrates, which are coated by an conductive ITO layer, were separated by
an O-ring making a sandwich-constructed chamber. The lipids composing the liposomes (50%
DOPC (Merck, Darmstadt, Germany), and 50% azo-PC) were dissolved in chloroform with a
concentration of 10 nM each. From the solution 20 µL were dropcasted on the conductive side
of the ITO substrate within the O-Ring area. The evaporation of the chloroform solvent leads
to a stackwise lipid bilayer formation on the ITO substrate. After the chloroform solution
evaporated, the chamber space within the O-ring was filled with pre-heated 250 µL of a
sucrose solution with an concentration of 300 mM. The sugar solution increases the stability
of the liposomes due to higher osmolarity. Subsequently, electroformation was performed
with an electric field (5 Hz, 3 V) at 37°C for 120 min. This protocol has proven to deliver the
highest yields of liposomes56. Afterwards the liposomes are stored in a fridge at 4◦C and
could be used for several days. For s-SNOM investigation the liposomes are dropcasted in the
liquid cell and incubated for 30 min before conducting measurements.
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Figure 3.14: Liposome electroformation process. Stacked lipid bilayers, formed by drying a lipid solution,
are rehydrated in a sucrose solution. Upon applying an alternating electric field, the lipid bilayers detach from
the cover slide surface and form liposomes.
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license http://creativecommons.org/licenses/by/4.0/.

4.1 Introduction to quasi-BIC metasurfaces

The confinement of light within subwavelength volumes by nanostructures is not only utilized
in s-SNOM for nanoscale imaging and spectroscopy but is a fundamental goal in photonics as
it drastically enhances light-matter interactions. A pivotal platform technology in photonics
for the confinement of light are optical metasurfaces comprising two-dimensional arrays of
nanostructured elements with dimensions smaller than the wavelength of light. Metasurfaces
excel in finely tuning the interaction of light with matter over a subwavelength thickness
through the precise design of the subwavelength resonators59–61. The optical interaction
is based on the scattering of light from the subwavelength resonators leading to structures
resonantly interacting with light and being able to define phase, polarization, wavefront
and spectrum of the light after the interaction with the metasurface with unprecedented
accuracy62. This fact contrasts metasurfaces from classic optical lenses that are based on the
refraction of propagating light and are much bulkier as well as challenging to miniaturise and
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can contain less functionalities. The increased light-matter interactions possible with meta-
surfaces unlock unique applications in diverse fields such as lasing63,64, nonlinear optics65–67,
structural color generation68,69, quantum optics70,71, ultrasensitive biosensing72,73, compact
and efficient spatial light modulators74, enhanced chiral sensing75–80 and photocatalysis81,82.
In the beginning metasurfaces were based on plasmonic nanoantennas with strong subwave-
length light confinement. However, these metasurfaces were limited in performance and
efficiency through high ohmic losses. As a result optical metasurfaces based on dielectric
materials such as silicon in the MIR-range and TiO2 in the VIS-range exhibiting Mie-type
resonances emerged as an alternative as they do not exhibit material losses in the respective
ranges. In particular, all-dielectric metasurfaces supporting photonic bound states in the
continuum (BICs) are a promising new metasurface platform for the precise engineering
of strong light-matter interactions61,78,83–85. Due to the geometry of the subwavelength
resonators, BICs are “dark states” that cannot couple to the far-field due to the suppression
of radiative losses via destructive interference of the leaky modes. Therefore, BICs have an
infinite quality factor (Q factor, defined as the resonance wavelength divided by the line
width). Small perturbations to the resonators can transform these “dark” BIC modes into
quasi-BIC states, resulting in very high but finite Q factors that are accessible from the
far field84. For nanophotonic resonators in metasurfaces, the class of symmetry protected
BICs is particularly advantageous as the breaking of the symmetry can be introduced in
the manufacturing process through precisely engineered geometrical asymmetries in the
resonator structures83. This concept gives rise to all-dielectric metasurfaces with high and
easily controllable quality factors leading to high near-field enhancements83. Moreover, the
spectral position of the metasurface resonances exhibits flexible tunability across a broad
frequency spectrum, facilitated by the scaling of the resonator dimensions, while control over
the Q factor’s adjustability is achieved through the precise tuning of resonator asymmetry
parameters86.
However, to date, almost all studies on quasi-BIC metasurfaces rely on investigating quasi-
BICs via far-field spectroscopy techniques66. While providing valuable insights, such ap-
proaches offer only limited information on the mode properties of metasurfaces. In com-
parison, investigations into the near-field characteristics of the collective quasi-BIC mode,
important for a fundamental understanding of photonic modes and pivotal for numerous
applications such as biosensing or catalysis82, remain notably sparse. Crucial properties
concerning the minimum array size for complete mode formation, the directionality of the
coupling between unit cells, and the effect of the edge of a metasurface and defects on the
mode formation are still not well understood.
The recent study by Dong et al.87 represents a noteworthy step forward, as they succeeded
in mapping the near-field distribution of an all-dielectric BIC metasurface by using electron
energy loss spectroscopy (EELS) and cathodoluminescence (CL) based on a transmission
electron microscope (TEM). In this study they showed that they could differentiate a “dark”
true-BIC from a quasi-BIC through comparison of CL and EELS measurements. However, the
practical applicability of EELS and CL for near-field mapping of individual resonators and
arrays of resonators is limited due to the high cost and intricate operation procedures of TEM
equipment, as well as the necessity to fabricate the metasurfaces on ultra-thin membranes
with thicknesses of only around 30 nm. Furthermore, investigations based on EELS and CL
cannot resolve the optical phase and are constrained in fully describing the out-of-plane
electric field of such structures, consequently omitting crucial information integral to the
complete characterization of collective mode properties.
In order to overcome these limitations, we leverage s-SNOM11,33 as an alternative state-of-
the-art method for the characterization of the near-field properties of photonic quasi-BIC



4.1 Introduction to quasi-BIC metasurfaces 51

metasurfaces. This approach enables spatial resolution dictated solely by the tip radius38,
thus surpassing the limitations imposed by the diffraction limit. The demodulation and
interferometric detection of the backscattered light allows the retrieval of both the optical
amplitude and phase of the sample’s near-field together with the correlated topography of
the sample surface11. Notably, the method can be utilized for wavelengths ranging from
the UV-VIS17, near-infrared range88, MIR range89and terahertz-range90,91, since both the
parabolic mirror used for focusing light onto the tip and the lightning rod effect that results
in near-field confinement at the tip apex are wavelength independent43. The technique
has been widely applied for the investigation of the near-field response of single92–95 and
arrays88,89,96 of plasmonic and dielectric resonators. Moreover, a related technique called
double near-field microscopy has already been applied in the terahertz range to investigate
quasi-BIC mode properties, which shows the potential of this technique for optimizing ter-
ahertz metasurfaces97,98. In contrast to the limitations faced by EELS, s-SNOM does not
require the metasurface to be fabricated on nanometer-thin membranes. Instead, it enables
the non-destructive study of plasmonic, or dielectric samples fabricated in a configuration
where it can be directly employed for on-chip applications.
In this chapter, the capability of s-SNOM imaging is augmented with an algorithmic image
processing technique that extracts the experimentally recorded optical near-field phase of
individual resonators, an observable which is in principle independent of the laser power used.
Subsequently, the method compares the experimental data with the phase obtained from
numerical simulations to assess the strength of the non-local quasi-BIC mode at the individual
resonator level. Through this approach, we unravel the finite array effect of quasi-BIC mode
formation. Notably, our investigations reveal that a minimum size of a 10 x 10-unit cell array
is sufficient for the complete formation of the quasi-BIC mode, a number significantly smaller
than what our far- field measurements on the same metasurface indicate.
Furthermore, we investigate the directional coupling effects in quasi-BIC resonators chains
and show that the coupling strength between individual resonators is much stronger in the
direction of electric field polarization. In addition, we experimentally verify that isolated
single defects of missing resonator unit cells exert only minor effects on both the far-field
response and the near-field enhancement. In contrast, we find that larger defects, exemplified
by 3 x 3 missing unit cell configuration have a substantial impact on the far-field response
and lead to a directional attenuation of surrounding resonator near-fields.
Moreover, from an experimental standpoint, especially important for applications such as
biosensing or catalysis, it is crucial to understand how the quasi-BIC-mode decays towards
the array edges, where extended periodicity in all in-plane directions is not given. Our near-
field measurement could experimentally capture the decay, unveiling a noticeable quenching
of the BIC mode up to 7-unit cells distant from the array border. Our findings underscore
that there is a notable discrepancy between the observed far-field response and the now
easily accessible near-field response of quasi-BIC metasurfaces. We believe that this study
underscores the capabilities of s-SNOM for investigating optical metasurfaces and serves
as a starting point for deepening our fundamental understanding of the quasi-BIC mode.
Beyond the fundamental understanding our findings bear significant practical implications
for optimizing the spatial footprint and increasing the active metasurface area to enhance the
performance for applications such as catalysis82, thermal emission99 or lasing100,101.



52 Near-field microscopic investigation of quasi-BIC metasurfaces

4.2 Experimental setup for the near-field investigation
of quasi-BIC metasurfaces

To demonstrate the efficacy of our approach for accurately imaging and assessing the mode
formation, we analyze a widely used BIC-driven metasurface geometry composed of pairs of
tilted ellipses102 fabricated on a CaF2 substrate, which is lossless in the investigate MIR-range
and does not noticeably distort the transmission measurements (Fig. 4.1a, b, c). Based on
previous reports86, we chose a tilting angle α of 20◦ which provides high far-field modulations
while maintaining a comparably high Q factor of more than 80 in experiments (Fig. 4.1d).
The spectral line width can be tuned by changing the tilting angle α and the spectral position
is modified by uniformly scaling the in-plane dimensions of the unit cell. Based on this
metasurface concept, we study the effects of finite array sizes (Fig. 4.1e), the directional
coupling of the resonators (Fig. 4.1f), edge effects (Fig. 4.1g) and structural defects (Fig. 4.1h)
in the near-field, facilitated by a transmission mode s-SNOM setup using a pseudo-heterodyne
detection scheme (Fig. 4.1i, j)36,94. The investigated quasi-BIC mode is highly dispersive and
shifts spectrally, when the angle of incident of the light is changed44,103.

Figure 4.1: Quasi-BIC metasurface design and transmission s-SNOM setup for metasurface imaging.
(a) Conceptual image of an all-dielectric quasi-BIC metasurface composed of pairs of tilted elliptical resonators.
(b) A single unit cell showing a pair of tilted ellipses (α = 20°) made of silicon on a CaF2 substrate. The structure
is defined by the ellipses’ long axis A and the short axis B and the pitch in x-direction Px and in y-direction
Py. (c) SEM image of the fabricated metasurface. (d) Far-field reflection spectrum of a quasi-BIC metasurface
resonance taken on (c). Schematics showing an overview of the studied properties in quasi-BIC metasurfaces:
(e) finite array size, (f) directional coupling, (g) edge effects and (h) structural defects. (i, j) Transmission mode
s-SNOM working with a Mach-Zehnder interferometric beam path. The metasurface is illuminated from below
with a parabolic mirror (PM) and with a polarization perpendicular to the ellipses’ long axis.
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To circumvent the resonance attenuation caused by this effect, the metasurface is excited
with a normal-incident plane wave achieved through loosely focusing the laser beam with a
parabolic mirror positioned below the sample. In principle, the s-SNOM technique should
also work for quasi-BIC metasurfaces imaging in reflection with an angle of incident as long
as the angular spread of the illumination is narrow44. In addition, the transmission mode
configuration further minimizes tip-resonator coupling effects as the light polarization is
perpendicular to the tip shaft94. Thus, the tip functions as a passive element which only
scatters the metasurface near-fields with minimal perturbation to the quasi-BIC resonance. In
order to achieve a high SNR and minimize unwanted background far-field signal, we analyzed
the third order demodulated optical amplitude (s3) and phase (φ3) of the pseudo-heterodyne
near-field signal. This demodulation order does not contain far-field background signal on
the resonator as can be shown from the optical deproach curve signal36 taken on the tip of a
resonator, which does not show any far-field oscillations (Fig. 4.2e, f). In general, the recorded
near-field signal is the weighted averaged of the resonator over the laser spectrum of the
MIR laser, which, in our case, is around 10 cm–1 and can be flexibly tuned to the resonance
peak position. If a higher spectral resolution is needed in future works for the study of BICs
with higher Q factors a quantum cascade laser could be used with a spectral resolution of
approximately 1 cm–1. Notably, the recorded s-SNOM signal from the resonators closely
mirrors the amplitude and phase of the axial electric field Ez on top of the resonator, as attested
by the excellent agreement between the numerically simulated field |Ez| and phase φ(Ez)
(Fig. 4.2a, b) and the recorded near-field optical amplitude (s3) and phase images (φ3) (Fig. 4.2c,
d).94 Particularly noteworthy is the characteristic quadrupole pattern in the experimental
near-field phase, induced by the non-parallel opposing dipoles within resonator pairs that
signifies the formation of a quasi-BIC mode.

Figure 4.2: Numerical simulation and near-field measurement of the optical response of quasi-BIC
resonators and an associated near-field deproach curve. (a) Numerically simulated optical near-field
amplitude |Ez| and (b) phase φ(Ez) of the axial electric field of a quasi-BIC metasurface unit cell. (c) The
corresponding experimentally measured demodulated (n = 3) optical near-field amplitude (s3) and (d) near-field
phase images (φ3) of 30 × 30 array of resonators. (e)Optical amplitude image s3 taken at the center of a quasi-BIC
metasurface with the position of recorded near-field deporach curve marked by a blue point. (f) Deproach curve
showing a steep drop off of the optical amplitude s3 with increasing distance of the tip to the resonator.
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4.3 Near-field image processing for single resonator quasi-
BIC mode quantification

In order to quantify the collective quasi-BIC mode, it is important that the chosen approach
remains independent of the excitation laser power. Thus, the laser-power dependent near-
field amplitude s3 is inadequate for the comparative analysis of the near-field signals across
different structures and samples, as a potential normalization process of the optical amplitude
for each measurement is error prone and time-consuming. To overcome this constraint, we
introduce a method that is based on the experimentally measured near-field phase φ3 as a
more reliable observable for comparisons between measurements on different structures,
since it should, in principle, remain invariant regardless of the power utilized. Therefore, we
introduce a new FOM, which describes the behavior exhibited by the collective BIC mode
and is named by us BIC mode purity parameter B. It is a measure of how closely the measured
demodulated near-field phase resembles the ideal case of a quadrupole phase pattern, where
for each unit cell, two opposing dipoles form in each individual resonator. This is expressed
by the following equation, where N denotes the number of resonators, Bsim is a normalization
factor extracted from the numerical simulations and Fk consist of surface integrals.
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The surface integrals can be expressed by the following equation:
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The two integrals calculate the difference between the measured near-field phase and the
ideal phase pattern, where the phase on the top surface of the resonator is shifted by 180◦
compared to the bottom surface. A+

k and A–
k are the top and bottom surfaces of each resonator

respectively. To take into account the results yielded by numerical simulations, which do not
exactly follow this pattern, the score is divided by a normalization factor Bsim, which was
obtained by comparing the simulations to the case of perfect opposing dipoles. For all cases,
our structures yield around Bsim ≈ 0.9. If this score was applied to other structures with
differing asymmetry, this normalization value would, of course, have to be adjusted. In the
case of s-SNOM images, the recorded optical phase would be pixelated, which changes the
above-mentioned integrals to summations and allows to redefine the equation. Considering
an unit cell pitch of PxPy and assuming the first resonator has a top surface with a near-field
phase of +90◦ the above expression transforms to the following equation:
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This expression can be directly applied for image processing purposes into external software
such as Python or Matlab. In practice, this formula sums up the difference between experi-
mental near-field phase and ideal case at each pixel, then sums all pixels up and calculates
the average value. The sums need to remain separated, since the resonator is, as before, split
into two halves, with one (–1)(k–1) and (–1)(k) capture the behavior of the alternating sign
of the near-field phase between resonator pairs. In other words, if one resonator has a top
surface of +90◦, the other has, in an ideal case, a top surface of +90◦. To account for phase
offsets, which occur naturally during the measurements due to the interferometer drift, a
phase delay can be chosen in such a way as to maximize the mode purity parameter B. This
not only yields a higher sensitivity for the FOM, but also allows for adding the evaluated
offset to experimental images of the near-field phase, making them appear visually closer to a
quadrupole pattern. The error for the mode purity parameter B are determined by computing
B for each individual resonator and calculating the standard deviation for N resonators in the
following way:

σ =

√√√√ 1
N

N∑
k=1

(Bk – Baverage)2 (4.4)

Given that s-SNOM is based on an AFM platform, it allows the correlative recording of both
optical and topographical data, which makes it possible to isolate the optical phase of the
resonators from the background. In our method, we first use the recorded topography Z
(Fig. 4.3a, b) to extract the individual resonators. This involves choosing a threshold value
Zthreshold (Zthreshold = 0.95Zmax in our case) and setting all values below the threshold to
0 to separate the resonator surfaces from the surrounding topographic dataset, effectively
isolating the resonators. This refined dataset can then be leveraged in combination with a
k-means clustering algorithm104, a widely employed method in image processing and data
analysis across diverse research areas such as biology105, in order to separate and identify
each individual resonator (Fig. 4.3c, d) and generate a grid based on the unit cell dimensions
of the metasurface (Fig. 4.3e). The execution of the unit cell clustering and subsequent grid
generation was done in a straightforward way using Python. The modules used to achieve
this are “sklearn.cluster” and “sklearn.preprocessing”. The ellipse fitting was conducted using
the module “cv2”.
In the next step, we superimposed the grid onto the recorded near-field optical phase images
(Fig. 4.3f). We then quantify how closely the measured phase of each resonator matches the
numerically simulated near-field phase of the axial electric field φ(Ez) by computing a surface
integral of the difference between experimental recording and the numerical simulation
over the entire resonator surface as outlined above. For the recorded pixelated image, this
corresponds to subtracting the measured and numerically simulated near-field phase at each
pixel and obtaining a map that shows how closely (φ3) resembles the ideal phase of opposing
dipoles (Fig. 4.3g, h). This computed score can then be averaged for each resonator pair,
yielding a comprehensive map of the entire image revealing regions with a strong or weak
quasi-BIC mode formation (Fig. 4.3i). We denote this FOM BIC mode purity parameter (B),
which, by definition, ranges from 0 to 1 and describes the extent to which the near-field
phase pattern mirrors the ideal quasi-BIC phase pattern derived from numerical simulations.
In the upcoming sections, we will show that this parameter can provide additional critical
information only obtained through near-field measurements on quasi-BIC mode properties.
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Figure 4.3: Image processing method for the determination of the BIC mode purity parameter B.
(a) Recorded topography Zon a section of a 20 x 20 array of tilted ellipse resonators. (b) Topography of an
individual unit cell. (c) Resonator pair extracted from (b) by setting an arbitrarily chosen threshold Zthreshold for
the height Z-value (here Zthreshold = 0.95Zmax). (d) Individual resonators are isolated by applying a clustering
algorithm (k-means) and ellipses are fitted to each resonator. (e) A grid is generated based on the fitted ellipses
in order to create a bounding box for each unit cell. (f) Correlated near-field optical phase image φ3 recorded
simultaneously to (a). (g) Comparison between measured near-field phase φ3 of an individual unit cell extracted
via the procedure described in (b-e) and numerically simulated near-field phase. (h) Pixel-by-pixel subtraction of
experimental data and simulation. (i) Calculation of the BIC mode purity parameter B, which can be described as
an integral over the entire resonator surface, containing the difference of experimental and simulated near-field
phase. The parameter A denotes the area of a unit cell.

4.4 Finding the minimal array size for the quasi-BIC
mode formation

The first property we investigated with this newly introduced method of analysis is the
impact of finite array sizes on the formation of the collective BIC mode. As fabricated
metasurfaces are limited to finite array size, which perturbs the BIC mode and consequently
lowers the achievable Q factor and field enhancement66. Although previous simulation and
experimental far-field studies have been conducted on finite array size effects of quasi-mode
formation66,106–108, a critical gap exists in the experimental exploration of the near-field
behaviours of finite quasi-BIC arrays essential for example for catalytic applications. For
this study, we fabricated arrays of N x N-unit cells ranging from 1 x 1 to 30 x 30 (see
optical microscopy images in Fig. 4.4a, b and SEM picture in Fig. 4.5a, b, c and d) and first
measured each array with a far-field QCL-IR microscope (see chapter 3). The employed
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microscope utilizes wide-field illumination, a method ideally suited for exciting quasi-BIC
resonances in metasurfaces. This approach ensures uniform illumination across the entire
metasurface, with minimal variation in excitation intensity and illumination angle. The
maximum reflectance image and spectra of these arrays (Fig. 4.4c, d) display a continuous
increase in peak reflectance with the expansion of the array size N. Furthermore, the quality
factor of the quasi-BIC resonance deduced from the reflectance spectra (Fig. 4.4e) steadily
increases with N reaching a quality factor of around 85 for a 30 x 30 array size. Noteworthy is
the challenge in characterizing array field sizes smaller than 10 x 10-unit cells with standard
far-field IR microscopes, as the signal cannot be reliably distinguished from background noise.

Figure 4.4: Far-field investigation of the finite array size effect in quasi-BIC metasurfaces. Optical
microscopy overview image (a) and close-up image (b) of the finite array size effect sample. The associated
array size number n x n is placed next to the different metasurfaces. (c) Peak reflectance image of different
array sizes ranging from 8 to 30-unit cells. (d) Reflectance spectra of the different sized arrays. (e) Plot of the
extracted quality factors from the spectra in (d).

In contrast, the near-field images of the same arrays recorded at the center of each array
(shown as red squares in Fig. 4.5a, b, c, d) and the derived BIC mode purity B (Fig. 4.5e) show
different behavior of the collective quasi-BIC mode. The calculated B-Score equals B = 0.18
for a single unit cell and exhibits a rapid increase with each successive addition of unit cells to
around B = 0.55 for a 5 x 5 array field. This increase underscores that every unit cell addition
strengthens the quasi-BIC mode. Strikingly, after N > 10, the B-Score saturates between 0.65
and 0.75 and does not increase substantially even when the array size is increased. This trend
shows that the quasi-BIC mode is already fully formed at an array size of approximately
10 x 10 resonators, a significantly smaller scale than implied by our far-field measurements.
We attribute the mismatch between the observed full formation of the quasi-BIC mode on
individual resonator level for N = 10 and the increase in far-field reflectance and quality factor
with increasing N > 10 to a higher directionality of the transmitted or reflected light towards
the microscopy objective107–110. The discrepancy between the ideal B-score of 1.0 and the
experimentally observed saturated score of 0.65 to 0.75 can be caused by several factors,
such as fabrication inhomogeneities111 and minor asymmetries in bottom illumination of
the metasurface by the bottom parabolic mirror107. Note, that the number of resonators
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necessary for the full formation of the quasi-BIC mode is influenced by the Q factor of the
resonances.

Figure 4.5: Near-field investigation of the finite array size effect in quasi-BIC metasurfaces. SEM,
optical near-field amplitude (s3) and phase images (φ3) of different arrays with 1 (a), 5 x 5 (b), 10 x 10 (c) and
20 x 20 (d) unit cells recorded at the position of the red square in the SEM images. (e) Calculated BIC mode
purity parameter B from the experimental near-field phase images. Error bars show the standard deviation of all
B values obtained for each individual resonator in a phase image of the corresponding array size.

In order to explain the dependence of the mode formation on the radiative and non-radiative
losses we use the theoretical framework proposed by K. L. Koshelev et al.112 According to
their model the total Q factor (Qtot) can be decomposed into individual contributions by the
following equation:

Q–1
tot = Q–1

rad + Q–1
surf + Q–1

str + Q–1
size + Q–1

subs + Q–1
abs (4.5)

including Qrad for radiative coupling controlled by unit cell asymmetry, Qsurf for surface
roughness, Qstr for structural disorder, Qsize for the finite array size, Qsubs for the substrate,
and Qabs for absorption within the resonator material as shown in the sketch in Fig. 4.6a. In
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practical applications, all Q factors are finite, resulting in a reduction of the total Q factor due
to each individual component.
In the context of our finite array size sweep study, we are only tuning one of these individual
Q factors, namely Qsize. As the array size increases, we eventually converge to Qsize → ∞,
resulting in

Q–1
tot = Q–1

rad + Q–1
surf + Q–1

str + Q–1
subs + Q–1

abs (4.6)
The other components, such as material choice affecting Qsurf , Qsubs, and Qabs, or fabrication
tolerances affecting Qsurf , and Qstr, remain unchanged by the array size sweep. Thus, the
general concept of the array size study is applicable regardless of the specific combination of
asymmetry, material choice, or fabrication tolerances.

Figure 4.6: Analytical quasi-BIC array size consideration. (a) Sketch of different loss mechanism in
quasi-BIC metasurfaces with influence on the Q factor. Analytical results for equations 4.5 using arbitrary
values of Qrad = 1, 0.5, and 0.1 and varied Qsize from 0 to 3 representing loss due to the finite array size. In (b)
Qconst = 1, in (c) Qconst = 0.5, and in (d) Qconst = 0.1. For comparability, Qtot is normalized to the highest value
within the plotted range for each Qrad. Notably Qrad = 0.1 saturates first, even for small Qsize while Qrad = 1
saturates only for high Qsize. This indicates that BIC metasurfaces with low Q-factors need smaller arrays than
those with high Q-factors to negate the damping effect caused by the array size. Furthermore, if Qconst reduces
from (b) to (d) by e.g. a change of the material or an increase in the surface roughness, Qtot saturates for smaller
Qsize.

Furthermore, we investigate how radiative losses like Qrad, and material specific losses
like Qabs may change the number of unit cells needed to support the BIC mode. Fig. 4.6a
shows analytical results based on equation 4.5. These results using arbitrary values, show
Qsize varied from 0 to 3, considering three different Qrad to represent different degrees of
asymmetry, while keeping other losses caused by the chosen material system and fabrication
technique combined in Q–1

const = Q–1
surf + Q–1

str + Q–1
subs + Q–1

abs fixed. This results in equation
Q–1
tot = Q–1

rad + Q–1
size + Q–1

const. We find that lower Qrad values lead to a faster saturation of
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Qtot. Similar effects should be observable in the near field. Changing the material and thus
Qconst also effects the saturation behavior. When Qconstant is decreased from 1 to 0.5 and
0.1 in Fig. 4.6b and c, respectively, the saturation behavior for Qtot occurs at even smaller
Qsize indicating that smaller arrays are needed if e.g. the material loss is high. Our method
is ideally suited for investigating these effects, specifically the different influences of the
intrinsic losses (governed by the choice of materials) and the radiative losses (determined
by tuning of the asymmetry parameter) on the mode formation. Such investigations could
open new opportunities for further reducing metasurface footprints and could also guide
the development of new resonator geometries with improved properties. Importantly, the
method could also be applicable for other array-based resonances113, which are affected by
finite size effects.

4.5 Resolving directional coupling effects in quasi-BIC
metasurfaces

Our investigation of the finite array size effect on the near fields was predicated on the
conventional quadratic arrangement of N x N-unit cells. Although this arrangement has until
now been dominant in the literature66,102,114,115, it is often based merely on intuition and
convention. Here, we want to challenge this preconception and explore possibilities to further
reduce the footprint of metasurfaces, while maintaining the quality of the quasi-BIC mode.
For this purpose, we studied the quasi-BIC mode formation in metasurfaces with one long
axis comprising 25-unit cells, and one short axis of N-unit cells, starting at N = 1. Thereby, we
differentiate two main design cases with one case having the long axis in x-direction aligned
along the polarization direction of the electric field (25 x N) and the other case having the
long axis perpendicular to the x-direction and thus perpendicular to the polarization direction
(N x 25). For this comparative analysis, we fabricated arrays based on unit cell dimension of
25 x N or N x 25 (Fig. 4.7a, b, c and d). A simple comparison of the 25 x 1 and 1 x 25 near-field
distributions (Fig. 4.7a vs. Fig. 4.7c, phase images recorded at the position of the red square)
immediately underscores a clear difference in the near-field behavior of the different design
cases. Whereas the 25 x 1 array displays an emerging quasi-BIC phase pattern with B = 0.5,
the 1 x 25 array does not exhibit the characteristic quadrupole phase pattern of two opposing
dipoles and has a much lower score of B = 0.29. This discrepancy shows a preferred coupling
direction for the 25 x N array case. The full comparison of measurements on arrays of either
25 x N, N x 25 and N x N-unit cells (Fig. 4.7e) further underlines this disparity in mode
formation. The rectangular 25 x N arrays demonstrate a fully established quasi-BIC mode
with a saturation score of B = 0.7 for N ≥ 2. In stark contrast, the second rectangular case
of N x 25 shows a much slower increase of B, consistent with the collective mode behavior
of the classic N x N array and attains a fully established quasi-BIC mode only for N = 10
(compare Fig. 4.5e). We attribute this strongly differing mode formation to a difference in
the strength of the directional coupling of the resonator chains. The net dipole moments
of the unit cells along the polarization direction can constructively interact, facilitating the
formation of the BIC mode even with a singular chain of resonators in the 25 x 1 design case.
Conversely, columns of unit cells perpendicular to the polarization cannot constructively
interact, thereby necessitating an array size (N = 10) for quasi-BIC formation. The analogous
mode formation characteristics observed between the N x N configuration and the N x 25
arrangement highlight the predominant influence of coupling along the polarization direction,
while the perpendicular coupling demonstrates minimal impact on mode formation. This
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trend is further corroborated by far-field measurements on the same metasurfaces (Fig. 4.7f),
where 25 x N arrays achieve their maximum quality factor at N = 9, considerably earlier
than the N x 25 arrays, which require N = 25 to obtain a comparable quality factor. These
findings suggest that a rectangular array design featuring a substantial number of unit cells
aligned along the polarization axis can exhibit a similar quasi-BIC mode quality compared
to conventional square metasurfaces, albeit with considerably reduced footprint. Moreover,
this directional coupling concept provides a compelling explanation for design principles
governing radial BIC geometries, where lines of BIC unit cells are arranged in a circular
pattern for compactness and polarization invariance65. This is a clear demonstration that the
method allows to understand fundamental mode properties, unlocking further reductions of
metasurface footprint by challenging established principles such as commonly used square
metasurface designs for quasi-BIC resonators.

Figure 4.7: Investigation of directional coupling effects in quasi-BIC metasurfaces. (a) SEM and optical
near-field phase images (φ3) recorded at the position marked by the red square of (a) horizontal chain of
25 x 1-unit cells and (b) of 25 x 2-unit cells. SEM and near-field phase images of (c) a vertical chain of 1 x 25-unit
cells and (d) 5 x 25-unit cells. (e) Extracted BIC mode purity parameter B from near-field phase images. (f)
Extracted quality factors from far-field reflectance spectra of different numbers of columns and rows. The red
squares marks the region, where far-field measurements are not able to differentiate the signal from background
noise. Error bars show the standard deviation of all B values obtained for each individual resonator in a phase
image of the corresponding array size.

4.6 Quantifying the near-field effects of defects in quasi-
BIC metasurfaces

Besides the quenching of the quasi-BIC mode imposed by the finite array size, another atten-
uating effect on the quasi-BIC can be caused by lattice defects within the array. Despite their
commonplace occurrence during the fabrication process, the impact of these irregularities on
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neighboring unit cells remains largely unexplored. Leveraging the s-SNOM technique, we
can now directly quantify the influence of such irregularities on the mode formation. For
simplicity, vacancies in the form of missing unit cells were chosen as perturbations of the
metasurface.

Figure 4.8: Far-field investigation of vacancy defects in quasi-BIC metasurfaces. (a) Reflectance spectra
of 30 x 30-unit cell array with a central defect ranging in size from 0 to 5 x 5-unit cells. (b) Q factors extracted
from the spectra shown in (a). (c) 30 x 30 unit cell metasurfaces withα = 20◦ tilting angle and with an increasing
number of randomly distributed single unit cell vacancy defects. A seed ensures that arrays containing more
defects also include all the defects in the same location as present in arrays with fewer defects. (d) Comparison
of randomly distributed vacancy defects and central vacancy defects as shown in (a). All spectra are normalized
to the single defect case.
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Various sizes of vacancies were fabricated, ranging from single-(1 x 1) up to multi-vacancies
(5 x 5) in the center of a 30 x 30-unit cell metasurface array (Fig. 4.9a, d) on a different sample
with slightly different tilted ellipse geometry resulting in slightly differences of Q factor and
resonance position compared to samples investigated in the previous sections (Fig. 4.5 and
4.7). The resulting far-field reflectance spectra and extracted quality factors measured on
these structures reveal that a solitary unit cell defect induces only marginal alterations in
the far-field response (Fig. 4.8a, b), yielding a quality factor of Q = 68 compared to Q = 69 for
the same structure without defects. However, the introduction of a 2 x 2-unit cell vacancy
already substantially lowers the quality factor and peak reflectance of the metasurface to
below Q = 65. Importantly, a similar trend in loss of peak reflectance can be measured, if the
unit cell vacancy defects are randomly distributed in a 30 x 30-unit cell, as has been done
for the metasurfaces in Fig. 4.8c and can be seen for the comparison of the normalized peak
reflectance values for metasurfaces with random and central defects displayed in Fig. 4.8d.
This behavior is also seen in the near-field images of the same structure (Fig. 4.9b, c).
In these specific measurements the near-field optical amplitude (s3) can be directly compared
for each resonator, because the optical amplitude of all resonators are recorded in the same
measurement with negligible laser power fluctuation and signal drift. Importantly, the BIC
mode purity B of the metasurface with a single unit cell defect does not decrease around the
vacancy, and the near-field amplitude s3 only shows a minimal decrease for the unit cells
adjacent to the defect parallel to the polarization axis. Conversely, in the case of a 3 x 3-unit
cell defect (Fig. 4.9e, f), both s3 and B exhibit a substantial decrease at the periphery of the
defect and along the polarization axis (to the right and left of the defect). In contrast, the unit
cells neighboring the defect perpendicular to the polarization axis show a smaller decrease in
s3 and B. A vacancy defect disturbs the resonator coupling in both directions, but since the
vertical coupling is much weaker than the horizontal coupling, the mode strength above and
below the defect remains strong despite missing vertical neighbors.

Figure 4.9: Near-field investigation of vacancy defects in quasi-BIC metasurfaces. (a) SEM, (b) optical
near-field amplitude (s3) and (c) calculated BIC mode purity B score of a 30 × 30-unit cell array with a central
defect of 1 missing resonator pair. (d) SEM, (e) optical near-field amplitude (s3) and (f) BIC mode purity B score
of an array with 3 × 3 missing unit cell defect.
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These measurements underscore the pivotal role played by unit cell neighbors horizontally
aligned with the polarization axis in establishing the collective quasi-BIC mode, in contrast
to their vertically aligned counterparts. Ultimately, these measurements show the tolerance
of the quasi-BIC metasurfaces against single missing unit cell defects, both from a near- and
a far-field perspective, which are the most common vacancies occurring during fabrication
processes. However, their performance is significantly compromised in the presence of larger
defects, particularly those exceeding the size of 2 x 2-unit cells. Note, that if a vacancy defect
is located in close proximity to the edge of the metasurface, the defect collective quasi-BIC
mode is further attenuated through overlapping defect and edge effects (Fig. 4.10). Therefore,
the ellipses within 5–6-unit cells of the edge may exhibit an even lower mode purity as they
would be quenched both by the edge effect and the vacancy. Similar superposition would take
place, if the density of vacancy defects is simply increased in a single metasurface causing a
superposition of the quenching effect of multiple defects on the neighboring resonators. In
general, the presented defect studies demonstrate the value of our s-SNOM based method
for the quality control of optical metasurfaces and other nanofabricated photonic structures,
especially in comparison to current state-of-the-art methods such as SEM or AFM. A key
advantage of s-SNOM is that it can assess the optical mode quality of the structure at the
same time as recording a topographic map of the resonator fields, enabling the optics-based
evaluation of fabrication discrepancies.

4.7 Near-field behavior of edge states of quasi-BIC meta-
surfaces

In addition to attenuation imposed by the finite array size, edge effects are another crucial
factor when determining metasurface dimensions for concrete use cases. While 10 x 10-
unit cells are sufficient to fully create a quasi-BIC mode, high Q factors and strong field-
enhancements are only present in the very center of the metasurface. However, many
technologically relevant applications, such as molecular sensing, require larger areas, where
the quasi-BIC mode is fully developed, to enable the averaging of spectral signals for improved
SNR116,117.
Our s-SNOM method helps to decipher the negative effect of the edges and their penetration
depth within themetasurface. To this end, we conducted scans along the polarization direction
at the edge of a 30 x 30 array. The recorded optical near-field amplitude and the extracted
amplitude at the top edge of the resonators (Fig. 4.10a, b) reveal that the optical amplitude
begins to decrease when approaching the seven outermost unit cells at the edge of the array.
Specifically, the optical amplitude undergoes a pronounced decline upon reaching the third
resonator pair from the edge, culminating in near-complete attenuation upon reaching the
final unit cell at the periphery. These findings agree well with EELS measurements of the
edge effect conducted by Dong et al.87 The near-field phase and the derived mode purity
B (Fig. 4.10c, d) show a similar trend, reaching a steady-state between 5 and 6 neighbors
away from the edge, complementing the near-field amplitude measurements. Moreover, we
conducted measurements at the corner of a metasurface (Figure 4.11), where we find again a
pronounced susceptibility of the mode at the lateral edge, in contrast to the near-fields at the
upper edge, which exhibit much higher robustness of the collective mode. This observation
underlines that the horizontal coupling direction plays a dominant role, similarly to what has
been observed previously in Fig. 4.7.
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Figure 4.10: Resolving edge effects in quasi-BIC metasurfaces with near-field microscopy. (a) Optical
near-field amplitude (s3) of the horizontal edge section of a 30 x 30-unit cell array. (b) The extracted near-field
amplitude signal (s3) from the white line in (a) with the number of unit cells marked by the number above the
plotted optical amplitude of the resonators. (c) Optical near-field phase (φ3) and (d) the extracted mode purity
B for each resonator pair of the same edge as in (a).

This fact supports a rectangular metasurface geometry with many unit cells aligned along
the polarization axis to achieve an increase of overall active near-field area. Such a design
would overall decrease the area of the metasurface susceptible to attenuating edge effects.
Furthermore, these findings indicate that, when performing sensing applications or enhancing
emitters for example through the Purcell-effect118, the last six neighbors at the lateral edge of
the metasurface provide a significantly reduced light-matter coupling compared to the unit
cells at the center. In the future, the methods introduced here could be used to decipher the
influence of parameters such as resonator geometry or material on edge effects and guide the
design of new metasurfaces to reduce their potential negative on impact on the near-field
enhancement.

Figure 4.11: Near-field attenuation at a quasi-BICmetasurface corner. Optical amplitude scan s3 recorded
on the corner of a metasurface. The scan shows a decrease of the near-field in horizontal direction along the
polarization axis of the electric field but no decrease in near-field intensity along the vertical direction.
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4.8 Discussion

We have demonstrated that transmission-mode s-SNOM in combination with correlative
image processing is a versatile technique to characterize photonic metasurfaces by quanti-
fying mode properties such as the finite size effect, directional coupling, edge state effects
and vacancy effects on quasi-BIC metasurfaces on the individual resonator level. We showed
that the quasi-BIC mode is already established at an array size of 10 x 10-unit cells an ar-
ray size much smaller than expected from far-field measurements. This fact suggests that
applications, which are solely based on the near-field of the metasurface, such as catalysis
or nanoscale heating, can be performed with arrays of much smaller size than commonly
assumed. We further demonstrate that commonly used square metasurface arrays are, in fact,
not necessarily optimal for realizing high-Q resonances in compact nanophotonic devices. As
we have shown experimentally for rectangular arrays consisting of tilted ellipses, rectangular
metasurfaces with a large number of unit cells aligned along the polarization axis can deliver
much smaller footprints while maintaining high mode quality and reducing the length of
metasurface boundaries susceptible to edge effects. We believe our results will help to produce
metasurfaces with higher active areas and smaller footprints to boost applications such as
biosensing and non-linear optics.
This concept can be applied in a straightforward manner to the mapping of the chiral response
of chiral BIC metasurfaces90, as has already been demonstrated previously for plasmonic
metasurfaces119, or to compare the mode properties of dielectric and plasmonic BIC meta-
surfaces. Moreover, our method enables a direct comparison of different BIC metasurface
resonator designs with respect to near-field enhancement, finite array effect, material, and
defect and edge response to determine an optimal resonator design that significantly improves
upon existing designs across all these metrics, making it highly beneficial at the application
level for metasurface based energy conversion82 and sensing116. Furthermore, we believe
that our general image processing methodology for assessing mode properties from near-field
microscopy data can be directly applied to a multitude of nanophotonic systems ranging
from plasmonic resonators94 and polaritons in 2D materials120 to the study of topologically
structured light such as finite barrier bound states121, optical vortices and optical skyrmions
in thin films systems122. Ultimately, the method might even be of us for industrial applications
in quality control of optical metalenses or photonic on the chip applications. In the same
direction goes the next chapter of this thesis, which describes the investigation of a solid state
biological sample in the form of different dental materials. It showcases the ability to analyse
the micro- and nanoscale properties of the material with different far-field and near-field
infrared microscopic techniques, which serves as an inspiration for dental material scientist
to use these techniques for optimizing these medical relevant materials to improve the quality
of life of patients.



5
Infrared microscopy of the micro-

and nanoscopic properties
of dental materials

The content of this chapter is published in the scientific journal Acta Biomaterialia (M. Beddoe,
T. Gölz et al., Acta Biomater. 168, 309 (2023), see ref. [50]). As the foundation of the chapter,
the peer-reviewed publication is used and text elements such as words, sentences, full passages,
as well as graphic content and figures, are drawn directly from the publication in accordance
with the Elsevier publication guidelines that allows the reprinting of own contributions in theses
and in accordance with the terms of the CC-BY Creative Commons Attribution 4.0 International
license http://creativecommons.org/licenses/by/4.0/.

5.1 Introduction to dental materials

Oral diseases represent a significant public health problem worldwide, placing an enormous
burden on the healthcare system123. The phase-down of amalgam restorations required
by the Minamata Convention124 has not yet been compensated for by an inexpensive and
effective restorative material. Higher in cost but with the benefit of unbeatable aesthetics,
resin-based composites are the most popular type of restoration today125. Modern light-cured
resin-based composites (RBCs) offer a wide variation in the chemical composition of each
component, their distribution, interaction, and morphology, allowing fine-tuning toward
improved bioactivity126 and mechanical performance127, lower shrinkage128, and improved
polishability and aesthetics129. In general, RBCs are made from a mixture of microparticles
embedded in a polymer matrix (see chapter 3) as displayed in Fig. 5.1. Most fillings perform
well over time, however, fracture and secondary caries are the most common cause of failure in
composite fillings, with the incidence of fractures increasing significantly130,131. In addition,
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a number of risk factors for the longevity of a restoration have been identified in a recent
review that are either related to the patient, particularly those associated with lifestyle and
health choices (e.g. risk of caries, parafunctional habits, number of check-ups per year,
socioeconomic status), the dentist (experience and the fact that changing the dentist is often
associated with a restoration replacement) and the tooth/restoration condition (such as
endodontic treatment, tooth type, and number of restored surfaces)131. The same review
found no influence of the way a restorative material was cured, e.g. the type of polymerization
unit or exposure time on secondary caries formation and thus longevity of a restoration131.
The clinical longevity of a restoration not only depends on the properties of the restorative
material, but also to a large extent on the adhesive system that ensures the bond between
tooth and composite and minimizes the risk of secondary decay or restoration failure.

Figure 5.1: Illustration of the dental material system. It is composed of an ORMOCER resin-based
composite filler, which is important for the structural integrity of the dental filling, and an adhesive that bonds
the composite filling to the dental surface.

In addition, the adhesives prevent microleakage, which take place when bacteria or fluids
penetrate between the filling and the tooth. Adhesives are composed of an etchant, primer
and the actual adhesive (see chapter 3). The purpose of the etchant is to create micropores
and remove the thin layer formed during tooth preparation. On the other hand, the primer
prepares the dentin surface for bonding with the adhesive system converting the hydrophilic
dentin into a more hydrophobic surface ready for bonding with the hydrophobic adhesives.
Finally, the adhesive itself is made of hydrophobic resin monomers, such as Bis-GMA that
are compatible with the RBC. The importance of adhesives for the longevity of a dental
restoration led to special attention being paid to the development of adhesives systems, which
are designed for different application methods (e.g. etch&rinse, self-etch, different number of
application steps) and, in addition to the purely mechanical interlocking of older systems, aim
to actively enter into a chemical bond with the hard tooth substance. Moreover, the collagen
degradation by host-derived proteinases132 and hydrolysis of the bond133 are crucial for the
longevity of a restoration.
The effect of these interactions is often tested indirectly, in macroscopic or microscopic bond
strength tests134, but with little power to elucidate bond mechanisms or aging behavior.
Therefore, the search for modern investigation methods that can accurately resolve changes
in the micro and nano range is becoming increasingly important. One of the leading analytical
techniques for investigating the chemical composition of materials and their interaction with
biological structures is IR spectroscopy12. This technique makes it possible to identify the
chemical components of multi-material systems based on their characteristic absorption
signatures. In addition, infrared spectroscopy is inherently fast, non-invasive, and non-
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destructive, since only low energy photons interact with the sample and no time consuming
and perturbative labeling with dyes or radionucleotides is required. Infrared spectroscopy has
also been adopted in the field of dental medicine and material research135,136 to detect early
forms of fluorosis137 and carious processes138, to investigate the polymerization kinetics
of adhesive polymers139, and to study novel nanoparticles in dental fillings and their effect
on bacterial growth140. However, spectroscopic studies on dental materials have, so far,
mainly relied on traditional IR measurements carried out on bulk materials with low intensity
globar IR light sources. In such experiments, the investigated dental materials are studied in
isolation from their dental environment and the interaction of resins or composite materials
with the environment cannot be studied in sufficient detail. Moreover, significant sample
contamination is expected, when the sample is extracted from the tooth section, obscuring
the desired dental material information. Furthermore, these studies lack access to spatially
resolved molecular information of the heterogeneous samples commonly found in modern
high-tech dental materials, as the acquired bulk spectra only show an averaged spectrum
over all molecular compounds in the sample masking spatial chemical heterogeneities of the
sample. Finally, globar light sources have a low intensity, which makes it difficult to detect
trace amounts of molecules that may yield important indications about toxic compounds or
material failure processes.
These challenges have been addressed through rapid advances in infrared optics. For example,
the advent of commercially available MIR-Laser sources18,45,47 has drastically improved
the signal-to-noise ratio of IR spectra and images. Furthermore, the generation of MCT
and microbolometer-based focal plane array detectors in combination with, e.g., reflective
Cassegrain objectives as well as refractive objectives for laser-based systems have led to the de-
velopment of spectral imaging infrared microscopes. These microscopes map heterogeneous
chemical information with a spatial resolution down to the micrometer range and already con-
stitute a significant advancement of spatial resolution over classical IR-spectroscopy141–143.
Still, they cannot resolve spectral information on the nanoscale due to the optical diffrac-
tion limit. However, through the combination of powerful laser sources and AFM systems,
a fundamentally different kind of infrared imaging and spectroscopy technology was in-
vented, that makes it possible to overcome this limit27,33. One such infrared microscope
is the s-SNOM. As the microscope’s near field can image and spectroscopically investigate
the infrared response of the sample surface with a resolution of about 20 nm, achieving a
subdiffraction resolution two orders of magnitude below the diffraction limit of MIR light38.
This conceptual advance gives access to nanoscale infrared spectroscopic information about
the structure and chemistry of materials, which is essential to understand and optimize
modern-day high-end materials144. Already, FTIR-imaging microscopes and s-SNOM are
starting to be applied to dental material research. For example, a FTIR-microscope was used
to map and evaluate the formation of a biomimetic interface between the natural tooth and
the adhesive and to evaluate the bonding of adhesive to a caries-affected dentin145,146. On
the other hand, s-SNOM was used to map chemical heterogeneities of apatite nanocrystals
close to tubulin structures in the dentin147 and AFM-IR a method similar to s-SNOM was
used to study mineralization and remineralization processes of human dentin148.
In the context of the increasing number of studies conducted with IR-imaging technologies
in dental material research, it is worthwhile to discuss the different strengths and weaknesses
of the techniques. In this work, we provide a detailed comparison and overview of three
major state-of the art IR imaging methods for the study of dental materials. Specifically,
we compare the quality of IR-images and spectra of dental filling materials and adhesives
from a far-field FTIR-microscope and a QCL-IR microscope as well as a s-SNOM. These
three microscopy methods are exemplary for the possibilities of modern-day commercial IR
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imaging, as they span a wide range of IR sources and optics. Still, it has to be mentioned that
there are countless other technologies in the field of IR-spectroscopy such as AFM-IR149 or
optical photothermal infrared spectroscopy150 and this study can only evaluate a part of this
technological landscape.
In this comparative study, all measurements were performed on the same dental sample with
two similar class I cavities prepared in a human third molar and restored with a low shrinkage
bulk-fill resin-based composite bonded with two different adhesives (Fig 5.2 and chapter 3
for further details of the dental fillings). We choose the specific low-shrinkage composite to
focus on the specific chemical interaction and to not have any damage effects from shrinkage
on the bond. Furthermore, the interesting Si-O-Si bond characteristics present in both the
ORMOCER matrix and the fillers have been a compelling target for nanoscale IR-microscopy
study.

Figure 5.2: Schematic illustration of the investigated dental sample with two kinds of composite
adhesive fillings. Sketch of the tooth cross section with two different fillings, both with the same composite,
but one containing a commercial adhesive A and the other an experimental adhesive B. The two zoomed in
images next to the tooth cross section show the investigated interface between dentin, adhesive and composite.

5.2 Imaging FTIR-spectroscopy for chemical differentia-
tion

Previous FTIR spectroscopic investigations on bulk samples have identified a rich structure
of different vibrational peaks originating from the tooth material and the dental fillings and
established connections to biological and chemical processes135,136. The central advantage of
imaging IR spectroscopy in general is that it can map the chemical composition of a sample
based on characteristic IR absorption signatures. The main molecular vibrations of the dental
samples investigated in this study are illustrated in Fig. 5.3a and can be correlated with the
main molecular components of the dental filling. One major vibrational absorption band
is associated with the C-O-C stretch at around 1150 cm–1 originating from the aliphatic
ether groups in monomer building blocks of the adhesive. Further important vibrational
bands are the C=O stretching of the ester group in the methacrylate groups of the polymer
chains16 around 1715 to 1735 cm–1 and the Si-O stretching in the composite135. The Si-O
stretch vibration creates a strong absorption feature from around 900 to 1100 cm–1 and can
be linked to the Si-O bonds in the glass filler particles in the composite as well as the silica
nanoparticles and the Si-O bonds in the polymer chains in the ORMOCER matrix135. A final
important vibration is the C-H stretching mode found around 2900 to 3000 cm–1, originating
from the hydrocarbon compounds found, e.g., in the polymers135.
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Figure 5.3: Spectroscopic investigations of dental fillings featuring different adhesives using FTIR
imaging spectroscopy. (a) Depiction of the relevant molecular resonances with corresponding wavenumbers.
These resonances are directly correlated with the materials contained in the composite and adhesive. (b)
Recorded reflectance images of the experimental adhesive B at 1000 cm–1, 1150 cm–1 and 1700 cm–1 with labels
for the different parts of the tooth cross section and white crosses and arrows which indicate the areas of the
different parts of the dental section. The small inset on the left shows the approximate location of the imaged
area in relation to the whole tooth cross section and relates to Fig. 5.2. The complete image is composed of 4 × 4
single images acquired sequentially and stitched together as highlighted through the white dashed lines. The
red rhomb and the orange polygon indicate the location where the red and orange FTIR spectra in (d) and (e)
were acquired. The different materials can be best separated at a wavenumber of 1000 cm–1. (c) FTIR reflectance
images of the commercial adhesive A composed of 3 × 3 single images at the same wavenumbers as in (b). The
green circle shows the location at which the green spectrum in (e) was recorded. (d) The plotted spectrum of
the composite area of the tooth cross section with a clear Si-O stretching vibration. (e) Spectra of both the
adhesive A and B with strong carbonyl and C-O stretching and C-H stretching vibrations.
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Importantly, this mode can only be spectroscopically detected by the FTIR-microscope (see
chapter 3 for details of the microscope), because the other imaging devices compared in this
study utilize laser light sources that cover a smaller spectral range. Based on the first three
characteristic wavenumbers, the difference in chemical composition of the dental fillings can
be mapped with the FTIR-microscope.
Fig. 5.3b and c show the recorded reflectance maps for the adhesives A and B, respectively,
at wavenumbers of 1000 cm–1, 1150 cm–1 and 1700 cm–1. The small inset on the left shows
the rough location of the reflectance maps in context of the tooth cross section and relates
to Fig. 5.2. The field of view (FOV) of the FTIR-microscope is too small to map the whole
area of interest. Therefore, the acquisition and stitching of multiple images is necessary (see
chapter 3). The borders of the individual images are denoted by white dotted lines. This
specific area of the dental sample was chosen as it represents one of the most complex areas
of the restoration with enamel, dentin, the adhesive and restorative composite all being
present in one image, which makes it interesting for the study of the complex chemistry of
the different materials with the IR-microscope. At 1000 cm–1, the enamel and the dentin
as well as the composite region show the highest reflectance and can be well separated.
The contrast can be explained by the correlation between the reflectance and absorption,
meaning materials with a strong absorption show a high reflectance close to their absorption
peak. Both enamel and dentin are mainly composed of apatite minerals, which contain many
phosphate groups and exhibit a strong P-O-stretching resonance at around 1000 cm–1 as
displayed in Fig. 5.4 for the FTIR spectra of enamel and dentin136. Also, the composite has a
strong Si-O stretch resonance around 1000 cm–1 due to the silica contained in the ORMOCER
matrix and filler particles in the composite. The stronger reflectance of the enamel compared
to the dentin can be explained by the degree of mineralization and the higher density of
apatite crystals in the enamel compared to the dentin of the tooth151.

Figure 5.4: FTIR spectroscopy of the dentin and enamel dental region. (a) FTIR microscope absorption
spectrum of dentin. The most intense vibration of the dentin spectrum is the asymmetric vibrations of the
P-O bond of the PO3–

4 group of the hydroxyapatite138. Amide II and Amide I peaks can also be identified. (b)
FTIR microscope absorption spectrum of enamel. The characteristic peak around 1060 cm–1 is ascribed to the
asymmetric vibrations of the P-O bond of the PO3–

4 building block of the hydroxyapatite crystal147.

In contrast, the adhesive does not have any strong resonance in this spectral region, which
explains the comparative lower reflectance. The reflectance values start to invert with the
second map at 1150 cm–1, where the composite and the adhesive show a high reflectance
because both materials have a significant amount of ether groups with resonances in this
spectral position. Finally, in the last map recorded at 1700 cm–1, the adhesive shows the
highest reflectance because the adhesive is based on a methacrylate polymer with a high
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density of ester groups with an IR-resonance in this region. Notably, the enamel and the
dentin can only be separated in the first map at 1000 cm–1, which can be explained by
their very low reflectance at the other wavenumbers. Because the imaging FTIR microscope
records the full IR reflectance spectrum at every pixel of the mapped sample, precise chemical
characterization and localization can be performed at any pixel of the image.
Three exemplary positions, for which the absorption spectrum have been plotted (see small
symbols in Fig. 5.3b and c for the exact position), have been picked. The absorption was
calculated from the recorded reflectance values with the Kramers-Kronig relations22. One
of the positions is in the composite region and, as expected, the spectrum (Fig. 5.3d) is
dominated by the strong Si-O vibration, at around 1080 cm–1135. The two weak side peaks at
approximately 1270 cm–1 and 780 cm–1 can be assigned to the methyl groups found in the
silicon organic compounds in the ORMOCER matrix of the composite. The peak at 1270 cm–1

corresponds to the Si-CH3 symmetric bendingmode and the peak at 780 cm–1 to the respective
Si-CH3 rocking mode38. The other two investigated positions correspond to the regions
of adhesives A and B. Their absorption spectra are very similar and show the typical IR-
resonances of a methacrylate-based polymer (Fig. 5.3e). As already discussed, the peak around
1150 cm–1 originates from the C-O-C stretching mode, while the peaks at around 1260 cm–1

and 1370 cm–1 are a result of different C-O stretching vibrations and CH3-bending modes
from the methacrylate polymer building blocks of the adhesive16,135,152. The absorption
maximum at 1730 cm–1 is caused by the C=O stretching of ester groups16,135. Furthermore,
the C-H stretching mode at 2900 cm–1 and the O-H stretching mode at 3400 cm–116 can be
clearly identified. Another vibrational band in the FTIR spectra is located at 1550 cm–1, which
relates to the aromatic C=C vibrations of the bis-GMA building block and is often used in
relation with the aliphatic C=C vibration from the methacrylate located around 1600 cm–1

(see Fig. 5.5 for a close up of the specific area in Fig. 5.3e)153.

Figure 5.5: Close-up of the FTIR spectra of the adhesive A and B shown in Fig. 5.3e. The experimental
adhesive B spectrum shows a resonance at a wavenumber of around 1560 cm–1. The resonance typically
correlates with an unsaturated aromatic double bond originating in the case of the adhesive A from the bis-GMA
building block of the adhesive polymer.

Importantly, the bis-GMA building block is the only polymer building block with an aromatic
structure and it is only contained in the experimental adhesive B. This shows that the FTIR
microscope is sensitive enough to distinguish very similar polymers based on unique building
blocks. Furthermore, throughmonitoring the change in the signal intensity ratio of both peaks
the degree of polymerization can be evaluated. The aromatic C=C vibrations stays constant
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as the aromatic building block does not take part in the polymerization reaction, whereas
the aliphatic C=C vibration of the methacrylate decreases throughout the polymerization
process153. By monitoring the spatial intensity ratio of these peaks, crucial information about
the polymerization degree in certain areas of the adhesive could be obtained through the
use of FTIR microscopy in future studies. In general, the reflectance images and the FTIR-
spectra from the FTIR-microscope show that it is easily possible to differentiate chemically
heterogeneous samples on the microscale and acquire a understanding of the molecular
composition of the sample by plotting the spatially resolved FTIR-spectra. This workflow is
especially helpful for characterizing samples with an unknown molecular composition on the
microscale, due to the ease with which different materials can first be contrasted by mapping
them and then be identified in their composition by FTIR spectra.

5.3 QCL-IR microscopy and porosity evaluation

By combining the high power of laser-based light sources and improvements in imaging
performance mediated by high-resolution microbolometer detectors and high-NA MIR re-
fractive objectives, additional insights such as porosity evaluation and statistical evaluation
of the spectral quality can be obtained from dental samples through QCL-IR microscopy. In
contrast to the imaging FTIR approach presented above, the QCL-IR microscope (see chap-
ter 3 for details of the microscope) provides a much larger field of view of 650 µm x 650 µm,
circumventing the need to combine multiple reflectance maps taken at different positions
and therefore avoiding stitching artefacts. These reflectance maps are plotted from the
corresponding hyperspectral data cubes recorded by rapidly tuning the high-brilliance ex-
ternal cavity quantum cascade laser (EC-QCL) source through the whole range from 950 to
1800 cm–1. Noteworthy are improvements in accelerating the measurements by a factor of
up to 170 compared to commonly used FTIR microscopes recently reported with a QCL-IR
microscope154.
The reflectance maps at 1000 cm–1 of the adhesives A and B (Fig. 5.6a and b with the inset
showing the approximate location of the map in the overall tooth section) is consistent with
the reflectance contrast shown at the above FTIR maps. Importantly, the maps in Fig. 5.6
resolve the dental fillings with a higher resolution compared to the FTIR images. For example,
it is possible to identify small regions of inhomogeneous reflectance in the composite and
dentin region of the adhesive A sample. In comparison, these inhomogeneities are only hinted
at in the FTIR-maps. The areas with different reflectance contrast can be further investigated
by plotting the whole absorption spectrum at specific spatial points (indicated by the small
rhombs in Fig. 5.6a and b) and analyzing the chemical composition through identifying the
characteristic fingerprints in these spectra (Fig. 5.6c). Like in the FTIR spectra for the adhe-
sives A and B, the main vibrations such as the C-O stretching and C=O stretching vibration
peak are clearly visible. However, unlike the FTIR-microscope data shown previously, the
large amount of high-resolution spectral data available from the acquired reflectance images
opens perspectives for the statistical evaluation of the optical response. To demonstrate
this capability, we evaluate the standard deviation of all the spectra within a 20 × 20-pixel
area around the specified points, which is indicated as the semi-transparent area around
the averaged spectra shown in Fig. 5.6c. In general, the standard deviation is low compared
to the peak intensity, showing the high quality of the signal-to-noise characteristics of the
spectra. Interestingly, certain peaks show a higher standard deviation compared to other
peaks, which could indicate a difference in polymer composition in the averaged area and
different polymerization outcome of the cured polymers.
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Figure 5.6: QCL-IR microscopy for chemical mapping. (a) MIR reflectance image at 1000 cm–1 of the
experimental adhesive B filling. The red rhomb and the orange polygon indicate the location where the red
and orange spectra in (c) were recorded. (b) Corresponding MIR-image for the commercial filling with the
green circle indicating the location where the green spectra of the adhesive A shown in (c) were acquired. The
different materials of the tooth section are labeled and assigned to the specific area by the white crosses or
white arrows and can be easily differentiated based on the recorded reflectance values. (c) Absorption spectra
obtained from the reflectance spectra on the adhesive B (orange), adhesive A (green) and composite (red) with
resonances assigned to functional groups found in the materials. The semitransparent area around the spectra
indicated the standard deviation.

Additionally, the high-resolution reflectance images from the QCL-IR-microscope allow to
rapidly calculate and evaluate the adhesive porosity as another interesting parameter in
dental material research. Normally, the porosity determination would be performed with
microscale computer tomography and thus require additional equipment and measurement
time. The workflow necessary to calculate the porosity of the different adhesives is based
on an algorithm and is shown in Fig. 5.7a. The algorithm processes two different reflectance
images for each sample shown on the left side of the flow chart. The reflectance image at
1000 cm–1 is used to identify the total adhesive area (A) in the recorded image, as the image
at this wavenumber shows a strong contrast between the different dental areas. On the
other hand, the reflectance images at 1710 cm–1 reveal the precise locations of pores as dark
spots contrasted from the whole dental area. The reflectance of the adhesive is very high
at this wavelength and therefore inhomogeneities in the area can be easily detected. The
total adhesive area and the total pore area are detected from the reflectance images using
the Hoshen-Kopelman-algorithm155,156 as illustrated in Fig. 5.7b. The algorithm converts
regions with different reflectance into clusters with an index of a size of 5 × 5 pixels. The
clusters are determined by the difference of the reflectance between neighboring pixels.
Two neighboring pixels belong to the same cluster, if the difference of their reflectance is
smaller than a minimum threshold value a. The threshold values were chosen such that the
pores, respectively the area of the adhesives can be easily identified by the algorithm. As
the reflectance values vary significantly between the different samples the same threshold
a could not be used between different samples and wavenumbers. However, to ensure the
comparability of the porosity between the different samples, a relative threshold arel was
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defined as the average reflectance of the adhesive area of the sample minus the average
reflectance of the pores area of the sample divided by the defined threshold value a. This
value arel was kept constant for both the adhesive A and B for the specific image processing
wavenumbers. The relative threshold for the adhesive area detection at 1000 cm–1 is 2.39 and
the relative threshold for the pore detection is 3.6. The algorithm extracts the adhesive area
(A) as a cluster of similar reflectance values, as shown in the lower middle image of the flow
chart. The cluster of the pores in the adhesive and composite is extracted from the image at
1710 cm–1 (upper middle image in Fig. 5.7a).

Figure 5.7: Data processing of QCL-IR images for the quantification of the adhesive porosity with
the Hoshen-Kopelman-algorithm. (a) Scheme for calculating the porosity of the commercial adhesives A
from reflectance images at 1000 cm–1 and 1710 cm–1. The reflectance image at 1000 cm–1 shows high contrast
between the different material components of the tooth filling and is used to extract the area A of the adhesive
with a clustering algorithm. The reflectance image at 1710 cm–1 is used to detect the pores in the image, since
it shows strong pore contrast and higher spatial resolution. By combining the whole detected pore area with
the adhesive area (A), the adhesive area with pores (P) can be extracted. Then, both areas (A) and (P) are used
to calculate the porosity of the adhesive. The porosity of the commercial adhesive A is 4 times higher than
the porosity of the experimental adhesive B. (b) Clustering of reflectance data points based on the Hoshen-
Kopelman-algorithm and a minimum threshold value of a = 0.2. As exemplified on an array with reflectance
values similar to the values recorded by the QCL-IR microscope (left) and the corresponding identified clusters
by Hoshen-Kopelman-algorithm (right).
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Importantly, the identified pores from the composite and the adhesive cannot be differentiated
by the algorithm at this wavenumber because the contrast between the composite and the
adhesive is low. Therefore, it is necessary to combine the adhesive cluster map and the pore
map to extract another map of the pores only located in the adhesive (P) without the pores
of the composite. The map of the pores in the adhesive is shown by the last map in the
data processing flowchart. In the end, the porosity is calculated by dividing the pore area
in the adhesive (P) by the total adhesive area (A). Strikingly, we find a significant difference
in porosity between the experimental adhesive B (2.5%) and the commercial adhesive A
(9.4%). The results are encouraging as the experimental adhesive with 7% inorganic fillers (see
chapter 3 for exact composition) mixed into the organic matrix showed smooth processing
under laboratory conditions, especially as the mixing process of both components is a source
for inducing porosity. In general, the porosity can have important implications for the stability
of dental fillings and can be used as a design parameter for the development of adhesives.

5.4 Nanoscale spectral characterization of dental materi-
als with s-SNOM

The study of dental material with nanoscale resolution through the use of s-SNOM offers an
exciting perspective both for material science and dentistry, because modern composites are
complex nanotechnological materials157. The technique was already used to study the dentin
tubuli in a section of a tooth and showed that it could identify microscale hydroxyapatite
structures147. In this study, the microscope is used to image and spectroscopically explore
the dental composite and the interface between the composite and the experimental adhesive
B, focusing on interesting chemical heterogeneities in these areas. We particularly choose
this area because it gives a challenging but also interesting interface as both the composite
matrix and the adhesive are methacrylate based and not easily distinguishable. In addition,
scans on the composite were performed to study the interface between the filler particles and
composite matrix where possible biodegradation processes can take place.
The scan is started by positioning the AFM-tip above a location of interest with the help
of an optical overview microscope. The optical microscopy image in Fig. 5.8a shows the
tip placement at the interface between the composite (colored in green) and the adhesive B
(colored in blue). Because of its technological versatility, s-SNOM can operate in multiple
modes to analyze the dental materials. In every optical imaging mode, a correlated topography
image is recorded with the AFM like the one shown in Fig. 5.8b. The topographic data can be
used to distinguish between the adhesive (smooth and flat section in the right upper corner)
and the composite section even after the grinding process of the dental section. In addition,
the topography gives information about the quality of the grinding and polishing process
of the dental material. Another important function of the topographic information is that
it can be correlated with the recorded optical signals to verify if the signals truly originate
from the optical material contrast and does not originate from topographic artefacts. A better
differentiation between dissimilar material sections in the dental filling is possible with the
parallel recorded optical imaging modes such as white light imaging (see chapter 3). The
dark clusters visible in the white light image (Fig. 5.8c) with a low optical amplitude show
the dense glass filler (84.0 wt.% Ba-Al-Si-glass and SiO2) embedded in the ORMOCER matrix.
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Figure 5.8: Correlated s-SNOM data from a dental sample. (a) Overview image of the optical microscope
used to place the AFM cantilever in contact with the surface at the composite (green) and experimental adhesive
B (blue) boundary. The red circle in the inset indicates the investigated area of the tooth section. (b) 3D AFM
topography (z height) map of the composite-adhesive interface showing a clear topographic difference between
the flat adhesive and the rough composite section. (c) White light image plotted from the second demodulated
optical amplitude s2 correlated to the AFM-image shown in (b). The white light image displays a heterogeneous
optical response, which makes it easy to distinguish adhesive, composite, and clusters inside the composite. (d)
Monochromatic absorption images of the composite area at the second demodulation (A2) at a wavelength of
1080 cm–1. The filler particles and the surrounding ORMOCER can be separated by their optical response. (e)
Nano-FTIR absorption spectra from the second demodulation recorded on a glass particle (blue) and on the
ORMOCER matrix (orange).

Additionally, the interface between the adhesive and the composite can be distinguished
because the adhesive exhibits a high and a more uniform scattering signal in contrast to the
ORMOCER matrix in the composite. Importantly, the white light imaging mode does not
convey any specific chemical information, as it is based on the integrated backscattering
intensity and thus only shows optical contrast and no chemical contrast (see chapter 3). In
contrast, the pseudo heterodyne imaging works in the case of this studywith a 10 cm–1 narrow
wavelength range and can probe specific chemical resonances. The pseudo heterodyne image
at 1080 cm–1 (Fig. 5.8d) shows cluster particle in the composite matrix imaged based on their
Si-O stretch resonance. At this wavelength both the ORMOCER matrix and the glass particles
show a Si-O resonance. However due to the material density and resonance intensity of the
phononic Si-O stretch of the glass particles, the ORMOCER matrix can still be distinguished
from the filler material in the image. For attaining chemical information about a certain
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area after a white light scan is conducted, a nano-FTIR spectrum can be recorded. Based
on the white light map, specific points, or lines of points at a particular position of the map
can be investigated. By comparing two nano-FTIR spectra taken at different positions, one
being on a glass particle and the second being on the ORMOCER matrix (Fig. 5.8e blue and
orange spectrum), the materials can be clearly distinguished, and the material content can be
analyzed. The spectrum of the filler particle shows only one broad peak at about 1080 cm–1

originating from the strong Si-O-stretching mode. On the other hand, the ORMOCER matrix
shows a richer spectrum. The strongest vibrational mode is the Si-O stretching at 1120 cm–1

originating from the Si-O stretch in the silicon polymer. The shoulder at around 1080 cm–1

coincides exactly with the recorded Si-O resonances measured on the glass particles.

Figure 5.9: Nanoscale resolved chemical specific mapping of dental fillings and hyperspectral investi-
gation of a cluster-ORMOCER interface. (a)Monochromatic absorption images of the second demodulation
(A2) showing the composite at 1120 cm–1 and (b) the composite-adhesive interface at 1240 cm–1 and 1082 cm–1

(right) with red circles in the insets showing the approximate region where the scans were conducted on the
overall dental section. The strongly differing infrared absorption of different materials makes it possible to
visualize the heterogeneity of the composite filling and adhesive-composite interface. (c) White light image
of the composite matrix with several clusters. The arrow shows the position and direction of a 1 µm long
spectroscopic line scan. (d) Shows a close up of the overview white light scan with the exact position of each
of the nano-FTIR spectra recorded during the line scan. (e) Relative difference nano-FTIR absorption density
plot, whereby the relative near-field absorption signal of the second demodulation between wavenumbers of
1000 cm–1 to 1800 cm–1 is defined as the difference in absorption between the first spectrum (position x = 0 nm)
taken on the middle of the glass particle and the following spectra at position x. In the density plot, two distinct
regions can be identified. The first region is defined by a very strong signal around 1080 cm–1, which correlates
with the glass particle location. The second region has a weaker absorption signal at 1080 cm–1 and correlates
with the beginning of the ORMOCER matrix.
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Thus, it seems likely that this shoulder originates from nanosized silica inclusions also con-
tained in the ORMOCER matrix, which are too small to be visualized by white light imaging.
The peaks around 1250 cm–1 and 1730 cm–1 are due to the Si-CH3 and C=O stretching and
the carbonyl stretch from the organic part of the ORMOCER matrix respectively.
This short overview of different s-SNOM modes based on the investigated dental material
shows the broad applicability of this method for visualizing and identifying dental material
components. Especially the pseudo heterodyne imaging mode is useful to investigate hetero-
geneities in dental fillings, as it allows a direct and fast visualization. Through the imaging of
the cluster resonance at 1080 cm–1 (Fig. 5.8d) and at the ORMOCER resonance at 1120 cm–1

(Fig. 5.9a), maps of the cluster distribution and cluster size can be easily obtained. These
images can be used in the future to study possible aggregation processes or the distribution
of clusters for different composite formulations. Another interesting finding of this imaging
mode is the possibility to image the intrusion of the adhesive into the composite matrix and
the morphology of cluster particles at the interface as shown at Fig. 5.9b, when imaging the
interface at the cluster resonance of 1080 cm–1 and at the resonance of the C-O stretch of
the adhesive at 1240 cm–1. The optical maps show a clear contrast between the adhesive B
and the composite area. The intrusion can be identified through the small blue islands in
the composite layer, which is especially visible when imaged at 1240 cm–1135. This method
could be used to optimize the interfaces between dental materials, as the interface between
the materials can be investigated with a high chemical contrast compared to state-of the
art techniques such as scanning electron microscopy. In turn this information could help to
improve binding properties and interface compatibility of dental materials.
Another way to study such crucial interfaces is a hyperspectral nano-FTIR linescan. Such
a linescan was performed at the interface between a glass particle and the surrounding
ORMOCER matrix. As already shown by the spectra in Fig. 5.8e the two different materials
have only slight spectroscopic differences as they have quite similar Si-O bonds and only
differ through a polymer peak and a shift of the Si-O resonance position. The white light scan
of the region of interest is shown in Fig. 5.9c. The arrow added to the white light scan shows
the rough positions and direction, at which the linescan was performed. The close up of the
area of the linescan is shown in Fig. 5.9d, whereby the colored dots show all the positions of
each recorded nano-FTIR spectra. The linescan consists of 40 single nano-FTIR spectra at
steps of 25 nm over a total distance of 1000 nm. In Fig. 5.9e, the relative nano-FTIR absorption
change between the first spectrum and the following spectra is plotted against the distance
away from the starting position (x = 0 nm) of the linescan. From the nanoscale spectroscopic
mapping, the glass particle (1st region) and the ORMOCER matrix (2nd region) can be clearly
separated from each other. The glass particle region ranging from 0 nm to about 650 nm has
a strong Si-O stretch resonance at 1080 cm–1 which decreases when the ORMOCER matrix
region is probed at about 650 nm as the response of the ORMOCER matrix is much weaker.
In addition, the relative intensity change shows a clear increase in intensity at the frequency
of 1730 cm–1. This signal increase can be explained through the probing of the carbonyl
resonance of the beginning composite matrix. These results show that, using a hyperspectral
linescan, the chemical nature of interface heterogeneities can be studied with a very high
resolution of a few tens of nanometers. These interface studies are particularly interesting
for dental materials showing material failures, as achieving a deeper understanding of the
failure process based on chemical anomalies may, in the future, lead to improvements of the
materials used.
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5.5 Discussion

Our comparative study shows that multiscale infrared spectroscopy is a powerful method to
understand the complex multi-material systems associated with dental fillings. The acquired
spectral data sets provide a unique opportunity to directly compare different state-of-the-art
IR microscopy techniques on a dental sample and show the advantages and disadvantages of
each individual method and clarifies which spectroscopic and imaging questions they are
best suited to answer.
The FTIR-microscope possesses a broad spectral range (700 – 4500 cm–1 limited by the
detector). This ability, which makes it possible to detect most vibrational peaks, can even
be used to identify all C-H and O-H stretching vibrations at higher wavenumbers. These
resonances cannot be detected with the QCL-IR microscopes or the s-SNOM, as it is out of
the tuning range of the IR lasers used in this study. The whole spectroscopic response of the
sample in each pixel of the FOV can be mapped and is obtained in the form of hyperspectral
data cubes. However, the low intensity globar light source, which is also used in traditional
FTIR-spectrometers, leads to low SNR and causes long integration times of around three
hours for a high-quality spectroscopic map of the whole dental filling. Furthermore, the FOV
of 170 × 170 µm is too small to map the whole dental filling, which requires stitching together
of single maps to visualize the entire area and can lead to stitching artefacts. In addition,
the resolution of the FTIR-microscope is relatively low due to the low resolution of the FPA
detector. This makes it difficult to identify the position of the interface between adhesive and
composite from the reflectance maps at 1000 cm–1 and the pores at 1710 cm–1.
In contrast, laser-based QCL-IR microscopy is ideal for mapping the dental fillings and for
advanced image analysis, because it benefits from a better FPA detector and achieves a higher
resolution than FTIR-microscope. The FOV is large enough to image the adhesive, part of the
dentin/enamel and part of the composite. An additional advantage is the fast acquisition time
for the hyperspectral data cube of the dental sample. It takes anywhere from 1 to 15 min, de-
pending on howmuch data is averaged to achieve precise results. The high-quality reflectance
images can then be utilized to rapidly calculate the porosity of adhesives. The example of the
algorithmic porosity detection is just one of many possible uses of high-resolution infrared
reflectance maps of the tooth sample. We envision that similar to current trends in label-free
automated digital pathology154, dental material and tissue can soon be rapidly classified
and assessed with the help of artificial intelligence trained on many high-resolution images
obtained from QCL-IR microscopes. A disadvantage of QCL-IR microscopy is the current
limited spectral range of the quantum cascade laser system from 950 to 1800 cm–1. Important
vibrations above 1800 cm–1 such as the C-H stretching vibration located around 3000 cm–1 or
the cyanide stretching vibration located at 2200 cm–1 cannot be detected. This limit makes it
more difficult to map and detect certain chemical groups and processes which are connected
to these functional groups.
As opposed to far-field microscopes such as the FTIR- and QCL-IR microscopes, which are
not able to resolve structures below a few micrometers in size, s-SNOM is perfectly suited to
investigate the nanostructure of the samples surface and to decipher chemical heterogeneities
on the nanoscale essential for modern day high-tech composite materials. Its resolution is in
principle only limited by the radius of the tip, which is in the case of this study around 40 nm.
Another advantage of the s-SNOM is that it records topographical maps and optical maps
simultaneously. This capability comes with the price of a very small scan area of at the most
100 × 100 µm. Additionally, as opposed to the maps obtained by the other two microscopes,
the optical map is not a full hyperspectral data cube. The map shows either the IR-absorption
of the sample at a very narrow wavelength with the pseudo-heterodyne detection mode or an
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averaged backscattering intensity of the broadband laser spectrum in the white light mapping
mode, which does not carry specific chemical information. The acquisition of FTIR spectra
is, of course, possible in the nano-FTIR mode, but already a single point spectrum has an
acquisition time of about 2 min thus, making it difficult and time-consuming to attain a full
well-resolved and high signal to noise spectral data cube of a large scan area. However, by first
attaining a white light map of the sample and then investigating optically interesting areas
with nano-FTIR point spectra or a hyperspectral linescan, it is possible to attain nanoscale
chemical information in several minutes. Finally, the nano-FTIR mode is limited at the mo-
ment by the wavelength range of the nano-FTIR laser of 800 cm–1 with five different central
tuning points ranging from 600 cm–1 to 2000 cm–1. This limits the nano-FTIR investigation
to a comparatively small range of wavenumbers for a single spectrum. However, if only a
single specific resonance is imaged using the pseudo-heterodyne imaging mode, it is possible
to obtain images of several micrometer sized areas in a few minutes.
Similar results to pseudo heterodyne imaging can also be attained by using the AFM-IR
imaging technology, which is based on photothermal expansion as opposed to scattering148.
Furthermore, a similar study has been conducted in which the authors monitor the degree of
conversion and the local polymer strain of similar adhesive polymers with synchrotron-based
FT-IR wide-angle imaging with spatial oversampling158. This IR-imaging and spectroscopy
method has the advantage of a wide spectral range from 4000 cm–1 to 800 cm–1, a better
SNR compared to the classic FTIR microscope systems and high resolution with an effective
pixel size of 0.54 µm × 0.54 µm at the sample plane over the whole MIR range and a fast
acquisition time of 5 min per FOV. This study nicely demonstrates amount of material related
information, which can be extracted from hyperspectral maps of dental materials but is
limited in applicability to classic material science laboratories as it is based on an advanced
synchrotron light source, which is normally not easily accessible for fast material optimization
studies. Finally, Raman based imaging and spectroscopy methods should also be thought of,
when thinking of methods to analyse complex dental material as the interesting results of for
example C-F Raman spectroscopy show when analyzing the fluorosis of dental samples159.
This comparison shows that there is no jack of all trades but that, the right imaging solution
needs to be chosen and carefully evaluated depending on the required information.

In conclusion, we conducted a comparative study of three state-of-the-art IR microscopy
techniques on the same dental sample. Our results reveal that all the microscopes can visualize
the different functional areas on the dental sample based on the recorded IR-images and
characterize their chemical contentwith IR-spectra. The FTIR-microscope is perfectly suited to
identify the most relevant molecular components of the adhesive and composite in the dental
fillings by their absorption spectra. Furthermore, it can visualize different materials in the
dental section. The images from QCL-IR microscopy show a higher resolution and can be used
for more sophisticated image processing such as the rapid algorithmic determination of the
porosity of the adhesive. A better understanding of the nanocomposition of the dental filling
can be obtained with s-SNOM, which can visualize the nanostructures found in the composite
as well as the interface between the adhesive and the composite. We envision that the use of
spectroscopic IR microscopy will lead to better insights of the micro- and nanostructure of
dental materials and, as a result, in materials with lower failure rates, potentially lower cost,
better biocompatibility and a more positive patient experience. Furthermore, we hope that
the comparative study helps dental material scientist to better understand the techniques
and to adopt these techniques in their work flow.
Importantly, the study was limited to dried biological samples as the operation of the AFM in
liquid is difficult. Furthermore, the alignment of infrared optics in water is very difficult due
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to the strong water absorption in the infrared range. However, it would be of great use to
study processes and samples in-liquid because most of the processes and samples in biology,
biochemistry and pure chemistry such as cells, proteins or catalysts are associated with a
liquid environment. In the next chapter a study is presented, which shows a method that
enables hour long stable measurements of soft matter samples in liquid.





6
Transient infrared nanoscopy of

single photoswitchable lipid
vesicles in water

This chapter’s content is presently under peer review for publication and has been previously
made available on the preprint archive arXiv (https://arxiv.org/abs/2406.02513). In this instance,
words, sentences, complete sections, and visual content, such as figures, are taken directly from
the publication draft in accordance with the specified terms of the CC-BY Creative Commons
Attribution 4.0 International license http://creativecommons.org/licenses/by/4.0/.

6.1 Introduction to photoswitchable lipid particles

Lipid-based nanocarriers, such as liposomes and lipid nanoparticles (LNPs), have emerged as
a leading platform technology in nanomedicine160,161. Their key advantage lies in the ability
to encapsulate hydrophobic drugs or molecular nanoagents for targeted delivery. Unilamellar
vesicles, the most basic form of nanocarriers, have already found their way into clinical
applications162. In addition, LNPs represent arguably the most advanced nanocarrier technol-
ogy and have played a crucial role for the successful in-vivo administration of mRNA-based
vaccines163. Enhancing the performance of liposomal nanocarriers, including both liposomes
and LNPs, depends on optimizing strategies to control site-specific release mechanisms and
upon an external trigger164. Light is ideally suited for this task due to its contactless nature
and ease of focus. Photoswitchable molecules integrated into or forming part of the lipid
membrane can facilitate liposome release. Recently, Chander et al. made significant progress
towards this goal by using the azobenzene-based photoswitchable-phosphatidylcholines
azo-PC55, and red-Azo-PC165, in lipid nanoparticle formulations, enabling controlled drug
release upon irradiation at specific wavelengths166. Their work demonstrates the feasibility
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of integrating photolipids into clinically approved lipid formulations, showing large promise
for future development.
Imaging and spectroscopy techniques in the MIR spectral range are an ideal toolkit for in-
vestigating the chemical composition of different organic and inorganic samples12 due to
the wavelength-specific absorption of infrared light by the chemical material’s bonds, often
referred to as the “spectroscopic fingerprint”. In the case of photoswitchable lipid membranes,
MIR spectroscopy is particularly useful for analyzing the isomerization of the membrane-
embedded photolipids in a label-free and non-destructive manner without interfering with
the switching process itself13,167. However, conducting MIR imaging and spectroscopy on a
single lipid vesicle requires a methodology that simultaneously provides sufficient nanoscale
spatial resolution and high temporal resolution to resolve the photoswitching dynamics.
s-SNOM11,33 is ideally suited for this task due to it’s spatial resolutions down to 20 nm38.
The method has been highly successful for studying dried single biological macromolecules15
and dried lipid monolayers168, and has already been extended to observe living biological
entities in their native environment48.
A critical gap in optimizing photolipid-nanocarriers has been the lack of effective tools for
studying membrane photoisomerization at the single liposome level. Previous studies have
shown that azobenzenes quench fluorescence and dye molecules further interfere with the
isomerization process169, which renders fluorescence-based methods less favorable. While
atomic force microscopy AFM170, interferometric scattering microscopy171 and TEM172 allow
for investigating liposome shape and size with sufficient resolution, they do not provide any
chemical insights into the isomerization process. Nanophotonic based sensing approaches
show great promise for spectroscopically tracking complex dynamics, but lack the simultane-
ous flexibility to image the system73,173–175.
Here, we demonstrate the use of in-situ nanoscopy to image and spectroscopically analyze,
individual photoswitchable lipid vesicles with sizes down to 176 nm in aqueous environments.
In contrast to previous investigations on naturally progressing biological systems48, we
present the first in-situ s-SNOM study on actively induced dynamic processes by reversibly
changing the morphology of a vesicle through repeated ultraviolet/blue light illumination
and tracking its spectral response at 30 ms temporal resolution. We demonstrate not only
the possibility to detect and distinguish two photoisomeric states of the lipid molecules on
the single lipid vesicle level based on subtle changes in their near-field MIR spectra, but also
monitor the photoinduced transformations of the lipids in their aqueous environment in real
time.

6.2 In-situ near-field infrared spectroscopy of a photo-
switchable lipid vesicle

In our experiments, the MIR near field of an irradiated metallic s-SNOM tip probes a water-
suspended lipid vesicle through a 10 nm thick SiN membrane, where the vesicle remains
adsorbed by Van-der-Waals-forces for extended periods of time (Fig. 6.1a). The advantage
of using the membrane is that it prevents sample evaporation while also protecting the tip
from contamination by the solution (for experimental details, see chapter 3). Furthermore,
the SiN membrane-based in-situ technique enables hours long mechanically stable s-SNOM
measurements, without the need to realign optics even when changing samples48. The
MIR laser beam is tightly focused by a paraboloid mirror onto the tip to generate a highly
concentrated near field under the apex (Fig. 6.1a, red area). The optical near field penetrates
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through the SiN layer and probes more than 100 nm into the underlying liquid compartment48.
Back-scattered coherent MIR light is detected in a Michelson interferometer setup, which
allows for the extraction of both the MIR amplitude s2 and phase φ2 (Fig. 6.1b and chapter 3).
The reversible photoisomerization is induced by light from either of two LEDs emitting at
365 nm and 465 nm, respectively, which are aligned to illuminate the whole SiN membrane
area homogeneously without generating enhanced near fields (Fig. 6.1a, blue area, Fig. 6.1b).
The vesicles under investigation are composed of a 50:50 % mixture of 1,2-Dioleoyl-sn-
glycero-3-phosphocholine (DOPC) and azo-PC (see Fig. 6.1c and chapter 3 for details on
sample preparation)55. We choose this ratio as it presents a good compromise between vesicle
stability that decrease when the azo-PC content is increased and visible deformation behavior
due to photoswitching that is more significant with increasing azo-PC content. The switching
wavelengths were chosen from the azo-PC UV-VIS spectra (Fig. 6.1d). Illumination of the lipid
vesicles with a wavelength of 365 nm triggers the isomerization of the azobenzene moiety
from trans to cis, while, conversely, illumination at 465 nm switches the molecules to the
thermodynamically more stable trans-state.

Figure 6.1: In-situ s-SNOM setup and infrared spectroscopy of photoactive lipid vesicles. (a) Operating
principle of the membrane-based in-situ s-SNOM method. An s-SNOM tip with its associated near field scans
in tapping mode at a tapping frequency Ω above a 10 nm thin SiN membrane, which separates the tip from
lipid vesicles suspended in an aqueous medium. The tip and membrane are illuminated by two different light
sources: a MIR beam (Ein) for near-field spectroscopy and imaging and a UV-VIS source (Eswitch) to switch the
lipid vesicles between their different photoisomeric states. (b) S-SNOM setup with the MIR beam and the UV
light focused onto the s-SNOM tip and sample by a parabolic mirror (PM). The focused MIR beam creates an
enhanced near field that interacts with the sample underneath. The MIR light backscattered from the tip (EScat)
containing the spectroscopic information of the liquid sample is collimated and interferes with a reference beam
that is reflected by a movable reference mirror (RM). The resulting signal is recorded by a fast response infrared
detector (see chapter 3). (c) Molecular structure of the DOPC and trans-azo-PC lipids constituting the lipid
vesicle in a ratio 50:50 and sketch of the light-induced conformational change. (d) UV-VIS spectrum of both
lipid isomers with switching wavelengths labeled by the blue and violet vertical lines.

The photoswitching of azo-PC lipids has been analysed by MIR spectroscopy13,167, as we
confirm for our samples using ATR-FTIR spectra of dried azo-PC films (Fig. 6.2). The carbonyl
band at 1743 cm–1 remains unaffected by the photoswitching55,167, whereas clear differ-
ences in spectral intensity between the cis/trans-isomers are evident from the resonances
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at 1606 cm–1, 1495 cm–1 and 1463 cm–1, which can be assigned to the ring breathing mode
of the trans-azo-group and CH2-backbone modes found in the azo-PC lipids13. All studied
resonances feature increased absorption in the trans-conformation13. In contrast, the DOPC
lipid ATR-FTIR spectrum does not change in intensity with different illumination wavelength
and does not show a band at around 1600 cm–1 (Fig. 6.2).

Figure 6.2: ATR-FTIR spectra of lipid vesicle compounds. Normalised ATR-FTIR spectra of pure DOPC
(green) and pure azo-PC in the trans-(blue) and cis-state (violet) measured on dried samples. The data of each
spectrum are normalised to the corresponding carbonyl resonance at around 1735 cm–1 to compare the peak
intensities between the different spectra. The photoswitching between the cis/trans-state was performed by
illuminating the dried sample on the ATR-crystal with 365 nm (trans to cis) and 465 nm light (cis to trans).

The in-situ s-SNOM technique enables MIR spectroscopy on individual lipid vesicles in an
aqueous environment at length scales impossible to reach by standard far-field spectroscopy
approaches. Since the most interesting lipid resonance at 1606 cm–1 would be masked by a
strong H2O vibration at 1650 cm–1, we suspended all vesicles in this work in D2O, a common
practice in FTIR spectroscopy of organic materials48,176 (see Fig. 6.3b, c for comparison of near-
field spectra of vesicles in H2O and D2O). We first present a spectrally averagedMIR near-field
amplitude image (Fig. 6.3d, “white-light image” s2, see chapter 2 and 3) to identify and target
a membrane-fixed vesicle in aqueous solution for further spectroscopic measurements. We
subsequently recorded nano-FTIR phase spectra φ2 at the vesicle’s center (Fig. 6.3d location
of the red cross and 6.3e), where the highest scattered white-light signal is observed and
therefore a high SNR of the recorded spectra is expected. In both photoisomerization states,
these spectra show the characteristic resonances of the lipid system, such as the carbonyl
peak, the CH2-backbone modes13,167, and a resonance at 1606 cm–1 (see Fig. 6.3a for a
detailed assignment to the molecular bonds of DOPC and azo-PC). Notably, the resonance
at 1606 cm–1 decreases in intensity after illumination at 365 nm, indicative for trans-to-cis
isomerization. In addition, the CH2-backbone modes at 1463 and 1495 cm–1 also decrease
in intensity. These differences are consistent with our measurements of ensemble averaged
far-field ATR-FTIR spectra (Fig. 6.2) and with reports in literature13,167. Importantly, the
carbonyl signal at 1742 cm–1 of the nano-FTIR spectrum with illumination at 365 nm does
not change in intensity compared to the nano-FTIR spectrum at 465 nm as expected from
the reference ATR-FTIR spectrum. This fact underlines that there was no fluctuation in the
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laser power, change in optical alignment on the tip or detector responsivity in between the
recording of the two spectra leading to intensity changes. Therefore, the spectra demonstrate
our capability to analyze the chemical composition and distinguish between photoisomers of
a nanoscale lipid vesicle by their associated nano-FTIR spectra. Note that the spectroscopic
signal of a lipid vesicle in H2O outside the 1650 cm–1 H2O band (Fig. 6.3c) is of similar good
quality and therefore should allow future studies in H2O suspension.

Figure 6.3: Nano-FTIR spectroscopy of a photoswitchable lipid vesicle. (a) Molecular sketches of DOPC
and trans-azo-PC composing the lipid vesicles with bonds highlighted in specific colours to assign them to the
resonances in the nano-FTIR phase spectra (b, c). Experimentally determined nano-FTIR phase spectra (φ2) of a
lipid vesicle suspended in H2O (b) and D2O (c). (d) Spectrally averaged MIR amplitude image (s2, white-light
image) of a lipid vesicle in trans-state in D2O, scale bar 500 nm. (e) MIR near-field phase spectra (φ2) of a trans-
(blue) and cis-state (violet) lipid vesicle (e) recorded at the position of the red cross. Red boxes highlight two
lipid vibrational MIR bands that respond strongly to the switching light.

6.3 Resonance specific near-field imaging of lipid vesicle

Based on the nano-FTIR spectra recorded on the lipid vesicle, we chose the intense carbonyl
resonance to record resonance-specific MIR images. A larger area scan (15 µm x 15 µm)
demonstrates the side-by-side coexistence of numerous vesicles of varying sizes, simultane-
ously measured in both amplitude s2 (Fig. 6.4a) and phase φ2 (Fig. 6.4b). Individual vesicles
can be clearly identified and localized, as exemplified by close-up views of four differently
sized vesicles, indicated as colored boxes (Fig. 6.4c). The vesicles typically exhibit near-
uniform phase φ2 > 25◦ throughout their inside (shown in red), surrounded by a fringe of
around 100 nm width (shown in white). We extract quantitative phase profiles along the
lines indicated in Fig. 6.4c and determine each vesicle’s apparent full width at half maximum
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(FWHM, Fig. 6.4d). Despite only being 176 nm in width, the smallest analysed lipid vesicle
is still well resolved (albeit with reduced phase signal), which is consistent with the spatial
resolution of our setup on the order of 100 to 150 nm48. Importantly, this result demonstrates
the capability of our method to characterize nanoscale objects even in water, at length scales
way beyond the reach of standard fluorescence and phase contrast microscopy.

Figure 6.4: Chemically specific MIR near-field imaging of nanoscale lipid vesicles. S-SNOM optical
amplitude (s2) (a) and phase images (φ2) (b) of several lipid vesicles suspended in D2O measured at 1730 cm–1 at
the carbonyl resonance (see Fig. 6.3e), scale bars 5 µm, acquisition duration 12 min. (c) Enlarged phase images
(φ2) of four differently sized lipid vesicles, scale bars 300 nm. (d) Extracted profiles along lines drawn in (c),
showing full widths at half maxima (FWHM) of 660±17 nm, 580 nm±23, 260±22 nm, and 176±14 nm determined
by fitting a Gaussian function to the extracted profile, the error bars being the square root of the diagonal
elements in the obtained covariance matrix.

The uniform phase within and amongst differently sized vesicles (Fig. 6.4b) indicates that they
undergo a deformation and flattening when adhering to the SiN membrane, as sketched in
Fig. 6.1a. This interpretation of the measured, uniform signal is in accordance with previous
subsurface s-SNOM studies, which showed that the near-field sensing reaches to around
100 nm depth, whereas objects beyond 200 nm below the tip remain virtually invisible40,49.
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To corroborate this flattening behavior, we compare phase profiles of the 660 nm FWHM
vesicle and the largest vesicle (next to the brown box in Fig. 6.4b) with an analytical model for
the phase signal of a non-deformable polymeric sphere hanging from a single adhesion point
on the SiN membrane. We find that the theoretical profiles have a different form and are
narrower than the experimental profiles (Fig. 6.5a, b), supporting our hypothesis of vesicle
flattening. This observation demonstrates our optical methods ability to study details of
nanoscale adhesion of soft matter systems in aqueous environments. Independent further
information about the vesicles can be gained by examining the simultaneously acquired
mechanical images or vesicle “footprints”48, which show a displacement of the SiN membrane
upwards by about 1 nm for the green-boxed vesicle location and up to 2 nm for the largest
vesicle (Fig. 6.5c, d). This observation clearly shows that even nanoscale soft-matter objects
can be detected via distinct deformations of the SiN membrane, in agreement with previous
studies48,176, and should be applicable to characterize even more complex lipid systems.

Figure 6.5: Correlated optical phase and topography response of single lipid vesicles. (a, b) Profiles of
the green-boxed vesicle and the largest vesicle (next to the brown box) in the phase image shown in Fig. 6.4b,
extracted along the arrows indicated in the inset (scale bars 300 nm and 1 µm, respectively). (c, d) Correlative
topography profiles from the simultaneously measured topographic images (not shown). The theoretical
curves in (a, b) result from analytically predicting the phase profiles of differently sized, undeformed spheres
(dSphere = 600 nm, 1000 nm, 2000 nm and 4000 nm, material PMMA, tip radius = 60 nm and tapping amplitude
a = 80 nm) which are assumed to adhere at one point on the lower surface of a 10 nm SiN membrane (for details
see previous literature48).
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6.4 Near-field imaging resolves reversible photoswitch-
ing of a single lipid vesicle

An approximately 500 nm wide vesicle was selected to map photoswitching-induced mor-
phological changes by recording MIR images at 1603 cm–1 (Fig. 6.6a, b). Each pair of images
was acquired during intervals of approximately 2 min, with illumination periods of at least
1 min for inducing the photoswitching between each step. The time series commences with
a round vesicle in the trans-state (Fig. 6.6a, b), followed by a blue/UV light illumination
sequence to switch the photolipids multiple times between trans and cis. During the pho-
toisomerization steps, reversible changes of the vesicle shape, directionality of deformation
and size were observed. These size expansions of the vesicle when switching from trans to
cis are in good agreement with previous reports, where it was shown that vesicles undergo
transformations into less symmetric shapes following trans-to-cis isomerization55, and that
the area per photolipid molecule increases by about 20%177 to 25%178 for cis photolipids
due to a higher packing density of trans-azo-PC in a lipid membrane. For the cis isomer,
the conformational change of one lipid tail (see Fig. 6.1c) would increase the chain volume,
with the lipids assuming a slightly inverted wedge shape. This change in packing density is
reflected in the morphological change of the vesicles, which requires a rearrangement of the
lipid molecules.

Figure 6.6: Near-field imaging of the reversible photoswitching of a 500 nm diameter lipid vesicle.
(a)Monochromatic MIR amplitude (s2) and (b) phase images (φ2) at 1603 cm–1 of a lipid vesicle in D2O being
reversibly photoswitched between the trans-state and cis-state, scale bars 500 nm. (c) Illustrated extraction of a
“circularity” value for a lipid vesicle defined as 4πA/p2, with circumference p and area A, where the boundary
criterion was s2 = 7.8 a.u, scale bar 300 nm. (d) Reversible change in circularity between the trans- (blue) and
cis-state (violet) of the lipid vesicle over two switching cycles.

To confirm that we can monitor reversible photoswitching over long times and investigate a
different lipid configuration in the form of a supported membrane patch adhering to the SiN
membrane, we conducted a similar photoswitching time series (Fig. 6.7). The results again
highlight reversible area changes due to photoswitching over four cycles within one hour,
confirming the high stability and reproducibility of the s-SNOM measurements and the good
reversibility of the switching process.
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Figure 6.7: Reversible photoswitching of a lipid patch. Optical amplitude (s2) and phase (φ2) image series
of a lipid patch being reversible photoswitched between the cis and trans-state showing a reversible expansion
(cis-state) and contraction (trans-state) over a 1 h measurement time, scale bar of 1 µm for all images.

Furthermore, the time-series images (Fig. 6.6a, b), were used to extract both the vesicle’s
area A and its ”circularity“ as a FOM for the asymmetry between both states as defined
in Fig. 6.6c. Circularity is a commonly employed shape factor in image analysis179,180,
that numerically describes the comparability of the vesicle to a perfect circle. The vesicle
resembles a perfect circle at a value of one and deviates from the ideal circle shape with a
lower value. We delineate the vesicle’s boundary by setting a threshold value of s2 = 7.8 a.u.
This value was chosen to encompass the area where the optical amplitude is above 1

e of its
maximum value at the particle center (after background subtraction). The changes between
both photoisomerization states are significant and well reproduced (Fig. 6.6d), amounting to
an increase of 10% in area and a decrease of 8% in circularity for the trans-to-cis transition.
One possible explanation for the change in circularity is that the 50% mixture of azo-PC and
DOPC used in our samples displays lower bending rigidities (which quantifies the energy
needed to change the membrane curvature181) in the cis compared to the trans-state, which
aids vesicle deformation and explains the observed change in morphology182. Additionally,
the photostationary state (PSS) i.e. the trans-to-cis-ratio reached by the photoisomerization
process, may not be quantitative, meaning that not all azo-PC lipids assume a 100% trans- or
cis-conformation due to photoisomerization. The PSS is influenced by many experimental
parameters, including the solvent, temperature, and the illumination conditions. For pure azo-
PC vesicles in water, it was shown by small angle X-ray scattering that the fraction of cis-lipids
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in the blue adapted state (after 465 nm illumination) is still about 30%, while a considerable
fraction of about 27% of the photolipids remain in a trans-state after UV illumination183.
Furthermore, trans-lipids are prone to form H-aggregates, which may lead to phase separation
and demixing of trans-lipids into different domains on the vesicle membrane leading to the
observed expansion184. Our method opens the door to studying such complex photoinduced
deformation effects on a multitude of other nanoscale systems such as photoswitchable
metal-organic frameworks185 and nanoparticles186.

6.5 MIR near-field signal tracking of the switching dy-
namics of a single lipid vesicle

Resolving fast photoswitching dynamics of single lipid vesicles requires nanoscopy methods
that effectively track rapid structural and chemical changes. However, standard s-SNOM
imaging is limited by slow mechanical scanning speeds even for comparatively low per-pixel
signal integration times tp, resulting in long imaging durations, for example, 50 s for a sub-
µm lipid particle in water (Fig. 6.6a, b), where 150 pixel by 100 pixel were acquired using
tp = 3.3 ms.
We address this inherent limitation of scanning probe methods by implementing a transient
MIR nanoscopy method applicable to both aqueous and dry samples. The method continu-
ously records the near-field s-SNOM signals s2 and φ2 at a set integration time. A specific
wavelength is selected to achieve the maximum spectral response to photoswitching, and
the tapping tip is placed on the center of a selected vesicle and remains stationary during
the recording. A suitable vesicle is first identified by recording an MIR image at 1603 cm–1

(Fig. 6.8a, b). Subsequently, we confirm the vesicle’s photoresponsivity by imaging the mor-
phological distortion of the vesicle due to photoswitching. We then place the tip onto the
center of the vesicle (red and black crosses in Fig. 6.8a, b) to prevent signal distortion due
to movement of the vesicle. The s-SNOM signals are recorded at this defined position at
1603 cm–1 and a time resolution of tp = 500 ms (Fig. 6.8c, d). The signal acquisition was started
after illuminating the sample for over 1 min at 465 nm, followed by switching once every
minute between 365 nm and 465 nm (violet and blue part of the signal trace in Fig. 6.8c, d).
When the vesicle is switched to the cis-state, both amplitude and phase traces show clearly
monotonic decreases, consistent with the recorded ATR-FTIR and nano-FTIR spectra (see
Fig. 6.3). Likewise, both signals increase monotonically when the vesicle is switched back.
Upon exposure to 365 nm light, the optical amplitude decreases by about 10%, from 1.16
to 1.07 (normalized to the average signal of D2O), while the phase decreases by about 1.6°.
Notably, after an initial slow change, the signals in Fig. 6.8c, d exhibit drastically accelerated
changes that last only down to 1 s in some cases and appear delayed after about 11 s in both
amplitude and phase.
This overall sigmoidal behavior indicates that interesting cooperative effects between the lipid
molecules might come into play during membrane photoswitching. Non-exponential and
delayed-onset transitions have been observed for pure azo-PC vesicles by ensemble-averaged
UV absorption measurements in liquid suspension177,184. During photoisomerization, abrupt
changes of the lipid conformation along with a change of intermolecular interactions be-
tween trans- and cis-azobenzene embedded in a DOPC environment affect the isomerization
dynamics187. Stronger lipid-lipid interactions of azo-PC are present in the trans-state, where
the molecules form H-aggregates184,188 and are packed more densely177,189. At the onset of
UV illumination, the trans-cis ratio changes towards a cis-rich environment.
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Figure 6.8: Resolving the photoswitching dynamics of a single nanoscale lipid vesicle by millisecond
MIR near-field signal traces. (a) Optical near-field amplitude image normalized to the surrounding D2O (s2
/s2,D2O) and (b) near-field phase image (φ2) recorded at 1603 cm–1 with 2 min acquisition time, directly before
starting the MIR signal trace acquisition at the position of the cross, scale bars 500 nm. The recorded amplitude
(s2 /s2,D2O) in (c) together with the phase (φ2) in (d) reveal the photoswitching dynamics at a temporal resolution
of 500 ms. The symbols above in combination with the dashed vertical lines indicate when the illumination
wavelength was switched to the value written above. The blue and violet coloring of the signal traces mark the
switching light’s wavelength at each point. The black curves are moving averages of the measured points. (e)
Optical amplitude and (f) phase images taken directly after acquiring the near-field traces show that the vesicle
remained stable in both position and signal strength, even after seven consecutive switching transitions, scale
bars 500 nm. (g, h) Exemplary sigmoidal fit of the transient time trace for investigating the photoswitching
dynamic in trans-to-cis and cis-to-trans direction. The extracted growth parameters k determines the steepness
of the switching behaviour describing how fast the system responds. The average k-value for the trans-to-cis
switching is 0.4±0.1, whereas the k-value for the cis-to-trans switching is 0.8±0.4, indicating that the cis-to
trans-switching occurs faster. The fitting was performed with a sigmoidal function of the following form
f(x) = L

1+e–k(x–x0) + C.

Therefore, the photoisomerization is slower in the beginning, where a lipid conformation
change is sterically hindered in the dense membrane assembly. In the extreme case of
self-assembled monolayers, it has been shown that steric hindrance can even prevent the
trans-to-cis isomerization altogether190. As the membrane is shifted towards a cis-rich state,
more space is made available, which facilitates the overall switching of the azobenzenes.
In general, cis-to-trans isomerization is faster, as lipids are switched to their thermodynami-
cally favorable state, although switching rates are strongly dependent on the illumination
conditions and light intensity177. This fact is supported by the extracted growth parameters
k through a sigmoidal fit of the time traces (Fig. 6.8g, h), which indicate a higher switching
speed in the cis-to-trans-direction in comparison to the trans-to-cis-direction. The abrupt
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change of the isomerization curve observed in both directions (Fig. 6.8c, d) has not been
observed in absorption measurements of vesicle solutions. Furthermore, a delay was also
observed for the onset of cis-to-trans isomerization, which likely originates from membrane
reorganization taking place as the photolipids reduce their lipid footprint accompanied by an
overall reduction of the bilayer fluidity182 and vesicle deformation (Fig. 6.6).

Figure 6.9: Reference near-field signal traces. Near-field signal trace of the optical amplitude normalised to
the D2O signal (s2 /s2,D2O) (a) and of the optical phase (φ2) (b) recorded at 1730 cm–1 on the vesicle shown in
Fig. 6.8. Near-field optical amplitude (c) and phase (d), recorded at 1603 cm–1 on D2O next to the vesicle shown
in Fig. 6.8. Near-field optical amplitude (e) and phase (f) signal trace recorded at 1603 cm–1 on a clean Si surface.
The blue and violet colouring of the trace specifies the wavelength of the switching light of 465 nm and 365 nm
used at the specific time of the trace.
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However, the finding is consistent with the dynamics observed by time-resolved monitoring
of supported photolipid bilayer isomerization by single particle plasmonic sensing191. This
supports our understanding that nanoscopy on a single vesicle level, where real-time informa-
tion is obtained from a localized membrane area under homogeneous illumination, provides
further insight to otherwise hidden details of photoisomerization dynamics of photolipids
in a bilayer assembly. Remarkably, this back-and-forth switching could be continuously
monitored over an 8 min duration, encompassing four complete switching cycles. After
recording the time trace, we recorded another MIR image (Fig. 6.8e, f) to verify that the
vesicle has not shifted in position relative to the tip, thus eliminating the possibility of signal
fluctuations due to vesicle displacement during the switching process.
For comparison, we recorded a second transient signal trace at 1730 cm–1 (Fig. 6.9a, b), prob-
ing the carbonyl resonance that should remain unaffected by the photoswitching-induced
molecular changes observed in Fig. 6.2. We measured only relatively small amplitude and
phase signal changes, verifying that at 1603 cm–1 we did probe the molecular switching. We
attributed the recorded decrease in amplitude and phase from the trans- to the cis-state to a
reduced lipid density in the cis-state184. Moreover, we recorded a signal trace on D2O next
to the vesicle (Fig. 6.9c, d) and on a clean silicon surface (Fig. 6.9e, f). Both traces exhibited
stable amplitude and phase signals, confirming that the measured switching signals are not
due to mechanical or optical artifacts induced by the switching light.
To explore the temporal resolution limits of our in-situ tracking of dynamic processes, we
repeated photoswitching experiments at different integration times of the Ps-Het signal trace
tp ranging from 30 ms to 500 ms (Fig. 6.10). The signal-to-noise characteristics allowed to
detect a photoswitching signature at a temporal resolution as short as 30 ms with a statistical
significance limit of 3.72σ (see Fig. 6.10c). Notably, by increasing the integration time to
100 ms the SNR jumps to 5.5σ, showing the great potential for the technique to also be
applied to dried samples such as for example the investigation of photoactive proteins at the
single-molecule level176. Since these experiments do not need to be conducted in aqueous
environment, even higher SNR as shown here could be expected. In addition, this method
could be extended to a multi-color Ps-Het approach36. In this case multiple wavelength are
measured at the same time allowing to record the transient dynamics at several wavelengths
simultaneously providing richer chemical information about the underlying dynamic process.

Figure 6.10: Temporal resolution limit of the in-situ photoswitching detection. Exemplary near-field
time traces of the optical amplitude s2 recorded with 49 ms temporal resolution of the (a) trans-to-cis-switching
process and (b) cis-to-trans-switching process. The recorded experimental signal values (Aexp) are marked by the
red bars and the root mean-square of the noise of the steady-state signal (Arms) before the switching perturbation
is marked by the orange bars. Based on these values the signal-to-noise values for the photoswitching process
have been determined. (c) The associated signal-to-noise metrics in relationship to time traces with different
temporal resolutions of the photoswitching dynamics. For all the recorded time-traces the commonly accepted
threshold value of 3σ is exceeded showing that the dynamic photoswitching process can be resolved with 30 ms
temporal resolution.
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6.6 Discussion

By combining near-field microscopy with ultrathin membranes and fast signal acquisition
methods, we have demonstrated the label-free imaging and spectroscopic detection of actively
triggered photoswitching processes in lipid nanovesicles as small as 176 nm in their native
aqueous environment. Specifically, we utilized our method to resolve reversible photoinduced
shape changes in the vesicles over multiple switching cycles. This capability enables future
studies of shape effects in photorelease processes for a wide range of nanocarriers. Further-
more, leveraging the inherent spectral and therefore chemical sensitivity of MIR nanoscopy,
even at the single lipid vesicle level, we could differentiate two main photoisomeric states of
the photoswitchable vesicles based on nano-FTIR spectra. The chemical specificity of this
method holds great potential for investigating other complex lipid systems on the nanoscale,
such as the chemical composition of domains in lipid vesicles184 or dynamics of lipid nanopar-
ticles loaded with therapeutic compounds like mRNA. Here, one could consider first forming
a supported bilayer on the SiN membrane and then studying the fusion process of the lipid
nanoparticle with the bilayer, mimicking a cellular environment and circumventing the prob-
lem of the vesicles adhering on the membrane and changing their dynamics.
Additional information about the geometry of the vesicles was obtained by comparing mea-
sured phase profiles of a single vesicle with an analytical model for a nondeformable sphere,
suggesting a distinct flattening of the vesicles when adhering to the membrane. The vesicles
were also identifiable in the correlative mechanical images, where we attribute the upward
displacement of the membrane to van-der-Waals-forces exerted by the vesicle. A potential
solution to removing unwanted topographical artefacts caused by surface roughness is to use
image reconstruction algorithms to correct optical images via the simultaneously measured
topography192, as well as improving fabrication methods.
Importantly, we implemented a transient MIR nanoscopy technique to extract the switching
dynamics of a single lipid vesicle with millisecond time resolution. It is significant to note
that we conducted the experiments on vesicular systems in liquid, which exhibit rather weak
backscattering. One way to increase the scattering signals and with it the time resolution by
as much as an order of magnitude would be the use of broader tips (albeit leading to reduced
spatial resolution)43. With other, more strongly scattering objects, the time resolution would
potentially improve to the µs range. This could be particularly interesting for electrically
modulated solid-state materials193, and would require higher phase modulation frequencies
offered by photo-elastic or acousto-optic modulators194,195. Moreover, improvements in MIR
laser stability and power, in addition to optimizing collection optics, could increase the SNR
and lead to shorter acquisition times.
It is important to acknowledge the short coming of the membrane based liquid s-SNOM
method and contrast it to competing methods, which also enable liquid s-SNOM. For one, the
resolution of the membrane-based method is around 100 nm using 10 nm SiN membranes.
In comparison, there are several approaches that measure s-SNOM or AFM-IR directly in
liquid achieving resolutions only limited by the apex of the tip and enabling the recording of
the full topographic information of the sample196–198. However, these approach all employ
an ATR-based transmission illumination of the tip, which is difficult and time consuming
to align. Moreover, we believe that our method enables more robust and longer duration
experiments as the tip and the optical alignment is protected from the liquid environment.
This protection allows more complex nanoscopy studies of e.g. living cell48 or in the case of
this manuscript dynamic photoswitching. To increase the resolution limit with a membrane
method a straightforward approach would be to deploy a thinner membrane layer, which is
still mechanical stable enough for water to adhere to it and perform a tapping AFM move-
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ment. For example, liquid s-SNOM studies have been conducted with ultra-thin graphene
capping layer199–201 and oxide capping layers such as TiO2 and Al2O3202, which enable
higher resolution imaging in liquid. Elevating this idea, it has been demonstrated that a liquid
virus sample can be wrapped in a graphene sheet and investigated with s-SNOM enabling
true nanosale imaging and topography recording with a capping layer203. These capping
layers have the additional benefit of having no phonon resonance in the MIR compared to
SiN, which exhibit a strong resonance in the range of 800 to 1150 cm–1 masking important
molecular infrared resonances48. Ultimately, it is also the ease of availability and usage that
makes complex studies with many consecutive experiments possible. Here, the wide and
cheap commercial availability of the SiN membranes help to match these requirements as
opposed to other capping layers, which need to be self-fabricated for every experiment.
In applications requiring super-resolution imaging, using finer tips in our s-SNOM mea-
surements (ideally down to about 30 nm) in combination with thinner membranes could
significantly improve both the optical and the mechanical spatial resolution. This would
also reduce the near-field probing depth to 30 nm as the near-field probing depth is highly
dependent on the tip. The small probing depth48 would be ideally suited to image the adhering
portion of a vesicle’s membrane with improved contrast. Additionally, this approach could
be key to detecting inhomogeneities like lipid rafts and other nanostructures43.
Note that in principle, our method is not limited to either relatively slow imaging (Fig. 6.6a,
b) or fast one-pixel tracing (Fig. 6.8c, d), but could combine both for a truly spatio-temporal
assessment in real time. When extended to perform rapidly repeated, short line scans across
a vesicle’s edge, our method could capture abrupt spectroscopic changes inside and simulta-
neously morphological expansions to the outside of a vesicle in a correlative manner48.
As a future prospect, the stable membrane-based in-situ s-SNOM technique demonstrated in
this work can be integrated with state-of-the-art microfluidics and environmental controls.
This integration holds great promise for the nanoscale investigation of dynamic biochemical
processes actively triggered by changes in temperature, pH, osmolality, or the injection of
chemical compounds. Additionally, the method is compatible with correlated measurements
such as fluorescence and Raman imaging, as well as for THz-nanoscopy, for which higher
tapping amplitudes (>200 nm) are mechanically possible can be used to obtain optimal results.
Finally, we believe that the accuracy and versatility of our method opens up unprecedented
avenues for future studies of even more complex lipid-associated phenomena and a mul-
titude of other highly relevant systems, ranging from dynamic metal-organic-frameworks
in chemistry185,204, the assembly of Alzheimer-associated peptides in medicine205, to the
electronic modulation of 2D materials in physics193.
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Conclusion and Outlook

In this thesis we utilized s-SNOM as an advanced superresolution infrared nanoscopy method
accompanied by several far-field microscopy techniques to investigate diverse phenomena
and samples ranging from the fundamental study of photonic modes in optical metasurfaces
to dental materials in human third molars and photoswitchable lipid vesicles. Furthermore,
this work addressed two major limitations of s-SNOM: the difficulty of investigating liquid
samples and the temporal resolution constraints for studying dynamic processes in soft matter
samples. The new concepts introduced in this work will enable the deciphering of complex
metasurface properties, the investigation of dental material samples and the exploration
of complex materials in their native environment with in-situ s-SNOM. Further interesting
studies that could be conducted on quasi-BIC metasurfaces are for example a comparison
of gold and dielectric resonators, the comparison of different resonator structures and the
mapping of the chirality of chiral resonator fields.

Quasi-BIC mode formation investigated by near-field microscopy. The difficulty
to investigate the near-field of photonic metasurfaces has held back the fundamental and
practical understanding of the properties of photonic metasurfaces. At the moment, photonic
mode formations are mostly investigated by means of the far-field response or with numerical
simulations. By introducing a transmission-mode s-SNOM based concept in combination
with an image processing method and applying it for the investigation of the near-field of
quasi-BIC metasurfaces, it is possible to analyze properties of photonic metasurfaces on the
single resonator level. It was possible to visualize and quantify the finite array effect, the
directional coupling of the resonators, the effect of defects and edges on metasurfaces. The
attained insights will help to optimize the design of metasurfaces to lower the footprint and
increase their active area to boost applications such as catalysis, biosensing or on-chip lasing.
Ultimately, the introduced concept can be applied to a range of nanophotonic materials
ranging from all-optical skyrmions, waveguides and nanoantennas as long as the optical
phase response can be simulated. In addition, the concept could be applied in industry in the
emerging field of metalens technology for failure analysis and metrology.

Infrared imaging and spectroscopy of dental materials. Modern dental materials are
complex nanoscale multicomponent materials to satisfy the complex requirements profiles
faced in real world patient settings. In order to optimize the materials, it is vital to understand
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the chemical composition of the complex material mix. By applying a multiscale approach of
different far-field and near-field infrared microscopy and spectroscopy techniques a proof-
of-concept was demonstrated to locally decipher the chemical nature of a dental filling
from the micro to the nanoscale. The study showed that the different components of the
dental filling could be identified and mapped. In addition, by utilizing an image processing
algorithm the porosity of adhesives could be investigated based on the infrared reflectivity
of the hyperspectral images. The introduced concepts will be a stepping stone for further
studies in dental material research and medicine. For example, it would be interesting to study
degradation of dental material due to factors such as pH, temperature, salivary enzymes or
bacteria on the nanoscale to better understand the failure points of a dental filling. Moreover,
there have been barely any study that uses near-field optics to investigate the interfaces
of the tooth material with the adhesive and the interfaces of the composite, filler particles
and adhesives with each other. Furthermore, near-field optics could be deployed to address
the important question of shrinkage stress. s-SNOM could provide a spatial map of stress-
affected areas particularly around filler particles and resolve microcracks. Finally, far-field
and near-field infrared microspectrocopy could give insight on the light-curing process and
could resolve regions of suboptimal curing, cross-linking density and premature degradation.

Transient in-situ nanoscopy of photoswitchable lipids. The limitation of s-SNOM to
dried samples has hindered the broad adoption of the nanoscopy method to life science,
chemistry and the study of dynamic processes. In the final project of this thesis an ultra-thin
membrane based in-situ s-SNOM method is introduced that enables complex nanoscopy
measurements of liquid samples over hours. The work shows for the first time an actively
induced dynamic process of a soft matter sample that is investigated with s-SNOM. In addition,
it shows that nanoscale spectroscopy of soft matter samples in liquid can be performed
gaining insights about the chemistry of the sample. Furthermore, a transient s-SNOMmethod
was demonstrated that allows the millisecond resolved tracking of the infrared response
of a sample in aqueous environment. This method will unlock a new realm of samples
and phenomena previously impossible to be investigated by infrared nanoscopy such as
complex lipid associated phenomena such as drug loaded vesicles or lipid domain formation.
Furthermore, it is now possible to investigate the time dynamics of manymaterials down to the
millisecond regime important for host-guest materials or structural changes in biomolecules.
From here on it would be very interesting to develop a pump-probe liquid s-SNOM method,
which already exists for dried solid-states samples. This setup helps to investigated the
temporal dynamics of soft matter samples with even more information. Another avenue
of research could be to develop a gas phase in-situ s-SNOM cell on the basis of the SiN
membrane technology. The cell would enable the study of for example gas phase crystal
growth processes on the nanoscale. In essence, the field of in-situ s-SNOM is just emerging,
with many studies routinely conducted in related fields, such as in-situ TEM, SEM, and AFM,
now possible but not yet performed in s-SNOM.

In conclusion, this thesis unequivocally establishes s-SNOM as a transformative and indis-
pensable tool across diverse fields, including nanophotonics, dental material research, and
biophysics. By demonstrating the capability to acquire critical nanoscale information, s-SNOM
enables the optimization of material properties and paves the way for future innovations and
scientific breakthroughs. The profound insights garnered from near-field measurements not
only enhance the properties of these materials but also drive advancements in their respective
fields.
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