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S U M M A R Y

Neural circuits provide the basis for all computations in the brain.
Understanding how information is processed within these circuits is a
fundamental goal in neuroscience research. Studying neural circuits with
a relatively small number of neurons has provided important insight
into the brain’s computational properties. The motion vision circuit of
the fruit fly, Drosophila melanogaster, is one of such commonly studied
neural networks. The ability to detect visual motion is vital for all sighted
animals to navigate in the environment, escape predators and detect
conspecifics. Already more than half a century ago, the first algorithmic
models described the computation of motion direction from visual signals.
An essential aspect in this model of motion detection is the enhancement of
signals moving in the preferred direction (preferred-direction enhancement)
and the suppression of signals moving in the opposite or null direction
(null-direction suppression), both crucial for accurate motion perception.
Many studies have advanced our understanding of how the computation
of visual motion is implemented at the neural and biophysical level in
Drosophila. The discovery of T4 and T5 cells, the first direction-selective
neurons in the motion vision circuit, followed by the characterisation of
their input elements, was an important milestone. At the beginning of my
doctoral studies, the computational and biophysical mechanisms of how the
T4 and T5 neurons become direction selective was still elusive.

The goal of my doctoral research was to understand how motion is
computed in the OFF motion vision pathway at the level of T5 neurons in
Drosophila melanogaster. As described in my first publication, I discovered
how null-direction suppression is realised in the Drosophila OFF motion
vision pathway (Manuscript 1; Braun et al., 2023). A pivotal finding
emerged from connectomic analysis, uncovering a columnar microcircuit
among certain input neurons to T5. Using two-photon calcium imaging in
combination with thermogenetics, optogenetics, apoptotic methods, and
pharmacology, I demonstrated how disynaptic inhibition shapes the tuning
of OFF motion detectors in Drosophila, directly linked to the identified
columnar microcircuit. Additionally, the CT1 cell was pinpointed as the
input neuron crucial for null-direction suppression at the T5 neuron level,
marking a significant advancement in our understanding of visual OFF
motion detection. In the course of studying connectivity of the OFF motion
vision pathway and its downstream circuits, I contributed to the first full
connectome of the adult fly brain, a worldwide collaborative effort led
to a complete neural wiring diagram of an adult fly brain (Manuscript 2;
Dorkenwald et al., 2024). Moreover, this connectome provides systematic
and hierarchical annotations of ~130,000 neurons, which covers neuronal
classes, cell types and developmental units. (Manuscript 3; Schlegel et al.,
2024). Finally, I was involved in the catalogue of neuronal cell types and
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wiring diagrams for the visual system of Drosophila (Manuscript 4; Matsliah
et al., 2024).
Taken together, the manuscripts contained in this thesis advance the
knowledge of motion detection in the OFF pathway as well as the synaptic
connectivity of a whole adult fly brain.
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I I N T R O D U C T I O N

1 processing of sensory information in the
brain

Information processing in the brain is a complex and multi-layered
process that involves the transformation of sensory inputs into electrical
signals of neurons, the processing and integration of such signals with other
external or internal signals, and finally the control of behavioural output
by concerted activation of specific sets of muscles. The sensory systems
are fundamental mechanisms that equip animals with the ability to gather
and process information from their surroundings. Through these systems,
organisms can detect various physical properties such as light, sound,
and odour, which are essential for navigating through the environment,
identifying resources, interacting socially and avoiding danger. Early
processing stages of sensory systems extract certain stimulus features and
represent them in parallel for further use in guiding behaviour (Laughlin,
1981; Heng et al., 2020). Transduction is the critical process through which
sensory receptors convert physical stimuli into electrical signals and differs
across sensory modalities: in vision for example, photons activate light
sensitive rhodopsins, while in olfaction, odour molecules bind to specialised
receptors. The electrical signals within neurons consist of ion currents and
membrane potentials. The information encoded in these electrical signals is
then transmitted to downstream neurons via electrical or chemical synapses.
Through biophysical mechanisms within and between neurons, electrical
signals are processed and computed to interpret sensory information.
Sensory stimuli are rich in information regarding their identity (the type of
stimulus), timing (the occurrence), intensity (the magnitude), and location
(the origin) (Fechner, 1860). The aspect of timing is encoded as neurons
become active in response to the presence or absence of a stimulus. Often
specific neurons respond to stimulus onset and offset. Stimulus intensity
may provide a good example of understanding a part of the neural code:
in general, as stimulus intensity increases, so does the neuronal response
amplitude (Adrian and Zotterman, 1926; Joesch et al., 2008). An example of
this can be observed in the olfactory receptor neurons of female Drosophila.
The closer a male is to a female (increase of stimulus intensity), the stronger
the response of their olfactory receptor neurons becomes (Taisz et al., 2023).
Stimulus identity and location are different from timing and intensity, due
to the unique characteristics of each sensory system. For instance, the
sense of smell is highly adept at distinguishing between different types
of odours. This is achieved through the use of a diverse array of receptor
proteins with different ligand-binding specificity and combinatorial neural
code (Buck and Axel, 1991; Malnic et al., 1999). However, the physical

1
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properties of olfactory stimuli makes olfaction suboptimal for fast and
precise stimulus localisation. The localisation of an olfactory source is
determined by computational analysis of intensity and temporal differences
received at spatially separated antennae. This requires precise calculations
to determine not only the intensity differences but also the time-of-arrival
differences between the two locations, enabling the system to locate the
source.
The visual system, on the other hand, benefits from a geometric receptor
layout that inherently maps the visual field in egocentric coordinates,
which are centred on the observer’s perspective. This layout facilitates
the rapid and accurate encoding of stimulus location at the sensory level.
However, for a comprehensive understanding of the visual environment in
allocentric terms, which are independent of the observer’s current position
and orientation, additional variables must be considered. These include
the orientation of the eyes, the position of the head as well as movement
of the observer or environment, among others. Such considerations are
crucial for converting the egocentric data collected by the visual receptors
into a more globally relevant allocentric map. It is thought that the visual
streams responsible for processing information about identity and location
are processed separately in the brains of mammals and also flies, leading to
the naming of the neural circuits as the what and where pathways (Goodale
and Milner, 1992; Taisz et al., 2023). The computations required to extract
identity or location seem specific to the feature, arguing for separate streams
during processing steps.

In summary, the sensory systems translate complex sensory stimuli into
neural signals. Neural circuits extract and integrate relevant information
from these neuronal signals to guide behaviour. The computations necessary
often occur in a single cell, integrating a multitude of different inputs into
a single output. It is therefore crucial to choose a well-defined but tractable
circuit to investigate such computations. This doctoral thesis examines
one such neural circuit—motion vision in Drosophila melanogaster, which
is particularly suitable for understanding how brains process sensory
information. Focusing on the neural circuits of motion detection offers
a window into the broader understanding of brain functionality and
information processing.
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2 models of motion vision

Motion vision refers to the ability of an organism to perceive and interpret
movement within its environment through its visual system. This process
involves detecting changes in the position of objects relative to the observer
or the movement of the observer relative to the environment. Motion
detection is crucial for behaviours like navigation, detection of potential
mating partners or predator avoidance (Gabbiani et al., 1999; Masseck et al.,
2010; Borst, 2014; Mauss et al., 2017b; Oteiza et al., 2017). Organisms rely on
neural computations to behave appropriately to moving stimuli.

Already more than a century ago one of the first conceptualisations of how
motion is detected by the visual system was proposed. The physiologist
Sigmund Exner published a theory and a neuronal model for motion
perception in 1894. Exner envisioned that when a visual stimulus moves
across the retina, the signal it produces spreads symmetrically in opposite
directions. He postulated that when two neighbouring points on the retina
are stimulated sequentially due to motion, the neural responses would result
in a summation of signals to perceive motion. In contrast, if neighbouring
points on the retina were stimulated simultaneously, the summation of these
signals would not convey the sense of motion, due to the missing temporal
aspects in motion (Figure 1A; Exner, 1894). From his conceptualisation of the
differential combination of signals, Exner inferred that elementary detectors
would have a directional selectivity to motion. His foundational work laid
the groundwork for later, more detailed models of motion perception.

2.1 Hassenstein-Reichardt detector

Inspired by behavioural observations of tethered beetles (Chlorophanus
viridis) walking on a spherical y-maze, Hassenstein and Reichardt built upon
Exner’s theory about half a century later (Von Hassenstein and Reichardt,
1956; Reichardt, 1961). In this behavioural experiment the walking insect
had to turn left- or rightwards while being presented with vertical black
and white stripes rotating around it. Hassenstein and Reichardt observed
that the beetle would turn in the same direction as the stripe motion (Von
Hassenstein and Reichardt, 1956). Turning in the same direction as the
rotation of the environment is called optomotor response, enabling animals
to adjust their course in response to changes in their surroundings. In order
to understand the computation underlying the ability to sense the direction
of visual motion, Hassenstein and Reichardt proposed a correlation-type
motion detector (Von Hassenstein and Reichardt, 1956).
The Hassenstein-Reichardt detector contains two neighbouring, spatially
offset input channels (photoreceptors) that receive local light signals (see
Figure 1B). One of the channels (A) delays the received signal, whereas
there is no temporal delay on the other channel (B). One step further (C),
the signal from the delayed channel is multiplied with the signal from the
non-delayed channel. If a visual signal moves from left to right, channels
A and B will be activated sequentially, with a delay that depends on the
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velocity of motion. Due to the combination of the spatial offset between A
and B and the temporal delay introduced in channel A, both signals coincide
at C, where they interact in a non-linear fashion. This nonlinearity is often
modelled as a multiplication. Motion in the preferred direction (PD), in this
case left-to-right, will lead to a signal in C (Figure 1B) that is stronger than
the linear sum of A+B. However, if motion occurs in the opposite direction,
signals from B and A will not coincide at C, leading to a smaller response
amplitude at C (null direction, ND; Figure 1B). This mechanism results in
a detector that is sensitive to one direction of motion by enhancing motion
signals in their preferred direction (preferred-direction enhancement). By
pairing two detectors in a mirror symmetrical way and subtracting the
output of both multiplication subunits, responses are positive for motion
in the preferred direction and negative for motion in the null direction (Von
Hassenstein and Reichardt, 1956).

τ

A B

A
B

AxBC

Preferred Direction
PD
ND

A
B

AxB

Null Direction

ΔФ

A B

Figure 1: Hassenstein-Reichardt detector: (A) Exner’s early concept of a motion
detection circuit (Exner, 1894). (B) The correlation-type motion detector
comprises two neighbouring, spatially offset (∆Φ) input channels that
receive light signals. One of the channels A delays the received signal (τ)
while there is no temporal delay on the other channel B. One step further
C, the signal from the delayed channel is multiplied with the signal from
the non-delayed channel. When the input signal moves in the preferred
direction, the temporal separation of the signals in both channels, due to
∆Φ, is compensated in the left arm by a factor of τ. This adjustment
ensures that inputs from both arms coincide, leading to an enhanced
output after the multiplication. When the input signal moves in the null
direction, the delay is increased by τ and results in two separated small
responses after the multiplication.

2.2 Barlow-Levick detector

About a decade later, Barlow and Levick proposed a similar mechanism
to describe the responses of direction-selective ganglion cells in the retina of
rabbits (Barlow and Levick, 1965). Like the Hassenstein-Reichard detector,
this detector consists of two spatially separated input channels of which one
is direct and one delayed (see Figure 2). Instead of a multiplication of the
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two inputs, the Barlow-Levick detector divides the two input signals. If both
input signals, one direct and excitatory, the other delayed and inhibitory,
coincide at the non-linear stage C, minimal output is produced (see Figure 2).
This is the case when visual stimulation is presented in the null direction. In
contrast, if visual stimulation occurs in the preferred direction, the excitatory
(A) and inhibitory (B) inputs do not coincide at the non-linear stage C
resulting in a response signal (see Figure 2). The Barlow-Levick detector is
sensitive to one direction of motion by suppressing signals evoked by motion
in their null direction (null-direction suppression; Barlow and Levick, 1965).

τ

A B

A
B

C

Preferred Direction
PD
ND

A
B

Null Direction

ΔФ

A
B

A
B

Figure 2: Barlow-Levick detector: The correlation-type motion detector comprises
two neighbouring, spatially offset (∆Φ) input channels that receive light
signals. There is no temporal delay on the channel (A), while channel B
delays the received signal (τ). One step further (C), the signal from the
non-delayed channel is divided by the signal from the delayed channel.
When the input signal moves in the preferred direction, the delay is
increased by τ and results in a stronger response after the division. When
the input signal moves in the null direction, the temporal separation of the
signals in both channels, due to ∆Φ, is compensated in the right arm by a
factor of τ. This adjustment ensures that inputs from both arms coincide,
leading to a decreased output after the division.

2.3 Three-arm detector

For a long time, the algorithmic models described above were regarded
as the two competing models in describing direction selectivity in neurons.
However, more recently in Drosophila melanogaster evidence for both
mechanisms was found (Haag et al., 2016). Combining the elements of
both the Hassenstein-Reichardt and the Barlow-Levick detectors produces
a stronger and more precise directional signal to visual motion, that
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corresponds to functional signals (Arenz et al., 2017; Haag et al., 2016).
This three-arm detector integrates features of both: it enhances preferred
direction while suppressing null-direction signals, all within a single
three-armed structure (see Figure 3). In detail, channel B processes the
received signal without any delay, whereas channels A and C introduce a
delay (τ) to the signal. At the next stage (D), the signal from channel B, is
combined with the signal from the delayed channel A through multiplication
and then divided by the signal from the delayed channel C. When the input
signal moves in the preferred direction, the delay (τ) compensates for the
temporal difference between the signals in channels A and B, ensuring that
their inputs align. For channel C, the delay is lengthened by τ, enhancing
the response after multiplication and division at stage D. Conversely, when
the input signal moves in the null direction, the temporal gap between the
signals in channels B and C is compensated in the right arm by a delay (τ).
The delay applied to the multiplicative input from channel A is extended by
τ, resulting in a diminished response after the multiplication and division at
stage D.
In Drosophila this integration of three arms is anatomically supported by
the observation that revealed a tripartite structure in the dendrites of
direction-selective neurons (Takemura et al., 2017; Shinomiya et al., 2019).
To investigate the neural circuits that form the basis of these detector models,
neuroscientists make use of a wide range of techniques. These methods
allow detailed exploration of the brain’s complex networks.
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A B

D

ΔФ
C

ΔФ

A
B
C

A
B
C

AxB
C

AxB
C

PD
ND

Preferred Direction Null Direction

τ τ

Figure 3: Three-arm detector: This three-arm detector integrates features of
both Hassenstein-Reichardt and Barlow-Levick detectors: it enhances
preferred direction while suppressing null direction signals, all within
a single three-armed structure. There is no temporal delay on the channel
(B), while channel A and C delay (τ) the received signal. One step further
(D), the signal from the non-delayed channel B is multiplied with the
delayed A channel and divided by the signal from the delayed C channel.
When the input signal moves in the preferred direction, the temporal
separation of the signals in both channels, due to the spatial differences of
inputs ∆Φ, is compensated in the left arm by a delay (τ). This adjustment
ensures that inputs from A and B arms coincide. For the divisive input
C, the delay is increased by τ. This results in a stronger response after
multiplication and division (D). When the input signal moves in the
null direction, the temporal separation of the signals in channel B and
C, due to ∆Φ, is compensated in the right arm by a delay (τ). For the
multiplicative input A, the delay is increased by τ. This results in a weaker
response after multiplication and division (D).
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3 tools in circuit neuroscience

Progress in science often relies on the development of new techniques.
Neuroscience, for example, has been revolutionised by the invention of
the patch-clamp technique (Neher and Sakmann, 1976) giving access to
the minute current that flows through a single membrane channel, or by
two-photon microscopy (Denk et al., 1990) allowing to stimulate fluorescence
in a defined voxel of space deep inside a piece of nervous tissue. In addition
to such ‘physical’ techniques, the invention of genetic techniques has an
equal share in the progress made in neuroscience in the past decades. This
is where the fruit fly Drosophila melanogaster comes into play.

3.1 Drosophila melanogaster as a model organism

In fundamental neuroscience many tools have been developed for
Drosophila melanogaster, commonly known as the fruit fly. It has been studied
since the early 20

th century. Since Thomas Morgan began studying the
principles of heredity in 1910 (Morgan, 1910), the fruit fly has the richest
genetic toolkit among other common model organisms in neuroscience such
as mice, C. elegans, and zebrafish.
The fruit fly is a common model organism in many fields, for instance
developmental biology, genetics and neuroscience. It has several benefits
as a model organism. Its rapid life cycle of about 10 days from egg to adult
makes it possible to study several generations in a short period of time.
Breeding and husbandry of fruit flies in a laboratory is relatively cheap and
easy; they can live in tubes containing yeast food at an ambient temperature
of around 25°C. A healthy female fly lays several hundred eggs in its lifetime.
Drosophila shares a surprising amount of genetic similarity with humans,
making it a popular model organism for fundamental studies on human
diseases (Ugur et al., 2016; Mirzoyan et al., 2019).
The brain of a fruit fly is simple and contains only ~200,000 neurons (Raji and
Potter, 2021), compared to mice with ~70 million neurons (Reardon, 2017)
or humans with ~85 billion neurons (Herculano-Houzel, 2009). Despite its
simplicity, the fly is able to see, smell, hear, learn and perform many complex
and social behaviours like navigation and mating. Due to Drosophila’s well
understood genetics, it is relatively easy to manipulate their genes. This
is beneficial to access and study specific neurons in the brain. In the
subsequent paragraphs, I introduce some of the most relevant tools and
techniques in the field of Drosophila neuroscience.

3.2 Genetic techniques

3.2.1 Expression systems

A challenge in circuit neuroscience is to reproducibly gain access to
the same, identifiable neurons to probe their function across individuals.
This challenge has been handled in the fruit fly using binary expression
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systems. These are powerful tools that allow cell type specific targeting of
any genetically encodable tool of interest. The main principle of a binary
expression system are the two separate components, one defining where
the expression occurs and the other what is expressed. One advantage of
this is that these two components can be combined arbitrarily. To be able to
do that, a large library of fly lines was generated and constantly grows, as
more tools and cell types are discovered. This is crucial to understand the
function of specific neurons.
Such binary expression systems like the Gal4-UAS system (Figure 4;
Brand and Perrimon, 1993; Venken et al., 2011) consist of two components
following the what and where principle. The Gal4-UAS system involves
the reporter line using the UAS (upstream-activation-sequence) promoter,
which determines what (which effector protein) is expressed. This can
be combined with a driver line, relying on the yeast transcription factor
Gal4, which determines where expression occurs (Brand and Perrimon,
1993). Crossing a driver and target fly line carrying Gal4 or UAS
constructs respectively, result in progeny expressing both Gal4 and UAS.
The tissue-specific Gal4 protein binds to the UAS sequence allowing the
expression of the gene of interest in a cell type specific manner (Figure
4). Importantly, two orthogonal binary expression systems, LexA/LexAop
(Lai and Lee, 2006) and the Q system (Potter et al., 2010), are commonly
combined with GAL4-UAS to drive multiple reporters with independent
expression patterns.

Promoter GAL4

Promoter GAL4 UAS Gene of interest

UAS Gene of interest

GAL4 protein

GAL4 driver line UAS-target gene line

Progeny

Figure 4: Illustration of the Gal4-UAS system in Drosophila: A driver line (Gal4)
and an effector line (UAS) are crossed (top). The progeny expresses
both GAL4 and UAS. The tissue-specific Gal4 protein binds to the UAS
sequence allowing the expression of the gene of interest in a cell type
specific manner (bottom) (Brand and Perrimon, 1993). Created with
BioRender.com.
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These drivers often label a group of neurons rather than individual neurons.
To refine this and target single neurons or a more specific subset of neurons,
an intersectional strategy can further specify the neuronal labelling pattern.
Using a split version of the GAL4 transcription factor in which the activation
domain (AD) and the DNA-binding domain (DBD) are controlled by distinct
enhancers, one can create a combined driver line, where the reporter is only
expressed in cells where both the AD and DBD components are present
(Luan et al., 2006; Pfeiffer et al., 2010).

3.2.2 Effector genes

Effector genes can have diverse functions and effects. Commonly used in
neuroscience are effector genes that manipulate neural activity in circuits or
visualise the morphology or functional properties.

Loss of function

When manipulating neural activity we have to distinguish between
decreasing or increasing activity. To assess whether a specific neuron type
is involved in a circuit function or a behaviour, silencing of its activity is
an insightful approach. There are several different tools to remove specific
neurons from a circuit.
The most extreme intervention is to express apoptosis related genes like
reaper or hid which can be used to permanently eliminate specific cell
types (White et al., 1994; Zhou et al., 1997). However, this approach still
carries the risk of causing unintended damage in non targeted regions. The
absence of a cell type might influence the development of the brain and
circuit connectivity.
Instead of ablating neurons, neural activity can be suppressed by expressing
inwardly rectifying potassium channels Kir2.1 that hyperpolarizes these
cells (Baines et al., 2001). These neurons can not transfer signals to
downstream partners. Another way to silence a neuron would be to express
the Tetanus neurotoxin (TNT) light chain, to block synaptic transmission
in specific neurons. TNT cleaves neural synaptobrevin which is necessary
for synaptic vesicle release (Sweeney et al., 1995). While these three
neuronal silencing tools are highly effective, they lack reversibility and
temporal specificity, meaning they cannot be easily controlled or limited
to a specific time period. It can be beneficial to selectively silence neurons
only during specific time periods to for example avoid long term effects.
The expression of the transgene shibirets blocks the synaptic transmission
with a different mechanism. Shibirets is a temperature-sensitive mutated
allele of the dynamin gene in Drosophila (Kitamoto, 2001). Dynamin is a
GTPase that is essential for synaptic vesicle recycling, hence important for
chemical synaptic transmission. Below ~29°C, the re-uptake of vesicles by
dynamin from the synaptic cleft is not affected. When the temperature of
the flies’ environment is raised to above 29°C, the fusion of vesicles with
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the presynaptic membrane is halted within minutes causing a disrupted
re-uptake of neurotransmitters. This leads to a depletion of vesicles and
disrupts chemical transmission. Lowering the temperature again releases
the block effect. Therefore, the same fly can be used for both control and
silencing experiments. However, it is important to note that both behaviour
and cellular physiology is temperature dependent which makes more
control experiments necessary.

The transgenic expression of light-sensitive transmembrane ion channels
(e.g. channelrhodopsin) or ion pumps (e.g. halorhodopsin), derived from
microorganisms, have revolutionised the field of neuroscience (Boyden
et al., 2005). Channel specific wavelengths of light either open or close the
channel in response to light, allowing or preventing channel specific ions to
pass the cell membrane. This results in a change in membrane currents and
either depolarizes (channelrhodopsin) or hyperpolarizes (halorhodopsin)
the neuron. Since the first demonstration of channelrhodopsin’s ability to
activate hippocampal neurons with millisecond precision (Boyden et al.,
2005), the number of optogenetic tools has grown fast.
The expression of an archaeal light-activated chloride pump halorhodopsin
from Natronomonas pharaonis (NpHR) can hyperpolarize and inhibit targeted
neurons from firing action potentials when exposed to yellow light (~570

nm) (Zhang et al., 2007). This discovery had a major impact on the
development of the early optogenetic silencing tools. Many of the early
optogenetic silencing tools relied on modified forms of halorhodopsin
(NpHR), including the enhanced NpHR (eNpHR) (Gradinaru et al., 2008).
Alternatives to chloride pumps are proton pumps, that hyperpolarize a
neuron by pumping protons out of the cell, and light-gated anion channels
(ACRs), including GtACR1 and GtACR2 (Govorunova et al., 2015). These
anion channels derived from the algae species Guillardia theta exhibit a
robust chloride ion influx triggered by light. GtACR1 and GtACR2 are very
light sensitive, efficiently cause membrane hyperpolarization, and have fast
kinetics. They differ in their peak sensitivity: GtACR1 has its peak at ~515

nm (green light; Figure 5A), whereas GtACR2 has its peak at ~470 nm (blue
light). As mentioned before, blue light interferes with the visual system of
Drosophila. Yet, GtACR1 has been demonstrated to induce fast and reversible
silencing of neurons within the visual system of Drosophila melanogaster
without interfering with visual processing (Mauss et al., 2017a). A key
aspect of this technique is the variability in the wavelengths of light required
to activate different channels. The wavelengths, and therefore the choice
of the optogenetic tool, must be carefully selected not to interfere with
other light sensitive systems and ensure the specificity and accuracy of the
experimental manipulation. On the other hand, multiple optogenetic tools
can be used simultaneously, provided their activation spectra do not overlap.

Beyond the tools that manipulate neural activity, the ability to selectively
interfere with the function of individual genes in a cell type-specific manner
offers a variety of opportunities for understanding neural computations.
The UAS-Gal4 system (Figure 4) can be used to knock down expression of
any gene in a cell type specific way using RNA interference (RNAi). The
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transgene encodes a small strand of RNA that is complementary to the
mRNA of the gene of interest. Molecular cascades cause degradation of
the mRNA of a targeted gene, thus the protein of interest is not translated
(Dietzl et al., 2007; Perkins et al., 2015). One significant limitation of this
tool is the potential for unintended developmental effects of unspecific gene
targeting. Adequate controls are necessary to avoid a misinterpretation of
the results.

Gain of function

As mentioned above, when manipulating neurons we have to distinguish
between decreasing or increasing neural activity. Artificially activating
specific groups of neurons can aid in determining whether certain circuit
components are sufficient for specific functions. In the next paragraph I
will introduce some of the tools that increase neural activity and therefore
activate neurons.
Heat-sensitive cation channel TrpA1 reversly opens at a temperature
above 26°C, thus causing a strong depolarization in the targeted neurons
(Rosenzweig et al., 2005; Hamada et al., 2008). This tool is beneficial
to activate neurons in a controlled and reversible manner. However the
temporal resolution is not extremely precise and happens rather on the level
of seconds than milliseconds.
Enhanced temporal control of the cation channel P2X2 enables to evoke
strong depolarization, and therefore increase neural activity (Lima and
Miesenböck, 2005). Initially, P2X2 was developed as an optogenetic tool
activated by binding light-released adenosine triphosphate (ATP). The
limitation of this tool is that it requires a local injection of caged ATP.
Caged ATP is inactive until it gets activated by light and then can activate
the cation channel P2X2. Injecting caged ATP into a specific area of the
brain adds complexity and less precision to the experimental procedure,
especially compared to other optogenetic tools that can be activated more
directly by light.

Optogenetic tools can produce either an excitatory or inhibitory
impact on the neuron, depeding on the ion specificity of the protein.
Channelrhodopsin-2 (ChR2) is such a genetically encodable light-gated ion
channel. It was initially isolated in Chlamydomonas reinhardtii, a green algae
(Nagel et al., 2003). It functions as a non-selective cation channel with a
peak sensitivity of ~470 nm (blue light). Influx of positively charged ions
leads to a depolarization of the targeted neuron, enabling the initiation
of an action potential, thereby activating the neuron. The blue light that
activates ChR2 coincides with the peak activation wavelength of Rhodopsin
1 in Drosophila, a protein crucial for their visual system. Hence, optogenetic
stimulation with blue light interferes with the visual system of Drosophila
and can lead to unwanted artefacts. Therefore, red-shifted optogenetic tools
like ReaChR (~540 nm; Lin et al., 2013; Inagaki et al., 2014) and CsChrimson
(~570 nm; Figure 5B; Klapoetke et al., 2014) are more suitable for Drosophila
vision research. The red light not only minimises visual interference but
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it also allows deeper tissue penetration, even through the cuticle of the fly
head.

GtACR1
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Cl-

extracellular

intracellular
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Figure 5: Illustration of two optogenetic channels: (A) Anion channel (GtACR1)
opens at a wavelength of ~515 nm and causes a cell to hyperpolarize.
(B) Cation channel (CsChrimson) opens at a wavelength of ~570 nm and
causes a cell to depolarize. Created with BioRender.com.

GFP visualisation

To visualise neurons of interest, with the UAS-Gal4 system (Figure 4)
it is possible to express structural markers. The commonly used tool
is the jellyfish-derived green fluorescent protein (GFP) (Chalfie et al.,
1994). Its structure allows it to fluoresce when exposed to blue light
(excitation wavelength: 488 nm). GFP can be expressed as a cytosolic
or membrane-bound fluorescent protein in targeted cells. This tool
enables scientists to transgenically label single cells in vivo, ex vivo and
in fixed tissues. Nowadays, there are numerous genetically modified
variations of fluorescent proteins with different wavelength properties. The
improvements in genetic protein engineering and fluorescence microscopy
allows strong and clear expression and high-resolution images to study for
example the anatomical properties of cells.

Activity reporter

Fluorescent proteins have been further modified to act as functional
reporters of neuronal activity. Genetically encoded calcium indicators
(GECIs), designed to fluoresce in presence of calcium ions, are used as
a proxy for neuronal activity. The concept of calcium as a proxy for
neural activity is based on the increase in calcium concentration inside
a neuron when it depolarizes. More specifically, the concentration of
Ca2+ is low when the cell is at rest. Depolarization triggers the opening
of voltage-gated ion channels, allowing an influx of Ca2+ ions into the
cell (Hille, 1991). Among these sensors, GCaMP sensors are the most
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commonly used. They are a fusion of the fluorescent protein GFP and the
calcium-binding protein calmodulin (Nakai et al., 2001). Over the years,
numerous enhancements have been made to GCaMP, resulting in significant
improvements of sensor kinetics, sensitivity, brightness and signal-to-noise
ratio (Chen et al., 2013; Dana et al., 2019; Zhang et al., 2023). Until
recently, GCaMP’s capabilities were primarily limited to detecting neuron
depolarization. The latest version, GCaMP8, has been demonstrated to also
be able to report hyperpolarization in visual neurons of Drosophila (Zhang
et al., 2023), in line with previous electrophysiological characterisations of
these neurons (Juusola et al., 2016). Calcium indicators can only detect
membrane voltage changes that lead to a significant change in calcium
concentration, thereby only being an indirect reporter of the neuron’s
membrane voltage.
This problem can be overcome using indicators that directly report
membrane voltage changes. In the last few years, a number of genetically
encoded voltage indicators (GEVIs) have been developed (Xu et al., 2017;
Lin and Schnitzer, 2016; Knöpfel and Song, 2019). GEVIs change their
level of fluorescence in response to changes in membrane potential. Voltage
imaging, compared to calcium imaging, is capable of detecting fast spikes
and subthreshold dynamics. Nevertheless, voltage indicators are challenged
by a lower signal-to-noise ratio and faster photobleaching (Lin and Schnitzer,
2016). However, ongoing research is continually enhancing the performance
of voltage indicators (Abdelfattah et al., 2019; Li et al., 2020a), making it a
promising tool for neuroscientists in the recent past and near future (Ammer
et al., 2023; Mishra et al., 2023).

3.3 Physiological techniques

Using the genetic tools mentioned previously, researchers can investigate
specific cells of interest by expressing fluorescent indicators. In the following
section I will briefly describe two techniques that are commonly used in the
field to study the physiology of neurons.

3.3.1 Two-photon calcium imaging

In vivo two-photon microscopy in combination with the expression of for
example GCaMP in neurons is a powerful technique that enables researchers
to visualise and record neural activity in live tissues. Two-photon
microscopy (Denk et al., 1990) relies on a femtosecond-pulsed laser (at ~920

nm infrared light) to stimulate the fluorescence protein of GCaMP. Two
coinciding photons are required to overcome the excitation threshold to
excite the fluorophore. The energy required to excite the fluorophore of
GCaMP from its ground state to a higher energy state is only achieved when
absorbing two photons simultaneously instead of one photon. Importantly,
unlike in traditional fluorescence microscopy, two-photon excitation is
limited to a very small focal point. This reduces photodamage outside the
area of interest and minimises photobleaching of the fluorophore, making
it possible to image neurons for extended periods. Photomultiplier tubes
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are essential for detecting faint fluorescent levels. The high sensitivity of
photomultiplier tubes allows for precise detection of the weak signals. This
enables researchers to employ lower laser intensity, reducing photobleaching
and tissue damage. Infrared light has a longer wavelength compared
to visible light, which allows it to penetrate deeper into tissue. The
wavelength of infrared light used by the laser is outside of the visual range
of the photoreceptors of Drosophila. This ensures that the laser light used
for two-photon calcium imaging does not interfere with the fly’s visual
perception. It allows researchers to study neurons in the visual system
of Drosophila without disturbing behaviour and visual perception. Overall,
two-photon imaging is a versatile technique to investigate neural activity in
the brain of Drosophila and other organisms.

3.3.2 Whole-cell patch clamp recording

Electrophysiological whole-cell patch clamp recordings (Neher and
Sakmann, 1976) allow to directly measure the electrical properties of a single
cell in vivo with high temporal resolution. A glass micropipette, containing
an electrolyte solution and a thin electrode, is positioned against the cell
membrane to create a seal. Breaking the membrane within this sealed
area enables the mixing of the pipette’s solution with the cell’s cytosol.
With voltage-clamp recordings (Cole and Moore, 1960; Hodgkin and Huxley,
1952), the characterisation of ion flow across a cell’s membrane is possible.
The membrane potential is controlled by an amplifier while measuring the
electrical current. In current-clamp, the changes in membrane potential of a
cell is recorded as a result of changes in ion channel activity. Comprehensive
instructions for conducting whole-cell patch-clamp recordings in the visual
system of Drosophila are available in Joesch et al. (2008); Mauss and Borst
(2016); Groschner et al. (2022). Two primary limitations of whole-cell
patch clamp recordings are the small size of the soma and the anatomical
accessibility of the neurons. However, successful recordings have been
achieved across different areas of the fly brain (Wilson et al., 2004; Murthy
et al., 2008; Joesch et al., 2008; Fenk et al., 2021). Recent advancements also
allow for the possibility of recording from smaller neurons, with soma sizes
as small as three µm, indicating significant progress in the field (Gruntman
et al., 2018, 2019; Groschner et al., 2022).

3.4 Electron microscopy

In circuit neuroscience the anatomical structure, location and connection
of neurons is important information to find neurons of interest and their
function.
Santiago Ramón y Cajal studied neural anatomy already in the late
19

th century. He applied Camillo Golgi’s silver staining method and light
microscopy to various brain structures to draw individual neurons, resulting
in the accepted theory of modern neuroscience – the neuron doctrine. Using
these methods, anatomical knowledge of the neural structure of the fly’s
brain was gained by systematic drawings of Calliphora (Cajal and Sánchez,
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1915; Strausfeld, 1976) and of Drosophila (Fischbach and Dittrich, 1989). Until
today these resources are very valuable in the field. Modern techniques
shine light into more detailed anatomical analysis and connectivity of
neurons.

To understand the function of neuronal circuits it is beneficial to
have a comprehensive map of neuronal connections in a brain, a so-called
wiring diagram. Currently, electron microscopy (EM) (Knoll and Ruska,
1932) is the only method that achieves sufficient resolution to create a
neuron level wiring diagram, or connectome.
There are two main methods to acquire volume EM datasets, differing in
size, resolution and completeness. Here I briefly introduce two modern
volume EM methods: (1) transmission electron microscopy (TEM) and (2)
Scanning electron microscopy (SEM).
(1) Transmission electron microscopy (TEM) relies on capturing images
from electrons that pass through a sample. For this the sample needs to
be cut in slices of only a few nanometers. After incubating the tissue in
heavy metals to label cell membranes, in serial section TEM (ssTEM; Figure
6A; Harris et al., 2006), individual thin slices are cut with a diamond knife
and transferred to a support grid. In the transmission electron microscope,
electrons are accelerated and targeted to the sample slice. Electrons that pass
through the slice are further guided through electromagnetic lenses to bring
the electrons into focus and form an image on a phosphor layer to acquire
an image with a digital camera. Electrons that hit heavy metal located in
the cell membranes are scattered and do not end up on the phosphor layer,
making these parts of the image darker. In the complex post-acquisition
phase, the images are assembled into an aligned and coherent volume.
(2) Scanning electron microscopy (SEM), on the other hand, relies on
collecting electrons that back-scatter from the surface of a sample with
an electron detector positioned above the sample. As for TEM, first the
tissue is stained with heavy metals to enhance the electron contrast at
the membranes. One example of SEM is the method named focused ion
beam scanning electron microscopy (FIB-SEM; Figure 6B) (Knott et al., 2008;
Heymann et al., 2006). Here, the tissue is cut into blocks. Due to the focused
ion beam scanning over the surface, a very thin surface layer is milled off
with every image until the sample is entirely scanned. Alternatively, a
SEM method named serial block-face SEM (SBEM; Figure 6C) (Denk and
Horstmann, 2004) removes very thin surface layers by mechanically cutting
off tissue slices with a diamond knife after each scan.
Unlike ssTEM, with FIB-SEM and SBEM the imaged sections are lost due
to the milling or cutting and can not be imaged again. Currently, FIB-SEM
offers the highest z-resolution of up to 5 nm (Knott et al., 2008). SBEM and
ssTEM, using diamond knives to cut serial sections, offer a z-resolution of
20-30 nm and 40-50 nm, respectively (Briggman et al., 2011; Harris et al.,
2006).
After recording and digitally aligning the data, all EM approaches face the
challenge to reconstruct, proofread and annotate neurons and synapses.
Manual tracing of neuron morphology and annotating synapses is very
labour intensive and time consuming. This approach was partly replaced
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by automated segmentation of neurons and automated synapse detection
(Scheffer et al., 2020; Dorkenwald et al., 2021; Heinrich et al., 2018; Buhmann
et al., 2021).

ssTEM FIB-SEM SBEMA B C

Figure 6: Volume electron microscopy methods: (A) Serial section transmission
electron microscopy (ssTEM). (B) Focused ion beam scanning electron
microscopy (FIB-SEM). (C) serial block-face scanning electron microscopy.
Images adapted from Briggman and Bock (2012) with permission.

Following pioneering studies by Sydney Brenner’s lab mapping all
neurons and synaptic connections in the worm, C. elegans (White et al.,
1986), monumental efforts have been made by the Drosophila research field
to create a comprehensive connectome of the fruit fly brain, identifying
all cell types and their synaptic connectivity. Parts of fly brains have been
reconstructed from EM datasets, which provided important insights into
neural circuits and their functions. For example, these reconstructions have
shed light on how the brain generates social behaviours (Schretter et al.,
2020; Deutsch et al., 2020) or memory-related behaviours (Li et al., 2020a).
Beside others, the wiring diagram of the visual system (Shinomiya et al.,
2015; Takemura et al., 2017; Shinomiya et al., 2019) and olfactory system (Li
et al., 2020a; Bates et al., 2020; Schlegel et al., 2021) have been mapped and
related to functions.

All of these morphological, physiological and genetic techniques
described above are crucial for today’s fundamental research in circuit
neuroscience. Drosophila melanogaster as a model organism enables
researchers to gain detailed insight into how neural circuits in a brain
process information.
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4 visual motion processing in drosophila

The study of visual information processing has greatly benefited from flies
as a model organism. Extensive research on their visual system, by using
neurogenetic techniques, anatomical analysis, physiological and behavioural
approaches, has provided a deep understanding of their visual capabilities.

4.1 The retina and optic lobe

The brain of the fruit fly consists of a central brain and two optic lobes,
one on each side (Figure 7B). The brain has a size of roughly 0.5 mm in
diameter (Peng et al., 2011) —comparable to a poppy seed— and contains
about 200,000 neurons (Raji and Potter, 2021). These neurons endow the
fly with capabilities such as vision, olfaction, audition, learning, as well
as many complex and social behaviours. A large number of neurons are
visual neurons located in the optic lobes. Below the retina, each optic lobe
is composed of four neuropils: the lamina, the medulla, the lobula and the
lobula plate (Figure 7C). Together, each optic lobe contains ~38,500 single
neurons across 226 neuron types (Dorkenwald et al., 2024; Matsliah et al.,
2024), highlighting the complexity of the fly’s visual system. In comparison,
the mouse retina contains ~330,000 single neurons across 138 neuron types
(Li et al., 2024).

Lobula plate

Retina
Lamina

Medulla
Lobula

A B C
central brain

optic lobe optic lobe

Figure 7: Optic lobe of Drosophila: (A) Head of Drosophila melanogaster (Image by
Florian Richter). (B) Anatomical representation of the fly’s brain. The
neuropils of the optic lobes are shown in purple colours, the central
brain in grey. Adapted from codex.com (Flywire). (C) Schematic of the
neuropils in the optic lobe highlighting their columnar structure (adapted
from Borst (2014) with permission).

As is common for insects, Drosophila has compound eyes, composed of
numerous small units known as facets or ommatidia. An adult fruit fly’s eye
typically consists of around 800 ommatidia (Figure 7A). The visual axes of
neighbouring ommatidia diverge, with an average interommatidial angle of
roughly 5° (Götz, 1964). Each ommatidium can be thought of as an isolated
miniature light sensor, equipped with a lens and eight photoreceptors
each (R1-R8). These photoreceptors convert incoming photons of light
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into electrical signals through a process called phototransduction. The
photoreceptor cells are sensitive to light due to a protein called rhodopsin.
When a photon hits the photoreceptor, it activates rhodopsin, triggering
a cascade of molecular events that lead to the generation of an electrical
signal. The presence of different types of rhodopsin enables the detection
of various wavelengths of light. Photoreceptors R1 to R6 are specialised to
detect changes in light intensity in the UV (~370 nm) and blue light (~475

nm) region of the spectrum (Salcedo et al., 1999; Sharkey et al., 2020), and
are key players in the fly’s ability to perceive motion. Photoreceptors R7 and
R8 each exhibit two distinct spectral subtypes, known as pale and yellow. R7

is sensitive to UV light with its absorption maximum at ~345 nm (R7-pale)
and ~375 nm (R7-yellow) (Feiler et al., 1992). R8 is sensitive to blue and
green light with its absorption maximum at ~437 nm (R8-pale) and ~508 nm
(R8-yellow) (Salcedo et al., 1999). R7 and R8 contribute predominantly to
colour vision (Heisenberg and Buchner, 1977; Yamaguchi et al., 2008, 2010)
as well as to the motion pathway (Wardill et al., 2012; Longden et al., 2023).
Within the fly brain, further processing of visual motion information
occurs in the optic lobes. The lamina, medulla, lobula and lobula plate
are organised in a highly structured columnar and retinotopic manner.
Each ommatidia is represented as a column in these neuropils, with
neighbouring columns receiving input from neighbouring ommatidia in the
eye. Consequently, in alignment with the number of ommatidia in a fly’s
eye, each columnar neuron type in the lamina, medulla and lobula that is
involved in the motion vision circuit is replicated ~800 times.

4.2 Two parallel neural circuits of motion vision

As briefly described above, photoreceptors are the first cells in the
eye that receive light and convert the energy of the light to an electrical
signal by a phototransduction cascade. The electrical signal generated by
photoreceptors in each ommatidium in response to a photon is transmitted
onto lamina monopolar cells via histamine (Hardie, 1989). There are five
different lamina monopolar cell types that project from the lamina to
different layers in the medulla (Figure 8A; Meinertzhagen and O’Neil, 1991).
All neuropils are structured in layers, orthogonal to the columnar structure.
Analogous to the mammalian retina (Dowling, 1987), the processing of light
increments and light decrements is separated in two parallel pathways:
The ON pathway, which primarily receives input from glutamatergic
L1 neurons, and the OFF pathway, which primarily receives input from
cholinergic L2 neurons (Joesch et al., 2010), respectively. The L-cell types
that project from the lamina to the medulla connect photoreceptors with
medulla/transmedulla neurons. The medulla contains more than 60

different cell types (Fischbach and Dittrich, 1989). Here, mostly medulla
intrinsic (Mi) and transmedullary (Tm) neurons relay information to T4 and
T5 neurons. T4 and T5 neurons are the first direction-selective neurons in
the ON and OFF motion vision circuit, respectively (Maisak et al., 2013). EM
studies described the presynaptic partners of T4 and T5 neurons (Takemura
et al., 2013; Shinomiya et al., 2014, 2015, 2019; Takemura et al., 2017).
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A single T4 neuron of the ON pathway receives columnar input at its
dendrite from Mi9, Mi1, Tm3, Mi4, C3 and CT1 (complex tangential neuron
1) neurons. The dendrites of T4 neurons are located in layer 10 of the
medulla (Figure 8A). A single T5 neuron of the OFF pathway receives
columnar input at its dendrite from Tm9, Tm1, Tm2, Tm4, and CT1 neurons.
Unlike T4, T5 dendrites are located in layer one of the lobula (Figure 8A).
These input neurons are characterised with a variety of temporal and spatial
receptive fields with low-pass or band-pass characteristics. Importantly all
are non-direction-selective neurons (Behnia et al., 2014; Meier et al., 2014;
Strother et al., 2014; Ammer et al., 2015; Fisher et al., 2015; Serbe et al., 2016;
Yang et al., 2016; Arenz et al., 2017; Drews et al., 2020; Meier and Borst, 2019).
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Figure 8: Neural elements of ON and OFF motion vision detection: Schematic
of the optic lobe including the morphology of the neural elements of the
ON (green) and OFF (red) motion vision pathway. (A) Each cell type is
displayed only once for simplicity but every cell type exists in each of the
~800 columns. Image adapted from Fischbach and Dittrich (1989) with
permission. Note that CT1 terminals are missing in this representation.
(B) Morphology of both large-field amacrine cells CT1 – one on each
hemisphere. The some of each CT1 neurons is located on the contralateral
side. The single terminals of these highly compartmentalized neurons
span the medulla layer M10 and the lobula layer L1 in each column (CT1

Image rendering by Amy Sterling - FlyWire).

Despite the fact that inhibiting L1 and L2 neurons reduces behavioural
responses to moving stimuli (Rister et al., 2007), these neurons are not the
exclusive inputs to the motion vision pathway. The L3 neuron, which is
cholinergic and responds to dark moving edges, provides input to the OFF
pathway via transmedullary neuron Tm9 (Silies et al., 2013; Fisher et al.,
2015), as well as to the ON pathway via medulla intrinsic neurons Mi1
and Mi9 (Takemura et al., 2017). The cholinergic L4 neuron, also responds
to dark moving edges and provides input to the OFF pathway via Tm2

(Meier et al., 2014; Takemura et al., 2011; Tuthill et al., 2013). Although the
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functional role of L5 in the motion vision pathway is not well understood
(Tuthill et al., 2013; Strother et al., 2018), EM reconstructions indicate that
L5 is presynaptic to Mi4 in the ON pathway (Takemura et al., 2013).

T4 and T5 neurons are the elementary motion detectors in Drosophila.
T4 and T5 represent the first stage of direction-selective responses within
the ON and OFF motion vision circuit, respectively. Both T4 and T5 cells
are divided into four subtypes (a-d), each selective for one of the four
cardinal directions (upward, downward, front-to-back, back-to-front, Figure
9A; Maisak et al., 2013). The dendritic morphology of the four subtypes are
slightly different. The dendrites of each subtype are pointing in one of the
four cardinal directions against their preferred direction (Takemura et al.,
2017; Shinomiya et al., 2019). As an example, T4c/T5c dendritic branches
face downwards from its branching point, having its preferred direction to
upward motion. Each subtype exists ~800 times per optic lobe which means
that there are in total about 6400 single T4 and T5 dendrites spread out over
the medulla (T4) and lobula (T5) of the optic lobe.
The dendrites of all T4 and T5 neurons span over multiple columns and
receive input from different columnar neurons at distinct areas of their
dendrites (more detail in section 4.2.1 and 4.2.2). Each dendrite can be
segmented into three adjacent areas according to intrinsic coordinates: the
distal tip, the central area, and the proximal area (Figure 9C-D). Supported
by these anatomical observations (Takemura et al., 2017; Shinomiya et al.,
2019), the recently proposed three-arm model (section 2.3) likewise suggests
that T4 and T5 receives its input from three neighbouring areas (Figure
9B). That model results in a stronger and more precise directional signal in
response to visual motion (Arenz et al., 2017; Haag et al., 2016; Leong et al.,
2016). Functional studies that involved blocking synaptic input neurons to
T4 or T5 dendrites also suggest three input elements (Ammer et al., 2015;
Serbe et al., 2016).
The axon terminals of each of the four T4/T5 subtypes project to a specific
layer in the lobula plate (Figure 8A; Fischbach and Dittrich, 1989). This
neuropil is structured in four layers. Layer 1 receives input from T4/T5

a-subtype neurons that respond to front-to-back motion, layer 2 receives
input from T4/T5 b-subtype neurons that respond to back-to-front motion,
layer 3 receives input from T4/T5 c-subtype neurons that respond to upward
motion and layer 4 receives input from T4/T5 d-subtype neurons that
respond to downward motion (Figure 9A; Maisak et al., 2013). T4 and
T5 neurons project to lobula plate tangential cells via cholinergic synapses
(Schnell et al., 2012; Mauss et al., 2014). These tangential cells integrate ON
and OFF signals in large receptive fields (Joesch et al., 2010; Schnell et al.,
2012) in a fully-opponent direction-selective fashion i.e. they depolarize in
response to their preferred direction and hyperpolarize in response to their
null direction (Joesch et al., 2008). The direction selectivity of tangential cells
mostly results from the integration of local motion information from T4 and
T5 neurons to gain global motion information (Schnell et al., 2012; Mauss
et al., 2014; Barnhart et al., 2018). Blocking the synaptic output of T4/T5
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cells results in non-responsive lobula plate tangential cells and reduced
behavioural reactions to moving visual stimuli (Schnell et al., 2012; Maisak
et al., 2013; Bahl et al., 2013; Schilling and Borst, 2015). Silencing synaptic
transmission of OFF pathway Tm cells, upstream of T5, reduces responses of
tangential cells specifically to OFF motion as well (Serbe et al., 2016). Lobula
plate tangential cells are the principal output neurons from the lobula plate
and relay wide-field motion information to areas in the central brain, to neck
motor neurons and descending neurons (Borst and Haag, 2002; Haag et al.,
2007; Wertz et al., 2008, 2012; Suver et al., 2016).
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Figure 9: Direction-selective T5 neurons: (A) The dendrites of T4 neurons (ON
pathway) are located in the medulla, while the dendrites of T5 neurons
(OFF pathway) are located in the lobula (left). T4 and T5 neurons are
divided into four specialized subtypes, each being selective for one of
the cardinal directions (right). Image from Maisak et al. (2013) with
permission. (B) Three-arm detector architecture representing the three
input columns of a T5 neuron. (C) From electron microscopy studies, the
synaptic input distribution on a single T5 dendrite (grey). Each coloured
circle represents a synaptic connection from Tm9, Tm1, Tm2, Tm4 and
CT1 input neurons. Columnar borders are indicated by grey dashed lines.
Image adapted from Braun et al. (2023) (open access, CC BY 4.0 DEED)
(D) Receptor distribution on a single T5 dendrite (grey). CT1 GABAergic
inputs to T5 dendrites are made onto Rdl receptors (right). Tm1, Tm2

and Tm4 cholinergic inputs to T5 dendrites are made onto Dα7 receptors
(middle). For Tm9 inputs it is not shown which receptors are located
on the distal side of T5 dendrites (left). Image adapted from Fendl et al.
(2020) (open access, CC BY 4.0 DEED).
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4.2.1 T5 cells and the OFF pathway

An essential neuropil in the OFF pathway is the lobula. Here, the T5

neurons form their dendrites (Figure 8A). T5 neurons are the elementary
motion detectors for brightness decrements in the fly. They represent the
first stage of direction-selective responses within the OFF pathway. Every
single dendrite receives input from approximately seven columns. Using EM
reconstructions and synapse visualisation made the distribution of synaptic
inputs along T5 dendrites visible (Figure 9C; Shinomiya et al., 2019). At
the distal tip of the T5 dendrite (the preferred-direction side: the side
of the dendrite where motion in the preferred direction first reaches the
dendrite) the majority of synaptic connections are formed by presynaptic
Tm9 neurons. In the central region of T5 dendrites, synaptic connections
predominantly involve Tm1, Tm2 and Tm4 neurons. On the proximal
side (the null-direction side) of T5 dendrites, the majority of presynaptic
connections are formed by CT1 (Figure 9C). This spatial arrangement
between a single T5 neuron and all its columnar input neurons is consistent
for all T5 neurons.
Importantly, all Tm input neurons to T5 have been described as cholinergic,
directionally unselective and responsive to only OFF visual stimuli (Meier
et al., 2014; Strother et al., 2014; Behnia et al., 2014; Serbe et al., 2016; Arenz
et al., 2017). The response kinetics of Tm input neurons vary and provide
a variety of temporal filters, ranging from fast, transient Tm2 and Tm4

neurons over intermediate Tm1 neurons to slow and sustained Tm9 neurons
(Serbe et al., 2016).
Prior to the electron microscopy analysis conducted by Shinomiya et al.
(2019), the CT1 neuron had been overlooked and was not considered
essential for motion processing in Drosophila (Figure 8B). Functional calcium
imaging experiments and compartmental modelling revealed that this
special large-field amacrine cell is highly compartmentalised (Meier and
Borst, 2019). A single CT1 cell acts as hundreds of parallel functional units
that are electrically isolated. Moreover, this intriguing neuron is responsive
to ON stimuli within the medulla and to OFF stimuli within the lobula
(Meier and Borst, 2019), a characteristic that corresponds with its unique
morphology (Figure 8B). CT1 terminals in the columns of the medulla make
connections with T4 neurons, integrating it into the ON pathway as an ON
cell. Similarly, its terminals in the columns of the lobula connect with T5

neurons, positioning it as an OFF cell within the OFF pathway. Notably, the
CT1 neuron provides GABAergic inhibitory input (Takemura et al., 2017),
standing out as the primary columnar inhibitory input to T5 among the
cholinergic Tm inputs.
As mentioned above, T5 inputs are spatially segregated along its dendrite,
leading to a spatial segregation of chemical synapses and receptors
between T5 and its presynaptic partners. Utilising fluorescent tagging of
receptor proteins in single neurons (FlpTag) and UAS-transgenes expressing
GFP-tagged neurotransmitter receptors (Fendl et al., 2020), researchers
identified the chloride channel Rdl (Resistant to dieldrin) as the receptor
for T5’s GABAergic inhibitory CT1 input (Figure 9D; Fendl et al., 2020).
At the dendrite’s centre, cholinergic inputs from Tm1, Tm2 and Tm4
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target the excitatory Dα7 receptors (Fendl et al., 2020). However, the
receptor corresponding to the cholinergic Tm9 input remains unresolved,
with Dα7 shown to be located less at the distal side (Figure 9D; Fendl
et al., 2020). There are ten ionotropic, nicotinic Acetylcholine receptors
and three metabotropic, muscarinic Acetylcholine receptors described in
Drosophila. According to previous RNA sequencing studies, T5 neurons
express nearly every Acetylcholine receptor subunit (Pankova and Borst,
2016; Davis et al., 2020; Hörmann et al., 2020). There is ongoing discussion
in the field regarding whether metabotropic Acetylcholine receptors might
be located at the distal side of T5 dendrites (Fendl et al., 2020). Until today
this awaits further investigations.

4.2.2 T4 cells and the ON pathway

An essential neuropil in the ON pathway is the medulla. Here the T4

neurons form their dendrites (Figure 8A). T4 neurons are the elementary
motion detectors for brightness increments in the fly. They represent the
first stage of direction-selective responses along the ON pathway.
T4 neurons serve a role in the ON pathway that is analogous to the
function of T5 neurons in the OFF pathway. As for T5, there have been
EM studies that reveal the distribution of the synaptic inputs along T4

dendrites (Takemura et al., 2017; Shinomiya et al., 2019). At the distal
tip of the T4 dendrite (the preferred-direction side) the majority of
synaptic connections are formed by a glutamatergic Mi9 neuron with the
postsynaptic glutamate-gated Cl- channel GluClα as the receptor at the T4

dendrite (Fendl et al., 2020). Hence, Mi9 is inhibitory onto T4 (Cully et al.,
1996; Liu and Wilson, 2013). In the central region of T4 dendrites, Mi3 and
Tm3 neurons make cholinergic inputs onto excitatory Dα7 receptors at T4.
On the proximal side (the null-direction side) of T4 dendrites, the majority
of presynaptic connections are formed by GABAergic Mi4, CT1 and C3

neurons, where the chloride channel Rdl resides.
In contrast to the OFF pathway where all T5 input neurons are OFF neurons,
in the ON pathway not all input neurons are ON neurons. The Mi9 neuron
as an exception responds to dark edges within the ON pathway (Arenz
et al., 2017).

In summary, the ON- and OFF pathways serve as parallel mechanisms for
decoding similar types of information. While the general architecture of
T4 and T5 dendrites within these pathways is similar, the nature of their
input features and receptor types diverge. This implies that the underlying
computations at the dendritic level are likely different.
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5 goal of this thesis

In the past, motion vision has been extensively explored through various
approaches, including developmental, molecular, computational, functional
and structural research. As I started my doctoral work, the wiring diagram
of the motion vision circuit in the optic lobe had been mapped (Shinomiya
et al., 2015; Takemura et al., 2017; Shinomiya et al., 2019). Functional
two-photon calcium imaging studies had discovered the direction-selective
properties of T4 and T5 neurons (Maisak et al., 2013; Haag et al., 2017) as well
as the properties of their non-direction-selective inputs (Behnia et al., 2014;
Meier et al., 2014; Strother et al., 2014; Ammer et al., 2015; Fisher et al., 2015;
Serbe et al., 2016; Yang et al., 2016; Arenz et al., 2017; Drews et al., 2020; Meier
and Borst, 2019). The pressing question of how the first direction-selective
neurons – T4 and T5 – become direction selective was poorly understood
at the beginning of my doctoral research. In the course of my dissertation
research, I aimed to deepen the understanding by investigating how motion
is computed in the OFF motion vision pathway, specifically at the level of T5

neurons in Drosophila melanogaster.
In my first publication, I discovered an important circuit mechanism
underlying the direction selectivity of T5 neurons. I describe how
null-direction suppression is realised in the OFF motion vision pathway in
Drosophila (Manuscript 1; Braun et al., 2023). A pivotal finding emerged
from connectomics analysis, uncovering a columnar microcircuit among
certain input neurons to T5. Using two-photon calcium imaging in
combination with thermogenetics, optogenetics, apoptotic methods, and
pharmacology, we demonstrated how disynaptic inhibition shapes the
tuning of OFF motion detectors in Drosophila, directly linked to the identified
columnar microcircuit. Additionally, we pinpointed CT1 as the specific
input neuron crucial for null-direction suppression at the T5 neuron level,
marking a significant advancement in our understanding of OFF motion
vision detection.
In the course of studying connectivity of the OFF motion vision pathway
and its downstream circuits, I contributed to the first full connectome of
the adult fly brain. Previously, only specific regions of fly brains had
been mapped using electron microscopy datasets, which already provided
important insights into neural circuits and their functions. However, these
segmented datasets made it impossible to analyse the circuits connecting
various regions of the fly brain. A worldwide collaborative effort led
to a complete neural wiring diagram of an adult fly brain (Manuscript
2; Dorkenwald et al., 2024). This milestone in Drosophila connectomics
allows researchers to study neural circuits throughout the entire brain,
rather than being limited to isolated regions. Moreover, this connectome
provides systematic and hierarchical annotations of ~130,000 neurons, which
covers neuronal classes, cell types and developmental units. Such extensive
documentation enables any researchers to navigate through this dataset to
find circuit systems and neurons of interest (Manuscript 3; Schlegel et al.,
2024). Finally, I was involved in the catalogue of neuronal cell types and
wiring diagrams for the visual system of Drosophila (Manuscript 4; Matsliah
et al., 2024).
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1 manuscript 1: disynaptic inhibition shapes
tuning of off-motion detectors in drosophila

Summary

The circuitry underlying the detection of visual motion in Drosophila
melanogaster is one of the best studied networks in neuroscience. Lately,
electron microscopy reconstructions, algorithmic models, and functional
studies have proposed a common motif for the cellular circuitry of an
elementary motion detector based on both supralinear enhancement for
preferred direction and sublinear suppression for null-direction motion.
In T5 cells, however, all columnar input neurons (Tm1, Tm2, Tm4, and
Tm9) are excitatory. So, how is null-direction suppression realized there?
Using two-photon calcium imaging in combination with thermogenetics,
optogenetics, apoptotics, and pharmacology, we discovered that it is via CT1,
the GABAergic large-field amacrine cell, where the different processes have
previously been shown to act in an electrically isolated way. Within each
column, CT1 receives excitatory input from Tm9 and Tm1 and provides
the sign-inverted, now inhibitory input signal onto T5. Ablating CT1 or
knocking down GABA-receptor subunit Rdl significantly broadened the
directional tuning of T5 cells. It thus appears that the signal of Tm1 and
Tm9 is used both as an excitatory input for preferred direction enhancement
and, through a sign inversion within the Tm1/Tm9-CT1 microcircuit, as an
inhibitory input for null-direction suppression.
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In brief

How is null-direction suppression

realized in the Drosophila OFF-motion

pathway? Braun et al. demonstrate that

disynaptic inhibition within a columnar

microcircuit through Tm1, Tm9, and CT1

mediates null-direction suppression.

They identify GABA-receptor subunit Rdl

as an important player in this operation.

Algorithmic modeling underlines the

results.
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SUMMARY

The circuitry underlying the detection of visual motion in Drosophila melanogaster is one of the best studied
networks in neuroscience. Lately, electron microscopy reconstructions, algorithmic models, and functional
studies have proposed a common motif for the cellular circuitry of an elementary motion detector based on
both supralinear enhancement for preferred direction and sublinear suppression for null-direction motion. In
T5 cells, however, all columnar input neurons (Tm1, Tm2, Tm4, and Tm9) are excitatory. So, how is null-direc-
tion suppression realized there? Using two-photon calcium imaging in combination with thermogenetics,
optogenetics, apoptotics, and pharmacology, we discovered that it is via CT1, the GABAergic large-field
amacrine cell, where the different processes have previously been shown to act in an electrically isolated
way. Within each column, CT1 receives excitatory input from Tm9 and Tm1 and provides the sign-inverted,
now inhibitory input signal onto T5. Ablating CT1 or knocking down GABA-receptor subunit Rdl significantly
broadened the directional tuning of T5 cells. It thus appears that the signal of Tm1 and Tm9 is used both as an
excitatory input for preferred direction enhancement and, through a sign inversion within the Tm1/Tm9-CT1
microcircuit, as an inhibitory input for null-direction suppression.

INTRODUCTION

One major function of sensory neural systems is to relay

information about the environment to higher processing stages

in the brain, enabling organisms to interact with their surround-

ings. Efficient filtering is indispensable to make sense of the

plethora of incoming signals.1 In the vertebrate retina, for

instance, a variety of parallel-processing units, retinal ganglion

cells, represent diverse cues of the visual scenery like color,

contrast, velocity, or the direction of moving objects.2,3 This re-

quires extensive computation within only a few synapses.

The visual system of fruit flies has evolved to perform precise

computations with few neurons, resulting in highly adaptive

behavior.4 The detection of visual motion in Drosophila has

turned out to be an excellent test bed for scientists investigating

neural processing and understanding the implementation of

algorithmic models (reviewed in Borst et al.5).

The compound eye of fruit flies consists of approximately 750

facets also called ommatidia that tile the entire visual space and

give rise to a retinotopic map of the environment. The area of the

fly brain that is dedicated to the detection of visual signals, the

optic lobe and consists of the lamina, the medulla, the lobula,

and the lobula plate. Each of these neuropils comprises repeti-

tive units called columns and reflects the spatial layout of the

faceted eye in a retinotopic map. Within the visual processing

stream, T4 and T5 cells are the first neurons to respond to visual

motion in a directionally selective way. T4 cells extend their

dendrites in the most proximal layer of the medulla and respond

to moving bright edges (ON pathway). T5 cell dendrites receive

their input in the most proximal layer of the lobula and are

responsive to moving dark edges (OFF pathway). The dendrites

of both T4 and T5 cells span several columns, thus receiving

input from neighboring locations in space. Each neuron can

be classified by the direction of visual motion it is most excitable

to—referred to as its preferred direction (PD), while showing little

response when stimulated in the opposite direction (null direc-

tion [ND]). Within each column, there exist four subtypes of T4

and T5 neurons that are tuned to the four cardinal directions

(front-to-back, back-to-front, upward, and downward).6 Accord-

ing to their PD, the axon terminals of T4 and T5 cells are located

within one of the four layers of the lobula plate.

The identification of these local motion detectors, combined

with the advent of modern transgenics and connectomics, has

substantially deepened our understanding of the circuitry over

the past decade.6–11 Two algorithmic models have proven valu-

able in describing the computation of direction selectivity: (1)

the Hassenstein-Reichardt correlator where signals from two

spatially offset locations are multiplied after exhibiting differen-

tial temporal filtering, resulting in PD enhancement12: and (2)

the Barlow-Levick detector where a divisive nonlinearity com-

bines a direct and a delayed line, suppressing ND motion.13

At the level of motion-sensitive T4 and T5 cells in the fly optic

lobe, both mechanisms have been demonstrated experimen-

tally (Figure 1A).14–18 The identity, morphology, and—to some

extent—physiology of the key players in this computation

have been described,19–26 proposing a circuit arrangement

suitable for the implementation of an elementary motion

detector.

2260 Current Biology 33, 2260–2269, June 5, 2023 ª 2023 The Authors. Published by Elsevier Inc.
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Recently, electrophysiological investigations have unraveled

the mechanism behind the computation of direction selectivity

in T4 dendrites. Here, several neurons provide inhibitory input

for ND suppression,24 while release from glutamatergic inhibi-

tion enhances the cholinergic excitation for motion along the

PD, further sharpening the directional tuning of T4 cells.27 How-

ever, the functional mechanism the fly brain uses to transform

spatiotemporal information about light intensity into direction-

selective signals in the T5 counterpart remains to be discov-

ered. The neural pathway selective for brightness decrements

has been attributed to T5 cells and their upstream synaptic part-

ners unicolumnar Tm1, Tm2, Tm4, Tm9, andmulticolumnar CT1

(Figure 1B).6,28 The neurotransmitter profile of these neurons

suggests excitatory roles for all cholinergic Tm cells and

proposes an inhibitory function for GABAergic CT1 (Fig-

ure 1B).11,29–31 In contrast to the columnar Tm cells, multicom-

partmental large-field CT1 exhibits a peculiar morphology with

electrically isolated terminals32 acting as post- and presynaptic

sites simultaneously. Within each column, CT1 receives its ma-

jor input from one Tm9 and one Tm1 neuron and makes output

synapses on the T5 dendrite (Figure S1). Intriguingly, all of CT1s

synaptic connections seem to be reciprocal. This results in a

columnar microcircuit with reciprocal connections between

Tm1, Tm9, and CT1 as an ‘‘input stage’’ and CT1 and T5 as

the output of the subnetwork (Figure 1C). However, no func-

tional data are available to date on the CT1 circuit and its role

in motion processing.

In this study, we combine thermogenetic, optogenetic,

apoptotic as well as pharmacologic techniques to investigate

the neural network underlying the computation of directional sig-

nals in the Drosophila OFF-motion pathway.

RESULTS

Network architecture based onEMconnectivity analysis
Recently, a complete volume of a full adult fly brain (FAFB)was re-

corded using electron microscopy (EM)33 and made publicly

available for reconstruction (flywire.ai).34 This development has

enabled researchers to verify and reproduce previously published

data, as well as discover unknown synaptic connections, without

the need to generate a separate dataset. Within the FAFB dataset

we reconstructed six T5 neurons and analyzed all their
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Figure 1. Structural and synaptic organiza-

tion of the T5 pathway

(A) Three-arm circuit model architecture for motion

detection in Drosophila representing the three input

columns of a T5 neuron comprising of a multiplica-

tive interaction between a delayed (t) excitatory (a),

a direct excitatory line (b), and a divisive interaction

between the direct and a delayed inhibitory input (c).

(B) Schematic diagram of the five major inputs onto

the T5 dendrite in three neighboring columns based

on their synapse distribution. Within each input

column (dashed line) the connections between

neurons are indicated through arrows. Each column

contains the same set of columnar neurons. Lighter

arrows indicate columnar input neurons that exist in

each column but do not form a strong synaptic

connection at that side of the T5 neuron.

(C) Schematic representation of the interconnections

between Tm1, Tm9, T5, andCT1within each column.

The width of the arrows indicates the number of

synapses.

(D) Synaptic input distribution on a single EM re-

constructed T5 dendrite (gray) (flywire.ai). This

example dendrite is tuned to motion from left to right

and spans three neighboring columns along the axis

of its preferred direction (PD). Tm9 synapses (green)

are located on the distal (PD) side, Tm1 (red), Tm2

(blue), and Tm4 (cyan) synapses are located at the

center, and CT1 at the proximal side (ND) of the T5

dendrite. Columnar borders are indicated by gray

dashed lines. The bar charts quantify the number of

synapses between T5 and its columnar input neurons

in each of the three neighboring columns.

(E–G)Quantification of synaptic connectivity between

T5 and its major inputs traced in Flywire. Results are

depicted for eachneuron (nT5 = 6, nCT1 = 5). (E) Sumof

all synapses of the five major input neurons to the T5

dendrite. (F) Maximum number of synapses for all

reconstructed CT1 inputs. (G) Maximum number for

all CT1 output synapses.

See also Figure S1.
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presynaptic partners (Figures 1D and 1E). We reproduced previ-

ous findings that columnar elements Tm9, Tm2, Tm1, and Tm4

constitute the majority of T5 inputs, in addition to multicompart-

mental CT1 (Figure 1E).11,30 Figure 1D depicts an EM reconstruc-

tion of an example T5 dendrite (gray) tuned to motion from left to

right that spans three neighboring columns along the axis of its

PD. The spatial distribution of input synapses on the T5 dendrite

illustrates how closely the anatomical distribution matches the

proposed circuit layout—i.e., with Tm9 neurons providing input

on the preferred (distal) arm; Tm1, Tm2, and Tm4 in the center;

and CT1 on the null (proximal) side of the T5 dendrite.

Wenext focusedouranalysison theCT1subcircuit.Considering

isolated CT1 terminals in the lobula as separate units, we found

that they receive most of their inputs from Tm9 and, to a lesser

extent, from Tm1 and T5 cells (Figure 1F)11 Interestingly, all con-

nections turned out to be reciprocal—i.e., CT1 is also presynaptic

to Tm9, Tm1, and T5 (Figure 1G). The number of individual cells

connected to CT1 in one column differs between cell types. While

CT1 interactswithexactly oneTm1andoneTm9cell per column, it

contacts multiple T5 cells with a high variability in synapse counts

(FiguresS1DandS1E). This isdue to themulticolumnaranatomyof

T5 dendrites and the fact that each column contains four T5 sub-

types tuned to each of the four cardinal directions.

Cholinergic inputs determine the preferred direction
response of OFF elementary motion detectors
Previous studies have already investigated the role of Tm inputs to

various stimuli and at different readout stages.15,20,23,25,26 In order

to make assumptions about their specific roles for the computa-

tion of direction selectivity of T5, however, it is indispensable to

probe their contribution under consistent, functionally relevant

stimulus conditions at the level of T5 neurons. Electrophysiolog-

ical characterizations of T5 responses have indicated that both

preferred and ND motion result in depolarizations.35 Since depo-

larizing responses can also be resolved by genetically encoded

calcium indicators, we decided to investigate T5 activity via

recording calcium levels under a two-photon microscope.

To test whether a lack of input signals from each of the four

major cholinergic elements (Tm1, Tm2, Tm4, and Tm9) affects

T5 responses, we stimulated flies expressing the calcium indica-

tor GCaMP6m in layer three T4 and T5 (T4/T5c) cells with dark

edges moving in their preferred (up) and ND (down) (Figure 2A).

In a first set of experiments, we suppressed the outputs of indi-

vidual Tm cell types using the thermogenetic silencer shibirets36

(see Table S1 for genotypes). We found that silencing the puta-

tively excitatory inputs generally affected T5 responses recorded

in the lobula to stimuli moving in their PD. ND signals were

mildly, but significantly reduced for Tm1 and Tm4 cell blocks

(Figures 2B and 2C). Moreover, observed effects differed in

amplitude between Tm cells in line with their synaptic contribu-

tion to T5, with Tm9 and Tm2 having the strongest effect on T5

PD responses followed by Tm4. Silencing Tm1 had no effect

(Figures 2B and 2C) on T5 PD responses. Qualitatively similar re-

sults had already been described using the lobula plate tangen-

tial cells one synapse downstream as a readout.23

There are two experimental disadvantages of using shibirets in

our setup: first the lack of temporal precision over the thermoge-

netic activation, creating the possibility of introducing long

term effects or compensatory mechanisms; and second, the

necessity for control and test experiments with flies of different

genotypes (see STAR Methods). In order to overcome these

shortcomings, we established a new protocol that allowed us

to exploit the temporal precision of optogenetics. We chose to

hyperpolarize Tm cells using the optogenetic tool GtACR137,38

(see Figure S2 for expression patterns). This setup gave us the

ability to acutely alter the output of presynaptic elements of T5

by activating the light-gated, hyperpolarizing ion channel

GtACR1 during visual stimulation, while recording the activity

of direction-selective T5 cells in the lobula plate (Figures 2E

and 2F). We titrated the two-photon laser, the optogenetic acti-

vation light, and the visual stimulus to minimize undesired

activation of GtACR1 in control conditions and simultaneously

maximize visual responses and Tm cell hyperpolarization (see

STARMethods for details). We excluded visual artifacts by deliv-

ering optogenetic light pulses to control flies not expressing

GtACR1 (Figure S2E). Using this temporally precise method,

we found that hyperpolarizing Tm9 or Tm2 most strongly

reduced T5 responses to PD motion followed by Tm4. Hyperpo-

larizing Tm1 had no effect on T5 responses (Figures 2E and 2F).

T5 responses to ND motion remained unaltered when we hyper-

polarized any of the presynaptic Tm neurons, except Tm9 where

we observed a small, yet significant decrease in response ampli-

tude. Taken together, we could confirm the previous shibirets re-

sults using acute optogenetic hyperpolarization of individual Tm

cell types, further strengthening our confidence in these findings.

We conclude that cholinergic Tm neurons shape the tuning of

T5 PD responses to moving dark edges while the suppression of

ND responses must be mediated through another channel.

Functional connectivity analysis reveals disynaptic
mechanism for null-direction suppression
Suppressing the output of presynaptic elements is one way to

learn about their functional relevance in a neural circuit. Another

way to gain insight is the activation of individual elements. From

the intricate circuitry indicated by connectomics, we hypothe-

sized two effects on T5 responses when activating selected

Tm neurons: an increase in T5 responses through the direct

connection (Tm2/Tm4) and decreased T5 calcium responses

mediated through the Tm9/Tm1-CT1 route (Figure 1B).

In order to test our hypotheses, we expressed the light-gated,

depolarizing ion channel Chrimson39 in individual Tm cell types

while recording T5c calcium responses in the lobula plate to visual

stimuli. Our experimental protocol consisted of the delivery of the

optogenetic light stimulus one secondprior to the beginning of the

visual stimulation (Figure 2D). Thiswaywe could resolve the effect

of Tm cell output on T5 with and without visual stimulation.

Depolarizing the direct-input neuron Tm2 resulted in an im-

mediate increase in calcium levels in T5 cells prior to visual

stimulation (Figure 3A). The amplitude of the visual response,

however, remained similar to control conditions. Activation of

the input neuron Tm4 had no effect on T5 calcium levels. This

was unexpected given the effect of Tm4 silencing evident in Fig-

ure 2. Activating Tm1 and Tm9 resulted in a more complex

pattern of T5 calcium levels (Figure 3A). There was no observ-

able effect on T5 calcium traces prior to visual stimulation.

This could be due to two reasons: First, we cannot resolve a

decrease in baseline fluorescence caused by a potentially hy-

perpolarizing input through the Tm1/Tm9-CT1 microcircuit; or
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second, excitation via the direct input of Tm1 and Tm9 on the T5

dendrite is canceled by a putatively shunting synapse between

CT1 and T5.

Further scrutinizing the T5 visual responses, we found that op-

togenetically depolarizing either Tm1 or Tm9 cells led to a

reduction of PD responses in T5 while leaving ND responses un-

altered (Figures 3A and 3B). Whereas this result may seem coun-

terintuitive due to the putative excitatory nature of Tm1 and Tm9,

it can readily be explained by considering the Tm1/Tm9-CT1

subcircuit. Optogenetically depolarizing either Tm1 or Tm9 leads

to the activation of CT1, which provides an inhibitory signal onto

T5. This disynaptic shunting inhibition then reduces the response

of T5 cells to visual motion.

To further characterize the Tm1/Tm9-CT1 microcircuit, we

investigated the functional connectivity between Tm1/Tm9

and CT1 by recording calcium signals in CT1 while driving

activity in either presynaptic neuron with Chrimson. When de-

polarizing Tm1 or Tm9 we observed a clear, sustained increase

in CT1 calcium levels (Figure 3C), confirming their connectivity.

Interestingly, the amplitude of T5 responses is higher when

activating Tm1 compared with Tm9, although CT1 receives

more synaptic input from Tm9. This could be due to reciprocal

signaling between CT1 and its synaptic partners (see

Figures 1D and 1G).

Overall, these data provide evidence that the reduction in

T5 responses to PD stimulation upon activation of Tm1 or

Tm9 shown in Figure 3A result from disynaptic inhibition through

CT1.

Since previous transcriptomic and immunohistochemical

studies have shown that CT1 most likely uses GABA as its major

neurotransmitter,40–42 we next sought to remove GABAergic inhi-

bition from the T5 circuitry. To this end we applied GABAA-
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Figure 2. Functional relevance of the cholin-

ergic input elements to the T5 motion

detector

(A) Experimental setup for in vivo two-photon im-

aging.

(B) Response aligned T5c calcium traces (normalized

to the maximum for each T5c dendrite) while pre-

senting the fly with a dark edge moving in the

preferred (PD) and null direction (ND) at 30�/s. The
cholinergic inputs to T5 neurons (Tm1, Tm2, Tm4,

and Tm9) were blocked using temperature sensitive

mutation of Dynamin (shibirets). Black traces repre-

sent T5c responses in genetic control flies (nctrl = 6).

The colored traces represent T5c responses after the

synaptic output of the respective neuron type has

been blocked using shibirets (nTm1 = 7, nTm2 = 12,

nTm4 = 7, and nTm9 = 7). The timing of the visual

stimulus is shown in (D) and by the bar on top. Results

are depicted as mean values ± SEM.

(C) Quantification of T5c normalized peak responses

in preferred and null direction (data from B). Each

point represents the maximal response of a single fly

(see STAR Methods for details).

(D) X-t plot (spatial elevation as a function of time) of a

dark edge moving upward on the arena (starting at

0 s, ending at 5 s). Timing and duration of the opto-

genetic stimulation is represented by the green bar.

The optogenetic stimulus starts 1 s before (�1 s) and

ends 1 s after the visual stimulus (6 s).

(E) Same as (C), but the light-gated, hyperpolarizing

ion channel GtACR1 was expressed in Tm neurons

and activated by locally constraint, dim light impulse

(565 nm, 1.07 mW/mm2) through the objective. Light

traces depict the normalized calcium activity of T5c

neurons when the respective input neuron type has

been optogenetically hyperpolarized. Dark traces

represent T5c responses of the optogenetic control

within the same fly (optogenetic light off). The timing

of the visual and optogenetic stimulus is shown in

(D) and by the bars on top. Results are depicted as

mean values ± SEM (nTm1 = 10, nTm2 = 11, nTm4 = 8,

nTm9 = 10).

(F) Quantification of T5c normalized peak responses

in preferred and null direction (data from E). Each

point represents the maximal response of a single fly.

Corresponding responses in one fly are connectedby

a gray line. p % 0.05 *; p % 0.01 **; p % 0.001 ***.

See also Figure S2.
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receptor antagonist picrotoxin (PTX) to the extracellular solution.

While this procedure likely blocks GABAergic transmission

throughout the whole optic lobes, which also leads to changes

in neural signaling outside of the T5 circuit, we could still see a

number of specific effects that helped us to better understand

this network.

First, as expected,22 we observed a clear increase in T5 re-

sponses in ND under control conditions. This indicates that

ND suppression is most likely mediated through GABAergic in-

hibition. Second, when bath applying PTX, activation of Tm9

alone—without visual stimulation—led to an increase of cal-

cium levels in T5 (Figure 3D), which was not observed when

no PTX was applied (Figure 3A). This further corroborates the

hypothesis that CT1 provides shunting inhibition onto the T5

dendrite that masks the excitatory signal of Tm9 in the experi-

ments in Figure 3A. Interestingly, the activation of Tm1 cells

alone does not result in increased T5 responses under PTX

application.

A third observation is that, in the presence of PTX, the reduc-

tion in response amplitude in PD disappeared when Tm9

was activated and was reduced when Tm1 was activated

(Figures 3D and 3E). This provides further evidence for the hy-

pothesis that inhibition at the level of T5 dendrites is provided

through the Tm1/Tm9-CT1 microcircuit.

Taken together, optogenetic activation combined with calcium

imaging confirms the functional connectivity of the T5 network

suggesting a disynaptic mechanism for ND suppression.

Null-direction suppression is mediated through CT1 via
GABA-receptor subunit Rdl
In a further set of experiments, we set out to provide direct evi-

dence for the role of CT1 in the computation of direction selec-

tivity in the Drosophila OFF pathway. In contrast to columnar

Tmneurons, CT1 exhibits a unique anatomywhere one compart-

mentalized neuron acts as many hundred independent sub-

units.32 It is probably due to this distinct morphology that any

attempt to use classic thermo- or optogenetic tools as in previ-

ous experiments (see Figures 2 and 3) had failed to produce a

functional phenotype. Therefore, we genetically expressed

apoptotic genes hid and reaper43 to ablate both CT1 neurons

in individual flies (Figure 4A) and to test the calcium responses

of T5c cells to visual stimuli.

When stimulating flies with dark edges moving upward, i.e.,

along their PD, ablating CT1 did not have any effect on T5c re-

sponses. However, when presented with ND stimuli, CT1-hid/rpr

flies exhibited a significant increase in T5 calcium responses

compared with control flies (Figure 4B). Testing the responses to

dark edgesmoving in 11 different directions in these flies revealed

*** ns ns ***
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** ns

ns ***
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Figure 3. Functional connectivity analysis

through optogenetics and pharmacology

(A) Response aligned T5c calcium traces (normal-

ized to the maximum for each T5c dendrite) while

presenting the fly with a dark edge moving in the

preferred (PD) and null direction (ND) at 30�/s. The
cholinergic inputs to T5 neurons (Tm1, Tm2, Tm4,

Tm9) were activated using light-gated, depolarizing

ion channel Chrimson. Dark traces represent T5c

responses during optogenetic control trials (no light)

and light traces show optogenetic activation (light

on, 593 nm, 1.07 mW/mm2). (nTm1 = 12, nTm2 = 11,

nTm4 = 11, nTm9 = 13). The timing of the visual and

optogenetic stimulus is shown in 2D and by the bars

on top. Results are depicted as mean values ± SEM.

(B) Quantification of T5c normalized peak responses

in preferred and null direction (data from A). Each

point represents the maximal response of a single

fly. Corresponding responses in one fly are con-

nected by a gray line.

(C) Fluorescence change (DF/F) of CT1 terminals in

the lobula upon optogenetic activation of Tm1 (left)

and Tm9 (right) through Chrimson. No visual stim-

ulus was presented to the flies (black screen). The

timing of the optogenetic stimulus is indicated by the

bar on top. Error shades indicate ±SEM. nTm1 = 10,

nTm9 = 10.

(D) Same as (A) for Tm1 and Tm9 Chrimson activa-

tion after bath-application of GABAAR antagonist

picrotoxin (PTX) for 10 min. The timing of the visual

and optogenetic stimulus is shown in (D) and by the

bars on top. nTm1 = 10, nTm9 = 12.

(E) Quantification (as in B) in preferred and null di-

rection of PTX experiments (data fromD). p% 0.05 *;

p % 0.01 **; p % 0.001 ***.

See also Figure S2.
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that removing CT1 from the circuit led to a broader tuning curve

(Figure 4C) and, thus, decreased the direction selectivity of T5c

cells (Figure 4D). This effectwas not observed in T4 cell responses

to ON edges (Figure S3). These data provide strong evidence that

CT1 indeed plays a crucial role in ND suppression in the T5

pathway.

Since CT1 is the only known GABAergic input neuron to T5,

ablatingCT1should lead to similar results as removing the respec-

tive GABA receptor from T5. Transcriptomic analysis of T5 neu-

rons has indicated the presence of GABA-receptor subunit

Rdl.40,42,44 We therefore knocked down the Rdl receptor in T4

and T5 neurons using RNAi45,46 (Figure 4E) and tested their direc-

tional tuning. We found that the directional tuning curve of T5 was

broader than in control flies (Figures 4F–4H), strongly resembling

the results of the CT1 ablation experiments (Figures 4B–4D).

This broadening of the tuning curve is reflected in a significant

reduction of direction selectivity of T5c cells in Rdl-RNAi flies

compared with controls (Figure 4H).

Taken together, these data highlight the role of CT1 in

providing an inhibitory signal for null-suppression that shapes

T5 direction selectivity and pinpoint GABA-receptor subunit

Rdl as a key player in its computation.

Functional compatibility of CT1 signals with current
model hypothesis
One prerequisite common to all current models for elementary

motion detection is the differential temporal filtering of the in-

puts (Figure 1A), consisting of at least one direct and two

temporally delayed signal streams. In the past, several studies

have recorded response properties of columnar elements and

compared their temporal characteristics with predictions from

modeling efforts.9,15,23,47 It has, however, also become

apparent that cellular responses can vary based on stimulus

characteristics like local and global contrasts.25,26,48 To allow

conclusions about the physiological fit of CT1 signals as the

delayed, inhibitory signal to the T5 cell, we needed to assess

its response characteristics. It is important to do so using

consistent and functionally relevant motion stimuli32 (as in Fig-

ures 2, 3, and 4). We found that CT1 exhibits slow, sustained

calcium responses to moving dark edges—as expected given

its major input Tm9 (Figure 5A), compared with fast, transient

responses in Tm2.9,20,23 These data not only confirm the func-

tional role of CT1 in ND suppression but also demonstrate that

its temporal response properties make it an ideal candidate to

act as the slow, inhibitory signal for ND suppression in T5

cells.

Algorithmic modeling underlines the importance of CT1
for T5 directional tuning
As a final effort in the characterization of ND suppression in

the DrosophilaOFF pathway, we performed model simulations.

Since at present there is no biophysical insight into how

PD enhancement is implemented on the T5 dendrite, we used

a classic algorithmic model that combines a Hassenstein-

Reichardt type detector for PD enhancement i.e., a multiplica-

tion and a Barlow-Levick type model for ND suppression i.e., a
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Figure 4. The specific role of CT1 in the direc-

tional tuning of T5

(A) Confocal fluorescent images of the neuropils in

the optic lobe in horizontal view (blue). Top: example

image of a CT1-Gal4 UAS-GFP expressing fly (yel-

low). Bottom: example image of a CT1-Gal4 UAS-

hid/rpr, UAS-GFP expressing fly where no GFP

signal was detectable. Scale bars: 20 mm.

(B) Response aligned T5c calcium traces (normal-

ized to the maximum for each T5c dendrite) while

presenting the fly with a dark edge moving in the

preferred (PD) and null direction (ND) at 30�/s. Black
traces represent signals from control flies; yellow

traces represent flies where CT1 cells were ablated

using UAS-hid/rpr (nctrl = 8, nCT1-hid/rpr = 9). Error

shades indicate ±SEM.

(C) Polar plot of the directional tuning of T5c calcium

responses in Gal4-CT1, UAS-hid/rpr flies to dark

edges moving in 11 different directions. Each data-

point represents the maximum T5c response to

either direction of visual motion, normalized to the

maximum per fly. Color code as in (B).

(D) Width of the directional tuning curves indicated

by directional index Ldir (see STAR Methods)

for Gal4-CT1, UAS-hid/rpr flies. Each datapoint

represents the Ldir value of a unique fly. Color code

as in (B).

(E) Fluorescent images of T4/T5-lexA, lexAop-GCaMP6m in horizontal view (magenta). Top: example image of Rdl receptor expression (yellow). Inset: 3-fold

magnification. Bottom: example image of Rdl receptor expression using UAS-Rdl-RNAi in T4/T5 neurons where no Rdl GFP signal was detectable. Inset:

2-fold magnification. Scale bars: 20 mm.

(F) As in (B) but magenta traces represent T5c calcium responses in T4T5-Gal4, UAS-Rdl-RNAi flies. nctrl = 13, nRdl-RNAi = 10.

(G) Directional tuning curves as in (C) for T4/T5-Gal4, UAS-Rdl-RNAi flies. Color code as in (F).

(H) Directional tuning indicated by Ldir as in (D) for T4/T5-Gal4, UAS-Rdl-RNAi flies. Color code as in (F). p % 0.05 *; p % 0.01 **; p % 0.001 ***; p % 0.0001 ****.

See also Figure S3.
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division (Figure 1A).15 In short, we considered three inputs (a, b,

c) to a local motion detector. The three inputs were each offset

in space corresponding to the preferred, central, and null sides

of the T5 dendrite (see Figure 1). Furthermore, they were sub-

ject to differential temporal filtering, in accordance with func-

tional data known about the columnar input elements to T5

(see STAR Methods for details). The algorithmic operation car-

ried out by the detector then is a3b
c+DC; the DC value is necessary

to avoid division by 0. We tested the model by presenting it with

moving dark edges in different directions to obtain a directional

tuning map like those in Figures 4C and 4G. Under simulated

control conditions we could readily reproduce the tuning

curves in T5 cells (Figure 5B, black trace). We next modified

the model to resemble the experiments where CT1 was ablated

orRdl receptor subunits were knocked down by removing input

c. Here, we could observe a substantial broadening of the tun-

ing curve (Figure 5B, red trace). While the amplitude of the

model ND response was larger than the experimentally

measured calcium response to ND after ablation of CT1, the

effect qualitatively resembled the results observed in the

experiments.

DISCUSSION

In this study we investigated the functional role of the major

constituents of the Drosophila OFF-motion pathway. We first

confirmed the synaptic contribution of the presynaptic ele-

ments to T5 cells using an independent, publicly available

EM dataset. We then demonstrated their role in the computa-

tion of local motion detection using thermogenetic and

optogenetic silencing, activation and pharmacology. Finally,

we unraveled a disynaptic mechanism for ND suppression

through Tm9/Tm1 and CT1 via inhibitory GABA-receptor sub-

unit Rdl. This work represents a major advancement toward

understanding motion processing in the OFF pathway by

addressing the longstanding question of how inhibition in the

lobula can be achieved through exclusively cholinergic inputs

from the medulla. The results represent a striking example of

efficient coding where a neural network leverages a single

signal for multiple purposes.

Disynaptic mechanism in the CT1 microcircuit
Balance between excitation and inhibition is essential for

the maintenance of neuronal function in general. Particularly in

the vertebrate cortex, examples of disynaptic inhibition can be

found, where complex networks consisting of feedforward and

feedback inhibition regulate brain states and ensure normal brain

function.49–51 Additionally, disynaptic inhibitorymotifs have been

described in larval Drosophila premotor neurons.52 The CT1

microcircuit represents a particular example for such a compu-

tation. Tm9 and Tm1 signals are relayed directly onto T5

dendrites via cholinergic receptors. In parallel, they are sign-in-

verted through CT1 and used as an inhibitory signal for ND sup-

pression (Figures 1A and 1B). Another intriguing detail about the

Tm1/Tm9-CT1 microcircuit is the reciprocity of all its connec-

tions. Our activation experiments in Figure 3 showed that CT1

terminals are activated through the synaptic inputs from Tm1

and Tm9. The PTX experiments in Figure 3 provided evidence

that direct Tm9 input on T5 is suppressed by CT1 activity. This

could be either within the subcircuit through reciprocal connec-

tions or through the shunting effect of CT1 on T5 dendrites.

Future experiments can help to shine light onto the intricate inter-

play between these four cell types.

Differences between ON- and OFF-motion detection
Across phyla, the detection of visual motion is organized

separately for brightness increments and decrements.53–55

There is a number of studies that have looked at this split from

different perspectives. There are for instance advantages in

terms of efficiency in neural coding56 but also differences in

the image statistics of natural scenes that are reflected in differ-

ences in tuning properties of ON and OFF detectors.57 It is also

very interesting to look at the different circuit solutions for seem-

ingly similar problems that have been created through the course

of evolution. ND suppression in the Drosophila ON pathway, is

likely implemented through columnar, inhibitory Mi4 cells11,27

while in the OFF pathway there is a seemingly complicated

detour through a morphologically peculiar CT1 cell that inverts

the sign of Tm1 and Tm9 signals. In principle there are two

possible concepts that could explain the dissimilarities. On the

one hand, adaptation to different environmental conditions like
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Figure 5. Temporal properties of T5 inputs and directional tuning

map of model simulation

(A) Normalized two-photon calcium activity of Tm2 (blue), Tm9 (green), and

CT1 (yellow) terminals in the lobula as a function of time in response to

dark edges. Traces are aligned to the response onset. The black trace depicts

the change in local luminance in a 7� wide window. nTm2 = 11, nTm9 = 12, nCT1 =

10. Error shades indicate ±SEM.

(B) Directional tuning map of an algorithmic model (see Figure 1A) stimulated

with moving dark edges in different direction. Three input signals (a, b, c) are

high-pass filtered to simulate lamina inputs (tHP = 250 ms). The low-pass time

constants for inputs a and c were tLP = 200 ms. Black trace, control condition;

red trace, simulated CT1 ablation (c = 0).
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the visual scenery could have led to the emergence of different

wiring solutions that have proven to be most robust for the spe-

cific requirements. On the other hand, the divergence between

the two channels could be due to modular evolution, where

different components evolve independently before being inte-

grated into a larger context, combined with constraints in devel-

opment. In this case the differences of the circuits would not be

due to different functional requirements, but rather because they

were the most feasible solutions given the specific develop-

mental constraints.

Biophysical mechanism for the computation of direction
selectivity in T5
Recently, a biophysical mechanism for PD enhancement in T4

was discovered.27 Here, an increase of T4 input resistance

induced by disinhibition from Mi9 amplifies the response to the

excitatory Mi1 signal, resembling a multiplicative operation.

In T5, however, there are no inhibitory neurons on the preferred

side of the T5 dendrite. Hence, we expect a different mechanism

at work for multiplication. Transcriptomic analyses have

described the presenceof both nicotinic andmetabotropic acetyl-

choline receptors on T5.40,42 In principle two mechanisms are

conceivable to implement an enhancing nonlinearity; First, a mul-

tiplicative operation at the level of the postsynapticmembranepo-

tential could result from an interaction of ionotropic and metabo-

tropic receptors via second messenger cascades. As a second

possibility, the supralinearity could be implemented by an activa-

tion threshold of a calcium channel that requires the simultaneous

input from two presynaptic neurons (reviewed by London and

H€ausser1). Further anatomical and electrophysiological investiga-

tion will help to elucidate the mechanism for PD enhancement.

ND suppression, on the other hand, has long been the more

puzzling part in understanding OFF-motion detection due to

the lack of inhibitory input from columnar elements.35 With the

experiments described above, we provide evidence that CT1

plays an important part in ND suppression. We could further pro-

pose a biophysical mechanism through GABA-receptor subunit

Rdl that provides an inhibitory signal necessary for ND suppres-

sion in T5 cells.

The differences in effect amplitude that we observed in our

model simulations (Figure 5) compared with the physiological

data (Figure 4) could in theory hint at an additional, hitherto un-

discovered mechanism that would shape ND suppression in

parallel to the disynaptic inhibition via CT1. The anatomical

layout of the input elements on the T5 dendrite, however,

makes this possibility unlikely. It would rather be conceivable

that, in the case of CT1-hid/rpr, not only the inhibitory input

of CT1 on T5 is ablated but also the feedback connections of

CT1 on Tm1 and Tm9. This mismatch in balance between exci-

tation and inhibition, in combination with compensatory mech-

anisms that might be in place due to the absence of CT1 inputs

could lead to unforeseen effects on the tuning of T5 cells.

Compensatory mechanisms might also play a role in the Rdl-

RNAi experiments. It would be very interesting to see how

the acute inactivation of CT1 terminals in the lobula would alter

the tuning curve of T5 neurons. The development of new,

improved genetic tools will hopefully enable us to perform

such experiments in the future and help to answer that

question.
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Materials availability
Newly generated fly line is available from the lead contact upon request.

REAGENT or RESOURCE SOURCE IDENTIFIER

Antibodies

Anti-nc82 mouse monoclonal antibody DSHB RRID: AB_2314866

Living Colors DsRed Rabbit Polyclonal Clontech Clontech: 632496

Chicken-anti-GFP polyclonal Rockland Rockland: 600901215

Goat anti-mouse-Atto-647N Rockland Rockland: 610156121

Goat anti-rabbit-Alexa-568 Invitrogen Cat# A-11011; RRID: AB_2535730

Goat-anti-chicken Alexa488 Invitrogen RRID: AB_2534096

GFP booster Atto-647N ChromoTek RRID: AB_2629215

Chemicals, Peptides, and Recombinant Proteins

Picrotoxin TCI Cat# C0375

Deposited Data

Raw and Analyzed Data This paper https://doi.org/10.17617/3.QE3MFT

Experimental Models: Organisms/Strains

Canton S (Wildtype) BDSC RRID: BDSC_64349

w-; R41G07-p65.AD; R74G01-GAL4-DBD (Tm1split/SS00796) BDSC RRID: BDSC_86810

w-; R28D05-p65.AD; R82F12-Gal4.DBD (Tm2split) BDSC RRID: BDSC_86811

w-; R53C02-p65.AD; R60H04-GAL4.DBD (Tm4split) BDSC RRID: BDSC_86801

w-; R24C08-p65.AD; R70B08-GAL4.DBD (Tm9split) BDSC RRID: BDSC_86797

w-; +; VT12282-Gal4 (Tm2) Serbe et al., 201623 N/A

w-; +; R35H01-Gal4 (Tm4) Serbe et al., 201623 N/A

w-; +; VT65303-Gal4 (Tm9) Serbe et al., 201623 N/A

l., 201665303-Gal4 (Tm9)-GAL4.D Takemura et al.58 N/A

w-; +; VT50384-lexA (T4/T5) Barry Dickson Haag and Arenz14

w-; VT041034-lexAGAD; + (Tm1) JRC/Aljoscha Nern N/A

w-; GMR24C08-lexA; + (Tm9) BDSC RRID: BDSC_62012

w-; pJFRC7-20XUAS-GtACR1-EYFP; + Mauss et al.38 N/A

w-; 20XUAS-CsChrimson.mCherry; + BDSC RRID: BDSC_82181

w-; +; 13XLexAop2-IVS-CsChrimson.tdTomato BDSC RRID: BDSC_82183

w-; +; 13XlexAop-IVS-GCaMP6m BDSC RRID: BDSC_44277

w-; 20XUAS-IVS-jGCaMP7f; + BDSC RRID: BDSC_80906

w-; +; 20XUAS-IVS-jGCaMP7f BDSC RRID: BDSC_79031

w+; R39H12-Gal4; + (T4T5) This paper N/A

w-; 10XUAS-mCD8GFP; + BDSC RRID: BDSC_79626

w-; 20XUAS-Rdl.GFP; + BDSC RRID: BDSC_92150

w-; +; 10XUAS-IVS-myr::tdTomato BDSC RRID: BDSC_32221

w-; +; UAS-Rdl RNAi8-10 BDSC RRID: BDSC_89903

Yw UAS-rpr, UAS-Hid; +; + Barry Dickson N/A

rry Dickson-03NAi8-105)+6mmson.tdTo Pfeiffer et al.59 N/A
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Data and code availability
Data and code for analysis and modeling are publicly available at the at the Edmond Open Research Data Repository of the Max

Planck Society: https://doi.org/10.17617/3.QE3MFT.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Fly husbandry
All flies (Drosophila melanogaster) were raised on standard cornmeal agar medium at 60% humidity, 25�C, 12h light/ 12h dark cycle.

For optogenetic experiments we fed the flies for two dayswith a 1mMall-trans retinal (ATR) yeast paste by covering the agar medium.

These vials were wrapped in aluminum foil to circumvent photo instability of ATR. For all experiments we used 2-3 days old female

flies. See Table S1 for genotypes.

METHOD DETAILS

Generation of fly lines
For generating the R39H12-Gal4 line on the second chromosome, the P{R39H12-GAL4} plasmid (Janelia Research Campus) was

injected into the su(Hw)attP5 landing site strain BL#34765 for PhiC31 integrase-mediated transgenesis.

Injections were performed by BestGene (https://www.thebestgene.com/).

Immunohistochemistry
Fly brains were dissected in a phosphate-buffered saline (PBS) and fixed in 4% PFA (in PBS with 0.1% Triton X) for 25 minutes at

room temperature. Brains werewashed 5 five times in PBT (PBSwith 0.3%Triton X) and blocked overnight in 10%normal goat serum

(NGS) in PBT. Subsequently, the brains were incubated with the primary antibody solution (antibody with 5% NGS in PBT) for 48

hours at 4�C. Further the brains were washed 5 times in PBT and incubated with the secondary antibody solution for 48 hours at

4�C. Again, the brains were washed in PBT overnight at 4�C, washed in PBS and then mounted in Vectashield medium (VectorLabs).

Primary antibody: mouse-anti-nc82 (1:20), DsRed rabbit polyclonal (1:400), chicken-anti-GFP polyclonal (1:400)

Secondary antibody: goat-anti-mouse Atto647N (1:400), goat-anti-rabbit Alexa568 (1:400), goat-anti-chicken Alexa488 (1:400)

Nano-GFP-booster dilutions: GFP booster Atto647N (1:400)

Confocal microscopy
Images were acquired on a Leica Stellaris 5 confocal microscope with a 63x glycerol-immersion objective (Leica, 11506353) at a res-

olution of 1024x1024 pixels. Images were processed using Fiji (v2.3).

Two-photon-microscopy
For functional calcium imaging a custom-built two-photon laser scanning microscope was used as previously described.6 Briefly,

flies were anesthetized on ice andwith thorax and legs glued to a Plexiglas holder with bees’ wax. The headwas bent down to expose

the posterior side of the head. The head was inserted into a fitting opening in aluminum foil that was clamped in a recording chamber.

After adding external saline, a small window on the left side of the flies’ headwas cut open.Muscles, adipose tissue and tracheawere

removed mechanically.

Images were usually recorded at a resolution of 64 x 64 pixels and a frame rate of 15 Hz. Optogenetic experiments were recorded

with 128 x 128 pixels and a frame rate of 3.8 Hz. Data acquisition was performed inMatlab R2013b (MathWorks) using ScanImage 3.8

software (Vidrio Technologies, LLC).

Visual stimulation
Visual stimuli were presented on a custom-built projector-based arena.15 Two micro-projectors (TI DLP Lightcrafter 3000) project

onto the back of a cylindrical screen. The projectors were restricted to emit light between 500 nm to 600 nm wavelength which al-

lowed a refresh rate of 180Hz and amaximum luminance of 276 ± 48 cd/m2. The arena covered 180� in azimuth and 105� in elevation

of the fly’s visual field.

For optogenetic experiments (Figures 2 and 3) we presented full screen OFF edges at low luminance of 32 cd/m2 in both

preferred (upwards) und null direction (downwards) moving at a velocity of 30�/s. Experiments for the directional tuning of T5 neu-

rons (Figures 4 and S3) we presented full field edges traveling in 12 directions at 50�/s. OFF edges had an edge luminance of

11 cd/m2 and a background luminance of 216 cd/m2. To test for the neuron’s temporal properties (Figure 5), we presented

OFF edges at 11 cd/m2 on a background of 108 cd/m2. Stimuli were shown at 50�/s. Experiments where no visual stimulation

was involved the arena was turned off. Each stimulus was repeated three to five times and all protocols were randomized for

each recording.

Thermogenetics
We expressed shibirets in Tm neurons using the Gal4-UAS system and heat-shocked the flies in a 37�C warm water

bath for 60 minutes to irreversibly induce shibirets (see Meier et al.20 and Pfeiffer et al.59). The blocking experiments under the
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two-photon microscope were obtained within two hours after a 60 min heat-shock application. Control flies (w+; +/+; +/VT50384-

lexA,13XlexAop2-IVS-GCaMP6m) for thermogenetic experiments did not express shibirets but were subject to the same heat-shock

protocol to ensure that the high temperature treatment does not influence the response properties of T5 or the dynamics of the cal-

cium indicator.

Optogenetics
Optogenetic illumination was performed using an epifluorescence light path of themicroscope through a 40x water immersion objec-

tive. To control the light intensity the neutral density filter D-2.0 Mounted Absorptive Neutral (NE30A, Thorlabs) was used. Further the

shutter was closed to its minimum to only shine light onto a small area of the flies’ brain. The optogenetic GtACR1 stimulation was

performed at a wavelength of 565±24 nm and a light intensity of 1.07 mW/mm2; 565/24 BrightLine HC (F37-565, AHF). The optoge-

neticChrimson stimulation was performed at a wavelength of 593±33 nm; 593/33 BrightLine HC (F47-597, AHF). We titrated the two-

photon laser, the optogenetic activation light, and the visual stimulus in order to minimize undesired activation of GtACR1 in control

conditions and simultaneously maximize visual responses and Tm cell hyperpolarization. The automated onset/offset of the optoge-

netic light was programmed to one second before and after the visual stimulation (also see Figure 2D). To prevent activation of

GtACR1 and Chrimson through the two-photon laser, we restricted the imaging regions to the lobula plate where no overlap with

Tm neurons exists. Control conditions (Ctrl) for optogenetic experiments were measured in the same flies but with no optogenetic

stimulation and therefor only visual stimulation (Figures 2E, 2F, and 3). Further we performed a control for the presented light

(Figures S2E and S2F), both with a wavelength of 565 nm and 593 nm to verify that the flies do not visually detect the optogenetic

light from above. For these controls only T4T5c-lexA, lexAopGCaMP6m was expressed and neither GtACR1 nor Chrimson.

Pharmacology
Picrotoxin (PTX, TCI) 50mM stock in DMSO was diluted in external saline and added directly with a pipette to the prepared fly. The

final concentration was 2.5 mM. To allow for diffusion the recording was started 10 min after adding PTX to the fly and lasted not

longer than 15 min after.

Neuron tracing in FAFB
We used a serial section transmission electron microscopy volume to reconstruct the morphology and connectivity of neurons of

interest in a female fly brain volume (FAFB33). Within the FlyWire proofreading environment, flywire.ai,34 we used an automated seg-

mentation as well as a synapse prediction of the FAFB dataset.60,61 Only pre-/ postsynaptic partners with at least two synapses were

included in analysis. The T5 neurons and CT1 terminals for analysis were selected randomly across the optic lobe of the right side of

the EM dataset.

List of T5 segment IDs in FlyWire and x, y, z coordinates: 720575940613383422 (79550, 73404, 6782), 720575940627301058 (85877,

76643,6560), 720575940637143741 (79022,70680,6873), 720575940633628256 (82427,72067, 6817), 720575940642903918 (77918,

69988, 6859), 720575940628186363 (81595, 72851, 6763).

List of CT1 lobula terminal segment IDs in FlyWire and x, y, z coordinates: 720575940623101191 (92308, 78633, 5224),

720575940627267580 (88666, 75710, 5276), 720575940613586188 (92429, 73291, 5710), 720575940624936841 (92022, 73054,

5683), 720575940623100935 (91967, 77718, 5236).

Tm1 FlyWire ID and x, y, z coordinates: 720575940605875902 (73020, 92652, 4226)

Tm9 FlyWire ID and x, y, z coordinates: 720575940648906617 (71294, 89907, 4089)

Model simulations
The algorithmicmodel consists of three input lines (a, b, c) that are offset by five degrees (corresponding to the offset between omma-

tidia in the Drosophila retina). All inputs are high pass filtered with a time constant tHP of 250 ms to simulate the physiological cellular

inputs (through lamina neuron L2). In addition, inputs a and c are lowpass filtered with a time constant tLP of 200 ms. To avoid di-

visions by 0 we introduced a DC component in the denominator of DC=0.2. The algorithmic operation is the following:

a � b
c+DC

To simulate preferred direction enhancement (Hassenstein-Reichardt typemodel), inputs a and b aremultiplied. Null direction sup-

pression (Barlow-Levick type detector) is modeled by division through input c. For the simulated CT1 ablation we set c to zero, i.e.,

considered only the Hassentstein-Reichardt detector (a*b/DC). We simulated OFF edge input onto the detector. To obtain the tuning

curves depicted in Figure 5B, the detector was rotated in steps of 10 degrees resulting in 36 directions of stimulation.

QUANTIFICATION AND STATISTICAL ANALYSIS

Calcium imaging
All calcium imaging data were analyzed as described in 15 with custom written software in Python 2.7. Vertical and horizontal trans-

lations were used to automatically register images.
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Regions of interest (ROIs) were drawnmanually. For each ROI the signal was spatially averaged to create aDF/F time trace. Signals

were normalized to the maximum response per fly except if stated otherwise. To prevent ‘‘smearing’’ of the calcium traces due to

different locations of the receptive fields of individual neurons, the response of individual neurons of one type were temporally aligned

based on the cross-correlation maximum between the time derivative of DF/F of each neuron and the previous aligned neurons

(Except Figure 3C). Error shades represent ± standard error of the means (SEM) over flies. Quantifications (Figures 2 and 3) represent

the peak PD-response per fly averaged over trials.

The Directional turning (Figure 4, Ldir) was calculated as the magnitude of the resultant vector divided by the sum of the individual

vectors’ magnitudes:

Ldir =

�
�
�
�

P
4vð4ÞP
4jvð4Þj

�
�
�
�

Statistical analysis
Statistical analyses were performed in GraphPad Prism 9. For all optogenetic experiments we performed a Wilcoxon matched-pairs

signed rank test. All other datasets were analyzed by the Mann-Whitney test. P-value % 0.05 *; p-value % 0.01 **; p-value % 0.001

***; p-value % 0.0001 ****. More details on the statistical analysis are provided in Table S2.
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D

E

Tm1 CT1 lobula terminalTm9

BA C

Figure S1. Connectomic analysis, related to Figure 1 
(A) 3D EM reconstructions of the Tm1/Tm9 – CT1
microcircuit in a single column (data from flywire.ai). (B)
Zoom in of A to the terminals of the microcircuit in the
lobula. (C) Example synapses (Tm1 – CT1 (top)) and (Tm9
– CT1 (bottom)) are shown in the EM (inset) with the arrow
pointing at the T-bar. Scalebar corresponds to 500 nm. (D)
Number of input synaps-es for five representative CT1
terminals in the lobula. Each CT1 terminal only forms
synapses with one Tm1 and one Tm9 cell of the same
column and connects to many T5 cells with a variable
number of synapses. (E) Same as A for the output neurons
of CT1 lobula terminals.
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Figure S2. Expression patterns of T4c/T5c and Tm neurons - T5c control calcium traces, related to Figure 2, 3 
(A – D) Confocal cross section through the optic lobe of a fly. Blue: Neuropils of the optic lobe (medulla, lobula, lobula 
plate). Green: Expression pattern of LexAop-GFP under the control of T4c/T5c-lexA driver line. Red: Expression 
pattern of Gal4 lines for Tm neurons used for optogenetic experiments. (A) Tm1; (B) Tm2; (C) Tm4; (D) Tm9. 
Scalebar corresponds to 20 µm. (E) Response aligned T5c control calcium traces (normalized to the maximum for 
each T5c dendrite), where no light-gated, hyperpolarizing ion channel GtACR1 was expressed in Tm neurons, while 
presenting the fly with a dark edge moving in the preferred (PD) and null direction (ND) at 30°/s. To control for the 
optogenetic light a locally constraint, a dim light impulse (565 nm, 1.07 µW/mm2) was presented through the 
objective onto the optic lobe. Light traces depict the normalized calcium activity of T5c neurons when the optogenetic 
light was on. Dark traces represent T5c responses of the optogenetic control within the same fly (optogenetic light off). 
The timing of the visual and optogenetic stimulus is shown in 2D. Results are depicted as mean values ± SEM (n = 6). 
(F) Same control experiment as in E but for the wavelength of 593 nm (n = 13). This wavelength was use for all
Chrimson experiments in Figure 3.
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Figure S3. Directional tuning of T4c calcium responses, 
related to Figure 4
(A) Polar plot of the directional tuning of T4c calcium respons-
es in Gal4-CT1, UAS-hid/rpr flies to bright edges moving in 11 
different directions. Each datapoint represents the maximum 
T4c response to either direction of visual motion, normalized to 
the maximum per fly. (B) Width of the directional tuning curves 
indicated by directional index Ldir (see STAR methods for 
details) for Gal4-CT1, UAS-hid/rpr flies. Each datapoint 
represents the Ldir value of a unique fly. Color code as in A. 
nctrl = 8, nCT1-hid/rpr = 9. (C) As in A. But magenta traces 
represent T4c calcium responses in T4T5-Gal4, UAS-Rdl-
RNAi flies. (D) Directional tuning indices Ldir as in B for 
T4/T5-Gal4, UAS-Rdl-RNAi flies. nctrl = 13, nRdl-RNAi = 10.
P-value ≤ 0.05 * ; p-value ≤ 0.01 ** ; p-value ≤ 0.001 ***.
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Figure Short Name Genotype 
Figure 2B Tm1-shibire 

T4T5c GCaMP6m 
w+; R41G07-p65.AD/pJFRC100-20XUAS-TTS-Shibire-
ts1; R74G01-Gal4.DBD/VT50384-lexA,13XlexAop2-
IVS-GCaMP6m 

Tm2-shibire 
T4T5c GCaMP6m 

w+; +/pJFRC100-20XUAS-TTS-Shibire-ts1; VT12282-
Gal4/VT50384-lexA,13XlexAop2-IVS-GCaMP6m 

Tm4-shibire 
T4T5c GCaMP6m 

w+; +/pJFRC100-20XUAS-TTS-Shibire-ts1; R35H01-
Gal4/VT50384-lexA,13XlexAop2-IVS-GCaMP6m 

Tm9-shibire 
T4T5c GCaMP6m 

w+; +/pJFRC100-20XUAS-TTS-Shibire-ts1; VT65303-
Gal4/VT50384-lexA,13XlexAop2-IVS-GCaMP6m 

Control (Ctrl) 
T4T5c GCaMP6m 

w+; +/+; +/VT50384-lexA,13XlexAop2-IVS-GCaMP6m 

Figure 2E Tm1-GtACR1 
T4T5c GCaMP6m 

w+; R41G07-p65.AD/pJFRC7-20XUAS-GtACR1-
EYFP; R74G01-Gal4.DBD/VT50384-
lexA,13XlexAop2-IVS-GCaMP6m 

Tm2-GtACR1 
T4T5c GCaMP6m 

w+; R28D05-p65.AD/pJFRC7-20XUAS-GtACR1-
EYFP; R82F12-Gal4.DBD/VT50384-lexA,13XlexAop2-
IVS-GCaMP6m 

Tm4-GtACR1 
T4T5c GCaMP6m 

w+; R53C02-p65.AD/pJFRC7-20XUAS-GtACR1-
EYFP; R60H04-Gal4.DBD/VT50384-
lexA,13XlexAop2-IVS-GCaMP6m 

Tm9-GtACR1 
T4T5c GCaMP6m 

w+; R24C08-p65.AD/pJFRC7-20XUAS-GtACR1-
EYFP; R70B08-Gal4.DBD/VT50384-lexA,13XlexAop2-
IVS-GCaMP6m 

Figure 
3A/3D 

Tm1-Chrimson 
T4T5c GCaMP6m 

w+; R41G07-p65.AD/20XUAS-CsChrimson.mCherry; 
R74G01-Gal4.DBD/VT50384-lexA,13XlexAop2-IVS-
GCaMP6m 

Figure 3A Tm2- Chrimson 
T4T5c GCaMP6m 

w+; R28D05-p65.AD/20XUAS-CsChrimson.mCherry; 
R82F12-Gal4.DBD/VT50384-lexA,13XlexAop2-IVS-
GCaMP6m 

Figure 3A Tm4- Chrimson 
T4T5c GCaMP6m 

w+; R53C02-p65.AD/20XUAS-CsChrimson.mCherry; 
R60H04-Gal4.DBD/VT50384-lexA,13XlexAop2-IVS-
GCaMP6m 

Figure 
3A/3D 

Tm9- Chrimson 
T4T5c GCaMP6m 

w+; R24C08-p65.AD/20XUAS-CsChrimson.mCherry; 
R70B08-Ga;4.DBD/VT50384-lexA,13XlexAop2-IVS-
GCaMP6m 

Figure 3C Tm1-Chrimson 
CT1 GCaMP7f 

w+; VT041034-LexAGAD/R65E11-AD, 20XUAS-IVS-
jGCaMP7f; 13XLexAop2-IVS-
CsChrimson.tdTomato/R20C09-DBD, 20XUAS-IVS-
jGCaMP7f 

Tm9-Chrimson 
CT1 GCaMP7f 

w+; GMR24C08-lexA/R65E11-AD, 20XUAS-IVS-
jGCaMP7f; 13XLexAop2-IVS-
CsChrimson.tdTomato/R20C09-DBD, 20XUAS-IVS-
jGCaMP7f 

Figure 4A 
top 

Control CT1 w+; R65E11-AD/10XUAS-mCD8GFP; R20C09-DBD/+ 

Figure 4A 
bottom 

CT1-hid/rpr yw UAS-rpr, UAS-hid; R65E11-AD/10XUAS-
mCD8GFP; R20C09-DBD/+ 



Figure 
4B/4C/4D 

Control (Ctrl) 
T4T5c GCaMP6m 

w+; +/+; +/VT50384-lexA,13XlexAop2-IVS-GCaMP6m 

CT1-hid/rpr 
T4T5c GCaMP6m 

yw UAS-rpr, UAS-hid; R65E11-AD/+; R20C09-
DBD/VT50384-lexA,13XlexAop2-IVS-GCaMP6m 

Figure 4E 
top 

Rdl-GFP (T4T5) w+; 20XUAS-Rdl.GFP/R39H12-Gal4; +/10XUAS-IVS-
myr::tdTomato 

Figure 4E 
bottom 

Rdl RNAi-GFP 
(T4T5) 

w+; 20XUAS-Rdl.GFP/R39H12-Gal4; UAS-Rdl 
RNAi8-10/10XUAS-IVS-myr::tdTomato 

Figure 
4F/4G/4H 

Control (Ctrl) 
T4T5c GCaMP6m 

w+; +/+; +/VT50384-lexA,13XlexAop2-IVS-GCaMP6m 

T4T5 Rdl-RNAi 
T4T5c GCaMP6m 

w+; R39H12-Gal4/R39H12-Gal4; UAS-Rdl RNAi8-
10/VT50384-lexA,13XlexAop2-IVS-GCaMP6m 

Figure 5 Tm2 GCaMP7f w+; R28D05-p65.AD/20XUAS-IVS-jGCaMP7f; 
R82F12-Gal4.DBD/20XUAS-IVS-jGCaMP7f 

Tm9 GCaMP7f w+; R24C08-p65.AD/20XUAS-IVS-jGCaMP7f; 
R70B08-Gal4.DBD/20XUAS-IVS-jGCaMP7f 

CT1 GCaMP7f w+; +/R65E11-AD, 20XUAS-IVS-jGCaMP7f; 
+/R20C09-DBD, 20XUAS-IVS-jGCaMP7f 

Figure 
S2A 

Tm1>Alexa568, 
T4T5c>GFP 

w+; R41G07-p65.AD/20XUAS-CsChrimson.mCherry; 
R74G01-Gal4.DBD/VT50384-lexA,13XlexAop2-IVS-
GCaMP6m 

Figure 
S2B 

Tm2>Alexa568, 
T4T5c>GFP 

w+; R28D05-p65.AD/20XUAS-CsChrimson.mCherry; 
R82F12-Gal4.DBD/VT50384-lexA,13XlexAop2-IVS-
GCaMP6m 

Figure 
S2C 

Tm4>Alexa568, 
T4T5c>GFP 

w+; R53C02-p65.AD/20XUAS-CsChrimson.mCherry; 
R60H04-Gal4.DBD/VT50384-lexA,13XlexAop2-IVS-
GCaMP6m 

Figure 
S2D 

Tm9>Alexa568, 
T4T5c>GFP 

w+; R24C08-p65.AD/20XUAS-CsChrimson.mCherry; 
R70B08-Gal4.DBD/VT50384-lexA,13XlexAop2-IVS-
GCaMP6m 

Figure 
S2E/S2F 

Control (Ctrl) 
T4T5c GCaMP6m 

w+; +/+; +/VT50384-lexA,13XlexAop2-IVS-GCaMP6m 

Figure 
S3A/S3B 

Control (Ctrl) 
T4T5c GCaMP6m 

w+; +/+; +/VT50384-lexA,13XlexAop2-IVS-GCaMP6m 

CT1-hid/rpr 
T4T5c GCaMP6m 

yw UAS-rpr, UAS-hid; R65E11-AD/+; R20C09-
DBD/VT50384-lexA,13XlexAop2-IVS-GCaMP6m 

Figure 
S3C/S3D 

Control (Ctrl) 
T4T5c GCaMP6m 

w+; +/+; +/VT50384-lexA,13XlexAop2-IVS-GCaMP6m 

T4T5 Rdl-RNAi 
T4T5c GCaMP6m 

w+; R39H12-Gal4/R39H12-Gal4; UAS-Rdl RNAi8-
10/VT50384-lexA,13XlexAop2-IVS-GCaMP6m 

Table S1. List of all experimental genotypes, related to STAR Methods 
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Figure Comparing Statistical test p-value
Figure 2C Ctrl - Tm1 PD (shibire) Mann-Whitney U test 0.3112 ns 

Ctrl - Tm2 PD (shibire) Mann-Whitney U test 0.002 ** 
Ctrl - Tm4 PD (shibire) Mann-Whitney U test 0.0047 ** 
Ctrl - Tm9 PD (shibire) Mann-Whitney U test 0.0012 ** 
Ctrl - Tm1 ND (shibire) Mann-Whitney U test 0.035 * 
Ctrl - Tm2 ND (shibire) Mann-Whitney U test 0.0831 ns 
Ctrl - Tm4 ND (shibire) Mann-Whitney U test 0.0047 ** 
Ctrl - Tm9 ND (shibire) Mann-Whitney U test 0.2949 ns 

Figure 2F Ctrl - Tm1 PD (GtACR1) Wilcoxon matched-pairs signed rank test 0.4922 ns 
Ctrl - Tm2 PD (GtACR1) Wilcoxon matched-pairs signed rank test 0.001 *** 
Ctrl - Tm4 PD (GtACR1) Wilcoxon matched-pairs signed rank test 0.0078 ** 
Ctrl - Tm9 PD (GtACR1) Wilcoxon matched-pairs signed rank test 0.002 ** 
Ctrl - Tm1 ND (GtACR1) Wilcoxon matched-pairs signed rank test 0.2754 ns 
Ctrl - Tm2 ND (GtACR1) Wilcoxon matched-pairs signed rank test 0.5195 ns 
Ctrl - Tm4 ND (GtACR1) Wilcoxon matched-pairs signed rank test 0.0781 ns 
Ctrl - Tm9 ND (GtACR1) Wilcoxon matched-pairs signed rank test 0.002 ** 

Figure 3B Ctrl - Tm1 PD (Chrimson) Wilcoxon matched-pairs signed rank test 0.001 *** 
Ctrl - Tm2 PD (Chrimson) Wilcoxon matched-pairs signed rank test 0.8984 ns 
Ctrl - Tm4 PD (Chrimson) Wilcoxon matched-pairs signed rank test 0.8311 ns 
Ctrl - Tm9 PD (Chrimson) Wilcoxon matched-pairs signed rank test 0.0007 *** 
Ctrl - Tm1 ND (Chrimson) Wilcoxon matched-pairs signed rank test 0.1099 ns 
Ctrl - Tm2 ND (Chrimson) Wilcoxon matched-pairs signed rank test 0.0049 ** 
Ctrl - Tm4 ND (Chrimson) Wilcoxon matched-pairs signed rank test 0.2061 ns 
Ctrl - Tm9 ND (Chrimson) Wilcoxon matched-pairs signed rank test 0.2163 ns 

Figure 3E 
Ctrl - Tm1 PD (Chrimson) 

PTX Wilcoxon matched-pairs signed rank test 0.002 ** 
Ctrl - Tm9 PD (Chrimson) 

PTX Wilcoxon matched-pairs signed rank test 0.9097 ns 
Ctrl - Tm1 ND (Chrimson) 

PTX Wilcoxon matched-pairs signed rank test 0.9219 ns 
Ctrl - Tm9 ND (Chrimson) 

PTX Wilcoxon matched-pairs signed rank test 0.0005 *** 
Figure 4D CT1Ctrl - CT1-hid/rpr Mann-Whitney U test 0.0005 *** 
Figure 4H Rdl Ctrl – Rdl-RNAi Mann-Whitney U test <0.0001 **** 

Figure 
S3B 

CT1Ctrl - CT1-hid/rpr 
(T4) Mann-Whitney U test 0.152 ns 

Figure 
S3D Rdl Ctrl – Rdl-RNAi (T4) Mann-Whitney U test 0.0031 ** 

Table S2. Statistical analysis, related to STAR Methods 



2 manuscript 2: neuronal wiring diagram of an
adult brain

Summary

Connections between neurons can be mapped by acquiring and analysing
electron microscopic brain images. In recent years, this approach has been
applied to chunks of brains to reconstruct local connectivity maps that are
highly informative, but nevertheless inadequate for understanding brain
function more globally. Here we present a neuronal wiring diagram of a
whole brain containing 5×10

7 chemical synapses between 139,255 neurons
reconstructed from an adult female Drosophila melanogaster. The resource
also incorporates annotations of cell classes and types, nerves, hemilineages
and predictions of neurotransmitter identities. Data products are available
for download, programmatic access and interactive browsing and have been
made interoperable with other fly data resources. We derive a projectome—a
map of projections between regions—from the connectome and report on
tracing of synaptic pathways and the analysis of information flow from
inputs (sensory and ascending neurons) to outputs (motor, endocrine and
descending neurons) across both hemispheres and between the central brain
and the optic lobes. Tracing from a subset of photoreceptors to descending
motor pathways illustrates how structure can uncover putative circuit
mechanisms underlying sensorimotor behaviours. The technologies and
open ecosystem reported here set the stage for future large-scale connectome
projects in other species.
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Neuronal wiring diagram of an adult brain

Sven Dorkenwald1,2, Arie Matsliah1, Amy R. Sterling1,3, Philipp Schlegel4,5, Szi-chieh Yu1, 
Claire E. McKellar1, Albert Lin1,6, Marta Costa5, Katharina Eichler5, Yijie Yin5, Will Silversmith1, 
Casey Schneider-Mizell7, Chris S. Jordan1, Derrick Brittain7, Akhilesh Halageri1, Kai Kuehner1, 
Oluwaseun Ogedengbe1, Ryan Morey1, Jay Gager1, Krzysztof Kruk3, Eric Perlman8, 
Runzhe Yang1,2, David Deutsch1,9, Doug Bland1, Marissa Sorek1,3, Ran Lu1, Thomas Macrina1,2, 
Kisuk Lee1,10, J. Alexander Bae1,11, Shang Mu1, Barak Nehoran1,2, Eric Mitchell1, 
Sergiy Popovych1,2, Jingpeng Wu1, Zhen Jia1, Manuel A. Castro1, Nico Kemnitz1, Dodam Ih1, 
Alexander Shakeel Bates4,12,13, Nils Eckstein14, Jan Funke14, Forrest Collman7, Davi D. Bock15, 
Gregory S. X. E. Jefferis4,5, H. Sebastian Seung1,2 ✉, Mala Murthy1 ✉ & The FlyWire Consortium*

Connections between neurons can be mapped by acquiring and analysing electron 
microscopic brain images. In recent years, this approach has been applied to chunks 
of brains to reconstruct local connectivity maps that are highly informative1–6, but 
nevertheless inadequate for understanding brain function more globally. Here we 
present a neuronal wiring diagram of a whole brain containing 5 × 107 chemical 
synapses7 between 139,255 neurons reconstructed from an adult female Drosophila 
melanogaster8,9. The resource also incorporates annotations of cell classes and types, 
nerves, hemilineages and predictions of neurotransmitter identities10–12. Data 
products are available for download, programmatic access and interactive browsing 
and have been made interoperable with other fly data resources. We derive a 
projectome—a map of projections between regions—from the connectome and 
report on tracing of synaptic pathways and the analysis of information flow from 
inputs (sensory and ascending neurons) to outputs (motor, endocrine and 
descending neurons) across both hemispheres and between the central brain and the 
optic lobes. Tracing from a subset of photoreceptors to descending motor pathways 
illustrates how structure can uncover putative circuit mechanisms underlying 
sensorimotor behaviours. The technologies and open ecosystem reported here  
set the stage for future large-scale connectome projects in other species.

Although rudimentary nervous systems existed in more ancient ani-
mals, brains evolved around half a billion years ago13, and are essential 
for the generation of sophisticated behaviours. It is widely accepted 
that dividing a brain into regions is helpful for understanding brain 
function, but questions remain on the utility of finer-grain informa-
tion about connectivity. In fact, efforts to construct wiring diagrams at 
the level of neurons and synapses have been controversial14,15. Scepti-
cism has flourished largely owing to a lack of technologies that could 
reconstruct such wiring diagrams16,17, so obtaining such diagrams has 
remained hypothetical. The situation began to change in the 2000s 
owing to the efforts of a small community of researchers. Here we pre-
sent a neuronal wiring diagram of a whole adult brain and, here and in 
the accompanying studies, we analyse its connectivity to highlight the 
utility of this endeavour.

Although small, the brain of D. melanogaster contains 105 neurons 
and 108 synapses that enable a fly to see, smell, hear, walk and fly. Flies 
engage in dynamic social interactions18, navigate over distances19 and 

form long-term memories20. Portions of fly brains have been recon-
structed from electron microscopy images, which have sufficient 
resolution to reveal the fine branches of neurons and the synapses 
that connect them. The resulting wiring diagrams of neural circuits 
have provided crucial insights into how the brain generates social21,22, 
memory-related23 or navigation24 behaviours. Wiring diagrams 
of other fly brain regions have been mapped and related to visual2, 
auditory25 and olfactory23,26 functions. The circuit organization 
revealed by these wiring diagrams show similarities to mammalian  
brains27,28.

These wiring diagrams and many others from mammals4–6 have been 
derived from pieces of brain. However, recordings of Drosophila neural 
activity have revealed nearly brain-wide encoding of sensory29 and 
motor30 variables. These studies and others in vertebrates highlight 
that understanding how the brain processes sensory information or 
drives behaviour will require understanding global information flow 
at the scale of the entire brain.
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Until now, the closest antecedent to a wiring diagram of the whole 
brain has been the reconstruction of a fly ‘hemibrain’1, a pioneer-
ing resource that has already become indispensable to Drosophila 
researchers. It is estimated to contain around 20,000 neurons that are 
‘uncropped’—that is, minimally truncated by the borders of the imaged 
volume, and 14 million synapses between them. Our reconstruction 
of an entire adult brain contains 139,255 neurons (Fig. 1a and Supple-
mentary Video 1) and 54.5 million synapses between these neurons. To 
aid exploration and analysis, this connectome has been densely anno-
tated by the FlyWire Consortium. In our companion paper, Schlegel 
et al.12 provide a curated brain-wide hierarchy of annotations includ-
ing more than 8,400 distinct cell types, completing the description 
of this resource (and should therefore preferably be cited alongside 
this paper; https://codex.flywire.ai/about_flywire). These and many 
other data products (Fig. 1b and Supplementary Fig. 1) are available 
for download, programmatic access and interactive browsing and 
have been made interoperable with other fly data resources through a 
growing ecosystem of software tools (Fig. 1c). The primary portal to the 
data is the FlyWire Connectome Data Explorer (Codex; https://codex.
flywire.ai/), which makes the information visualizable and queryable.

The wiring diagram from our whole-brain reconstruction is suffi-
ciently complete to be designated a ‘connectome’ (defined in Discus-
sion). It represents substantial progress over neuronal reconstructions 
of Caenorhabditis elegans31,32 (300 neurons, 104 synapses) and the 1st 
instar larva of Drosophila33 (3,000 neurons, 5 × 105 synapses). Our 
connectome advances beyond the hemibrain in several ways. For 
example, it includes the suboesophageal zone (SEZ) of the central 
brain, which is important for diverse functions such as gustation and 
mechanosensation34,35, and contains many of the processes of neurons 
that descend from the brain to the ventral nerve cord to drive motor 

behaviours. Additionally, it includes annotations for descending and 
ascending neurons36 for many sexually dimorphic neurons (analysed by 
Deutsch et al. (manuscript in preparation); available at https://codex.
flywire.ai) and an entire optic lobe11. Our reconstruction of both optic 
lobes goes far beyond existing maps of columnar visual circuitry. Con-
nections between the optic lobes and central brain are included, as 
explored by refs. 37,38. Also included are neurons that extend into the 
brain through the nerves and neck connective, which are essential for 
tracing sensorimotor pathways, as illustrated here and in the accom-
panying studies11,12,34,36–45.

Our reconstruction utilized image acquisition and analysis tech-
niques that are distinct from those used for the hemibrain (Methods 
and Discussion). However, we have built directly on the hemibrain in 
an important way. Schlegel et al.12 used the cell types proposed for the 
hemibrain as a starting point for cell typing neurons in the central brain 
in FlyWire. This approach was enabled by a growing ecosystem of soft-
ware tools serving interoperability between different fly data sources 
(Fig. 1c). Additional annotations in the SEZ and optic lobes, which are 
largely absent from the hemibrain, were contributed by Drosophila 
research groups in the FlyWire Consortium as well as citizen scientists, 
and are described in more detail here and in the accompanying papers. 
Synapse predictions7 and estimates of neurotransmitter identities10 
were also contributed by the community.

After matching, Schlegel et al.12 also compared our wiring diagram 
with the hemibrain where they overlap and showed that cell-type counts 
and strong connections were largely in agreement. This means that the 
combined effects of natural variability across individuals and ‘noise’ 
due to imperfect reconstruction tend to be modest, so our wiring dia-
gram of a single brain should be useful for studying any wild-type Dros-
ophila melanogaster individual. However, there are known differences 
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between the brains of male and female flies46. In addition, principal 
neurons of the mushroom body, a brain structure required for olfac-
tory learning and memory, show high variability12. Some mushroom 
body connectivity patterns have even been found to be near random47, 
although deviations from randomness have since been identified48. 
In short, Drosophila wiring diagrams are useful because of their ste-
reotypy, yet also open the door to studies of connectome variation.

In addition to describing the FlyWire brain resource, this Article also 
presents analyses that illustrate how the data products can be used. 
Additional whole-brain network analyses are provided by Lin et al.49 
and Pospisil et al.39. From the connectome, we derive a projectome, 
a reduced map of projections between 78 fly brain regions known as 
neuropils (Fig. 1d, Extended Data Fig. 1 and Supplementary Video 2). We 
trace synaptic pathways and analyse information flow from the inputs 
to the outputs of the brain, across both hemispheres, and between 
the central brain and the optic lobes. In particular, the organization 
of excitation and inhibition in pathways from photoreceptors in the 
ocelli to descending motor neurons immediately suggests hypotheses 
about circuit mechanisms of behaviour.

Reconstruction of a whole fly brain
Images of an entire adult female fly brain (Fig. 1e,f) were previously 
acquired by serial section transmission electron microscopy and 
released into the public domain by Zheng et al.9. We previously rea-
ligned the electron microscopy images, automatically segmented all 
neurons in the images, created a computational system that allows 
interactive proofreading of the segmentation50, and assembled an 
online community8 (FlyWire). During the initial phase, much of the 
proofreading was done by a distributed community of Drosophila 
research groups in the FlyWire Consortium, and focused on neurons 
of interest to these groups. During the later phase, the remaining neu-
rons were mainly proofread by centralized teams at Princeton and 
Cambridge, with contributions from citizen scientists worldwide. 
The recruitment and training of proofreaders and their workflows 
are described in the Methods.

Chemical synapses were automatically detected in the images as 
pairs of presynapse–postsynapse locations7. The whole brain contains 
0.0175 mm3 of neuropil volume and around 130 million synapses. This 
equates to 7.4 synapses per µm3, a much higher density than that of 
mammalian cortex51,52 (less than 1 synapse per µm3). The central brain 
and left and right optic lobes (including the lamina) contain 0.0103, 
0.0036 and 0.0036 mm3 of neuropil volume, respectively, with synapse 
counts in approximately the same proportion. Synapses were combined 
with proofread neurons using the Connectome Annotation Versioning 
Engine50 (CAVE) to yield the connectome.

We next assessed completeness and accuracy of proofreading. 
We had already shown that FlyWire proofreading can yield accurate 
results8 through comparison with light microscopic reconstructions 
of neurons that are known to be highly stereotyped across individual 
flies. A second method is to subject reconstructed neurons to an addi-
tional round of proofreading, which was previously shown to yield 
few changes8. Because proofreading workflows and personnel have 
changed over time, and accuracy can vary across brain regions, we 
repeated this evaluation by subjecting 826 neurons from the central 
brain to a further round of proofreading. Relative to this additional 
round, our proofread dataset achieved an average F1 score of 99.2% by 
volume (Extended Data Fig. 2a,b).

By quantifying how many of the automatically detected synapses are 
attached to proofread segments, as opposed to being isolated in tiny 
‘orphan’ segments, we can estimate completeness of the proofreading. 
We found high attachment rates of presynapses (approximately 122 mil-
lion presynapses (93.7%) attached), whereas attachment rates of post-
synapses were lower (approximately 58.1 million postsynapses (44.7%) 
attached) owing to less proofreading and reattachment of twigs, which 

contain most of the postsynapses8 (Extended Data Fig. 2c,d). Attach-
ment rates were generally in agreement between the two hemispheres 
of FlyWire and with the hemibrain (Extended Data Fig. 2e–g) and varied 
by neuropil (Supplementary Fig. 2). As with the hemibrain1, false nega-
tive synapses are the dominant type of error but false positives also 
exist. For this reason, analyses using the connectome should consider 
thresholding to remove spurious connections. Thresholds should be 
adjusted to the individual analyses. For the analyses presented below 
(and connections indicated at https://codex.flywire.ai), we use a thresh-
old of five synapses to determine a connection between two neurons. 
The accompanying paper by Matsliah et al.11 found a threshold of two 
synapses appropriate for analysing connections in the optic lobes. 
Assuming that such errors are statistically independent, accuracy is 
expected to be high for detection of connections involving multiple 
synapses1,12,53.

We estimate that FlyWire’s brain reconstruction took around 33 
person-years of manual proofreading. The reconstruction remains 
open for proofreading and annotations, and new versions of the 
resource will be released in future (the analysis presented here is from 
version 783). This enables correction of remaining errors as they are 
discovered and further rounds of validation to be performed.

Intrinsic neurons of the brain
A brain is defined as a structure of the nervous system that is co-localized 
with the sense organs in the head of an animal. Often left implicit in the 
definition is the idea of centralization—that most central nervous sys-
tem (CNS) neurons are located in the brain. The idea involves a subtlety 
arising from the fact that neurons are spatially extended objects. If all 
of the synapses of a neuron are wholly contained in the brain, we say 
that the neuron is intrinsic to the brain. This contrasts with a neuron 
that straddles the brain and other CNS regions. The fraction of intrinsic 
neurons can be interpreted as the degree to which the CNS is central-
ized in the brain.

Of the 139,255 proofread neurons in FlyWire (Supplementary  
Video 1), 118,501 are intrinsic to the brain (Fig. 2a–c), which is defined 
as the central brain and optic lobes (Fig. 1a). Intrinsic neurons of the 
brain make up three-quarters of the adult fly nervous system54–56 and 
amount to 85% of brain neurons. Their predominance means that the 
brain communicates primarily with itself, and only secondarily with 
the outside world (Fig. 2b).

For comparison, intrinsic neurons of the larval fly brain make up 
one-quarter to one-third of its nervous system33. Intrinsic neurons of 
the C. elegans brain make up 8–15% of its nervous system (Methods).

Afferent and efferent neurons
Brain neurons that are not intrinsic can be divided into two categories, 
depending on the locations of their cell bodies. For afferent (sensory 
and ascending) neurons, the cell body is outside the brain, whereas for 
efferent (descending, motor and endocrine) neurons, the cell body is 
contained in the brain. It is generally accurate to think of an afferent 
neuron as a brain input, and an efferent neuron as a brain output. The 
relation to information flow is actually more subtle, however, as most 
fly neurites carry a mixture of presynapses and postsynapses on both 
dendrites and axons10,33,53.

Our companion paper12 exhaustively identifies all afferent and 
efferent neurons contained in cross sections of nerves and the neck 
connective running between the brain and ventral nerve cord (VNC) 
(Fig. 2d). Almost 95% of these neurons were in the neck connective, 
antennal nerve and maxillary–labial nerve. Although afferents are 
truncated in our reconstruction, Schlegel et al.12 and other community 
members35,57 were able to determine the sensory organs correspond-
ing to the 5,375 non-visual sensory neurons (Fig. 2e,f) on the basis of 
morphology and nerve assignments. Non-visual sensory neurons enter 
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the brain through nerves (Fig. 2d) that mostly terminate in the antennal 
lobe or the SEZ (we define the SEZ as containing the following neuro-
pils: saddle (SAD), gnathal ganglia (GNG), antennal mechanosensory 
and motor centre (AMMC) and prow (PRW) (neutropils definitions 
are provided in Extended Data Fig. 1))58. The antennal lobe is the first 
relay centre for processing of olfactory information, and many of the 
olfactory receptor neuron (ORN) inputs to the antennal lobe were also 
reconstructed in the hemibrain. The SEZ receives more diverse inputs, 
including the projections of both mechanoreceptor and gustatory 
receptor neurons—these projections were not contained in the hemi-
brain. The nerves contained few efferent neurons, among which were 
head motor neurons (n = 106) or endocrine neurons (n = 80) (Fig. 2a–c). 
Many efferent neurons have branches in the SEZ, including most of the 
106 motor neurons.

Visual afferents are by far the most numerous type of sensory input, 
and enter the brain directly rather than through nerves. There are pho-
toreceptor axons projecting from the compound eyes (n = 11,118), ocelli 
(n = 273) and eyelets (n = 8, of which 4 have been identified).

The neurons traversing the neck connective were grouped into 
1,303 efferent (descending) and 2,362 afferent (ascending) neurons 
(Fig. 2a–c). Cell-type annotations for many of these neurons are avail-
able36, facilitating a matching of reconstructions from two separate 
electron microscopy datasets of a VNC54–56,59 and enabling circuits 

spanning the whole CNS (brain and VNC) to be at least schematically 
mapped.

Optic lobes and central brain
Of the 118,501 intrinsic neurons, 32,388 are fully contained in the cen-
tral brain and 77,536 are fully contained in the optic lobes and ocellar 
ganglia (this number excludes the photoreceptors, which are sensory 
afferent neurons). The domination of the count by visual areas reflects 
the nature of Drosophila as a highly visual animal.

The optic lobes and ocellar ganglia also contain 8,053 neurons—the 
visual projection neurons12 (VPNs)—that project into the central brain. 
We provide a more detailed analysis of connections in the ocellar gan-
glion in Fig. 7. Many VPNs are columnar types that tile the visual field. 
VPNs target specific neuropils (for example, anterior optic tubercle 
(AOTU), posterior lateral protocerebrum (PLP) and posterior vent-
rolateral protocerebrum (PVLP)) or optic glomeruli60,61 in the central 
brain. The influence of VPNs can be very strong; 892 central neurons 
receive more than half their synapses from VPNs.

The hemibrain already characterized several VPN types along with 
their outputs in the central brain1. Our whole-brain reconstruction 
reveals many other aspects of VPN connectivity, such as their inputs 
in the medulla, lobula and lobula plate62. In addition to feedforward 
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targeting of central neurons, VPNs make 20% of their synapses onto 
other VPNs and 21% onto optic lobe neurons. Ganguly et al.38 and Garner 
et al.37 further investigated the visual projections to the central complex 
and the mushroom body.

There are 524 neurons that project from the central brain to the optic 
lobes. We call these visual centrifugal neurons61 (VCNs). They are dis-
tinct from previously defined types of VCNs that are fully contained 
in the optic lobe and their functions are mostly unknown. VCNs are 
15 times less numerous than VPNs. Nevertheless, half of all optic lobe 
neurons receive five or more synapses from VCNs, showing that much 
early visual processing incorporates feedback from the central brain. 
Centrifugal inputs to the retina are found in many vertebrate species, 
including humans63.

Many VCNs arborize broadly in the optic lobe, appearing to cover 
the entire visual field. Some VCNs, however, cover only a subset of 
columns within a portion of the visual field. A few optic lobe neurons 
receive as many as 50% of their synapses from VCNs. These belong to 
the class of peptidergic neurons involved in circadian rhythms40. Tm5c 
is a columnar type (necessary for the preference of Drosophila for UV 
over visible light64), with more than 10% of its inputs coming from VCNs.

Neuron superclasses
The neuron classes introduced above are organized into a hierarchy, as 
explained in our companion paper12. The three ‘flow’ classes (afferent, 
intrinsic and efferent) are divided into the nine superclasses (Fig. 2a). A 
simplified representation of the connectome as a graph in which nodes 
are superclasses is shown in Fig. 2b. Node sizes reflect neuron number 

and link widths indicate connection number. This is the first of several 
simplified representations of the connectome that we introduce here.

Neurons and glia
A basic property of the fly brain is that cell bodies are spatially segre-
gated from neurites. Cell bodies reside near the surface (‘rind’) of the 
brain (Fig. 3a), surrounding a synapse-rich interior that comprises 
mainly of entangled neurons and glia, fibre bundles or tracts, and 
tubules of the tracheal system (Fig. 1f and Supplementary Fig. 3a).

A typical non-sensory Drosophila neuron is unipolar and consists 
of a primary neurite (also known as cell body fibre) that leaves the cell 
body (soma), enters the neuropil, and branches into secondary and 
higher-order neurites (Fig. 3b). Secondary neurites can sometimes be 
classified as axons if presynapses clearly dominate, or as dendrites if 
postsynapses clearly dominate10,33,53. Such an axon–dendrite distinction 
was made, for example, when defining VPNs and VCNs above.

However, in general, a mixture of presynapses and postsynapses 
is found on all non-primary neurites10,33,53,65 (Fig. 3b). In addition, the 
soma of insect neurons is separated from the main processes (Fig. 3b). 
Given this structure, the concept that signals pass from dendrites to 
soma to axon, which is often a good approximation for mammalian 
neurons, does not apply for non-sensory neurons in the fly.

Neurons vary greatly in size and shape (Fig. 3c). We computed skel-
etons for all reconstructed neurons (Fig. 3d) to measure neuronal path 
lengths. The median path length of an intrinsic neuronal arbor was 
685 µm (Fig. 3d). It has been argued that branched arbors are opti-
mal for achieving a high degree of connectivity with other neurons66. 
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Neurons with short path lengths are interesting exceptions, and can 
be found in both the optic lobes and central brain. Path length and 
volume of intrinsic neurons both varied over two orders of magnitude 
(Fig. 3d; path length percentiles: 0.1%, 0.138 mm; 99.9%, 19.15 mm; 
volume percentiles: 0.1%, 16 µm3; 99.9%, 3,001 µm3). The whole brain 
contains approximately 122 million attached presynapses with a total 
neuronal path length of around 149 m, an average of 0.82 presynapses 
per micrometre of path length.

Sizes vary significantly between different cell superclasses 
(Extended Data Figs. 3a–f and 4). Optic lobe neurons are on average 
much shorter than central brain neurons (0.69 mm versus 2.13 mm 
on average) and take up a smaller volume (0.0069 mm3 versus 
0.0086 mm3 total neuronal volume), which is why the optic lobes 
dominate the brain by neuron number but not by volume or synapse 
count. Visual centrifugal neurons are among the largest in the brain, 
and are larger on average than VPNs (4.92 mm versus 1.56 mm path 
length on average). We measured much shorter path lengths and vol-
umes for afferent neurons because only part of their axonal arbors is 
contained within the brain (Extended Data Fig. 3b,e), whereas arbors 
of efferent, motor and descending neurons which also have some of 
their arbor outside the brain, were among the largest we measured 
(Extended Data Fig. 3c,f).

A small fraction of brain volume is made up of glial cells, which are 
categorized into six types67. We estimated that 13% of the cell bodies 
in the electron microscopy dataset are non-neuronal or glial. Only a 
few astrocyte-like glia have been proofread (Supplementary Fig. 3b). 
Sheet-like fragments of ensheathing glia are readily found near fibre 
bundles in the automated reconstruction. Further proofreading of 
glia could be prioritized in the future if there is community demand.

Synapses and connections
Our connectome includes only chemical synapses; the identification 
of electrical synapses awaits a future electron microscopy dataset with 
higher resolution (Discussion). Therefore, we use the term ‘synapse’ to 
mean chemical synapse. A Drosophila synapse is generally polyadic, 
meaning that a single presynapse communicates with multiple target 
postsynapses (Fig. 1e). In FlyWire, a polyadic synapse is represented as 
multiple synapses, each of which is a pair of presynaptic and postsyn-
aptic locations7. Polyadic synapses are common in other invertebrate 
species, such as C. elegans, and exist in some mammalian brain struc-
tures (for example, retina).

We define a connection from neuron A to neuron B as the set of syn-
apses from A to B. A connection typically contains multiple synapses, 
and the number of synapses can be large (Fig. 3e,f). Connections with 
fewer than 10 synapses are typical, but a single connection can comprise 
more than 100 synapses (n = 15,837) or even more than 1,000 synapses 
(n = 27). The strongest connection that we identified was from a VCN 
(LT39) onto a wide-field lobula neuron (mALC2), and contained more 
than 2,400 synapses.

Setting a threshold of at least five synapses for determining a strong 
connection is likely to be adequate for avoiding false positives in 
the dataset while not missing connections (Methods). We observed 
2,700,513 such connections between 134,181 identified neurons. There 
are several reasons to focus on strong connections. First, a connection 
with many synapses is expected to be strong in a physiological sense, 
other things being equal68. Second, strong connections are more repro-
ducible across individuals12. Third, higher accuracy (both precision 
and recall) of automatic detection is expected for strong connections, 
assuming that errors are statistically independent1,53.

One of the most basic properties of a node in any network is its 
degree, the number of nodes to which it is linked to. To characterize 
the degree distribution in the Drosophila connectome, we focused on 
intrinsic neurons because unlike afferent and efferent neurons, they 
do not suffer from undercounting of connections owing to truncation.

For any neuron, in degree is defined as its number of presynaptic 
partners (input neurons), and out degree is defined as its number of 
postsynaptic partners (output neurons). The median in degree and 
out degree of intrinsic neurons are 11 and 13 (Fig. 3g), respectively, 
with the restriction mentioned above to connections involving five 
or more synapses. These median values do not appear to be substan-
tially different from the median in degree and out degree of 10 and 19, 
respectively, for neurons in the C. elegans hermaphrodite, considering 
that it contains several hundred times fewer neurons than Drosophila.

The neuron in the Drosophila brain with maximum degree is a visual 
GABAergic (γ-aminobutyric acid-producing) interneuron (CT1), with 
6,399 postsynaptic partners and 5,080 presynaptic partners (CT1 in 
the left hemisphere). Most neuropils of the Drosophila brain contain 
one or a few large GABAergic neurons private to that neuropil, with 
high in degree and out degree (see Lin et al.49 for further analysis on 
connectivity motifs); these neurons are considered to be important 
for local feedback gain control69. The Drosophila brain contains neu-
rons with much higher degree than—for example—the C. elegans 
hermaphrodite32 for which the neuron with maximum degree is a 
command interneuron (AVAL) with 110 postsynaptic partners and 
64 presynaptic partners.

The number of synapses established by a neuron is correlated with 
its total neurite path length (R = 0.80 (presynapse), R = 0.89 (postsyn-
apse); Extended Data Fig. 3g). Presynapse and postsynapse counts are 
similarly correlated per neuron (R = 0.81; Fig. 3h). We tested whether 
large neurons tend to use their many synapses to create stronger con-
nections with individual neurons versus more connections with many 
different neurons. The total number of synapses established by a neu-
ron was much better correlated with its in and out degrees (R = 0.93 and 
R = 0.94, respectively) than its average connection strength (R = 0.25 
and R = 0.3, respectively; Extended Data Fig. 3h,i). This indicates that 
on average, neurons scale their number of target neurons much more 
than the strength of an individual connection. It remains to be tested 
whether the additional target neurons are from the same type or from 
different cell types.

Connections and neurons are not necessarily the functional units 
of neural computation. For certain large fly neurons, the arbors are 
composed of multiple compartments that function somewhat inde-
pendently70. These subcellular compartments, rather than whole cells, 
should perhaps be regarded as nodes of the connectome. In this case, 
CT1 would be replaced by many nodes with lower degrees, and the 
connection from LT39 to mALC2 would be replaced by many connec-
tions with fewer synapses between compartments of these neurons. 
A connectome of neuronal compartments can in principle be studied 
using our resource, which includes the location of every synapse.

Neurotransmitter identity
A statistical prediction of the small molecule neurotransmitter (GABA 
(γ-aminobutyric acid), glutamate, acetylcholine, serotonin, dopamine 
and octopamine) secreted by each neuron is available. A number of vali-
dations suggest that the predictions are highly accurate in aggregate10, 
but for any given synapse the prediction could be wrong. We assume 
that every neuron secretes a single small molecule neurotransmitter 
and combine the predictions for all outgoing synapses to an estimate 
that we assign to all outgoing synapses of a neuron—that is, we provi-
sionally assume that neurons obey Dale’s law, although it is known that 
co-transmission does occur in the fly brain71.

GABAergic neurons had higher degrees on average than glutamater-
gic and cholinergic neurons (median in- and out degrees of intrinsic 
neurons: GABA, 14 incoming and 16 outgoing partners; glutamate, 11 
incoming and 13 outgoing partners; acetylcholine, 10 incoming and 13 
outgoing partners; Extended Data Fig. 3j). Across all neuron catego-
ries, we found that GABAergic neurons were on average longer than 
glutamatergic and cholinergic neurons (median length of intrinsic 
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neurons: GABA, 0.88 mm; glutamate, 0.85 mm; acetylcholine, 0.63 mm; 
Extended Data Fig. 3k).

As a rule, we assume that cholinergic neurons are excitatory and 
GABAergic and glutamatergic neurons are inhibitory72,73. Lin et al.49 
identified all GABAergic and glutamatergic neurons that are bidi-
rectionally coupled with large numbers of cholinergic neurons. This 
reciprocal inhibitory–excitatory motif is widespread throughout the 
fly brain.

From connectome to projectome
For mammals, tracer injection studies have mapped the axonal projec-
tions between brain regions of mouse74,75 and macaque76. In the fly, large 
numbers of light microscopy reconstructions of single neurons have 
been aggregated to map projections between brain regions77,78. Such 
maps have been called projectomes79 or mesoscale connectomes14. 
In such techniques, the sampling of axons is difficult to control, and 
therefore accurate quantification of projection strength is challenging.

Here we computed a projectome from a synapse-level connectome 
(Fig. 4a and Extended Data Fig. 5). The interior of the fly brain has been 
subdivided into hierarchical neuropil regions80 (Fig. 1 and Extended 
Data Fig. 1). Our fly projectome is defined as a map of projections 
between these neuropil regions. Because cell bodies are spatially 
separated from neuropils, a fly neuron cannot typically be assigned 
to a single brain region. This is unlike the situation for a mammalian 
neuron, which is conventionally assigned to the region containing its 
cell body. A typical fly neuron belongs to multiple neuropils.

The projectome is a neuropil–neuropil matrix, and is computed as 
follows. Each intrinsic neuron contributes to the projections between 
neuropils where it has presynaptic and postsynaptic sites. We weighted 
neuron projections by the product of the respective number of syn-
apses and normalized the result for every neuron such that the neu-
ropil–neuropil matrix sums to the total number of intrinsic neurons. 
Each column corresponds to all the neurons projecting to a neuropil 
and each row corresponds to to all neurons projecting out of it (Fig. 4b). 
Each square then represents the summed fractional weight of all neu-
rons projecting between two neuropils (Fig. 4c,d). We added affer-
ent and efferent neurons to the matrix by calculating the sum of the 
weighted neuron projections per superclass to and from all neuropils, 
respectively.

Whereas each neuropil is connected to many others, most neurons 
have synaptic sites in only a few neuropils (Fig. 4e). The largest weights 
in the projectome tend to be internal to individual neuropils, such 
as within the medulla or within the fan-shaped body49. The largest 
inter-neuropil projections overall are lobula to medulla, whereas within 
the central brain the largest inter-neuropil projections are mushroom 
body, medial lobe to mushroom body, calyx.

We repeated this process to construct projectomes for each fast 
neurotransmitter type (Extended Data Fig.  5). Some neuropil– 
neuropil connections exist strongly for one neurotransmitter but not 
others. For example, the neuropils making up the central complex 
(fan-shaped body, ellipsoid body, protocerebral bridge and noduli) 
and the mushroom body (calyx, pendunculus, vertical lobe and medial 
lobe) are largely linked by excitatory connections.

We observed a strong symmetry between projections in the left and 
right hemisphere as well as with the central neuropils located on the 
midline (Extended Data Fig. 6a,b); this highlights the strong similar-
ity between the two sides of the brain. We observed that contralateral 
projections (projections from one side of the brain to the other) were 
generally weaker than projections to the same or ipsilateral neuropil 
(Extended Data Fig. 6c). The strongest contralateral projections are 
between left and right superior protocerebrum, followed by left and 
right anterior ventrolateral protocerebrum. Of note, projection weights 
were not strongly correlated to inter-neuropil distance. Although the 
strongest projections are often between nearby neuropils, there are 

also many nearby neuropils that do not share strong connections 
(Extended Data Fig. 6d).

The SEZ (Fig. 4f) is the ventral portion of the central brain, and has 
been shown to contribute to a variety of behaviours58. It is almost 
entirely unrepresented in the hemibrain reconstruction1, and is only 
partially reconstructed in the larval brain33. The five neuropils in the 
SEZ (left and right AMMC, GNG, SAD and PRW; Fig. 4f; breakdown by 
neuropil in Supplementary Figs. 4 and 5) amount to 17.8% of central 
brain neuropil volume (0.0018 mm3 out of 0.0103 mm3); they contain 
afferents mostly from non-visual sensory neurons (mechanosensory 
and taste) and ascending neurons, as well as a large number of effer-
ents (motor, endocrine and descending neurons; descending neurons 
receive on average 52% of their inputs in one of the five SEZ neuropils). 
The SEZ is thus important for information flow to and from the brain. 
Judging from the projectome (Fig. 4a), the SEZ neuropils interact with 
almost all parts of the brain. Notable exceptions are the central complex 
(ellipsoid body, fan-shaped body, protocerebral bridge and noduli) 
and the mushroom body, suggesting less crosstalk between those 
circuits and neurons in the SEZ (explored in more detail in Fig. 6; see 
also Pospisil et al.39).

Hemispheric organization
Our reconstruction includes both left and right brain hemispheres. 
This is important for tracing sensorimotor pathways that cross from 
one side to the other, and more generally for understanding interac-
tions between the two hemispheres. The projectome (Fig. 4a) reveals 
that most projections are ipsilateral or between neuropils on the same 
side of the brain.

The low fraction of non-ipsilateral neurons is primarily due to their 
scarceness in the optic lobes. Only 139 neurons (0.2%) in the optic lobes 
cross hemispheres and cross the central brain without making synapses 
there (Supplementary Fig. 6)—these neurons are considered to be ‘fully 
contained’ in the optic lobes because our definition depends only on 
synapse locations. These neurons mediate direct interactions between 
the two optic lobes, and their rarity suggests that these interactions 
represent a smaller fraction of the computations that occur within the 
optic lobes. Integration of information from both eyes may rely more on 
the abundant crossing connections between the central brain targets 
(AOTU, PLP and PVLP) of VPNs.

A higher proportion (40%) of central brain neurons are non-ipsilateral, 
largely owing to central neuropils, similar to those of the central com-
plex and SEZ. To classify non-ipsilateral neurons, we began by examin-
ing the spatial distributions of their postsynapses (inputs). We divided 
the neuropils into three categories. Left and right categories included 
the neuropils that come in mirror-symmetric pairs. Centre included the 
seven remaining neuropils that are located on the midline. For each 
neuron, we computed the proportions of its postsynapses in left, right 
and centre neuropils (Extended Data Fig. 7). Each neuron was assigned 
to the dominant category, and near-ties were rare. The exceptions are 
symmetric neurons with cell bodies at the midline of the brain (Sup-
plementary Fig. 7, n = 89).

Next, we explored how many neurons of left and right categories have 
presynapses (outputs) in the other hemisphere. Similar to the analysis 
of the 1st instar larval connectome33, we found that neurons project-
ing to the other hemisphere can be grouped into bilateral neurons, 
those with outputs in both hemispheres, and contralateral neurons, 
which almost exclusively had presynapses in the other hemisphere 
(Fig. 4g–i). Notably, a much larger fraction of VCNs projected to the 
contralateral hemisphere than VPNs, and both VCNs and neurons of the 
central brain contain a large fraction of bilateral neurons (Fig. 4h). As 
stated above, this analysis again revealed the dominance of ipsilateral 
connections in the brain. Whereas mixing between the hemispheres 
is more rare, mixing between sensory modalities within a hemisphere 
is common (Fig. 6).
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Many types of fly neurons are known to exhibit striking stereotypy 
across individuals, as well as across both hemispheres of the same 
individual. Schlegel et al.12 show quantitatively using FlyWire brain and 
hemibrain data that these two types of stereotypy are similar in degree.

Optic lobes, columns and beyond
So far we have mentioned neurons that connect the optic lobes with 
each other, or with the central brain. The intricate circuitry within each 
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optic lobe is also included in the FlyWire brain connectome. Matsliah 
et al.11 analysed and typed all neurons intrinsic to the right optic lobe. 
Photoreceptor axons terminate in the lamina and medulla, neuropils 
of the optic lobes (Fig. 5a,b). Each eye contains approximately 800 
ommatidia that map to columns in the lamina that are arranged in a 
hexagonal lattice (Fig. 5c). This structure repeats in subsequent neu-
ropils from lamina to medulla to lobula to lobula plate. The neuropils 
have been finely subdivided into layers that are perpendicular to the 
columns81. The 2D visual field is mapped onto each layer and any given 
cell type tends to synapse in some subset of the layers. Cell types vary 
greatly in size, with uni-columnar cell types being the smallest; (for 
example, Mi4); at the other extreme are large cells that span almost 
all columns (for example, Dm17); in between the extremes are many 
multi-columnar cell types (for example, Dm12) (Fig. 5c).

Mi4 is a true ‘tiling’ type—that is, its arbors cover the visual field with 
little or no overlap, and have similar size and shape (Fig. 5c). Dm12 
arbors overlap with each other, but the spatial arrangement is still 
regular. These and other distal medullary cell types were previously 
characterized by multicolour light microscopy82. Our electron micros-
copy reconstructions reveal even more detailed information about 
the spatial patterning of these types (for example, co-fasciculation of 
neurites of neighbouring Dm12 cells; Fig. 5c). More importantly, the 
FlyWire reconstruction encompasses all multi-columnar cell types, 
including those outside the medulla. Judging from the many examples 
we have studied throughout the optic lobe, it seems that regular cover-
age of the visual field without gaps is a defining criterion for most cell 
types, similar to mammalian retina83. There are, however, exceptional 
cell types that cover the visual field in an irregular manner. For example, 
there are exactly two LPi14 cells per optic lobe84. The shapes of each 
pair are complementary, as if they were created by cutting the visual 
field into two pieces with a jigsaw (Fig. 5d); this tiling was not evident 
when reconstructing only a portion of an optic lobe84.

Much of the existing research on wide-field visual motion processing 
has relied on the simplifying idea that the computations are mostly in 
columnar circuits, and the columnar outputs are finally integrated by 
large tangential cells in the lobula plate. This research has been aided 
by wiring diagrams containing connections between cells in the same 
column or neighbouring columns2. In previous studies, an absence of 
information across columns has necessitated treating each column 
as identical in simulations of the optic lobe85. The FlyWire brain con-
nectome contains not only the columnar neurons, but also all neurons 
that extend across columns (Fig. 5c). These neurons are both excitatory 
and inhibitory, and can support interactions between even distant 
columns. This opens the possibility of a much richer understanding 
of optic lobe computations and is further explored by Christenson 
et al.41 in investigating hue selectivity.

Analysis of information flow
Although afferent and efferent neurons make up a numerically small 
proportion of the brain (estimated 13.9% and 1.1%, respectively), they 
are important because they connect the brain to the outside world. 
Examining connections of these neurons is useful when attempting 
to predict the functions of intrinsic neurons from the connectome. 
For example, one might try to identify the shortest path in the con-
nectome from an afferent (input) neuron that leads to a given intrinsic 
neuron. The sensory modality of the afferent neuron could provide a 
clue regarding the function of the intrinsic neuron. This approach, 
although intuitive, ignores connection strengths and multiplicities of 
parallel pathways. We therefore use a probabilistic model to estimate 
information flow in the connectome26, starting from a set of seed neu-
rons (Fig. 6a and Methods).

The likelihood of a neuron being traversed increases with the frac-
tion of inputs from already traversed neurons up to an input fraction of 
30%, after which traversal is guaranteed (Fig. 6a). We ran the traversal 

model for every subset of afferent neurons as seeds (n = 12 input modali-
ties to the central brain (Fig. 2e and Supplementary Fig. 8; full list in 
Methods)). We then measured the flow distance from these starting 
neurons to all intrinsic and efferent neurons of the central brain. For 
instance, the neurons reached early from gustatory neurons (Fig. 6b) 
match second-order projection neurons identified by Snell et al.86 using 
trans-Tango.

To visualize information flow for neurons with inputs in the central 
brain in a common space, we treated the traversal distances starting 
from each seed population as a neuron embedding and built a uni-
form manifold approximation and projection (UMAP) from all of these 
embeddings (Fig. 6c). Within the map, we found that neurons of the 
same cell class (for example, two groups of Kenyon cells, all mush-
room body output neurons, all antennal lobe local neurons and all 
central complex neurons) cluster, indicating that cell types can in part 
be defined by their proximity to different input neurons. Next, we dis-
played traversal order on top of the UMAP plot to compare traversal 
orders starting from different modalities (Fig. 6c,d). We find that almost 
every neuron in the central brain can be reached by starting from any 
modality—this ‘small world’ property of the network is covered in more 
detail by Lin et al.49 Comparing orders revealed that almost all neurons 
in the central brain are reached early starting from some modality, 
with the exception of neurons in the central complex (Fig. 6c,d and 
Extended Data Fig. 9), highlighting that the central complex is domi-
nated by internal computations24. Kenyon cells were contained in two 
clusters—one of which is targeted very early from olfactory receptor 
neurons and the other is targeted early by VPNs87.

We then ranked all neurons by their traversal distance from each set of 
starting neurons and normalized the order to percentiles. For instance, 
a neuron at the 20th percentile had a lower rank than 80% of neurons. 
This enabled us to determine how early information from each afferent 
modality reached various targets, including the descending neurons, 
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endocrine neurons, motor neurons and VCNs (Fig. 6e and Extended 
Data Fig. 8a). Endocrine neurons are closest to the gustatory sensory 
neurons, whereas motor and descending neurons were reached early 
for mechanosensory and visual afferents (Extended Data Fig. 8a).

We next tested whether the afferent cell classes target inhibitory neu-
rons early or late. We found that putative inhibitory neurons (neurons 
predicted to express GABA and glutamate) were overrepresented in the 
set of early neurons (Fig. 6f). Surprisingly, we identified a sequence of 

GABAergic and glutamatergic peaks in the sequence of targeted neu-
rons that was replicated for almost all afferent modalities (Extended 
Data Fig. 8b).

Our information flow analysis provides a compressed representation 
of the connectome, but currently ignores signs of connections (neuro-
transmitter identity) and the biophysics of neurons and synapses, and 
therefore terms such as ‘early’ and ‘late’ should not be interpreted as 
true latencies to sensory stimulation. Shiu et al.34 and Pospisil et al.39 
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use the connectome to model Drosophila brain dynamics and include 
connection weights (number of synapses) and putative connection 
signs (excitatory or inhibitory).

Cell types and other annotations
Neurons in Drosophila are considered to be identifiable across 
hemispheres and individuals, enabling cell-type classification of all 
neurons in FlyWire’s brain dataset. Such classification is useful for 
generating testable hypotheses about circuit function from the con-
nectome. FlyWire community members, many of whom are experts 
in diverse regions of the fly brain, have shared 133,700 annotations 
of 114,209 neurons (Supplementary Fig. 9), including comprehen-
sive cell typing in the optic lobe11, the majority of sexually dimorphic 
neurons and sensory neurons35, as well as a diversity of cell types 
throughout the brain, including the SEZ (Fig. 2f). Each neuron in 
FlyWire is also given a unique identifier on the basis of the neuropil 
through which it receives and sends most of its information. Cura-
tion of these annotations continues, and we invite further community 
efforts to identify cell types, which can be contributed through Codex  
(https://codex.flywire.ai).

In addition, matching between cell types identified in the hemibrain1 
and both hemispheres of FlyWire’s brain dataset provides additional 
annotations for neurons contained in both datasets. Our companion 
paper12 provides annotations for more than 8,400 unique cell types via 
such matching. All cell annotations can be queried in Codex. Some of 
these have already been mentioned, such as the ‘flow’ annotations of 
intrinsic versus afferent versus efferent, superclass annotations (Fig. 2), 
connectivity tags (such as rich club, broadcaster or highly reciprocal)42, 
neurotransmitter predictions10 and left–right annotations for cell body 
location88, in addition to lineages or groups of neurons derived from 
a single neuroblast.

Ocellar circuit, from inputs to outputs
The completeness of the FlyWire brain connectome enables tracing 
complete pathways from sensory inputs to motor outputs. We dem-
onstrate this capability by examining circuits that emanate from the 

ocellar ganglion and leveraging cell-type information. In addition to 
the large compound eyes, flying insects have smaller visual sensory 
organs89, including the three ocelli on the dorsal surface of the head 
cuticle (Fig. 7a). The ocelli project a blurry image of light-level changes 
in the UV and blue region of the spectrum90,91 and are thought to be use-
ful for flight control and orientation relative to the horizon92. Notably, 
although the role of the ocelli has been hypothesized (for example, 
light-level differences between the eyes when the fly is shifted off axis 
should quickly drive righting motions of the head, wings and body to 
stabilize gaze and re-orient the body), little is known about the circuitry 
downstream of this sensory organ that would mediate this function.

We find that photoreceptor axons (n = 273) from the three ocelli 
innervate three distinct regions of the ocellar ganglion separated 
by glial sheets (Fig. 7a,b). The ocellar ganglion additionally contains 
63 neurons that we categorized into four broad groups (Fig. 7c and 
Extended Data Fig. 10a): local neurons (n = 16), 2 types of interneurons, 
divided on the basis of their arborizations and caliber (OCG01 (n = 12), 
OCG02 (n = 8)), descending neurons (DNp28, n = 2), and centrifugal or 
feedback neurons (n = 25). Ocellar local neurons are small and connect 
sparsely with photoreceptors from all ocelli.

Twelve OCG01 interneurons and two descending neurons (DNp28, 
one per lateral ocellus) represent the main pathway from the ocellar 
ganglion to the central brain. DNp28 projects to the intermediate, 
haltere, wing and neck tectula of the ventral nerve cord55,93. In each 
ocellus, half of the OCG01s were inferred to express glutamate (likely 
inhibitory), and the other half were inferred to express acetylcholine 
(likely excitatory). There are four OCG01s per ocellus (Fig. 7d). OCG01s 
tile the ocellar ganglion, indicating that their receptive fields tile the 
visual fields of the ocelli (Extended Data Fig. 10b,c). OCG02 axons are 
much thinner than OCG01 axons, and likely transmit signals more 
slowly. Two OCG02 subgroups (a and b) innervate similar neuropils 
to the OCG01s (inferior posterior slope (IPS) and superior posterior 
slope (SPS)), and OCG02c neurons target the PLP, a brain region that 
also receives input from VPNs from the compound eyes60.

Neurons downstream from OCG01s in the IPS, SPS and GNG receive 
inhibitory input from the ipsilateral ocellus and excitatory input 
from the contralateral ocellus (Fig. 7d, left), and the amount of syn-
aptic input from each ocellus is tightly correlated (Fig. 7e, R = 0.78, 
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P < 10−26)—this balance is likely to be a key ingredient in how signals are 
integrated (the descending circuits are activated by a signal difference 
between the eyes). We found that 15 different descending neurons 
each receive more than 200 synapses from the OCG01 neurons. For 
example, 2 descending neurons in each hemisphere received more 
than 30% of their synaptic inputs in the brain from ocellar projection 
neurons: DNp20/DNOVS1 (left: 57%, right: 44%) and DNp22/DNOVS2 
(left: 36%, right: 33%). DNOVS1 and other descending neurons with 
strong input from OCG01s generally also receive strong input from 
ipsilateral VPNs (neurons that connect the optic lobe to the central 
brain) (Extended Data Fig. 10d). For example, DNOVS1 is known to be 
activated by rotational optic flow fields across the compound eye, 
and projects to the neck motor system94,95. A handful of glutamatergic 
(putative inhibitory) VPNs also sparsely innervate descending neurons 
in both hemispheres. As the ocelli transmit mainly information about 
light levels, the dense integration with motion direction signals from 
the compound eyes was not previously appreciated, but should aid in 
precision adjustments of head and body movements for gaze stabiliza-
tion and flight control96.

There is also extensive feedback from the brain directly to the ocellar 
ganglion via 25 ocellar centrifugal neurons (OCC). We found striking 
targeting specificity of two OCC subgroups (OCC01a and OCC01b, 
predicted to be cholinergic) which synapse onto all OCG01 and DNp28 
neurons with strong connections compared with their overall synaptic 
budget (Extended Data Fig. 10e). The OCC01s receive input in a wide 
range of neuropils, notably the SEZ, as well as IPS and SPS, the same neu-
ropils that receive inputs from the OCG projection neurons (Extended 
Data Fig. 10f). The role of the OCCs in gating visual information and 
potentially driving the OCGs in the absence of photoreceptor activity 
remains to be determined.

On the basis of our analysis of connectivity, we hypothesize how the 
pathways from the ocelli to descending neurons function (Fig. 7f). As 
in a Braitenberg vehicle for phototaxis97, excitation and inhibition are 
organized so that the head and body of the fly should roll around the 
anteroposterior axis to orient the ocelli towards light. In this com-
pact example, the whole-brain connectome, which extends from brain 
inputs to outputs, uncovers new pathways and facilitates the genera-
tion of testable hypotheses for circuit mechanisms of sensorimotor 
behaviour.

Discussion
Connectome analysis
We use the term ‘connectome’ to mean a neuronal wiring diagram of 
an entire nervous system, or at least an entire brain98. This is in keeping 
with the intent of the original definition14, which emphasized com-
prehensiveness. Similarly, the term ‘genome’ refers to the entire DNA 
sequence of an organism, or at least the entirety of genes. Our neuronal 
wiring diagram of a whole fly brain arguably crosses the threshold for 
being called a connectome, although it would be reasonable to insist 
that a connectome should include the ventral nerve cord as well as the 
brain. Either way, the comprehensiveness of our wiring diagram has 
significant benefits for brain research and enables many kinds of studies 
that were not previously possible using wiring diagrams of portions of 
the fly brain. The optic lobes and the SEZ are two prominent regions 
that are mostly absent from the hemibrain. Both sides of the brain are 
now included, which enables the tracing of pathways that cross the 
midline. Owing to the presence of afferent and efferent neurons, path-
ways can be traced from sensory inputs to intrinsic neurons and brain 
outputs (motor, endocrine and descending neurons). This was done 
in a global manner to analyse the neuropil projectome, by using the 
information flow model, and more specifically to uncover the structure 
and hypothesize a circuit mechanism for behaviours supported by the 
ocelli. A set of companion studies provides additional global analyses of 
the connectome and studies of specific families of pathways11,12,34,36–45.

For the first time, one can now compare entire connectomes of dif-
ferent species, starting with D. melanogaster and C. elegans, as touched 
on here and explored in more depth by Lin et al.49. It also enables com-
parison of connectomes of the same species at different developmental 
stages33. Although FlyWire is currently the only adult fly connectome, it 
can be compared with the hemibrain reconstruction in regions where 
they overlap to detect wiring differences between adults of the same 
species and to validate and extend cell-type definitions12.

Finally, the connectome now enables brain simulations—partial con-
nectomes of the early visual system of the fly3 had already inspired 
simulations of visual processing85. This effort has now been extended 
to leverage the full connectome34,39 and to—for example—predict taste 
responses of neurons34. These simulations assume that that physiologi-
cal connection strength is proportional to anatomical synapse count, 
either globally34, or for synapses sharing the same presynaptic and 
postsynaptic cell types85, and have inferred connection signs (excita-
tory versus inhibitory) from neurotransmitter identity as predicted 
from electron microscopy images10 or from transcriptomics99. Ongoing 
discoveries regarding the biophysics of fly neurons will guide efforts 
to make simulations more realistic. For example, inhibition can be 
shunting rather than subtractive in some fly neurons100, and the con-
ductance of an inhibitory synapse can be ten times higher than that of 
an excitatory synapse101. Whereas the simulations mentioned above 
were based on point neuron models, future simulations could utilize 
multicompartmental neuron models constructed using the synapse 
locations and reconstructed neuronal morphologies provided by Fly-
Wire, as well as emerging data about ion channels and receptors from 
transcriptomics and proteomics.

Electron microscopy data acquisition and reconstruction
The hemibrain1 was reconstructed from 8 × 8 × 8 nm3 images acquired 
by focused ion beam scanning electron microscopy102–104 (FIB-SEM), 
a form of block face electron microscopy105,106. By contrast, FlyWire’s 
reconstruction is based on a full adult fly brain (FAFB) dataset9 of 
4 × 4 × 40 nm3 images acquired by serial section transmission elec-
tron microscopy (ssTEM). Initially, the lower z resolution and higher 
prevalence of artefacts made alignment and reconstruction of ssTEM 
datasets challenging. These were cited by the hemibrain effort to justify 
the use of FIB-SEM despite its higher cost, slower speed and complex 
operation requiring many 20-µm slabs to be imaged individually and 
then stitched together1. Computational advances have now closed this 
gap107 and FAFB images were accurately aligned with a new approach 
that leverages convolutional nets108. The hemibrain images were auto-
matically segmented using flood-filling convolutional nets109, whereas 
FlyWire used the older, less computationally expensive approach of 
boundary-detecting convolutional nets110,111. Overall, from acquisition 
to reconstruction to analysis to dissemination, the technology stack 
used by FlyWire is distinct from that used for the hemibrain. A notable 
overlap is the use of neuroglancer112 for browser-based 3D visualization.

FlyWire’s whole-brain automated segmentation was proofread with 
an estimated 33 person-years of effort (Methods), whereas hemibrain 
proofreading required 50 person-years for a part of the brain1. Notably, 
the accuracy of our proofread wiring diagram is similar to that of the 
hemibrain (Extended Data Fig. 2 and Supplementary Fig. 3). For both 
FIB-SEM and ssTEM, incomplete attachment of twigs to backbones is 
currently the main factor that limits the accuracy of reconstructing 
synaptic connectivity, and in both cases synaptic connectivity is lim-
ited to chemical synapses. Higher resolution might enable the recon-
struction of electrical synapses, which are included in the C. elegans 
connectome31,32.

Limitations of our reconstruction
We showed that the attachment rates of twigs is sufficient to facilitate 
detection of nearly all large connections8 (those with more than nine 
synapses). Nonetheless, the observed synapse counts underrepresent 
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the actual number of synapses and some connections with few synapses 
remain undetected. Substantial improvements in twig attachment are 
unobtainable with further proofreading, as increasing the postsynaptic 
attachment rate from 44.7% to 50% would require further proofreading 
of more than 700,000 fragments. Therefore, increases in twig attach-
ments will rely on improvements in image acquisition, image alignment 
and automated reconstruction. Although proofreading was largely 
carried out in a neuropil-agnostic manner, attachment rates differ 
between neuropils (Supplementary Fig. 2) owing to differences in the 
number of synapses on twigs and backbones and how challenging a 
neuropil was to reconstruct. Although these effects are largely sym-
metric, the optic lobe was affected by a one-sided artefact. The left 
lamina was partially severed from the medulla in the left hemisphere 
(Fig. 1a), reducing the reconstruction accuracy for some of the lamina 
neurons on one side (Supplementary Fig. 2).

The automated synapse detection currently used by FlyWire was 
performed by Buhmann et al.7 in an independent effort. By combin-
ing the FlyWire brain reconstruction with these synapses, the result-
ing connectome inherits the limitations from both. In the case of the 
synapse detection, users should be aware that the ground truth was 
limited to a few neuropils. As a result, synapse detection performance 
is lower for some cell types, and we are aware that sensory neurons are 
particularly affected. FlyWire’s reconstruction is compatible with any 
synapse prediction method and improved synapse prediction will be 
made available in the future.

Imaging larger
Imaging a larger volume would open up other interesting opportunities. 
Reconstructing and proofreading a full CNS would enable the mapping 
of all pathways linking the brain and VNC. In the meantime, it is already 
possible to establish correspondences between FlyWire and FANC36, a 
reconstruction of a VNC from another female fly54,59. The first C. elegans 
connectome was obtained similarly as a mosaic drawn from multiple 
worms31. Imaging an entire fly, both CNS and body, would enable the 
addition of sensory organs and muscles to the reconstruction. This 
also has precedent in the C. elegans connectome32, which includes 
neuromuscular junctions, the Platynereis dumerilii larva113, and the 1st 
instar Drosophila larva for which a whole-animal electron microscopy 
dataset was recently published114.

Technologies developed for FlyWire have already been applied to 
millimetre-scale chunks of mammalian brain4,5, which are more than 
50 times larger in volume than a fly brain. The US National Institutes 
of Health has begun a transformative project to reconstruct a whole 
mouse brain from an exabyte of electron microscopy images115 and a 
report from the Wellcome trust recently examined the road to a whole 
mouse brain connectome116.

Openness
The 1996 Bermuda Principles mandated daily release of Human Genome 
Project sequences into the public domain117. We believe that openness 
is also important for large-scale connectomics projects, particularly 
because these projects are expensive, require coordinated effort and 
take several years to complete—sharing connectomes only after proof-
reading and annotation are completed prevents scientific discovery 
that can occur while the connectome is being completed. Shortly 
after its inception in 2019, FlyWire has been open to any Drosophila 
researcher, and set forth clear principles for coordination of scientific 
effort that prioritized attribution through keeping track of edits to and 
annotations of the dataset. Hundreds of scientists and proofreaders 
from more than 50 laboratories joined FlyWire with more than 200 of 
them contributing more than 100 edits (Supplementary Table 1) and 
86 contributing ten or more annotations (Supplementary Table 2). As 
a result of openness, there are multiple studies that used completed 
portions of FlyWire’s brain connectome as proofreading proceeded 
(Supplementary Table 3). Openness has also enabled FlyWire to move 

faster by incorporating data sources from the community. The electron 
microscopy data on which FlyWire’s brain connectome is built was 
shared in 2018 by Bock and colleagues9. The synapse data was published 
by Buhmann et al.7, neurotransmitter labels were published by Eckstein 
et al.10, numerous annotations were contributed by Schlegel et al.12, 
neck connective neuron annotations were contributed by Stürner 
et al.36, optic lobe annotations were contributed by Matsliah et al.11 
and so far, more than 90,000 cell annotations have been shared by 
the community. Many cells have received multiple annotations from 
these sources, and discrepancies will continue to be adjudicated by 
the community, a process that has improved accuracy in cell-type clas-
sification. Overall, we anticipate that similar approaches based on an 
open ecosystem will enable connectomics to scale more efficiently, 
economically and equitably.
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Methods

Specimen, alignment and segmentation
Multiple brains of 7-day-old (iso) w1118 × (iso) Canton-S G1 adult female 
flies were screened by Zheng et al.9 and one was picked for electron 
microscopy imaging. Zheng et al.9 published the original electron micros-
copy stack (FAFB14) which we previously realigned8 (FAFB14.1) using a 
neural network trained to predict pairwise displacement fields108,120. We 
produced transformations between the FAFB14 and FAFB14.1 which are 
accessible via natverse, navis and flybrains. We automatically segmented 
all cells in the dataset8 using a neuronal boundary-detecting neural 
network121 and mean affinity agglomeration107,122.

Neuropils
Meshes for individual neuropils were based on work by Ito et al.80. More 
specifically, we took meshes previously generated from a full brain 
segmentation of the JFRC2 template brain which are also used by the 
Virtual Fly Brain project (see also https://natverse.org/nat.flybrains/
reference/JFRC2NP.surf.html). These meshes were moved from JFRC2 
into FlyWire (FAFB14.1) space through a series of non-rigid transforms. 
In addition, we also generated two neuropil meshes for the laminae and 
for the ocellar ganglion. For these, the FlyWire synapse cloud was vox-
elized with 2 µm isotropic resolution, meshed using the marching cube 
algorithm using Python and manually post-processed in Blender 3d.

We calculated a volume for each neuropil using its mesh. In the 
aggregated volumes presented in the paper we assigned the lamina, 
medulla, accessory medulla, lobula and lobula plate to the optic lobe. 
The remaining neuropils but the ocellar ganglion were assigned to the 
central brain.

Neuropil synapse assignments
We assigned synapses to neuropils based on their presynaptic location. 
We used ncollpyde (https://pypi.org/project/ncollpyde/) to calculate 
whether the location was within a neuropil mesh and assigned the syn-
apse accordingly. Some synapses remained unassigned after this step 
because the neuropils only resemble rough outlines of the underlying 
data. We then assigned all remaining synapses to the closest neuropil 
if the synapse was within 10 µm from it. The remaining synapses were 
left unassigned.

Correction of left–right inversion
Our reconstruction used the FAFB electron microscopy dataset9. A 
number of consortium members (A. Bates, P. Kandimalla and S. Noselli) 
alerted us that the FAFB imagery seemed to be left–right inverted based 
on the cell types innervating the asymmetric body123. Eventually a left–
right inversion during FAFB imaging was confirmed. All side annota-
tions in figures, in Codex and elsewhere are based on the true biological 
side. For technical reasons, we were unable to invert the underlying 
FAFB image data and therefore continue to show images and recon-
structions in the same orientation as in Zheng et al.9, although we now 
know that in such frontal views the fly’s left is on the viewer’s left. For 
full details of this issue including approaches to display FAFB and other 
brain data with the correct chirality, please see the companion paper12.

Proofreading system
FlyWire uses CAVE50 for hosting the proofreadable segmentation and all 
of its annotations. CAVE’s proofreading system is the PyChunkedGraph 
which has been described in detail elsewhere8,124.

Proofreading annotations
Any user in FlyWire was able to mark a cell as complete, indicating that 
a cell was good for analysis. However, such annotations did not pre-
vent future proofreading of a cell as commonly smaller branches were 
added later on. We created an annotation table for these completion 
markings. Each completion marking was defined by a point in space 

and the cell segment that overlapped with this point at any given time 
during proofreading was associated with the annotation. We created 
a webservice allowing users to submit completion markings for any 
cell. For convenience, we added an interface to this surface directly 
into Neuroglancer such that users can submit completion information 
for cells right after proofreading (Supplementary Fig. 10). When users 
submitted completion annotations we also recorded the current state 
of the cell. We encouraged users to submit new completion markings for 
a cell that they edited to indicate that edits were intentional. Recording 
the status of a cell at submission enabled us to calculate volumetric 
changes to a cell through further proofreading and flag cells for review 
if they received substantial changes without new completion markings.

Onboarding proofreaders
Proofreaders came from several distinct labour pools: community 
members, citizen scientists from Eyewire (Flyers), and professional 
proofreading teams at Princeton and Cambridge. Proofreaders at 
Princeton consisted of staff at Princeton University and at SixEleven. 
Similarly, proofreading at Cambridge was performed by staff at Cam-
bridge University and Ariadne. All proofreaders completed the built-in 
interactive tutorial and were directed to self-guided proofreading 
training. For practice and learning purposes, the Sandbox, a complete 
replica of the FlyWire data, allowed new users to freely make edits and 
explore without affecting the actual ‘Production’ dataset. When ready, 
an onboarding coordinator tested the new proofreader before giving 
access to the Production dataset8. Later onboarding called for users to 
send demonstration Sandbox edits that were reviewed by the onboard-
ing coordinator. A new class of view-only users was introduced in early 
2023, allowing researchers early data access for analysis purposes. All 
early access users attended a live onboarding session in Zoom prior to 
being granted edit or view access.

Training the professional proofreading team
The professional proofreading team received additional proofreading 
training. Correct proofreading relies on a diverse array of 2D and 3D 
visual cues. Proofreaders learned about 3D morphology, resulting 
from false merger or false split without knowing what types of cells 
they are. Proofreaders studied various types of ultrastructures as the 
ultrastructures provide valuable 2D cues and serve as reliable guides for 
accurate tracing. Before professional proofreaders were admitted into 
Production, each of them practiced on average >200 cells in a testing 
dataset where additional feedback was given. In this dataset, we deter-
mined the accuracy of test cells by comparing them to ground-truth 
reconstructions. To improve proofreading quality, peer learning was 
highly encouraged.

Recruitment of citizen scientists
The top 100 players from Eyewire, a gamified electron microscopy 
reconstruction platform that crowdsources reconstructions in mouse 
retina and zebrafish hindbrain125, received an invitation to beta test 
proofreading in FlyWire. A new set of user onboarding and training 
materials were created for citizen scientists, including: a blog, forum 
and public Google docs. We created bite-sized introduction videos, a 
comprehensive FlyWire 101 resource, as well as an Optic Lobe Cell Guide 
to aid users in understanding the unique morphology of flies. A virtual 
Citizen Science Symposium introduced players to the project, after 
which the self-dubbed ‘Flyers’ began creating their own resources, such 
as a new comprehensive visual guide to cell types, conducting literature 
reviews, and even developing helpful FlyWire plugins. As of publica-
tion, FlyWire has 12 add-on apps ranging from a batch processor to cell 
naming helper (https://blog.flywire.ai/2022/08/11/flywire-addons/).

Proofreading strategy to complete the connectome
As previously described8, proofreading of the connectome was focused 
on the microtubule-rich ‘backbones’ of neurons. Microtubule-free 
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‘twigs’ were only added if discovered incidentally or sought out specifi-
cally by members of the community. After proofreading, users marked 
neuronal segments as ‘complete’ indicating that neurons were ready 
for analysis but further changes remained possible. While Drosophila 
neuroscientist members of the FlyWire community generally con-
tributed proofreading for their neurons of interest, the bulk of the 
segments was proofread by professional proofreaders in the following 
way. First, we proofread all segments with an automatically detected 
nucleus in the central brain88 by extending it as much as possible and 
removing all false mergers (pieces of other neurons or glia attached). 
Second, we proofread the remaining segments in descending order 
of their synapse count (pre+post) up to a predefined size threshold of 
100 synapses. Third, we proofread remaining segments if they had at 
least one connection containing at least 15 synapses.

Quality assurance
To assess quality, a group of expert centralized proofreaders conducted 
a review of 3,106 segments in the central brain. These specific neurons 
were chosen based on certain criteria such as significant change since 
being marked complete and small overall volume. An additional 826 
random neurons were included in the review pool as well. Proofreaders 
were unaware which neurons were added for quality measurement and 
which ones because they were flagged by a metric. We compared the 
826 neurons before and after the review and found that the initial recon-
struction scored an average F1-Score of 99.2% by volume (Extended 
Data Fig. 2a,b). F1-Score is defined as the harmonic mean of recall (R) 
and precision (P) with precision defined as the ratio of true positives 
(TP) among positively classified elements (TP + FP (false positives)) 
and recall defined as the ratio of TPs among all true elements (TP + FN 
(false negatives)).
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Quantification of proofreading effort
Any quantification of the total proofreading time that was required to 
create the FlyWire resource is a rough estimate because of the distributed 
nature of the community, the interlacing of analysis and proofreading 
and the variability in how proofreading was performed. The second pub-
lic release, version 783, required 3,013,513 edits. We measured proofread-
ing times during early proofreading rounds that included proofreading 
of whole cells in the central brain. We collected timings and number of 
edits for 29,135 independent proofreading tasks after removing outliers 
with more than 500 edits. From these data, we were able to calculate an 
average time per edit. However, we observed that proofreading times 
per edit were much higher for proofreading tasks that required few edits 
(<5). That meant that our measurements were not representative for 
the second round of proofreading which went over all segments with 
>100 synapses. These usually required 1–5 edits. We adjusted for that by 
computing estimates for proofreading speeds of both rounds by limiting 
the calculations to a subset of the timed tasks: (round 1) The average time 
per edit in our proofreading time dataset, (round 2) the average time of 
tasks with 1–5 edits. We averaged these times for an overall proofreading 
time because the number of tasks in each category were similar. The 
result was an average time of 79 s per edit which adds up to an estimate 
of 33.1 person-years assuming a 2,000 h work year.

Attachment rates
We adopted the attachment rate (also referred to as ‘completion rate’) 
calculations from the hemibrain1. Every presynaptic and postsynaptic 
location was assigned to a segment. Using the neuropil assignments, 

we then calculated the fraction of presynapses that were assigned to 
segments marked as proofread for each neuropil and analogous for 
postsynaptic locations.

Comparison with the hemibrain
We retrieved the latest completion rates and synapse numbers for the 
hemibrain from neuprint (v1.2.1). In some cases, neuropil comparisons 
were not directly possible because of redefined regions in the hemibrain 
dataset. We excluded these regions from the comparison.

Crowdsourced annotation
The large FlyWire community and diversity of expertise enabled us 
to crowdsource the identification of neurons. There is no limit to the 
number of annotations a neuron can receive. A standardized format is 
encouraged but not required. One user might first report that a neuron 
is a descending interneuron, whereas another might add that it is the 
giant fibre descending neuron, and yet another might add all its syno-
nyms and citations from the literature. Contributors’ names are visible 
so they can be consulted if there is disagreement. The disadvantage to 
this approach is that there is no single precise name for every neuron, 
but the advantage is a richness of information and dialogue. The annota-
tions are not meant to be a finished, static list, but rather a continually 
growing, living data source. These annotations were solicited from the 
FlyWire community through town halls, email announcements, interest 
groups in the FlyWire forum, online instructions, and by personal con-
tact from the community manager. Citizen scientists also contributed 
annotations, after receiving training on particular cell types by experts.

Neuron categorizations
Neuron categorization, sensory modality annotations and nerve assign-
ments are described in detail in our companion paper12. In brief, neurons 
were assigned to one of three ‘flow’ classes: afferent (to the brain), 
intrinsic (within the brain) and efferent (out of the brain). Intrinsic 
neurons had their entire arbor within the FlyWire brain dataset. This 
included cells that projected to and from the SEZ. Next, each flow class 
was divided into superclasses in the following way. afferent: sensory, 
ascending. intrinsic: central, optic, visual projection (from the optic 
lobes to the central brain), visual centrifugal (from the central brain to 
the optic lobes). efferent: endocrine, descending, motor.

Quantification of intrinsic neurons
We define whether a neuron is ‘intrinsic’ to a region on the basis of its 
synapse locations, rather than its arbor. In other words, the neurites of 
an intrinsic neuron are allowed to exit the region, provided that they do 
not make synapses after leaving. Information about C. elegans synapse 
locations was obtained from the diagrams in White et al.31.

The ‘brain’ of C. elegans can be defined as the neuropil extending 
from the ring-shaped structure around the pharynx to the excretory 
pore. (We follow the authors who call this region the nerve ring plus 
the anterior portion of the ventral nerve cord, though some authors 
refer to the combined structure as the nerve ring.) Nine neurons (RIR, 
RIV, RMDD, RMD and RMDV) are intrinsic to the nerve ring itself. An 
additional 26 neurons (AIA, AIB, AIM, AIN, AIY, AIZ, RIA, RIB, RIC, RIH, 
RIM, RIS, RMF and RMH) are intrinsic to the combined structure, for a 
total of 35 intrinsic neurons in the brain.

It should be understood that this estimate has ‘error bars’ because 
of definitional ambiguities. Ten motor neurons (RMH, RMF and RMD) 
could arguably be removed from the list, as it is unclear whether motor 
neurons qualify as intrinsic neurons. Or the brain could be enlarged by 
moving the posterior border further behind the excretory pore, which 
would add 10 neurons (RIF, RIG, RMG, ADE and ADA). To make these 
ambiguities explicit, we estimate 35 ± 10 intrinsic neurons. Of the 302 
CNS neurons, 180 make synapses in the brain126. Therefore, neurons 
intrinsic to the brain make up about 15 to 25% of brain neurons, and 8 
to 15% of CNS neurons.
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Skeletonization and path length calculation
We generated skeletons for all neurons marked as proofread using 
skeletor (https://github.com/navis-org/skeletor), which implements 
multiple skeletonization algorithms such as TEASAR127. In brief, neuron 
meshes from the exported segmentation (LOD 1) were downloaded 
and skeletonized using the wavefront method in skeletor. These raw 
skeletons were then further processed (for example, to remove false 
twigs and heal breaks) and produce downsampled versions using 
navis128 (https://github.com/navis-org/navis). A modified version of 
this skeletonization pipeline is implemented in fafbseg (https://github.
com/navis-org/fafbseg-py).

Quantifying cell volume and surface area
We calculated cell volumes and surface areas using CAVE’s L2Cache50. 
Volumes were computed by counting all voxels within a cell segment 
and multiplying the count by the voxel resolution. Area calculations 
were more complicated and were performed by overlap through shifts 
in voxel space. We shifted the binarized segment in each dimension 
individually and extracted the overlap of false and true voxels. For each 
dimension, we counted the extracted voxels and multiplied the count 
by the voxel resolution of the given dimensions. Finally, we added up 
per dimension area estimates. This measurement will overestimate 
area slightly but smoothed measurements are ill-defined and were 
too compute intensive.

Synaptic connections
We imported the automatically predicted synapses from Buhmann 
et al.7, which we combined with the synapse segmentations by Heinrich 
et al.118 to assign scores to all synapses to improve precision. Buhmann 
et al. introduced a machine learning model to predict for each voxel 
whether it is part of a postsynaptic site. For voxels classified as post-
synaptic a vector to the presynaptic site is predicted which is then used 
to created synaptic connections. Hence, synaptic partners predicted 
by Buhmann et al. are represented by a connector between a postsyn-
aptic and a presynaptic location without further annotation about the 
size of the synapse. Heinrich et al. on the other hand segmented the 
synaptic clefts. Buhmann et al. suggested using the probability maps 
from Heinrich et al. to improve performance by locating the highest 
probability score along their predicted connectors (called score in 
the next paragraph).

The synapse classifier by Buhmann et al. was trained on ground 
truth from the CREMI challenge (https://cremi.org). The three CREMI 
datasets contain three 5 × 5 × 5 µm cubes from the calyx in FAFB14 
with 1,965 synapses. While the classifier from Buhmann et al. was 
trained and validated on only this dataset, they evaluated its perfor-
mance on multiple regions (calyx, lateral horn, ellipsoid body and 
protocerebral bridge). It should be noted that performance varies  
by region.

The dataset published by Buhmann et al. contained ~244 million 
synapses. We removed synapses from the imported list if they fulfilled 
any of the following criteria: (1) either the pre- or postsynaptic location 
remained unassigned to a segment (proofread or unproofread); (2) It 
had a score ≤50. Additionally, we removed duplicate synapse annota-
tions between the same pre- and postsynaptic partners, defined as 
those within a distance of 100 nm from another synapse annotation 
according to their presynaptic coordinate. After filtering, we were left 
with ~130 million synapses.

Eckstein et al.10 created a machine learning model to predict neuro-
transmitter identities for all synapses from Buhmann et al. based on 
the electron microscopy imagery alone. Each synapse was assigned a 
probability for one of six neurotransmitters: acetylcholine, glutamate, 
GABA, serotonin, dopamine and octopamine. They used neurotrans-
mitter identities published for individual neuronal cell types and built 
a dataset with 3,025 neurons with known transmitter type assuming 

Dale’s law applies. Eckstein et al. reported a per-synapse accuracy of 
87% and a per neuron (majority vote) accuracy of 94%.

The methods described in this section used the FAFB14 version of the 
electron microscopy stack. We applied a transformation to all synapses 
to map them into the FlyWire FAFB14.1 space. The vector field for the 
transformation had a resolution of 64 × 64 × 40 nm.

Connection threshold
For all the analyses presented in this paper, save for synapse distribu-
tions, we employed a consistent threshold of >4. Our decision to use 
a synapse threshold on connections was due partly to the fact that 
synapses in the FlyWire’s brain dataset were not manually proofread. 
For these analyses, many of which demonstrate the high interconnec-
tivity of the fly brain, we chose a conservative threshold to ensure that 
considered connections are real. Use of a threshold is also in keeping 
with previous work analysing wiring diagrams in Drosophila1. Thus, 
we are probably undercounting the number of true connections. The 
distribution of synapse counts (Fig. 3f) does not display any bimodal-
ity that could be used to set the threshold. Therefore, the choice of 5 
synapses per connection is a reasonable but arbitrary one. By analysing 
the network properties of the FlyWire brain connectome, Lin et al. found 
that statistical properties of the whole-brain network, such as reciproc-
ity and clustering coefficient, are robust to our choice of threshold49. 
The FlyWire data are available without an imposed threshold, so users 
can choose their own appropriate threshold for their specific use case.

Neuropil projectome construction
Under the simplifying assumptions that information flow through the 
neuron can be approximated by the fraction of synapses in a given region, 
and that inputs and outputs can be treated independently, we can con-
struct a matrix representing the projections of a single neuron between 
neuropils. The fractional inputs of a given neuron are a 1 × N vector con-
taining the fraction of incoming synapses the neuron has in each of the 
N neuropils, and the fractional outputs are a similar vector containing 
the fraction of outgoing synapses in each of the N neuropils. We multi-
ply these vectors against each other to generate the N × N matrix of the 
neuron’s fractional weights. Summing these matrices across all intrinsic 
neurons produces a matrix of neuropil-to-neuropil connectivity (Fig. 4a). 
In this projectome, all neurons contribute an equal total weight of one.

Dominant input side
We assigned neuropils to the left and right hemispheres or the centre 
if the neuropil has no homologue. We then counted how many post-
synapses each neuron had in each of these three regions and assigned 
it to the one with the largest count.

Contralateral and bilateral neuron analysis
For each neuron, we calculated the fraction of presynapses in the left 
and right hemisphere. The hemisphere opposite its dominant input 
side was named the contralateral hemisphere. We excluded neurons 
that had either most of their presynapses or most of their postsynapses 
in the centre region.

Rank analysis and information flow
We used the information flow algorithm implemented by Schlegel 
et al.26,128 (https://github.com/navis-org/navis) to calculate a rank for 
each neuron starting with a set of seed neurons. The algorithm traverses 
the synapse graph of neurons probabilistically. The likelihood of a neu-
ron being added to the traversed set increased linearly with the fraction 
of synapses it receives from already traversed neurons up to 30% and 
was guaranteed above this threshold. We repeated the rank calculation 
for all sets of afferent neurons as seed as well as the whole set of sensory 
neurons. The groups we used are: olfactory receptor neurons, gustatory 
receptor neurons, mechanosensory Johnston’s organ neurons, head 
and neck bristle mechanosensory neurons, mechanosensory taste 
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peg neurons, thermosensory neurons, hygrosensory neurons, VPNs, 
visual photoreceptors, ocellar photoreceptors and ascending neurons.

Additionally, we created input seeds by combining all listed modali-
ties, all sensory modalities, and all listed modalities with visual sensory 
groups excluded.

For each modality we performed 10,000 runs, which were aver-
aged. We then ordered the neurons according to their rank and assigned 
them a percentile based on their location in the order. To compute a 
reduced dimensionality, we treated the vector of all ranks (one for 
each modality) as neuron embedding and calculated two dimensional 
embeddings using UMAP129 with the following parameters: n_com-
ponents=2, min_dist=0.35, metric = “cosine”, n_neighbors=50, learn-
ing_rate = .1, n_epochs=1000.

Reporting summary
Further information on research design is available in the Nature Port-
folio Reporting Summary linked to this article.

Data availability
All data have been made publicly available. Codex (https://codex.fly-
wire.ai/), braincircuits.io and Catmaid spaces (https://fafb-flywire.cat-
maid.org/) facilitate non-programmatic access. Most of the data can be 
directly download from codex (https://codex.flywire.ai/api/download). 
All data, including the volumetric data and meshes, can be programmat-
ically accessed through CAVE and cloudvolume. We provide tutorials 
for programmatic access at https://github.com/seung-lab/FlyConnec-
tome. Data dumps of the connectivity data (https://doi.org/10.5281/
zenodo.10676866) and flow calculations (https://doi.org/10.5281/
zenodo.12588557) are made available on zenodo for download.

Code availability
FlyWire uses CAVE for hosting of its proofreading and analysis plat-
form for which all code is publicly available at https://github.com/
CAVEconnectome. The code for Codex is available at https://github.
com/murthylab/codex.
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Extended Data Fig. 1 | Neuropils of the fly brain .



Article

Extended Data Fig. 2 | Completeness and accuracy of FlyWire’s reconstruction. 
(a) shows the result of our evaluation of proofread segments in the central brain. 
Experts attempted further proofreading of 826 neurons. We computed 
volumetric overlaps between the original and the final segment to calculate 
precision, recall, and F1 Scores. (b) Examples (top: before, bottom: after) of the 
changes made during further proofreading for a neuron scoring an F1-Score of 
0.936. Arrows highlight locations that changed. (c,d) For each neuropil, we 
quantified what fraction of the synapses within it are pre- and postsynaptically 

attached to a proofread segment. (c) displays the distribution for presynaptic 
attachment and (d) the distribution for postsynaptic attachment.  
(e, f, g) Comparisons between FlyWire’s reconstruction and the hemibrain  
were made for overlapping neuropils. Dots represent neuropils and are colored 
according to Extended Data Fig. 1. (e) Comparison of the number of automatically 
detected synapses. The axes are log-transformed. (f) Comparison of post-synaptic 
completion rates and (g) pre-synaptic completion rate. The axes are truncated.
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Extended Data Fig. 3 | Measurements of neuron size. Colored markers refer 
to neurons in Fig. 3b. Vertical dashed lines are medians. (a) Neuron path lengths 
of intrinsic neurons, (b) afferent neurons, and (c) efferent neurons by super-class. 
(d) Volumes of intrinsic neurons, (e) afferent neurons, and (f) efferent neurons 
by super-class. (g) Comparisons of path lengths and number of incoming and 
outgoing synapses. (h) For intrinsic neurons, comparisons of the in- and out- 

degrees with the number of incoming and outgoing synapses. Every dot is a 
neuron. (i) Comparison of average connection strengths (synapses per 
connection) with the number of synapses. Every dot is a neuron. ( j) In- and 
out-degree distributions by neurotransmitter type. (k) Neuron path lengths  
by neurotransmitter type.
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Extended Data Fig. 4 | Measurements of neuron size. Colored markers refer to neurons in Fig. 3b. Vertical dashed lines are medians. (a) Nucleus volume of 
intrinsic neurons, (b) Comparisons of nucleus volume and path length for intrinsic neurons and (c) nucleus volume and total synapse count.
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Extended Data Fig. 5 | Neuropil-neuropil projection maps. (a) Projection maps produced as in Fig. 4a limited to connections from cholinergic, (b) GABAergic, 
and (c) glutamatergic neurons. (d) The difference between the putative excitatory (acetylcholine) and the putative inhibitory (GABA, glutamate) projection maps.



Article

Extended Data Fig. 6 | Neuropil-neuropil projections compared  
between hemispheres. Each dot is a neuropil-neuropil projection in one 
hemisphere and the axes show the fractional weights as calculated in Fig. 4a,b. 
Red dots are comparisons between the same neuropils in different hemispheres 
(e.g. AMMC(L) -> VLP(L) vs AMMC(R) -> VLP(R). (a) Comparison of projections 
between neuropils in both hemispheres and between hemispheres.  

(b) Comparisons of projections with the center neuropils. (c) Comparisons  
of projections between ipsilateral and contralateral neuropil projections.  
(d) Comparisons of the distances between neuropil centroids with the 
fractional neuron weights. Connections within neuropils were excluded and 
neuropil pairs connected with <1 fractional neuron weight are not shown.

79



Extended Data Fig. 7 | Input side analysis. We assigned postsynaptic locations 
to either the center region or the left or right hemisphere. (a-g) For each super- 
class, (top plot). The lower plot shows the fraction of synapses in the center vs 

the lateral regions for all neurons. (h) Each neuron was assigned to the side 
where it received most of its inputs.
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Extended Data Fig. 8 | Percentile ranks for every modality. (a) For each 
sensory modality (rows) we used the traversal distances to establish a neuron 
ranking. Each panel shows the distributions of neurons of each super-class 
within the sensory modality specific rankings. (b) Same as in (a) for the fast 

neurotransmitters. (c) Neurons in the central brain shown in the UMAP plot are 
colored by the rank order in which they are reached from a given seed neuron 
set. Red neurons are reached earlier than blue neurons.
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Extended Data Fig. 9 | Rank-based UMAP projection and neuropils. (a) Every 
neuron in the central brain was assigned to the neuropil where it received the 
most synapses. Every dot is then colored by the assigned neuropil (see Extended 

Data Fig. 1 for neuropil colormap). (b) Same as in a but limited to the central 
complex neurons. Neurons in the central complex with an assigned neuropil 
other than the ones shown are colored black.
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Extended Data Fig. 10 | Ocellar circuit. (a) Renderings of all neurons (excluding 
the photoreceptors) with arbors in the ocellar ganglion. “Information flow” 
from pre- and postsynapses is indicated by arrows along the arbors. (b) Overview 
of the three ocelli (left, medial, right) which are positioned on the top of the 
head. Photoreceptors from each ocellus project to a specific subregion of the 
ocellar ganglion which are separated by glia (marked with black lines on the EM). 
(c) Top view of the dendritic arbors within the ocellar ganglion of each DNp28 

(brown) and OCG01 (blue: cholinergic, green: glutamatergic). The render on 
the lower shows all 12 OCG01s and 2 DNp28s. Each other render shows one 
neuron in color and all others in the background in gray for reference.  
(d) Comparison of number of synapses from OCG01 neurons and visual projection 
neurons onto descending neurons. (e) Connectivity matrix for connections 
between ocellar centrifugal neurons and ocellar projection neurons. (f) Inputs 
to ocellar centrifugal neurons by neuropil. Scale bars: 100 µm (a), 20 µm (c).
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3 manuscript 3: whole-brain annotation and
multi-connectome cell typing quantifies
circuit stereotype in drosophila

Summary

The fruit fly Drosophila melanogaster has emerged as a key model organism
in neuroscience, in large part due to the concentration of collaboratively
generated molecular, genetic and digital resources available for it. Here
we complement the approximately 140,000 neuron FlyWire whole-brain
connectome with a systematic and hierarchical annotation of neuronal
classes, cell types and developmental units (hemilineages). Of 8,453

annotated cell types, 3,643 were previously proposed in the partial
hemibrain connectome, and 4,581 are new types, mostly from brain regions
outside the hemibrain subvolume. Although nearly all hemibrain neurons
could be matched morphologically in FlyWire, about one-third of cell
types proposed for the hemibrain could not be reliably reidentified. We
therefore propose a new definition of cell type as groups of cells that are
each quantitatively more similar to cells in a different brain than to any
other cell in the same brain, and we validate this definition through joint
analysis of FlyWire and hemibrain connectomes. Further analysis defined
simple heuristics for the reliability of connections between brains, revealed
broad stereotypy and occasional variability in neuron count and connectivity,
and provided evidence for functional homeostasis in the mushroom body
through adjustments of the absolute amount of excitatory input while
maintaining the excitation/inhibition ratio. Our work defines a consensus
cell type atlas for the fly brain and provides both an intellectual framework
and open-source toolchain for brain-scale comparative connectomics.
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Whole-brain annotation and multi- 
connectome cell typing of Drosophila

Philipp Schlegel1,2, Yijie Yin2, Alexander S. Bates1,3,4, Sven Dorkenwald5,6, Katharina Eichler2, 
Paul Brooks2, Daniel S. Han1,7, Marina Gkantia2, Marcia dos Santos2, Eva J. Munnelly2, 
Griffin Badalamente2, Laia Serratosa Capdevila2, Varun A. Sane2, Alexandra M. C. Fragniere2, 
Ladann Kiassat2, Markus W. Pleijzier1, Tomke Stürner1,2, Imaan F. M. Tamimi2, 
Christopher R. Dunne2, Irene Salgarella2, Alexandre Javier2, Siqi Fang2, Eric Perlman8, 
Tom Kazimiers9, Sridhar R. Jagannathan2, Arie Matsliah6, Amy R. Sterling6,10, Szi-chieh Yu6, 
Claire E. McKellar6, FlyWire Consortium*,**, Marta Costa2, H. Sebastian Seung5,6, 
Mala Murthy6, Volker Hartenstein11, Davi D. Bock12 ✉ & Gregory S. X. E. Jefferis1,2 ✉

The fruit fly Drosophila melanogaster has emerged as a key model organism in 
neuroscience, in large part due to the concentration of collaboratively generated 
molecular, genetic and digital resources available for it. Here we complement the 
approximately 140,000 neuron FlyWire whole-brain connectome1 with a systematic 
and hierarchical annotation of neuronal classes, cell types and developmental units 
(hemilineages). Of 8,453 annotated cell types, 3,643 were previously proposed in the 
partial hemibrain connectome2, and 4,581 are new types, mostly from brain regions 
outside the hemibrain subvolume. Although nearly all hemibrain neurons could be 
matched morphologically in FlyWire, about one-third of cell types proposed for the 
hemibrain could not be reliably reidentified. We therefore propose a new definition  
of cell type as groups of cells that are each quantitatively more similar to cells in a 
different brain than to any other cell in the same brain, and we validate this definition 
through joint analysis of FlyWire and hemibrain connectomes. Further analysis 
defined simple heuristics for the reliability of connections between brains, revealed 
broad stereotypy and occasional variability in neuron count and connectivity, and 
provided evidence for functional homeostasis in the mushroom body through 
adjustments of the absolute amount of excitatory input while maintaining the 
excitation/inhibition ratio. Our work defines a consensus cell type atlas for the fly 
brain and provides both an intellectual framework and open-source toolchain for 
brain-scale comparative connectomics.

The adult fruit fly represents the current frontier for whole-brain con-
nectomics. With 139,255 neurons, the newly completed full adult female 
brain (FAFB) connectome is intermediate in log scale between the first 
connectome of Caenorhabditis elegans (302 neurons3,4) and the mouse 
(108 neurons), a desirable but currently intractable target5. The availabil-
ity of a complete adult fly brain connectome now allows brain-spanning 
circuits to be mapped and linked to circuit dynamics and behaviour as 
has long been possible for the nematode and more recently the Dros-
ophila larva (3,016 neurons)6. However, the adult fly has richer behaviour, 
including complex motor control while walking or in flight7, courtship 
behaviour8, involved decision making9, flexible associative memory10,11, 
spatial learning12 and complex13,14 multisensory15,16 navigation.

The FlyWire brain connectome reported in our companion paper1 
is by some margin the largest and most complex yet obtained. The 

full connectome, derived from the approximately 100 teravoxel FAFB 
whole-brain electron microscopy (EM) volume17, can be represented 
as a graph with 139,255 nodes and around 15.1 million weighted edges. 
Here we formulate and answer key questions that are essential to inter-
preting connectomes at this scale regarding (1) how we know which 
edges are important; (2) how we can simplify the connectome graph 
to aid automated or human analysis; and (3) the extent to which this 
connectome is a snapshot of a single brain or representative of this 
species as a whole (or have we collected a ‘snowflake’?). These ques-
tions are inextricably linked with connectome annotation and cell type 
identification18,19 within and across datasets.

At the most basic level, navigating this connectome would be 
extremely challenging without a comprehensive system of annota-
tions, which we now provide. Our annotations represent an indexed 

https://doi.org/10.1038/s41586-024-07686-5

Received: 14 July 2023

Accepted: 6 June 2024

Published online: 2 October 2024

Open access

 Check for updates

1Neurobiology Division, MRC Laboratory of Molecular Biology, Cambridge, UK. 2Drosophila Connectomics Group, Department of Zoology, University of Cambridge, Cambridge, UK. 3Department 
of Neurobiology and Howard Hughes Medical Institute, Harvard Medical School, Boston, MA, USA. 4Centre for Neural Circuits and Behaviour, University of Oxford, Oxford, UK. 5Computer 
Science Department, Princeton University, Princeton, NJ, USA. 6Princeton Neuroscience Institute, Princeton University, Princeton, NJ, USA. 7School of Mathematics and Statistics, University  
of New South Wales, Sydney, New South Wales, Australia. 8Yikes, Baltimore, MD, USA. 9kazmos, Dresden, Germany. 10Eyewire, Boston, MA, USA. 11Molecular, Cell and Developmental Biology, 
University of California Los Angeles, Los Angeles, CA, USA. 12Department of Neurological Sciences, Larner College of Medicine, University of Vermont, Burlington, VT, USA. *A list of authors and 
their affiliations appears at the end of the paper. **A full list of members and their affiliations appears in the Supplementary Information. ✉e-mail: dbock@uvm.edu; jefferis@mrc-lmb.cam.ac.uk

89



140  |  Nature  |  Vol 634  |  3 October 2024

Article
and hierarchical human-readable parts list18,20, enabling biologists 
to explore their systems and neurons of interest. Connectome anno-
tation is also crucial to ensuring data quality as it inevitably reveals 
segmentation errors that must be corrected. Furthermore, there is a 
rich history in Drosophila of probing the circuit basis of a wide range of 
innate and learned behaviours as well as their developmental genetic 
origins; realizing the full potential of this dataset is only possible by 
cross-identifying cell types within the connectome with those charac-
terized in the published and in-progress literature. This paper reports 
this key component of the connectome together with the open source 
tools (Table 1) and resources that we have generated. As the annota-
tion and proofreading of the connectome are inextricably linked, the 
companion paper1 and this paper will preferably be co-cited as they 
jointly describe the FlyWire resource.

Comparison with cell types proposed using the partial hemi-
brain connectome2 confirmed that the majority of fly cell types is 
highly stereotyped, and defined simple rules for which connec-
tions within a connectome are reliable and therefore more likely to 
be functional. However, this comparison also revealed unexpected 
variability in some cell types and demonstrated that many cell types 
originally reported in the hemibrain could not be reliably reidenti-
fied. This discovery necessitated the development and application 
of a new robust approach for defining cell types jointly across con-
nectomics datasets. Overall, this effort lays the foundation both for 
deep interrogation of current and anticipated fly connectomes from 
normal individuals, but also future studies of sexual dimorphism, 
experience-dependent plasticity, development and disease at the whole- 
brain scale.

Hierarchical annotation of a connectome
Annotations defining different kinds of neurons are key to exploring 
and interpreting any connectome; but, with the FlyWire connectome—
which we report jointly with the companion paper1—now exceeding 
the 100,000 neuron mark, they are also both of increased significance 
and more challenging to generate. We defined a comprehensive, sys-
tematic and hierarchical set of annotations based on the anatomical 
organization of the brain (Fig. 1 and Supplementary Videos 1 and 2), as 
well as the developmental origin and coarse morphology of neurons 
(Fig. 2). Building on these as well as validating cell types identified 
from pre-existing datasets, we then defined a set of consensus terminal 
cell types intended to capture the finest level of organization that is 
reproducible across brains (Fig. 3).

We first collected and curated basic metadata for every neuron in 
the dataset including soma position and side, and entry or exit nerve 
for afferent and efferent neurons, respectively (Fig. 1). Our group 
also predicted neurotransmitter identity for all neurons as reported 
elsewhere21. We then defined a hierarchy of four levels: flow > super-
class > class > cell type, which provide salient labels at different granu-
larities (Fig. 1a, Supplementary Table 1 and Extended Data Fig. 2).

The first two levels, flow and superclass, were densely annotated: 
every neuron is either afferent, efferent or intrinsic to the brain (flow) 
and falls into one of the nine superclasses: sensory (periphery to brain), 
motor (brain to periphery), endocrine (brain to corpora allata/cardi-
aca), ascending (ventral nerve cord (VNC) to brain), descending (brain 
to VNC), visual projection (optic lobes to central brain), visual cen-
trifugal (central brain to optic lobes), or intrinsic to the optic lobes or 
the central brain (Fig. 1b and Supplementary Table 2). Mapping to the 
https://virtualflybrain.org/ (ref. 22) database enables cross-referencing 
of neurons and types with other publications (Methods). Note that 
due to an inversion of the left–right axis during the original acquisi-
tion of the FAFB dataset17, identified during preparation of this work 
(Extended Data Fig. 1; see the ‘FAFB laterality’ section of the Methods), 
frontal figures in this work and the FlyWire connectome1 have the fly’s 
left on the viewer’s left, and the fly’s right on the viewer’s right, that 

is, the opposite of the usual convention. However, all side labels are 
biologically correct.

The class field contains pre-existing neurobiological groupings from 
the literature (for example, for central complex neurons; Supplemen-
tary Table 3) and is sparsely annotated (43%) for the central brain, in 
large part because past research has favoured some brain areas over 
others. In the optic lobes, 99% of neurons have a generic class based 
on their neuropil innervation. Finally, 98% of all central brain neurons 
were given a terminal cell type, a majority of which could be linked to at 
least one report in the literature (Fig. 1c). Our annotations for the optic 
lobes include cell types for 92% of neurons in both left and right optic 
lobes. A separate report23 will describe comprehensive typing of all 
neurons intrinsic to the optic lobes. In total, we collected over 870,000 
annotations for all 139,255 neurons; all are available for download and 
through neuroglancer scenes (Methods and Extended Data Fig. 11). 
A total of 32,388 (23%) neurons are intrinsic to the central brain and 
77,536 (54%) neurons are intrinsic to the optic lobes. The optic lobes 
and the central brain are connected through 8,053 visual projection 
and 524 visual centrifugal neurons. The central brain receives afferent 
input through 5,512 sensory and 2,362 ascending neurons. Efferent 
output is realized through 1,303 descending, 80 endocrine and 106 
motor neurons.

We find marked stereotypy in the number of central brain intrinsic 
neurons—for example, between the left and the right hemisphere, they 
differ by only 27 (0.1%) neurons. For superclasses with less consistency 
in left versus right counts, such as the ascending neurons (140, 11%), the 
discrepancies are typically due to ambiguity in the sidedness (Fig. 1d 
and Methods).

Combining the dense superclass annotation for all neurons with 
the connectome1 gives a birds-eye view of the input/output connec-
tivity of the central brain (Fig. 1f): 55% of the central brain’s synap-
tic input comes from the optic system; 25% from the VNC through 
ascending neurons; and only 18% from peripheral sensory neurons. 
This is surprising as sensory neurons are almost as numerous as visual 
projection neurons (Fig. 1d,e); individual visual projection neurons 
therefore provide about 2.5 times more synapses, underscoring the 
value of this information stream. Input neurons make about two syn-
apses onto central brain neurons for every one synapse onto output 

Table 1 | Software tools used

Name Github repository Description

navis navis-org/navis Analysis (for example, NBLAST) and 
visualization of neuron morphologies 
in Python.

navis-flybrains navis-org/
navis-flybrains

Transform data between brain 
templates (including hemibrain and 
FAFB) in Python.

fafbseg-py flyconnectome/
fafbseg-py

Query and work with auto-segmented 
FAFB data (including FlyWire) in 
Python.

cocoa flyconnectome/cocoa Analysis suite for comparative 
connectomics in Python.

neuprint- 
python

connectome-neuprint/ 
neuprint-python

Query data from neuPrint, developed 
by Stuart Berg (Janelia Research 
Campus).

fafbseg natverse/fafbseg Support for working with FlyWire 
segmentation, meshes and 
annotations in R.

neuprintr natverse/neuprintr Support for working with neuPrint 
databases including the hemibrain 
connectome in R.

coconat 
coconatfly

natverse/coconat 
natverse/coconatfly

Analysis suite for comparative 
connectomics in R.

Pyroglancer SridharJagannathan/
pyroglancer

Pythonic interface to neuroglancer 
for displaying neuronal data.
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neurons. Most output synapses target the VNC through descending 
neurons (75%); the rest provide centrifugal feedback onto the optic 
system (15%), motor neuron output (9%) and endocrine output to the  
periphery (1%).

A full atlas of neuronal lineages
Our top-level annotations (flow, superclass, class) provide a system-
atic but relatively coarse grouping of neurons compared with >5,000 
terminal cell types expected from previous work on the hemibrain2. 
We therefore developed an intermediate level of annotation based on 
hemilineages—this provides a powerful bridge between the develop-
mental origin and molecular specification of neurons and their place 
within circuits in the connectome (Fig. 2a).

Central brain neurons and a minority of visual projection neurons 
are generated by around 120 identified neuroblasts per hemisphere. 
Each of these stem cells is defined by a unique transcriptional code 
and generates a stereotyped lineage in a precise birth order by asym-
metric division24–27 (Fig. 2b). Each neuroblast typically produces two 
hemilineages28,29 that differ markedly in neuronal morphology and 
can express different neurotransmitters from one another, but neu-
rons in each hemilineage usually express a single fast-acting transmit-
ter21,30. Hemilineages therefore represent a natural functional as well 
as developmental grouping by which to study the nervous system. 
Within a hemilineage, neurons form processes that extend together 
in one cohesive bundle (the hemilineage tract) that enters, traverses 
and interconnects neuropil compartments in a stereotypical pattern 
(Fig. 2c). Comparing these features between EM and previous light-level 
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data31–34 enabled us to compile the first definitive atlas of all hemiline-
ages in the central brain (Fig. 2c–e and Methods).

In total, we successfully identified 120 neuroblast lineages in FlyWire 
comprising 183 hemilineages for 88% (30,233 total) of central brain 
neurons (Fig. 2e,f and Extended Data Fig. 3). The unassigned neurons 
are likely primary neurons born during embryonic development, 
which account for 10% of neurons in the adult brain35,36. We tentatively 
designated 3,779 (11%) as primary neurons either based on specific 
identification in the literature27 or expert assessment of diagnostic 
morphological features such as larger cell bodies and broader pro-
jections. A further 797 neurons (2%) did not co-fasciculate with any 
hemilineage tracts, even though their morphology suggested that 
they are later-born secondary neurons37. This developmental atlas is 
comprehensive as, after reviewing discrepancies between previous 
studies (Methods), we identified all 119 expected lineages plus one 
new lineage.

The number of neurons per hemilineage can vary widely (Fig. 2h)—for 
example, counting both hemispheres, FLAa1 contains just 30 neu-
rons whereas MBp4 (which makes the numerous Kenyon cells that 
are required for memory storage) has 1,335. However, in general, the 
number of neurons per hemilineage is between 60 and 282 (10th to 
90th percentile, respectively). Nevertheless, the numbers of neurons 
within each hemilineage were highly reliable, differing only by 3% (±4%) 

between the left and right hemispheres (Fig. 2h). This is consistent 
with the near-equality of neurons per hemisphere noted in Fig. 1, and 
indicates great precision in the developmental programs controlling 
neuron number. We also identified neurons belonging to 125 hemi-
lineages in the hemibrain dataset (Fig. 2j), a connectome compris-
ing approximately half of a female fly brain2 (Fig. 3a). The number of 
neurons per hemilineage strongly correlates across brains (R2 = 0.98), 
with FlyWire hemilineages containing on average around 5% more 
neurons (Fig. 2k).

Although hemilineages typically contain functionally and morpho-
logically related neurons, subgroups can be observed37. We further 
divided each hemilineage into distinct morphology groups, each inner-
vating similar brain regions and taking similar internal tracts, using 
NBLAST morphological clustering38 (Fig. 2i, Methods, Extended Data 
Fig. 3, Supplementary Files 3 and 4 and Supplementary Video 3). This 
generated a total of 528 groupings that are consistent across hemi-
spheres and provide an additional layer of annotations between the 
hemilineage and cell type levels.

Validating cell types across brains
We next sought to compare FlyWire against the hemibrain connec-
tome2; this contains most of one central brain hemisphere and parts 
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of the optic lobe. The hemibrain was previously densely cell typed by 
a combination of two automated procedures followed by extensive 
manual review2,39–41: NBLAST morphology clustering initially yielded 
5,235 morphology types; multiple rounds of CBLAST connectivity clus-
tering split some types, generating 640 connectivity types for a final 
total of 5,620 types. We have reidentified just 14% of connectivity types 
and therefore use the 5,235 morphology types as a baseline for com-
parison. Although 389 (7%) of the hemibrain cell types were previously 
established in the literature and recorded in the https://virtualflybrain.
org/ database22, principally through analysis of genetic driver lines19, 
the great majority (90%) were newly proposed using the hemibrain, 
that is, derived from a single hemisphere of a single animal. This was 
reasonable given the pioneering nature of the hemibrain reconstruc-
tion, but the availability of the FlyWire connectome now allows for a 
more stringent re-examination.

We approach this by considering each cell type in the hemibrain as a 
prediction: if we can reidentify a distinct group of cells with the same 
properties in both hemispheres of the FlyWire dataset, then we con-
clude that a proposed hemibrain cell type has been tested and validated. 
To perform this validation, we first used non-rigid three-dimensional 
(3D) registration to map meshes and skeletons of all hemibrain neurons 
into FlyWire space, enabling direct co-visualization of both datasets 
and a range of automated analyses. We then used NBLAST38 to calculate 
morphological similarity scores between all hemibrain neurons and the 
approximately 84,000 FlyWire neurons with arbours at least partially 
contained within the hemibrain volume (Fig. 3a,b and Extended Data 
Fig. 4a–c). We manually reviewed the top five NBLAST hits for a ran-
dom sample of individual neuron-to-neuron matches and found that 
high NBLAST scores typically indicate a good morphological match 
(Fig. 3c). Extrapolating from this sample, we expect 99% of hemibrain 
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neurons to have a morphologically very similar neuron in FlyWire  
(Fig. 3d).

We next attempted to map hemibrain cell types onto FlyWire neurons. 
Candidate type matches were manually reviewed by co-visualization 
and only those with high confidence were accepted (Fig. 3f–h and  
Methods). Crucially, this initial morphological matching process gen-
erated a large corpus of shared cell type labels between datasets; with 
these in place, we developed an across-dataset connectivity cluster-
ing method that enabled us to investigate and resolve difficult cases 
(see the ‘hemibrain cell type matching with connectivity’ section of 
the  Methods).

The majority of hemibrain cell types (56%; 2,920 out of 5,235 types) 
were unambiguously found in the FlyWire dataset (Fig. 3f). A further 
664 (13%) hemibrain types were mapped but had to be either merged 
(many:1) or further split (1:many) (Fig. 3h). In total, 7% of proposed 
hemibrain types were combined to define new ‘composite’ types (for 
example, SIP078,SIP080) because the hemibrain split could not be 
recapitulated when examining neurons from both FlyWire and the 
hemibrain (Fig. 3i and Extended Data Fig. 4e–g). This is not too sur-
prising as the hemibrain philosophy was explicitly to err on the side 
of splitting in cases of uncertainty2. We found that 5% of proposed 
hemibrain types needed to be split, for example, because truncation 
of neurons in the hemibrain removed a key defining feature (Fig. 3j). 
Together these revisions mean that the 3,584 reidentified hemibrain 
cell types map onto 3,643 consensus cell types (Fig. 3h). All revisions 
were confirmed by across-dataset connectivity clustering.

Notably, 1,651 (32%) hemibrain cell types could not be reidentified in 
FlyWire. Ambiguities due to hemibrain truncation can partially explain 
this: we were much more successful at matching neurons that were 
not truncated in the hemibrain (Fig. 3g). However, this appears not to 
be the main explanation. Especially in cases of multiple, very similar, 
‘adjacent’ hemibrain types, we often encountered ‘chains’ of ambigu-
ity that made assigning types difficult (Fig. 3k). Further investigation 
(Fig. 6) suggests that the majority of these unmatched hemibrain types 
are not exactly replicable across animals. Instead, we show that multi-
connectome analysis can generate validated cell types that are robust 
to interindividual variation.

In conclusion, we validated 3,643 high-confidence consensus cell 
type labels for 43,737 neurons from three different hemispheres and 
two different brains (Fig. 3g). Collectively these cross-matched neurons 
cover 46.5% of central brain edges (comprising 49% of synapses) in the 
FlyWire graph. This body of high-confidence cross-identified neurons 
enables both within-brain (FlyWire left versus right hemisphere) and 
across-brain (FlyWire versus hemibrain) comparisons.

Cell types are highly stereotyped
Using the consensus cell type labels, we found that the numbers of cells 
per type across the three hemispheres are closely correlated (Fig. 3l). 
About one in six cell types shows a difference in numbers between the 
left and right hemisphere and one in three across brains (FlyWire versus 
hemibrain). The mean difference in the number of cells per type is small 
though: 0.3 (±1.8) within brains and 0.8 (±10) across brains. Impor-
tantly, cell types with fewer neurons per type are less variable (Extended 
Data Fig. 4i,j). At the extreme, ‘singleton’ cell types account for 59% of 
all types in our sample; they often appear to be embryonic-born, or 
early secondary neurons, and only very rarely comprise more than 
one neuron—only 3% of neurons that are singletons in both FlyWire 
hemispheres have more than 1 member in the hemibrain. By contrast, 
more numerous cell types are also more likely to vary in number both 
within but even more so across brains (Extended Data Fig. 4i,j).

Synapse counts were also largely consistent within cell types, both 
within and across brains. To enable a fair comparison, the FlyWire syn-
apse cloud was restricted to the smaller hemibrain volume. Although 
this does not correct for other potential confounds such as differences 

in the synaptic completion rates or synapse detection, pre- and 
post-synapse counts per cell type were highly correlated, both within 
brains (Pearson R = 0.99; P < 0.001) and across brains (Pearson R = 0.92 
and 0.76 for pre- and post-synapses, respectively; P < 0.001; Fig. 4a,b 
and Extended Data Fig. 4k,l). This is an important quality control and 
pre-requisite for subsequent connectivity comparisons.

The fly brain is mostly left–right symmetric, but inspection of the 
FlyWire dataset revealed a small number of asymmetries. For example, 
LC6 and LC9 visual projection neurons form a large axon bundle that 
follows the normal path in the right hemisphere42 but, in the left hemi-
sphere, it loops over (that is, medial) the mushroom body peduncle; 
nevertheless, the axons still find their correct targets as previously 
reported43. We annotated other examples of this ranging from small 
additional/missing branches to misguided neurite bundles and found 
that only 0.4% of central brain neurons exhibit such biological oddities 
(Extended Data Fig. 5).

Interpreting connectomes
Brain wiring develops through a complex and probabilistic develop-
mental process44,45. To interpret the connectome, it is vital to obtain a 
basic understanding of how variable that biological process is. This is 
complicated by the fact that the connectome we observe is shaped not 
just by biological variability but also by technical noise, for example, 
from segmentation issues, synapse detection errors and synaptic com-
pletion rates (the fraction of synapses attached to proofread neurons) 
(Fig. 4a). Here we use the consensus cell types to assess which connec-
tions are reliably observed across three hemispheres of connectome 
data. We use the term ‘edge’ to describe the set of connections between 
two cell types, and its ‘weight’ as the number of unitary synapses (no 
threshold, that is, ≥1 synapses) forming that connection.

Weights of individual edges are highly correlated within (Pearson 
R = 0.97, P < 0.001) and across (Pearson R = 0.8, P < 0.001) brains (Fig. 4c 
and Extended Data Fig. 6a). Consistent with this, cell types exhibit 
highly similar connectivity within as well as across brains (Fig. 4d and 
Extended Data Fig. 6b,c). While the connectivity (cosine) similarity 
across brains is lower than within brains (P < 0.001), the effect size is 
small (0.045 ± 0.096) and is at least in part due to the aforementioned 
truncation in the hemibrain.

We next examined, for a given edge between two cell types in one 
hemisphere, the odds of finding the same connection in another hemi-
sphere or brain. Examination of 572,980 edges present in at least one 
of the three brain hemispheres showed that 53% of the edges observed 
in the hemibrain were also found in FlyWire. This fraction is slightly 
higher when comparing between the two FlyWire hemispheres: left to 
right: 61%; right to left: 59% (Fig. 4e). Weaker edges were less likely to 
be consistent: an edge consisting of a single synapse in the hemibrain 
has a 42% chance to be also present in a single FlyWire hemisphere, and 
only a 16% chance to be seen in both hemispheres of FlyWire (Fig. 4f). 
By contrast, any edge of more than ten synapses in any hemisphere 
can be reproducibly (>90% of the time, rounded) found in the other 
two hemispheres. Although only 16% of all edges meet this threshold, 
they comprise around 79% of all synapses (Fig. 4g and Extended Data 
Fig. 6e). We also analysed normalized edge weights expressed as the 
fraction of the input onto each downstream neuron; this accounts 
for the small difference in synaptic completion rate between FlyWire 
and the hemibrain. With this treatment, the distributions are almost 
identical for within and across brain comparisons (Fig. 4g (compare 
the left and right panels)); edges constituting ≥0.9% of the target cell 
type’s total inputs have a greater than 90% chance of persisting (Fig. 4g 
(right)). Around 7% of edges, collectively containing over half (54%) of 
all synapses, meet this threshold.

We observed that the fraction of edges persisting across datasets 
plateaued as the edge weight increased. Using a level of 99% edge per-
sistence, we can define a second principled heuristic: edges greater than 
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2.6% edge weight (or 31 synapses) can be considered to be strong. Note 
that these statistics defined across the whole connectome can have 
exceptions in individual neurons. For example, descending neuron 
DNp42 receives 34 synapses from PLP146 in FlyWire right, but none  
on the left or hemibrain; this may well be an example of developmen-
tal noise (that is, bona fide biological variability, rather than techni-
cal noise).

So far, we have examined only the binary question of whether an 
edge exists or not. However, the conservation of edge weight is also 
highly relevant for interpreting connectomes. We next considered, 
given that an edge is present in two or more hemispheres, the odds 
that it will have a similar weight. Edge weights within and across brains 
are highly correlated (Fig. 4c), a 30-synapse edge in the hemibrain, for 
example, will on average consist of 29 synapses in FlyWire, despite 
differences in synaptic detection and completion rates for these two 
datasets imaged with different EM modalities1. The variance of edge 
weights is considerable though: 25% of all 30-synapse hemibrain edges 
will consist of fewer than 13 synapses in FlyWire, and 5% will consist of 
only 1–2 synapses. Consistency is greater when looking within FlyWire: 
a 30-synapse edge on the left will, on average, consist of 31 synapses 
on the right. Still, 25% of all 30-synapse edges on the left will consist of 
21 synapses or less on the right, and 5% of only 1–8 synapses (Fig. 4h).

To assess how much of this edge weight variability is biological and 
how much is technical, we modelled the impact of technical noise on 
a fictive ground truth connectome (Fig. 4i and Methods). This model 
was randomly subsampled according to postsynaptic completion 
rate (in the mushroom body calyx, for example, there is a 6% differ-
ence between the left and right hemisphere of FlyWire; Extended Data 
Fig. 6f), and synapses were randomly added and deleted according 
to the false-positive and false-negative rates reported for the syn-
apse detection46. Repeated application of this procedure generated 
a distribution of edge weights between each cell type pair expected 
due to technical noise alone. On average, 65% of the observed vari-
ability of edge weight between hemispheres fell within the range 
expected due to technical noise; this fraction approached 100% for 
weaker synapses (Fig. 4j). For example, cell type LHCENT3 targets 
LHAV3g2 with 30 synapses on the left but only 23 on the right of Fly-
Wire, which is within the 5–95% quantiles expected due to technical 
noise alone. Overall, this analysis shows that observed variability 
(Fig. 4h (left)) is greater than can be accounted for by technical noise, 
establishing a lower bound for likely biological variability (Fig. 4k), 
and suggests another simple heuristic: differences in edge weights of 
30% or less may be entirely due to technical noise and should not be  
overinterpreted.
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Variability in the mushroom body
The comprehensive annotation of cell types in the FlyWire dataset 
revealed that the number of Kenyon cells (KCs), the intrinsic neu-
rons of the mushroom body, is 30% larger per hemisphere than in the 
hemibrain (2,597 KCs in FlyWire right; 2,580 in FlyWire left; and 1,917 
in hemibrain), well above the average variation in cell counts (5 ± 12%). 
While these KC counts are within the previously reported range47, the 
difference presents an opportunity to investigate how connectomes 
accommodate perturbations in cell count. The mushroom body con-
tains five principal cell classes: KCs, mushroom body output neurons 
(MBONs), modulatory neurons (dopaminergic neurons (DANs) and 
octopaminergic neurons (OANs)), the dorsal paired medial (DPM) 
and anterior paired lateral neuron (APL) giant interneurons48 (Fig. 5a). 
KCs further divide into five main cell types on the basis of which parts 
of the mushroom body they innervate: KCab, KCab-p, KCg-m, KCa′b′ 
and KCg-d (Fig. 5b). Of those, KCab, KCa′b′ and KCg-m are the primary 
recipients of largely random39,49 (but see ref. 50) olfactory input through 
around 130 antennal lobe projection neurons (ALPNs) comprising 58 
canonical types39,40. Global activity in the mushroom body is regulated 
through an inhibitory feedback loop mediated by APL, a single large 
GABAergic neuron51. Analogous to the mammalian cerebellum, KCs 
transform the dense overlapping odour responses of the early olfactory 

system into sparse non-overlapping representations that enable the 
animal to discriminate between individual odours during associative 
learning52,53. The difference in cell counts is not evenly distributed 
across all KC types: KCg-m (and to a lesser extent KCg-d and KCa′b′) 
are almost twice as numerous in FlyWire versus hemibrain while KCab 
and KCab-p are present in similar numbers (Fig. 5c). Protein starvation 
during the larval stage can induce specific increases in KCg-m number54, 
suggesting that environmental variations in food resources may have 
contributed to this difference.

To examine how this affects the mushroom body circuitry, we opted 
to compare the fraction of the input or output synaptic budget across 
different KCs, as this is well matched to our question and naturally 
handles a range of technical noise issues that seemed particularly 
prominent in the mushroom body completion rate (Methods and 
Extended Data Fig. 7a). We found that, despite the large difference in 
KCg-m cell counts between FlyWire and hemibrain, this cell type con-
sistently makes and receives 32% and 45% of all KC pre-synapses and 
post-synapses, respectively (Fig. 5d and Extended Data Fig. 7e). This 
suggested that individual FlyWire KCg-m neurons receive fewer inputs 
and make fewer outputs than their hemibrain counterparts. The share of 
ALPN outputs allocated to KCg-m is around 55% across all hemispheres 
(Fig. 5e), and the average ALPN to KCg-m connection is comparable in 
strength across hemispheres (Extended Data Fig. 7f); however, each 
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KCg-m neuron receives input from a much smaller number of ALPN 
types in FlyWire than in the hemibrain (5.74, 5.89 and 8.76 for FlyWire 
left, right and hemibrain, respectively; Fig. 5f). FlyWire KCg-m neurons 
therefore receive inputs with the same strength but from fewer ALPNs.

This pattern holds for other KCg-m synaptic partners as well. Similar 
to the excitatory ALPNs, the share of APL outputs allocated to KCg-m 
neurons is essentially constant across hemispheres (Fig. 5g). Thus, 
each individual KCg-m neuron receives proportionally less inhibition 
from the APL, as well as less excitation, maintaining a similar excita-
tion/inhibition ratio (Fig. 5h). Furthermore, as a population, KCg-m 
neurons contribute similar amounts of input to MBONs (Fig. 5i,j and 
Extended Data Fig. 7h).

Past theoretical work has shown that the number (K) of discrete 
odour channels (that is, ALPN types) providing input to each KC has 
an optimal value for maximizing dimensionality of KC activity and, 
therefore, discriminability of olfactory input52,53. The smaller value 
for K observed for KCg-m neurons in the FlyWire connectome (Fig. 5g) 
raises the question of how dimensionality varies with K for each of the 
KC types. Using the neural network rate model described previously52, 
we calculated dimensionality as a function of K for each of the KC types, 
using the observed KC counts, ALPN to KC connectivity and global 
inhibition from the APL. This analysis revealed that optimal values for K 
are lower for KCg-m neurons in FlyWire than in the hemibrain (Fig. 5k), 
consistent with the observed values.

Taken together, these results demonstrate that, for KCg-m neurons, 
the brain compensates for a developmental perturbation by changing 
a single parameter: the number of odour channels each KC samples 
from. By contrast, KCa′b′ cells, which are also more numerous in Fly-
Wire than in the hemibrain, appear to use a hybrid strategy of reduced 
K combined with a reduction in ALPN to KCa′b′ connection strength 
(Extended Data Fig. 7f). These findings contradict earlier studies in 
which a global increase in KC numbers through genetic manipulation 
triggered an increase in ALPN axon boutons (indicating an compensa-
tory increase in excitatory drive to KCs) and a modest increase in KC 
claws (suggesting an increase rather than decrease in K)55,56. This may 
be due to the differences in the nature and timing of the perturbation 
in KC cell number, and the KC types affected.

Toward multiconnectome cell typing
As the first dense, large-scale connectome of a fly brain, the hemibrain 
dataset proposed over 5,000 previously unknown cell types in addi-
tion to confirming around 400 previously reported types recorded 
in the http://virtualflybrain.org/ database22. As this defines a de 
facto standard cell typing for large parts of the fly brain, our initial 
work plan was simply to reidentify hemibrain cell types in FlyWire, 
providing a critical resource for the fly neuroscience community. 
While this was successful for 68% of hemibrain cell types (Fig. 3), 
32% could not be validated. Given the great stereotypy generally 
exhibited by the fly nervous system, this result is both surprising and  
interesting.

We can imagine two basic categories of explanation. First, that 
through ever closer inspection, we may successfully reidentify these 
missing cell types. Second, that these definitions, mostly based on 
a single brain hemisphere, might not be robust to variation across 
individuals. Distinguishing between these two explanations is not at 
all straightforward. We began by applying across-dataset connectiv-
ity clustering to large groups of unmatched hemibrain and FlyWire 
neurons. We observed that most remaining hemibrain types showed 
complex clustering patterns, which both separated neurons from the 
same proposed cell type and recombined neurons of different proposed 
hemibrain types.

While it is always more difficult to prove a negative result, these 
observations strongly suggest that the majority of the remaining 
1,696 hemibrain types are not robust to interindividual variation. We 

therefore developed a definition of cell type that uses interanimal 
variability: a cell type is a group of neurons that are each more similar 
to a group of neurons in another brain than to any other neuron in 
the same brain. This definition can be used with different similarity 
metrics but, for connectomics data, a similarity measure incorporat-
ing morphology and/or connectivity is most useful. Our algorithmic 
implementation of this definition operates on the co-clustering den-
drogram by finding the smallest possible clusters that satisfy two 
criteria (Fig. 6a): (1) each cluster must contain neurons from all three 
hemispheres (hemibrain, FlyWire right and FlyWire left); (2) within 
each cluster, the number of neurons from each hemisphere must be 
approximately equal.

Determining how to cut a dendrogram generated by data clustering 
is a widespread challenge in data science for which there is no single 
satisfactory solution. A key advantage of the cell type definition that 
we propose is that it provides very strong guidance about how to assign 
neurons to clusters. This follows naturally from the fact that connec-
tome data provide us with all neurons in each dataset, rather than a 
random subsample. This advantage of completeness is familiar from 
analogous problems such as the ability to identify orthologous genes 
when whole genomes are available57.

Analysis of the hemibrain cell type AOTU063 provides a relatively 
straightforward example of our approach (Fig. 6b and Extended Data 
Fig. 10). Morphology-based clustering generates a single group, com-
prising all six AOTU063 neurons from each of the three hemispheres. 
However, clustering based on connectivity reveals two discrete groups, 
with equal numbers of neurons from each hemisphere, suggesting 
that this type should be split further. Here, algorithmic analysis across 
multiple connectomes reveals consistent connectivity differences 
between subsets of AOTU063 neurons.

To test whether this approach is applicable to more challenging sets 
of neurons, we set aside the hemibrain types and performed a complete 
retyping of neurons in the central complex (Fig. 6c), a centre for naviga-
tion in the insect brain that has been subject to detailed connectome 
analysis41. We selected two large groups of neurons innervating the 
fan-shaped body (FB) that show a key difference in organization. The 
first group, FC1–3 (357 neurons in total), consists of columnar cell types 
that tile the FB innervating adjacent non-overlapping columns. The 
second group, FB1–9 (897 neurons in total), contains tangential neurons 
where neurons of the same cell type are precisely co-located in space41 
(Fig. 6d). Standard NBLAST similarity assumes that neurons of the same 
cell type overlap closely in space; although this is true for most central 
brain types, it does not hold for repeated columnar neurons such as 
those in the optic lobe or these FC neurons of the FB. We therefore 
used a connectivity-only distance metric co-clustering across the three 
hemispheres. This resulted in seven FC clusters satisfying the above 
criteria (Fig. 6e,f). Five of these cross-brain types have a one-to-one 
correspondence with hemibrain types, while two are merges of multi-
ple hemibrain types; only a small number of neurons are recombined 
across types (Fig. 6g). For the second group, FB1–9, a combined mor-
phology and connectivity embedding was used. Co-clustering across 
the three hemispheres generated 114 cell types compared to 146 cell 
types in the hemibrain (Fig. 6h and Extended Data Fig. 8). In total, 44% 
of these types correspond one-to-one to a hemibrain cell type; 11% are 
splits (1:many), 12% are merges (many:1) and 33% are recombinations 
(many:many) of hemibrain cell types. The 67% (44 + 11 + 12) success 
rate of this de novo approach in identifying hemibrain cell types is 
slightly higher than the 61% achieved in our directed work in Fig. 3; 
it is consistent with the notion that further effort could still identify 
some unmatched hemibrain types, but that the majority will probably 
require retyping.

All of the preceding efforts have focused on cell typing neurons 
contained within both FlyWire and the hemibrain. We next examined 
the extensive regions of the brain covered only by FlyWire and not 
by hemibrain. Based on the lessons learned from the joint analysis of 
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hemibrain and FlyWire, we ran a co-clustering of neurons from the 
two hemispheres of FlyWire to fill in missing cell types (Fig. 6i,j and 
Extended Data Fig. 9). This combined both morphology and connec-
tivity measures, was carried out separately for each hemilineage and 
produced 3,200 new central brain cell types for a total of 8,453 includ-
ing the optic lobes. We further compared double-hemisphere (FlyWire 
left/right) and triple-hemisphere analysis (FlyWire + hemibrain) for 25 
cross-identified lineages that are not truncated in the hemibrain. This 

comparison found that 70% of these new types survive addition of a 
third hemisphere with minor edits (1:many, many:1). That percentage 
increases to 84% if we exclude cases in which just one neuron changes 
clusters (Extended Data Fig. 9).

In summary, cell typing based on joint analysis of multiple connec-
tomes proved capable of recapitulating many cell types identified in 
the hemibrain dataset, while also defining new candidate cell types 
that are consistent both within and across datasets. Further validation 
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cells (left) and two subsets of fan-shaped body (FB, dotted outlines) cell types:  
FC1–3 and FB1–9 (right). e, Hierarchical clustering from connectivity 
embedding for FC1–3 cells. A magnification of cross-brain cell type clusters is 

shown. The asterisk marks a cluster that was manually adjusted. f, Renderings 
of FC1–3 across-brain types; the FB is outlined. The tiling of FC1–3 neurons can 
be discerned. g, Comparison of FC1–3 hemibrain and cross-brain cell types.  
The colours correspond to those in f. h, Mappings between hemibrain and 
cross-brain cell types for FB1–9. A detailed flow chart is provided in Extended 
Data Fig. 8. i, The pipeline for generating types for neurons without a hemibrain 
cell type. Hemilineage LHl2 dorsal is shown as an example. The box plot shows 
the fraction of FlyWire neurons with a hemibrain-derived cell type. j, Cell type 
source broken down by super class.
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of the new types proposed by this approach will depend on additional 
Drosophila connectomes, which are forthcoming. We predict that cell 
types defined in this manner will be substantially more robust than cell 
types defined from a single connectome alone.

Discussion
Here we generated human-readable annotations for all neurons in the 
fly brain at various levels of granularity: superclass, cell class, hemi-
lineage, morphology group and cell type. These annotations provide 
salient groupings that have already been proven to be useful not only 
in our own analyses, but also in many of those in our companion paper1 
as well as other publications in the FlyWire paper package introduced 
there, and to researchers now using the online platforms Codex 
(https://codex.flywire.ai) and FAFB-FlyWire CATMAID spaces (https://
fafb-flywire.catmaid.org). Hemilineage annotations also provide a key 
starting point to link the molecular basis of the development of the 
central brain to the wiring revealed by the connectome; such work 
has already begun in the more repetitive circuits of the optic lobe58.

The cell type atlas that we provide of 8,453 cell types, covering 96.4% 
of all neurons in the brain, is to our knowledge the largest ever proposed 
(the hemibrain had 5,235) and, crucially, by some margin the largest 
ever validated collection of cell types19. In C. elegans, the 118 cell types 
inferred from the original connectome have been clearly supported by 
analysis of subsequent connectomes and molecular data3,59,60. In a few 
cases in mammals, it has been possible to produce catalogues of order 
100 cell types that have been validated by multimodal data, for exam-
ple, in the retina or motor cortex20,61. Although large scale molecular 
atlases in the mouse produce highly informative hierarchies of up to 
5,000 clusters62–64, they do not yet try to define terminal cell types—the 
finest unit that is robust across individuals—with precision. Here we 
tested over 5,000 predicted cell types, resulting in 3,884 validated cell 
types using three hemispheres of connectome data. Informed by this, 
we use the FlyWire dataset to propose an additional 3,685 cell types.

Lessons for cell typing
Our experience of cell typing the FlyWire dataset together with our 
earlier participation in the hemibrain cell typing effort leads us to 
draw a number of lessons. First, we think that it is helpful to frame cell 
types generated in one dataset as predictions or hypotheses that can be 
tested either through additional connectome data or data from other 
modalities. Related to this, although the two hemispheres of the same 
brain can be treated as two largely independent datasets, we do see 
evidence that variability can be correlated across hemispheres (Fig. 4). 
We therefore recommend the use of three or more hemispheres to 
define and validate new cell types both because of increased statistical 
confidence and because across-brain comparisons are a strong test of 
cell type robustness. Third, there is no free lunch in the classic lumping 
versus splitting debate. The hemibrain cell typing effort preferred to 
split rather than lump cell types, reasoning that over-splitting could 
easily be remedied by merging cell types at a later date2. Although this 
approach seemed reasonable at the time, it appears to have led to cell 
types being recombined: when using a single dataset, even domain 
experts may find it very hard to distinguish conserved differences 
between cell types from interindividual noise. Moreover, although 
some recent studies have argued that cell types are better defined by 
connectivity than morphology, we find that there is a place for both. 
For de novo cell typing of future connectomes, we recommend an initial 
morphology-only matching to assign obvious matches; these shared 
cell type labels can then be used to define connection similarity across 
datasets. This then allows extraction of balanced clusters from com-
bined morphology and connectivity co-clustering that can be used to 
assign or refine existing cell types.

Related to this, we find that across-dataset connection similar-
ity is an extremely powerful way to identify cell types. However, 

connectivity-based typing is typically used iteratively and especially 
when used within a single dataset this may lead to selection of idiosyn-
cratic features. Moreover, neurons can connect similarly but come from 
a different developmental lineage, or express a different neurotrans-
mitter, precluding them from sharing a cell type. Combining these two 
points, we would summarize that matching by morphology appears to 
be both more robust and sometimes less precise, whereas connectivity 
matching is a powerful tool that must be wielded with care.

In conclusion, connectome data are particularly suitable for cell typ-
ing: they are inherently multimodal (by providing morphology and con-
nectivity), while the ability to see all cells within a brain (completeness) 
is uniquely powerful. Our multiconnectome typing approach (Fig. 6) 
provides a robust and efficient way to use such data; cell types that 
have passed the rigorous test of across-connectome consistency are 
very unlikely to be revised (permanence). We suspect that connectome 
data will become the gold standard for cell typing. Linking molecular 
and connectomics cell types will therefore be key. One promising new 
approach is exemplified by the prediction of neurotransmitter identity 
directly from EM images21 but many others will be necessary.

Finally, we address the three questions introduced in the introduction.

Can we simplify the connectome graph?
Cell typing reduces the complexity of the connectome graph. This has 
important implications for analysis, modelling, experimental work and 
developmental biology. For example, we can reduce the 131,811 typed 
nodes in the raw connectome graph into a cell type graph with 8,453 
nodes; the number of edges is similarly reduced. This should signifi-
cantly aid human reasoning about the connectome. It will also make 
numerous network analyses possible as well as substantially reduce the 
degrees of freedom in brain scale modelling65,66. It is important to note 
that, while collapsing multiple cells for a given cell type into a single 
node is often desirable, other use cases such as modelling studies may 
still need to retain each individual cell. However, if key parameters are 
determined on a per cell type basis, then the complexity of the resultant 
model can be much reduced. A recent study65 optimized and analysed a 
highly successful model of large parts of the fly visual system with just 
734 free parameters by using connectomic cell types.

For Drosophila experimentalists using the connectome, cell typing 
identifies groups of cells that probably form functional units. Most of 
these are linked though http://virtualflybrain.org/ to the published 
literature and in many cases to molecular reagents. Others will be more 
easily identified for targeted labelling and manipulation after typing. 
Finally, cell typing effectively compresses the connectome, reducing 
the bits required to store and specify the graph. For a fly-sized connec-
tome, this is no longer that important for computational analysis, but 
it may be important for brain development. Some67 have argued that 
evolution has selected highly structured brain connectivity enabling 
animals to learn very rapidly, but that these wiring diagrams are far too 
complex to be specified explicitly in the genome; rather, they must be 
compressed through a ‘genomic bottleneck’, which may itself have been 
a crucial part of evolving robust and efficient nervous systems. If we 
accept this argument, lossy compression based on aggregating nodes 
with similar cell type labels, approximately specifying strong edges and 
largely ignoring weak edges would reduce the storage requirements 
by orders of magnitude and could be a specific implementation of 
this bottleneck.

Which edges are important?
The question of which of the 15.1 million edges in the connectome to 
pay attention to is critical for its interpretation. Intuitively, we assume 
that the more synapses that connect two neurons, the more impor-
tant that connection must be. There is some very limited evidence 
in support of this assumption correlating anatomical and functional 
connectivity68,69 (compare in mammals70). In lieu of physiological data, 
we postulate that edges that are critical to brain function should be 
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consistently found across brains. By comparing connections between 
cell types identified in three hemispheres, we find that edges stronger 
than ten synapses or ≥0.9% of the target’s inputs have a greater than 
90% chance to be preserved (Fig. 4f). This provides a simple heuristic 
for determining which edges are likely to be functionally relevant.  
It is also highly consistent with findings from the larval connectome, 
in which left–right asymmetries in connectivity vanish after removing 
edges weaker than <1.25% (ref. 71). However, note that edges falling 
below the threshold might still significantly contribute to the brain’s  
function.

We further address an issue that has received little attention (but 
see ref. 72): the impact of technical factors (such as segmentation, 
proofreading, synapse detection) and biological variability on 
the final connectome and how to compensate for it. In our hands, 
a model of technical noise could explain up to 30% difference in 
edge weights. While this model was made specifically for the two 
hemispheres of FlyWire, it highlights the general point that a firm 
understanding of all sources of variability will be vital for the young 
field of comparative connectomics to distinguish real and artificial  
differences.

Have we collected a snowflake?
The field of connectomics has long been criticized for unavoidably low 
n73,74, raising the question of whether the brain of a single specimen is 
representative for all. For insects, there is a large body of evidence for 
morphological and functional stereotypy, although this information is 
available for only a minority of neurons and much less is known about 
stereotyped connectivity19,75,76. For vertebrate brains, the situation is 
less clear again; it is generally assumed that subcortical regions will 
be more stereotyped, but cortex also has conserved canonical micro-
circuits77 and recent evidence has shown that some cortical elements 
can be genetically and functionally stereotyped78. Given how critical 
stereotypy is for connectomics, it is important to check whether that 
premise actually still holds true at the synaptic resolution.

For the fly connectome, the answer to our question is actually both 
more nuanced and more interesting than we initially imagined. Based 
on conservation of edges between FlyWire and hemibrain hemispheres, 
over 50% of the connectome graph is a snowflake. Of course, these 
non-reproducible edges are mostly weak. Our criterion for strong 
(highly reliable) edges applies to between 7–16% of edges but 50–70% 
of synapses.

We previously showed that the early olfactory system of the fly is 
highly stereotyped in both neuronal number and connectivity40. That 
study used the same EM datasets—FAFB and the hemibrain—but was 
limited in scope as only manual reconstruction in FAFB was then avail-
able. We now analyse brain-wide data from two brains (FlyWire and the 
hemibrain) and three hemispheres to address this question and find 
a high degree of stereotypy at every level: neuron counts are highly 
consistent between brains, as are connections above a certain weight. 
However, when examining so many neurons in a brain, we can see that 
cell counts are very different for some neurons; furthermore, neurons 
occasionally do something unexpected (take a different route or make 
an extra branch on one side of the brain). In fact, we hypothesize that 
such stochastic differences are unnoticed variability present in most 
brains; this is reminiscent of the observation that most humans carry 
multiple significant genetic mutations. We did observe one exam-
ple of a substantial biological difference that was consistent across 
hemispheres but not brains: the number of the KCg-m neurons in the 
mushroom bodies is almost twice as numerous in FlyWire than in the 
hemibrain. Notably, we found evidence that the brain compensates for 
this perturbation by modifying connectivity (Fig. 5).

In conclusion, we have not collected a snowflake. The core FlyWire 
connectome is highly conserved and the accompanying annotations 
will be broadly useful across all studies of D. melanogaster. However, 
our analyses show the importance of calibrating our understanding of 

biological (and technical) variability—as has recently been done across 
animals in C. elegans60 and across hemispheres in larval Drosophila71,79. 
This will be crucial when using future connectomes to identify true 
biological differences, for example, in sexually dimorphic circuits or 
changes due to learning.
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Methods

Annotations
Base annotations. At the time of writing, the general FlyWire anno-
tation system operates in a read-only mode in which users can add 
additional annotations for a neuron but cannot edit or delete existing 
annotations. Furthermore, the annotations consist of a single free-form 
text field bound to a spatial location. This enabled many FlyWire users 
(including our own group) to contribute a wide range of community 
annotations, which are reported in our companion paper1 but are not 
considered in this study. As it became apparent that a complete con-
nectome could be obtained, we found that this approach was not a 
good fit for our goal of obtaining a structured, systematic and canoni-
cal set of annotations for each neuron with extensive manual cura-
tion. We therefore set up a web database (seatable; https://seatable.
io/) that allowed records for each neuron to be edited and corrected 
over time; columns with specific acceptable values were added as  
necessary.

Each neuron was defined by a single point location (also known as a 
root point) and its associated PyChunkedGraph supervoxel. Root IDs 
were updated every 30 min by a Python script based on the fafbseg 
package (Table 1) to account for any edits. The canonical point for the 
neuron was either a location on a large-calibre neurite within the main 
arbour of the neuron, a location on the cell body fibre close to where 
it entered the neuropil or a position within the nucleus as defined by 
the nucleus segmentation table80. The former was preferred as seg-
mentation errors in the cell body fibre tracts regularly resulted in the 
wrong soma being attached to a given neuronal arbour. These soma 
swap errors persisted late into proofreading and, when fixed, resulted 
in annotation information being attached to the wrong neuron until 
this in turn was fixed.

We also note that our annotations include a number of non-neuronal 
cells/objects such as glia cells, trachea and extracellular matrix that 
others might find useful (superclass not_a_neuron; listed in Supple-
mentary Data 2).

Soma position and side. Besides the canonical root point, the soma 
position was recorded for all neurons with a cell body. This was either 
based on curating entries in the nucleus segmentation table (removing 
duplicates or positions outside the nucleus) or on selecting a location, 
especially when the cell body fibre was truncated and no soma could 
be identified in the dataset. These soma locations were critical for a 
number of analyses and also allowed a consistent side to be defined 
for each neuron. This was initialized by mapping all soma positions to 
the symmetric JRC2018F template and then using a cutting plane at the 
midline perpendicular to the mediolateral (x) axis to define left and 
right. However, all soma positions within 20 µm of the midline plane 
were then manually reviewed. The goal was to define a consistent logical 
soma side based on examination of the cell body fibre tracts entering 
the brain; this ultimately ensured that cell types present, for example, 
in one copy per brain hemisphere, were always annotated so that one 
neuron was identified as the left and the other the right. In a small num-
ber of cases, for example, for the bilaterally symmetric octopaminergic 
ventral unpaired medial neurons, we assigned side as ‘central’.

For sensory neurons, side refers to whether they enter the brain 
through the left or the right nerve. In a small number of cases we 
could not unambiguously identify the nerve entry side and assigned  
side as ‘na’.

Biological outliers and sample artefacts. Throughout our proofread-
ing, matching and cell typing efforts, we recorded cases of neurons 
that we considered to be biological outliers or showed signs of sample 
preparation and/or imaging artefacts.

Biological outliers range from small additional/missing branches 
to entire misguided neurite tracks, and were typically assessed within 

the context of a given cell type and best possible contralateral matches 
within FlyWire and/or the hemibrain. When biological outliers were 
suspected, careful proofreading was undertaken to avoid erroneous 
merges or splits of neuron segmentation.

Sample artefacts come in two flavours:
(1) A small number of neurons exhibit a dark, almost black cytosol, 

which caused issues in the segmentation as well as synapse detection. 
This effect is often restricted to the neurons’ axons. We consider these 
sample artefacts because it is not always consistent within cell types. 
For example, the cytosol in the axons of DM3 adPN is dark on the left 
and normal light on the right. Because the dark cytosol leads to worse 
synapse detection, probably due to lower contrast between the cyto-
sol and synaptic densities, we typically excluded neurons (or neuron 
types) with sample artefacts from connectivity analyses. Anecdotally, 
this appears to happen at a much higher frequency in sensory neurons 
compared with in brain-intrinsic neurons.

(2) Some neurons are missing large arbours (for example, a whole 
axon or dendrite) because a main neurite suddenly ends and cannot be 
traced any further. This typically happens in commissures where many 
neurites co-fasculate to cross the brain’s midline. In some but not all 
cases, we were able to bridge those gaps and find the missing branch 
through left–right matching. Where neurons remained incomplete, 
we marked them as outliers.

Whether a neuron represents a biological outlier or exhibits sample 
preparation/segmentation artefacts is recorded in the status column of 
our annotations as ‘outlier_bio’ and ‘outlier_seg’, respectively. Note that 
these annotations are probably less comprehensive for the optic lobes 
than for the central brain. Examples plus quantification are presented 
in Extended Data Fig. 5.

Hierarchical annotations. Hierarchical annotations include flow, 
superclass, class (plus a subclass field in certain cases) and cell type. 
The flow and superclass were generally assigned based on an initial 
semi-automated approach followed by extensive and iterative manual 
curation. See Supplementary Table 3 for definitions and the sections 
below for details on certain superclasses.

Based on the superclasses we define two useful groupings which are 
used throughout the main text:

Central brain neurons consist of all neurons with their somata in the 
central brain defined by the five superclasses: central, descending, 
visual centrifugal, motor and endocrine.

Central brain associated neurons further include superclasses: visual 
projection neurons (VPNs), ascending neurons and sensory neurons 
(but omit sensory neurons with cell class: visual).

Cell classes in the central brain represent salient groupings/terms 
that have been previously used in the literature (examples are provided 
in Supplementary Table 3). For sensory neurons, the class indicates 
their modality (where known). For optic-lobe-intrinsic neurons cell 
class indicates their neuropil innervation: for example, cell class ‘ME’ 
are medulla local neurons, ‘LA>ME’ are neurons projecting from the 
lamina to the medulla and ‘ME>LO.LOP’ are neurons projecting from 
the medulla to both lobula and lobula plate.

Hemilineage annotations. Central nervous system lineages were 
initially mapped for the third instar larval brain, where, for each line-
age, the neuroblast of origin and its progeny are directly visible81–84. 
Genetic tools that allow stochastic clonal analysis85 have enabled 
researchers to visualize individual lineages as GFP-marked ‘clones’. 
Clones reveal the stereotyped morphological footprint of a lineage, its 
overall ‘projection envelope’32, as well as the cohesive fibre bundles—
hemilineage-associated tracts (HATs)—formed by neurons belonging 
to it. Using these characteristics, lineages could be also identified in the 
embryo and early larva86,87, as well as in pupae and adults31–34,37,88. HATs 
can be readily identified in the EM image data, and we used them, in 
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conjunction with clonal projection envelopes, to identify hemilineages 
in the EM dataset through a combination of the following methods:

(1) Visual comparison of HATs formed by reconstructed neu-
rons in the EM, and the light microscopy map reconstructed from 
anti-Neuroglian-labelled brains31,33,34. In cross-section, tracts typi-
cally appear as clusters of 50−100 tightly packed, rounded contours 
of uniform diameter (~200 nm), surrounded by neuronal cell bodies 
(when sectioned in the cortex) or irregularly shaped terminal neurite 
branches and synapses (when sectioned in the neuropil area; Fig. 2c). 
The point of entry and trajectory of a HAT in the neuropil is character-
istic for a hemilineage.

(2) Matching branching pattern of reconstructed neurons with the 
projection envelope of clones: as expected from the light microscopy 
map based on anti-Neuroglian-labelled brains31, the majority of hemi-
lineage tracts visible in the EM dataset occur in pairs or small groups 
(3–5). Within these groups, individual tracts are often lined by fibres 
of larger (and more variable) diameter, as shown in Fig. 2c. However, 
the boundary between closely adjacent hemilineage tracts is often 
difficult to draw based on the EM image alone. In these cases, visual 
inspection and quantitative comparison of the reconstructed neu-
rons belonging to a hemilineage tract with the projection envelope of 
the corresponding clone, which can be projected into the EM dataset 
through Pyroglancer (Table 1), assists in properly assigning neurons 
to their hemilineages.

(3) Identifying homologous HATs across three different hemispheres 
(left and right of FlyWire, hemibrain): by comparison of morphology 
(NBLAST38), as well as connectivity (assuming that homologous neurons 
share synaptic partners), we were able to assign the large majority of 
neurons to specific HATs that matched in all three hemispheres.

In the existing literature, two systems for hemilineage nomencla-
ture are used: Ito/Lee33,34 and Hartenstein31,32. Although these systems 
overlap in large parts, some lineages have been described in only one 
but not the other nomenclature. In the main text, we provide (hemi)
lineages according to the ItoLee nomenclature for simplicity. Below 
and in the Supplementary Information, we also provide both names as 
ItoLee/Hartenstein, and the mapping between the two nomenclatures 
is provided in Supplementary Data 3. From previous literature, we 
expected a total of around 119 lineages in the central brain, including 
the gnathal ganglia (GNG)31–34,84. Indeed, we were able to identify all 119 
lineages based on light-level clones and tracts, as well as the HATs in 
FlyWire. Moreover, we found one lineage, LHp3/CP5, which could not be 
matched to any clone. Thus, together, we have identified 120 lineages.

By comprehensively inspecting the hemilineage tracts originally in 
CATMAID and then in FlyWire, we can now reconcile previous reports. 
Specifically, new to refs. 33,34 (ItoLee nomenclature) are: CREl1/DALv3, 
LHp3/CP5, DILP/DILP, LALa1/BAlp2, SMPpm1/DPMm2 and VLPl5/BLVa3_
or_4—we gave these neurons lineage names according to the naming 
scheme in refs. 33,34. New to ref. 31 (Hartenstein nomenclature) are: 
SLPal5/BLAd5, SLPav3/BLVa2a, LHl3/BLVa2b, SLPpl3/BLVa2c, PBp1/
CM6, SLPpl2/CP6, SMPpd2/DPLc6, PSp1/DPMl2 and LHp3/CP5—we 
named these units according to the Hartenstein nomenclature naming 
scheme. We did not take the following clones from ref. 33 into account 
for the total count of lineages/hemilineages, because they originate 
in the optic lobe and their neuroblast of origin has not been clearly 
demonstrated in the larva: VPNd2, VPNd3, VPNd4, VPNp2, VPNp3, 
VPNp4, VPNv1, VPNv2 and VPNv3.

Notably, although light-level clones from refs. 33,34 match very well 
the great majority of the time, sometimes clones with the same name 
only match partially. For example, the AOTUv1_ventral/DALcm2_ventral 
hemilineage seems to be missing in the AOTUv1/DALcm2 clone in the 
Ito collection33. There appears to be a similar situation for the DM4/
CM4, EBa1/DALv2 and LHl3/BLVa2b lineages. When there is a conflict, 
we have preferred clones as described in ref. 34.

For calculating the total number of hemilineages, to keep the 
inclusion criteria consistent with the lineages, we included the type 

II lineages (DL1-2/CP2-3, DM1-6/DPMm1, DPMpm1, DPMpm2, CM4, CM1, 
CM3) by counting the number of cell body fibre tracts, acknowledging 
that they may or may not be hemilineages. Neuroblasts of type II line-
ages, instead of generating ganglion mother cells that each divide once, 
amplify their number, generating multiple intermediate progenitors 
that in turn continue dividing like neuroblasts28,89,90. It has not been 
established how the tracts visible in type II clones (and included in 
Extended Data Fig. 3 and Supplementary Data 3 and 4) relate to the 
(large number of) type II hemilineages.

There are also 3 type I lineages (VPNl&d1/BLAl2, VLPl2/BLAv2 and 
VLPp&l1/DPLpv) with more than two tracts in the clone; we included 
these additional tracts in the hemilineages provided in the text. With-
out taking these type I and type II tracts into account, we identified 
141 hemilineages.

A minority of neurons in the central brain could not reliably be 
assigned to a lineage. These mainly include the (putative) primary 
neurons (3,780). Primary neurons, born in the embryo and already 
differentiated in the larva, form small tracts with which the second-
ary neurons become closely associated91. In the adult brain, morpho-
logical criteria that unambiguously differentiate between primary and 
secondary neurons have not yet been established. In cases in which 
experimental evidence exists27, primary neurons have significantly 
larger cell bodies and cell body fibres. Loosely taking these criteria into 
account we surmise that a fraction of primary neurons forms part of 
the HATs defined as described above. However, aside from the HATs, 
we see multiple small bundles, typically close to but not contiguous 
with the HATs, which we assume to consist of primary neurons. Overall, 
these small bundles contained 3,780 neurons, designated as primary 
or putative primary neurons.
Hemilineage annotations in hemibrain. Hemilineage annotations 
in hemibrain were generated using the hemilineage annotations in 
FlyWire as the ground truth. For each hemilineage, we first obtained 
potential hemibrain matches to FlyWire neurons using a combina-
tion of NBLAST38 scores and cell body fibre/cell type annotations. We 
then clustered neurons in all three hemispheres (FlyWire left, FlyWire 
right, hemibrain potential candidates) by morphology, and went 
through the clusters, to make sure that the hemilineage annotations 
correspond across brains at the finest level possible. To ensure that no 
neurons within a hemilineage were missed, we examined the cell body 
fibre bundles of each hemilineage in the hemibrain at the EM level. To 
further guarantee the completeness of hemilineage annotations, we 
inventoried all right hemisphere neurons in hemibrain with a cell type 
annotation, to ensure all neurons with a type annotation were assigned 
a hemilineage annotation where possible.
Morphological groups. Within a hemilineage, subgroups of neurons 
often share distinctive morphological characteristics. These morpho-
logical groups were identified for all hemilineages as follows. Neurons 
from FlyWire and hemibrain were transformed into the same hemi-
sphere and pairwise NBLAST scores were generated for all neurons 
within a hemilineage. Intrahemilineage NBLAST scores were then clus-
tered using HDBSCAN92, an adaptive algorithm that does not require a 
uniform threshold across all clusters, and that does not assume spheri-
cal distribution of data points in a cluster, compared to other clustering 
algorithms such as k-means clustering.

To test the robustness of the morphological groups, we reran the above 
analysis across one, two or three hemispheres. This treatment some-
times gave slightly different results. However, some groups of neurons 
consistently co-clustered across the different hemispheres; we termed 
these ‘persistent clusters’. Early-born neurons, which are often morpho-
logically unique, frequently failed to participate in persistent clusters, 
and were omitted from further analysis. We linked these persistent clus-
ters across hemispheres using two- and three-hemisphere clustering: 
for example, when clustering FlyWire left and FlyWire right together 
for hemilineage AOTUv3_dorsal, the TuBu neurons from both the left 
and right hemispheres would fall into one cluster, which we termed a 



morphological group. Morphological groups are therefore defined by 
consistent across-hemisphere clustering. When neurons of a given hemi-
lineage were sufficiently contained by the hemibrain volume, all three 
hemispheres (two from FlyWire and one from hemibrain) were used; oth-
erwise, the two hemispheres from FlyWire were used. As we prioritized 
consistency across 1, 2 and 3 hemisphere clustering, a minority of neurons 
with a hemilineage annotation do not have a morphological group. For 
example, if neuron type A clusters with type B in one-hemisphere cluster-
ing, but clusters with type C (and not B) in two-hemisphere clustering, 
then type A will not have a morphological group annotation.

After generating the morphological groups, we cross-checked these 
annotations against existing cross-identified hemibrain types and 
(FlyWire only) cell types. In a minority of cases, neurons of one hemi-
brain/cell type were annotated with multiple morphological groups. 
This occasionally reflected errors in assigning types, which were cor-
rected; and others where individual neurons from a type were singled 
out due to additional branches/reconstruction issues. We therefore 
manually corrected some morphological group annotations to make 
them correspond maximally with the hemibrain/cell type annotations.

Overall, we divide hemilineages in each hemisphere into 528 morpho-
logical groups, with hemilineages typically having 1–6 morphological 
groups (10/90 quantile) and with each morphological group containing 
2–52 neurons in each hemisphere (10/90 quantile).

Cell typing
Using methods described in detail in the sections below, we defined cell 
types for 96.4% of all neurons in the brain—98% and 92% for the central 
brain and optic lobes, respectively. The remaining 3.6% of neurons 
were largely (1) optic lobe local neurons for which we could not find a 
prior in existing literature or (2) neurons without clear contralateral 
pairings, including a number of neurons on the midline.

About 21% of our cell type annotations are principally derived from 
the hemibrain cell type matching effort (see the section below). The 
remainder was generated either by comparing to existing literature 
(for example, in case of optic lobe cell types or sensory neurons) and/or  
by finding left/right balanced clusters through a combination of 
NBLAST and connectivity clustering (Fig. 6 and Extended Data Figs. 8 
and 9). New types were given a simple numerical cross-brain identifier 
(for example, CB0001) or, in the case of ascending neurons (ANs)/
descending neurons(DNs), a more descriptive identifier (see the sec-
tion below) as a provisional cell type label. A flow chart summary is 
provided in Extended Data Fig. 12.

For provenance, we provide two columns of cell types in our Sup-
plementary Data:

hemibrain_type always refers to one or more hemibrain cell types; 
in rare occasions where a matched hemibrain neuron did not have a 
type, we recorded body IDs instead.

cell_type contains types that are either not derived from the hemi-
brain or that represent refinements (for example, a split or retyping) 
of hemibrain types.

Neurons can have both a cell_type and a hemibrain_type entry, in 
which case, the cell_type represents a refinement or correction and 
should take precedence. This generates the reported total count of 
8,453 terminal cell types and includes 3,643 hemibrain-derived cell 
types (Fig. 3h (right side of the flow chart)) and 4,581 proposals for 
new types. New types consist of 3,504 CBXXXX types, 65 new visual 
centrifugal neuron types (‘c’ prefix, for example, cL08), 173 new VPN 
types (‘e’ suffix, for example, LTe07), 602 new AN types (‘AN_’ or ‘SA_’ 
prefix, for example, AN_SMP_1) and 237 new DN types (‘e’ suffix, for 
example, DNge094). The remaining 229 types are cell types known from 
other literature, for example, columnar cell types of the optic lobes.

Hemibrain cell type matching. We first used NBLAST38 to match 
FlyWire neurons to hemibrain cell types (see ‘Morphological com-
parisons’ section). From the NBLAST scores, we extracted, for each 

FlyWire neuron, a list of potential cell type hits using all hits in the 90th 
percentile. Individual FlyWire neurons were co-visualized with their 
potential hits in neuroglancer (see the ‘Data availability’ and ‘Code 
availability’ sections) and the correct hit (if found) was recorded. In 
difficult cases, we would also inspect the subtree of the NBLAST den-
drograms containing the neurons in questions to include local cluster 
structure in the decision making (Extended Data Fig. 4e). In cases in 
which two or more hemibrain cell types could not be cleanly delineated 
in FlyWire (that is, there were no corresponding separable clusters) 
we recorded composite (many:1) type matches (Fig. 3i and Extended 
Data Figs. 4g and 12).

When a matched type was either missing large parts of its arbours 
due to truncation in the hemibrain or the comparison with the Fly-
Wire matches suggested closer inspection was required, we used 
cross-brain connectivity comparisons (see the section below) to 
decide whether to adjust (split or merge) the type. A merge of two or 
more hemibrain types was recorded as, for example, SIP078,SIP080, 
while a split would be recorded as PS090a and PS090b (that is, with 
a lower-case letter as a suffix). In rare cases in which we were able to 
find a match for an untyped hemibrain neuron, we would record the 
hemibrain body ID as hemibrain type and assign a CBXXXX identifier as  
cell type.

Finally, the hemibrain introduced the concept of morphology types 
and ‘connectivity types’2. The latter represent refinements of the former 
and differ only in their connectivity. For example, morphology type 
SAD051 splits into two connectivity types: SAD051_a and SAD051_b, for 
which the _{letter} indicates that these are connectivity types. Through-
out our FlyWire↔hemibrain matching efforts we found connectivity 
types hard to reproduce and our default approach was to match only 
up to the morphology type. In some cases, for example, antennal lobe 
local neuron types like lLN2P_a and lLN2P_b, we were able to find the 
corresponding neurons in FlyWire.

Note that, in numerous cases that we reviewed but remain unmatched,  
we encountered what we call ambiguous ‘daisy-chains’: imagine four 
fairly similar cell types, A, B, C and D. Often these adjacent cell types 
represent a spectrum of morphologies where A is similar to B, B is 
similar to C and C is similar to D. The problem now is in unambigu-
ously telling A from B, B from C and C from D. But, at the same time, 
A and D (on the opposite ends of the spectrum) are so dissimilar that 
we would not expect to assign them the same cell type (Fig. 3k and 
Extended Data Fig. 4h). These kinds of graded or continuous varia-
tion have been observed in a number of locations in the mammalian 
nervous system and represent one of the classic complications of cell 
typing18. Absent other compelling information that can clearly separate 
these groups, the only reasonable option would seem to be to lump 
them together. As this would erase numerous proposed hemibrain cell  
types, the de facto standard for the fly brain, we have been conser
vative about making these changes pending analysis of additional 
connectome data2.

Hemibrain cell type matching with connectivity. In our hemibrain 
type matching efforts, about 12% of cell types could not be matched 
1:1. In these cases, we used across-dataset connectivity clustering (for 
example, to confirm the split of a hemibrain type or a merger of mul-
tiple cell types). To generate distances, we first produced separate 
adjacency matrices for each of the three hemispheres (FlyWire left, 
right and hemibrain). In these matrices, each row is a query neuron 
and each column is an up- or downstream cell type; the values are the 
connection weights (that is, number of synapses). We then combine the 
three matrices along the first axis (rows) and retain only the cell types 
(columns) that have been cross-identified in all hemispheres. From the 
resulting observation vector, we calculate a pairwise cosine distance. 
It is important to note that this connectivity clustering depends abso-
lutely on the existence of a corpus of shared labels between the two 
datasets—without such shared labels, which were initially defined by 
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morphological matching as described above, connectivity matching 
cannot function.

This pipeline is implemented in the coconatfly package (Table 1), 
which provides a streamlined interface to carry out such cluster-
ing. For example the following command can be used to see if the 
types given to a selection of neurons in the Lateral Accessory Lobe 
(LAL) are robust: cf_cosine_plot(cf_ids(‘/type:LAL0(08|09|10|42)’, 
datasets=c(“flywire”, “hemibrain”))).

An optional interactive mode allows for efficient exploration within 
a web browser. For further details and examples, see https://natverse.
org/coconatfly/.

Defining robust cross-brain cell types. In Fig. 6, we used two kinds 
of distance metrics—one calculated from connectivity alone (used for 
FC1–3; Fig. 6e–g) and a second combining morphology + connectivity 
(used for FB1–9; Fig. 6h and Extended Data Fig. 8b–f) to help define ro-
bust cross-brain cell types. The connectivity distance is as described in 
the ‘Hemibrain cell type matching with connectivity’ section above). We 
note that the central complex retyping used FlyWire connectivity from 
the 630 release. The combined morphology + connectivity distances 
were generated by taking the sum of the connectivity and NBLAST 
distances. Connectivity-only works well in the case of cell types that do 
not overlap in space but instead tile a neuropil. For cell types that are 
expected to overlap in space, we find that adding NBLAST distances is 
a useful constraint to avoid mixing of otherwise clearly different types. 
From the distances, we generated a dendrogram representation using 
the Ward algorithm and then extracted the smallest possible clusters 
that satisfy two criteria: (1) each cluster must contain neurons from 
all three hemispheres (hemibrain, FlyWire right and FlyWire left); (2) 
within each cluster, the number of neurons from each hemisphere must 
be approximately equal.

We call such clusters ‘balanced’. The resulting groups were then 
manually reviewed.

Defining new provisional cell types. After the hemibrain type match-
ing effort, around 40% of central brain neurons remained untyped. 
This included both neurons mostly or entirely outside the hemibrain 
volume (for example, from the GNG) but also neurons for which the 
potential hemibrain type matches were too ambiguous. To provide 
provisional cell types for these neurons, we ran the same cell typing 
pipeline described in the ‘Defining robust cross-brain cell types’ sec-
tion above on the two hemispheres of FlyWire alone. In brief, we pro-
duced a morphology + connectivity co-clustering for each individual 
hemilineage (neurons without a hemilineage such as putative primary 
neurons were clustered separately) and extracted ‘balanced’ clusters, 
which were manually reviewed (Fig. 6i,j and Extended Data Fig. 9). 
Reviewed clusters were then used to add new or refine existing cell 
and hemibrain types:
•	 Clusters consisting entirely of previously untyped neurons were given 

a provisional CBXXXX cell type.
•	 Clusters containing a mix of hemibrain-typed and untyped neurons 

typically meant that, after further investigation, the untyped neurons 
were given the same hemibrain type.

•	 Hemibrain types split across multiple clusters were double checked 
(for example, by running a triple-hemisphere connectivity clustering), 
which often led to a split of the hemibrain type; for example, SMP408 
was split into SMP408a–d.

•	 In rare cases, clusters contained a mix of two or more hemibrain types; 
these were double checked and the hemibrain types corrected (for 
example, by merging two or more hemibrain types, or by removing 
hemibrain type labels).

To validate a subset of the new, provisional cell types, we re-ran the  
clustering using three hemispheres (FlyWire + hemibrain) on 25 
cross-identified hemilineages that are not truncated in the hemibrain 

(Extended Data Fig. 9). The procedure was otherwise the same as for 
the double-clustering.

Optic lobe cell typing. We provide cell type annotations for >92% of 
neurons in both optic lobes. The vast majority of these types are based 
on previous literature42,93–99. We started the typing effort by annotating 
well-known large tangential cells (for example, Am1 or LPi12), VPNs 
(for example, LT1s) as well as photoreceptor neurons. From there, we 
followed two general strategies, sometimes in combination: (1) for 
neurons with known connectivity fingerprints, we specifically hunted 
upstream or downstream of neurons of interest (for example, looking 
for T4a neurons upstream of LPi12). (2) We ran connectivity clustering 
as described above on both optic lobes combined. Clusters were manu-
ally reviewed and matched against literature. This was done iteratively; 
with each round adding new or refining existing cell types to inform the 
next round of clustering. Clusters that we could not confidently match 
against a previously described cell type were assigned a provisional 
(CBXXXX) type.

This effort was carried out independently of other FlyWire optic 
lobe intrinsic neuron typing, including ref. 23; the sole exception was 
the Mi1 cell type, which was initially based on annotations reported 
previously100 and then reviewed. For this reason ref. 100 should be cited 
for the Mi1 annotations. Note that our typing focuses on previously 
reported cell types rather than defining new ones, but covers both optic 
lobes to enable accurate typing of visual project neurons (by defining 
their key inputs). For the 38,461 neurons of the right optic lobe (for 
which a comparison is possible), we report 156 cell types for 35,567 
neurons compared with 229 cell types for 37,345 neurons in ref. 23.

VPNs and VCNs. Similar to cell typing in the central brain, a significant 
proportion of VPN (61%) and visual centrifugal neuron (VCN) (60%) 
types are derived from the hemibrain (see the ‘Hemibrain cell type 
matching’ section). These annotations are listed in the hemibrain_type 
column in the Supplementary Data.

To assign cell types to the remaining neurons and in some cases also 
to refine existing hemibrain types, we ran a double-hemisphere (Fly-
Wire left–right) co-clustering. For VCNs, this was done as part of the 
per-hemilineage morphology-connectivity clustering described in 
the ‘Defining new provisional cell types’ section above. For VPNs of 
which the dendrites typically tile the optic neuropils, we generated and 
reviewed a separate connectivity-only clustering on all VPNs together. 
Groups extracted from this clustering were also cross-referenced with 
new literature from parallel typing efforts100,101 and those new cell type 
names were preferred for the convenience of the research community. 
In cases in which literature references could not be found, systematic 
names were generated de novo using the schemata below.

For VPNs the nomenclature follows the format [neuropil][C/T][e]
[XX], where neuropil refers to regions innervated by VPN dendrites; C/T 
denotes columnar versus tangential organization; e indicates identifica-
tion through EM; and XX represents a zero padded two digit number.

For example: ‘MTe47’ for ‘medulla-tangential 47’.
For VCNs, the nomenclature follows the format [c][neuropil][XX], 

where c denotes centrifugal; neuropil refers to regions innervated by 
VCN axons; and XX represents a zero padded two digit number.

For example, ‘cM12’ for ‘centrifugal medulla-targeting 12’.
Note that new names were also given to non-canonical, generic hemi-

brain types, such as IB006. All new names are recorded in the cell_type 
column in the Supplementary Data.

The majority of VPNs (99.6%) and VCNs (98.3%) were assigned to spe-
cific types. Only 29 VPNs and 9 VCNs could not be confidently assigned 
a cell type and were therefore left untyped.

Sensory and motor neurons. We identified all non-visual sensory and 
motor neurons entering/exiting the brain through the antennal, eye, 
occipital and labial nerves by screening all axon profiles in a given nerve.



Sensory neurons were further cross-referenced to existing literature 
to assign modalities (through the class field) and, where applicable, 
a cell type. Previous studies have identified almost all head mecha-
nosensory bristle and taste peg mechanosensory neurons102 in the left 
hemisphere (at the time of publication: right hemisphere). Gustatory 
sensory neurons were previously identified in ref. 103 and Johnston’s 
organ neurons in refs. 104,105 in a version of the FAFB that used manual 
reconstruction (https://fafb.catmaid.virtualflybrain.org). Those neu-
rons were identified in the FlyWire instance by transformation and 
overlay onto FlyWire space as described previously102.

Johnston’s organ neurons in the right hemisphere were characterized 
based on innervation of the major AMMC zones (A, B, C, D, E and F), but 
not further classified into subzone innervation as shown previously104. 
Other sensory neurons (mechanosensory bristle neurons, taste peg 
mechanosensory neurons and gustatory sensory neurons) in the right 
hemisphere were identified through NBLAST-based matching of their 
mirrored morphology to the left hemisphere and expert review. Olfac-
tory, thermosensory and hygrosensory neurons of the antennal lobes 
were identified through their connectivity to cognate uniglomerular 
projection neurons and NBLAST-based matching to previously identi-
fied hemibrain neurons40,106.

Visual sensory neurons (R1–6, R7–8 and ocellar photoreceptor neu-
rons) were identified by manually screening neurons with pre-synapse 
in either the lamina, the medulla and/or the ocellar ganglia93.

ANs and DNs. We seeded all profiles in a cross-section in the ven-
tral posterior GNG through the cervical connective to identify all 
neurons entering and exiting the brain at the neck. We identified 
all DNs based on the following criteria: (1) soma located within the 
brain dataset; and (2) main axon branch leaving the brain through 
the cervical connective.

We next classified the DNs based on their soma location according 
to a previous report107. In brief, the soma of DNa, DNb, DNc and DNd 
is located in the anterior half (a, anterior dorsal; b, anterior ventral; c, 
in the pars intercerebralis; d, outside cell cluster on the surface) and 
DNp in the posterior half of the central brain. DNg somas are located 
in the GNG.

To identify DNs described in ref. 107 in the EM dataset, we trans-
formed the volume renderings of DN GAL4 lines into FlyWire space. 
Displaying EM and LM neurons in the same space enabled accurate 
matching of closely morphologically related neurons. For DNs without 
available volume renderings, we identified candidate EM matches by 
eye, transformed them into JRC2018U space and overlaid them onto 
the GAL4 or Split GAL4 line stacks (named in ref. 107 for that type) in 
FIJI for verification. Using these methods, we identified all but two 
(DNd01 and DNg25) in FAFB/FlyWire and annotated their cell type 
with the published nomenclature. All other unmatched DNs received a 
systematic cell type consisting of their soma location, an ‘e’ for EM type 
and a three digit number (for example, DNae001). A detailed account 
and analysis of DNs has been published108 separately.

ANs were identified based on the following criteria: (1) no soma in 
the brain; and (2) main branch entering through the neck connective 
(note that some ANs make a dendrite after entry through the neck 
connective and then an axon).

To distinguish sensory ascending (SA) neurons from ANs, we analysed 
SA neuron morphology in the male VNC dataset MANC109,110. First, we 
identified which longitudinal tract they travel to ascend to the brain111 
and then found GAL4 lines matching their VNC morphology. We next 
identified putative matching axons in the brain dataset by morphology 
and tract membership. A detailed description of this process and the 
lines used has been published separately108.

FAFB laterality
In the fly brain, the asymmetric body is reproducibly around 4 times 
larger on the right hemisphere than on the left112–114, except in rare cases 

of situs inversus114,115. However, completion of the FlyWire whole-brain 
connectome and associated cell typing showed the asymmetric body 
to be larger on the apparent left side of the brain rather than the right, 
suggesting an inversion of the left–right axis during initial acquisition 
of EM images comprising the FAFB dataset17. This hypothesis was con-
firmed by comparing of FAFB sample grids imaged using differential 
interference contrast microscopy to low-magnification views of cor-
responding EM image mosaics using CATMAID or neuroglancer. Grids 
were chosen with particularly obvious staining and sample prepara-
tion artefacts visible both in the differential interference contrast and 
low-magnification EM images (Extended Data Fig. 1), confirming that 
a left–right axis inversion had taken place during image acquisition.

Owing to the extensive post-processing of the FAFB dataset and 
derived datasets (for example, transformation fields, image mosaic-
ing and stack registrations to produce aligned volumes, segmentation 
supervoxels, proofread neuron segmentations, skeletons, meshes and 
myriad 3D visualizations), which had been undertaken at the time at 
which this error was discovered, we deemed it impractical to correct 
this error at the raw data level. Instead, we break a convention of pres-
entation: usually, frontal views of the fly brain place the fly’s right on 
the viewer’s left. Instead, in this paper, frontal views of the fly brain 
place the fly’s right on the viewer’s right—similar to the view one has 
of oneself while looking in a mirror. This maintains consistency with 
past publications. However, note that all labels of left and right in the 
figures in this paper, our companion papers, the supplemental annota-
tions and associated digital repositories (for example, https://codex.
flywire.ai, FAFB/FlyWire CATMAID) have been corrected to reflect the 
error during data acquisition. In these resources, a neuron labelled as 
being on the left is indeed on the left of the fly’s brain.

For consistency with visualizations and datasets obeying the 
standard convention (fly’s right on viewer’s left), FlyWire data can 
be mirrored. To facilitate this, we provide tools to digitally mirror 
FAFB-FlyWire data using the Python flybrains (https://github.com/
navis-org/navis-flybrains) or natverse nat.jrcbrains (https://github.
com/natverse/nat.jrcbrains) packages (Extended Data Fig. 1c), through 
the navis.mirror_brain() and nat.jrcbrains::mirror_fafb() function calls, 
respectively. See the fafbseg-py documentation for a tutorial on  
mirroring.

We also provide a neuroglancer scene in which both FlyWire and 
hemibrain data are displayed in the correct orientation: https://tinyurl.
com/flywirehbflip783. In this scene, a frontal view has both FAFB and 
hemibrain RHS to the left of the screen, obeying the standard conven-
tion. The scene displays the SA1 and SA2 neurons, which target the 
right asymmetric body for both FlyWire and the hemibrain, confirming 
that the RHS for both datasets has been superimposed (compare with 
Extended Data Fig. 1a).

Morphological comparisons
Throughout our analyses, NBLAST38 was used to generate morpho-
logical similarity scores between neurons—for example, for matching 
neurons between the FlyWire and the hemibrain datasets, or for the 
morphological clustering of the hemilineages. In brief, NBLAST treats 
neurons as point clouds with associated tangent vectors describing 
directionality, so called dotprops. For a given query→target neuron 
pair, we perform a k-nearest neighbours search between the two point 
clouds and score each nearest-neighbour pair by their distance and the 
dot product of their vector. These are then summed up to compute the 
final query→target NBLAST score. It is important to note that direction 
of the NBLAST matters, that is, NBLASTing neurons A→B≠B→A. Unless 
otherwise noted, we use the minimum between the forward and reverse 
NBLAST scores.

The NBLAST algorithm is implemented in both navis and the natverse 
(Table 1). However, we modified the navis implementation for more 
efficient parallel computation in order to scale to pools of more than 
100,000 neurons. For example, the all-by-all NBLAST matrix for the 
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full 139,000 FlyWire neurons alone occupies over 500 GB of memory 
(32 bit floats). Most of the large NBLASTs were run on a single cluster 
node with 112 CPUs and 1 TB RAM provided by the MRC LMB Scien-
tific Computing group, and took between 1 and 2 days (wall time) to  
complete.

Below, we provide recipes for the different NBLAST analyses used 
in this paper:

FlyWire all-by-all NBLAST. For this NBLAST, we first generated skel-
etons using the L2 cache. In brief, underlying the FlyWire segmentation 
is an octree data structure where level 0 represents supervoxels, which 
are then agglomerated over higher levels116. The second layer (L2) in this 
octree represents neurons as chunks of roughly 4 × 4 × 10 μm in size, 
which is sufficiently detailed for NBLAST. The L2 cache holds precom-
puted information for each L2 chunk, including a representative x/y/z 
coordinate in space. We used the x/y/z coordinates and connectivity 
between chunks to generate skeletons for all FlyWire neurons (imple-
mented in fafbseg; Table 1). Skeletons were then pruned to remove side 
branches smaller than 5 μm. From those skeletons, we generated the 
dotprops for NBLAST using navis.

Before the NBLAST, we additionally transformed dotprops to the 
same side by mirroring those from neurons with side right onto the 
left. The NBLAST was then run only in forward direction (query→target) 
but, because the resulting matrix was symmetrical, we could generate 
minimum NBLAST scores using the transposed matrix: min(A + AT).

This NBLAST was used to find left–right neuron pairs, define (hemi)
lineages and run the morphology group clustering.

FlyWire—hemibrain NBLAST. For FlyWire, we re-used the dotprops 
generated for the all-by-all NBLAST (see the previous section). To ac-
count for the truncation of neurons in the hemibrain volume, we re-
moved points that fell outside the hemibrain bounding box.

For the hemibrain, we downloaded skeletons for all neurons from 
neuPrint (https://neuprint.janelia.org) using neuprint-python and 
navis (Table 1). In addition to the approximately 23,000 typed neu-
rons, we also included all untyped neurons (often just fragments) for 
a total of 98,000 skeletons. These skeletons were pruned to remove 
twigs smaller than 5 μm and then transformed from hemibrain into 
FlyWire (FAFB14.1) space using a combination of non-rigid trans-
forms116,117 (implemented through navis, navis-flybrain and fafbseg; 
Table 1). Once in FlyWire space, they were resampled to 0.5 nodes 
per μm of cable to approximately match the resolution of the Fly-
Wire L2 skeletons, and then turned into dotprops. The NBLAST 
was then run both in forward (FlyWire to hemibrain) and reverse 
(hemibrain to FlyWire) direction and the minimum between both  
were used.

This NBLAST allowed us to match FlyWire left against the hemibrain 
neurons. To also allow matching FlyWire right against the hemibrain, 
we performed a second run after mirroring the FlyWire dotprops to 
the opposite side.

In Fig. 3c,d, we manually reviewed NBLAST matches. For this, we 
sorted hemibrain neurons based on their highest NBLAST score to a 
FlyWire neuron into bins with a width of 0.1. From each bin, we picked 
30 random hemibrain neurons (except for bin 0–0.1 which contained 
only 27 neurons in total) and scored their top five FlyWire matches as 
to whether a plausible match was among them. In total, this sample 
contained 237 neurons.

Cross-brain co-clustering. The pipeline for the morphology-based 
across brain co-clustering used in Fig. 6 and Extended Data Fig. 9 was 
essentially the same as for the FlyWire–hemibrain NBLAST with two 
exceptions: (1) we used high-resolution FlyWire skeletons instead of 
the coarser L2 skeletons (see below); and (2) both FlyWire and hemi-
brain skeletons were resampled to 1 node per μm before generating  
dotprops.

High-resolution skeletonization
In addition to the coarse L2 skeletons, we also generated high- 
resolution skeletons that were, for example, used to calculate the total 
length of neuronal cable reported in our companion paper1 (149.2 m). 
In brief, we downloaded neuron meshes (LOD 1) from the flat 783 seg-
mentation (available at gs://flywire_v141_m783) and skeletonized them 
using the wavefront method implemented in skeletor (https://github.
com/navis-org/skeletor). Skeletons were then rerooted to their soma 
(if applicable), smoothed (by removing small artifactual bristles on 
the backbone), healed (segmentation issues can cause breaks in the 
meshes) and slightly downsampled. A modified version of this pipeline 
is implemented in fafbseg. Skeletons are available for download (see 
the ‘Data availability’ and ‘Code availability’ sections).

Connectivity normalization
Throughout this paper, the basic measure of connection strength 
is the number of unitary synapses between two or more neurons79; 
connections between adult fly neurons can reach thousands of such 
unitary synapses2. Previous work in larval Drosophila has indicated 
that synaptic counts approximate contact area118, which is most com-
monly used in mammalian species when a high-resolution measure of 
anatomical connection strength is required. Connectomics studies 
also routinely use connection strength normalized to the target cell’s 
total inputs71,79. For example, if neurons i and j are connected by 10 
synapses and neuron j receives 200 inputs in total, the normalized 
connection weight i to j would be 5%. A previous study119 showed that 
while absolute number of synapses for a given connection changes 
drastically over the course of larval stages, the proportional (that is, 
normalized) input to the downstream neuron remains relatively con-
stant119. Importantly, we have some evidence (Fig. 4g) that normalized 
connection weights are robust against technical noise (differences in 
reconstruction status, synapse detection). Note that, for analyses of 
mushroom body circuits, we use an approach based on the fraction 
of the input or output synaptic budget associated with different KC 
cell types; this differs slightly from the above definition and will be 
detailed in a separate section below.

Connectivity stereotypy analyses
For analyses on connectivity stereotypy (Fig. 4 and Extended Data 
Fig. 6) we excluded a number of cell types:
•	 KCs, due to the high variability in numbers and synapse densities in 

the mushroom body lobes between FlyWire and the hemibrain (Fig. 5 
and Extended Data Fig. 7).

•	 Cell types that exist only on the left but not the right hemisphere of 
the hemibrain because our comparison was principally against the 
right hemisphere.

•	 Antennal lobe receptor neurons, because truncation/fragmentation 
in the hemibrain causes some ambiguity with respect to their side 
annotation.

•	 Cell types with members that have been marked as being affected by 
sample or imaging artefacts (that is, status ‘outlier_seg’).

•	 VPNs, as they are heavily truncated in the hemibrain.

Among the remaining types, we used only the 1:1 and 1:many but not 
the many:1 matches. Taken together, we used 2,954 (hemibrain) types 
for the connectivity stereotypy analyses.

Availability through CATMAID Spaces
To increase the accessibility and reach of the annotated FlyWire con-
nectome, meshes of proofread FlyWire neurons and synapses were 
skeletonized and imported into CATMAID, a widely used web-based 
tool for collaborative tracing, annotation and analysis of large-scale 
neuronal anatomy datasets79,120 (https://catmaid.org; Extended Data 
Fig. 10). Spatial annotations like skeletons are modelled using PostGIS 



data types, a PostgreSQL extension that is popular in the geographic 
information system community. This enables us to reuse many existing 
tools to work with large spatial datasets, for example, indexes, spatial 
queries and mesh representation.

A publicly available version of the FlyWire CATMAID project is 
available online (https://fafb-flywire.catmaid.org). This project uses 
a new extension, called CATMAID Spaces (https://catmaid.org/en/
latest/spaces.html), which allows users to create and administer their 
own tracing and annotation environments on top of publicly avail-
able neuronal image volumes and connectomic datasets. Moreover, 
users can now login through the public authentication service ORCiD 
(https://www.orcid.org), so that everyone can log-in on public CAT-
MAID projects. Users can also now create personal copies (Spaces) 
of public projects. The user then becomes an administrator, and can 
invite other users, along with the management of their permissions 
in this new project. Invitations are managed through project tokens, 
which the administrator can generate and send to invitees for access 
to the project. Both CATMAID platforms can talk to each other and it 
is possible to load data from the dedicated FAFB-FlyWire server in the 
more general Spaces environment.

Metadata annotations for each neuron (root id, cell type, hemilin-
eage, neurotransmitter) were imported for FlyWire project release 
783. Skeletons for all 139,255 proofread neurons were generated from 
the volumetric meshes (see the ‘High-resolution skeletonization’ sec-
tion) and imported into CATMAID, resulting in 726,831,877 treenodes. 
To reduce the import time, skeletons were imported into CATMAID 
directly as database inserts through SQL, rather than through public 
RESTful APIs. FlyWire root IDs are available as metadata for each neu-
ron, facilitating interchange with related resources such as FlyWire 
Codex1. Synapses attached to reconstructed neurons were imported as 
CATMAID connector objects and attached to neuron skeletons by doing 
a PostgreSQL query to find the nearest node on each of the partner skel-
etons. Connector objects were linked to postsynaptic partners only if 
the downstream neuron was in the proofread data release (180,016,288 
connections from the 130,054,535 synapses with at least one partner 
in the proofread set).

Synapse counts
Insect synapses are polyadic, that is, each presynaptic site can be 
associated with multiple postsynaptic sites. In contrast to the Jane-
lia hemibrain dataset, the synapse predictions used in FlyWire do 
not have a concept of a unitary presynaptic site associated with a 
T-bar46. Thus, pre-synapse counts used in this paper do not represent 
the number of presynaptic sites but rather the number of outgoing  
connections.

In Drosophila connectomes, reported counts of the inputs 
(post-synapses) onto a given neuron are typically lower than the true 
number. This is because fine-calibre dendritic fragments frequently 
cannot be joined onto the rest of the neuron, instead remaining as 
free-floating fragments in the dataset.

Technical noise model
To model the impact of technical noise such as proofreading status 
and synapse detection on connectivity, we first generated a fictive 
‘100%’ ground-truth connectivity. We took the connectivity between 
cell-typed left FlyWire neurons and scaled each edge weight (the num-
ber of synapses) by the postsynaptic completion rates in the respective 
neuropil. For example, all edge weights in the left mushroom body calyx 
(CA), which has a postsynaptic completion rate of 52.5%, were scaled 
by a factor of 100/52.5 = 1.9.

In the second step, we simulated the proofreading process by ran-
domly drawing (without replacement) individual synaptic connections 
from the fictive ground-truth until reaching a target completion rate. 
We further simulate the impact of false positives and false negatives by 
randomly adding and removing synapses to/from the draw according to 

the precision (0.72) and recall (0.77) rates reported previously46. In each 
round, we made two draws: (1) A draw using the original per-neuropil 
postsynaptic completion rates; and (2) a draw where we flip the comple-
tion rates for left and right neuropils, that is, use the left CA completion 
rate for the right CA and vice versa.

In each of the 500 rounds that we ran, we drew two weights for each 
edge. Both stem from the same fictive 100% ground-truth connectivity 
but have been drawn according to the differences in left versus right 
hemisphere completion rates. Combining these values, we calculated 
the mean difference and quantiles as function of the weight for the 
FlyWire left (that is, the draw that was not flipped) (Fig. 4i). We focussed 
this analysis on edge weights between 1 and 30 synapses because the 
frequency of edges stronger than that is comparatively low, leaving 
gaps in the data.

KC analyses
Connection weight normalization and synaptic budget analysis. 
When normalizing connection weights, we typically convert them to the 
percentage of total input onto a given target cell (or cell type). However, 
in the case of the mushroom body, the situation is complicated by what 
we think is a technical bias in the synapse detection methods used for 
the two connectomes that causes certain kinds of unusual connections 
to be very different in frequency between the two datasets. We find that 
the total number of post-synapses as well as the post-synapse density 
in the mushroom body lobes are more than doubled in the hemibrain 
compared with in FlyWire (Extended Data Fig. 7b,c). This appears to 
be explained by certain connections (especially KC to KC connections, 
which are predominantly arranged with an unusual rosette configura-
tion along axons and of which the functional significance is poorly 
understood121) being much more prevalent in the hemibrain than in 
FlyWire (Extended Data Fig. 7d). Some other neurons, including the 
APL giant interneuron, also make about twice as many synapses onto 
KCs in the hemibrain compared with in FlyWire (Extended Data Fig. 7a). 
As a consequence of this large number of inputs onto KC axons in the 
hemibrain, input percentages from all other cells are reduced in com-
parison with FlyWire.

To avoid this bias, and because our main goal in the KC analysis was 
to compare different populations of KCs, we instead expressed con-
nectivity as a fraction of the total synaptic budget for upstream or 
downstream cell types. For example, we examined the fraction of the 
APL output that is spent on each of the different KC types. Similarly, we 
quantified connectivity for individual KCs as a fraction of the budget 
for the whole KC population.

Calculating K from observed connectivity. Calculation of K, that 
is, the number of unique odour channels that each KC receives input 
from, was principally based on their synaptic connectivity. For this, we 
looked at their inputs from uniglomerular ALPNs and examined from 
how many of the 58 antennal lobe glomeruli does a KC receive input 
from. K as reported in Fig. 6 is based on non-thresholded connectiv-
ity. Filtering out weak connections does lower K but, importantly, our 
observations (for example, that KCg-m cells have a lower K in FlyWire 
than in the hemibrain) are stable across thresholds (Extended Data  
Fig. 7g).

KC model. A simple rate model of neural networks122 was used to gen-
erate the theoretical predictions of K, the number of ALPN inputs that 
each KC receives (Fig. 5k). KC activity is modelled by

h W r= ⋅ ,PN

where h is a vector of length M representing KC activity, W is an M × N 
matrix representing the synaptic weights between the KCs and PNs, 
rPN is a vector of length N representing PN activity. The number of KCs 
and ALPNs is denoted by M and N, respectively. In this model, the PN 
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activity is assumed to have zero mean, = 0PNr , and be uncorrelated, 

⋅ = NPN PNr r I . Here, NI  is an N × N identity matrix and PNr  denotes the aver-
age taken over independent realizations of PNr . Then, the ijth element 
of the covariance matrix of h is

∑[ ] = [ ] [ ] = [ ] [ ] .ij i j
k

N

ik jk
=0

C h h W W

More detailed calculations can be found in a previous report122.  
Randomized and homogeneous weights were used to populate W, 
such that each row in W has K elements that are 1 − α and N − K elements 
that are −α. The parameter α represents a homogeneous inhibition 
corresponding to the biological, global inhibition by APL. The value 
inhibition was set to be α = A/M, where A = 100 is an arbitrary constant 
and M is the number of KCs in each of the three datasets. The primary 
quantity of interest is the dimension of the KC activities defined by122:

h
C
C

dim( ) =
(Tr[ ])

Tr[ ]

2

2

and how it changes with respect to K, the number of input connections. 
In other words, what are the numbers of input connections K onto 
individual KCs that maximize the dimensionality of their responses, 
h, given M KCs, N ALPNs and a global inhibition α?

From Fig. 5k, the theoretical values of K that maximize dim(h) in this 
simple model demonstrate the consistent shift towards lower values of 
K found in the FlyWire left and FlyWire right datasets when compared 
with the hemibrain.

The limitations of the model are as follows:
(1)	 The values in the connectivity matrix W take only two discrete val-

ues, either 0 and 1 or 1 − α and α. In a way, this helps when calculating 
analytical results for the dimensionality of the KC activities. How-
ever, it is unrealistic as the connectomics data give the number of 
synaptic connections between the ALPNs and the KCs.

(2)	The global inhibition provided by APL to all of the mixing layer neu-
rons is assumed to take a single value for all neurons. In reality, the 
level of inhibition would be different depending on the number of 
synapses between APL and the mixing layer neurons.

(3)	It is unclear whether the simple linear rate model presented in the 
original paper represents the behaviour of the biological neural 
circuit well. Furthermore, it remains unproven that the ALPN-KC 
neural circuit is attempting to maximize the dimensionality of the 
KC activities, albeit the theory is biologically well motivated (but 
see refs. 49,50).

(4)	The number of input connections to each mixing layer neuron is 
kept at a constant K for all neurons. It is definitely a simplification 
that can be corrected by introducing a distribution P(K) but this 
requires further detailed modelling.

Statistical analyses
Unless otherwise stated, statistical analyses (such as Pearson R or cosine 
distance) were performed using the implementations in the scipy123 
Python package. To determine statistical significance, we used either 
t-tests for normally distributed samples, or Kolmogorov–Smirnov 
tests otherwise.

Cohen’s d124 was calculated as follows:

d
x x

s
=

−1 2

where pooled s.d. s is defined as:
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n n
=

( − 1) + ( − 1)
+ − 2

1 1
2

2 2
2

1 2

where the variance for one of the groups is defined as:
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and similar for the other group.
Enhanced box plots—also called letter-value plots125—in Fig. 5h and 

Extended Data Fig. 7f are a variation of box plots better suited to repre-
sent large samples. They replace the whiskers with a variable number 
of letter values where the number of letters is based on the uncertainty 
associated with each estimate, and therefore on the number of obser-
vations. The ‘fattest’ letters are the (approximate) 25th and 75th quan-
tiles, respectively, the second fattest letters the (approximate) 12.5th 
and 87.5th quantiles and so on. Note that the width of the letters is not 
related to the underlying data.

Mapping to the VirtualFlyBrain database
The VirtualFlyBrain (VFB) database22 curates and extracts information 
from all publications relating to Drosophila neurobiology, especially 
neuroanatomy. The majority of published neuron reconstructions, 
including those from the hemibrain, can be examined in the VFB. Each 
individual neuron (that is, one neuron from one brain) has a persistent 
ID (of the form VFB_xxxxxxxx). Where cell types have been defined, they 
have an ontology ID (for example, FBbt_00047573, the ID for the DNa02 
DN cell type). Importantly, VFB cross-references neuronal cell types 
across publications even if different terms were used. It also identifies 
driver lines to label many neurons. In this paper, we generate an initial 
mapping providing FBbt IDs for the closest and fine-grained ontology 
term that already exists in their database. For example, a FlyWire neuron 
with a confirmed hemibrain cell type will receive a FBbt ID that maps 
to that exact cell type, while a DN that has been given a new cell type 
might only map to the coarser term ‘adult descending neuron’. Work 
is already underway with the VFB to assign both ontology IDs (FBbt) 
to all FlyWire cell types as well as persistent VFB_ids to all individual 
FlyWire neurons.

Reporting summary
Further information on research design is available in the Nature Port-
folio Reporting Summary linked to this article.

Data availability
Data artefacts from this paper are available at GitHub (https://github.
com/flyconnectome/flywire_annotations). This includes neuron anno-
tations and other metadata; high-quality skeletons for all proofread 
FlyWire neurons; NBLAST scores for FlyWire versus hemibrain; all-by-all 
NBLAST scores for FlyWire. The repository may be periodically updated 
to improve annotations, but older versions will always remain available 
through GitHub’s versioning system. Moreover, neuron annotations 
and other metadata are also provided in the Supplementary Informa-
tion. NBLAST scores and skeletons have been deposited in a Zenodo 
repository (https://doi.org/10.5281/zenodo.10877326)126. Connectivity 
data (for example, synapses table and edge list) are available (https://
doi.org/10.5281/zenodo.10676866)127. We provide a neuroglancer scene 
preconfigured for display and query of our annotations alongside 
the FlyWire neuron meshes and segmentation at http://tinyurl.com/
flywire783. Users can add the annotations to arbitrary neuroglancer 
scenes themselves by adding a data subsource (Extended Data Fig. 11). 
There are two options: (1) “precomputed://https://flyem.mrc-lmb.cam.
ac.uk/flyconnectome/ann/flytable-info-783” containing super class, 
cell type and side labels; (2) “precomputed://https://flyem.mrc-lmb.
cam.ac.uk/flyconnectome/ann/flytable-info-783-all” additionally con-
tains hemi-lineage information. We also provide programmatic access 
to the annotations through our fafbseg R and Python packages (exam-
ples are provided in Table 1 and the online documentation). Annotations 



have also been shared with Codex (https://codex.flywire.ai/), the con-
nectome annotation versioning engine (CAVE), which can be queried 
through the CAVEclient (https://github.com/seung-lab/CAVEclient) 
and the FAFB-FlyWire CATMAID spaces (https://fafb-flywire.catmaid.
org). At the time of writing, access to Codex and CAVE requires signing 
up using a Google account. To aid a number of analyses, hemibrain 
neuron meshes were mapped into FlyWire (FAFB14.1) space. These can 
be co-visualized with FlyWire neurons within neuroglancer (https://
tinyurl.com/flywire783; this scene also includes a second copy of the 
hemibrain data (layer “hemibrain_meshes_mirr”), which have been 
non-rigidly mapped onto the opposite side of FAFB).

Code availability
Analyses were performed using open-source packages using both the 
R natverse128 and Python navis infrastructures (a summary including 
links is provided in Table 1). The fafbseg R and Python packages have 
extensive functionality dedicated to working with FlyWire data, includ-
ing querying annotations, fetching connectivity and working with the 
segmentation. Unless otherwise stated, all analyses were performed 
against the 783 release version (that is, the second public data release 
for FlyWire).
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Extended Data Fig. 1 | Completion of the FlyWire whole-brain connectome 
and cell typing reveal a left-right inversion of EM image data during 
acquisition of the underlying FAFB EM dataset. A Frontal views of the adult 
fly brain are by convention shown in 2D projection, placing the fly’s right on the 
left of the page. In this view, the asymmetric body (AB), which is nearly always 
larger on the fly’s right112–114, therefore appears on the left of the page (left 
panel). During acquisition of the FAFB dataset, image mosaics were acquired 
and inadvertently stored to disk with the left-right axis inverted. Therefore in 
frontal view, the right side of the FAFB/FlyWire brain, and the larger AB, appear 
on the viewer’s right (right panel). Insets show axons of SA1-3 neurons, which 
form the major input to the AB. B Direct examination of an original EM-imaged 

grid using differential interference contrast (DIC) microscopy and an acquired 
EM mosaic in neuroglancer/catmaid confirms a left-right inversion during 
image acquisition. A grid with a crack in the support film and staining artefact 
precipitate was selected in order to provide fiducials easily visible by light 
microscopy (left panel). These same artefacts can be seen in the EM mosaic 
(right panel). C Showcase of how to programmatically correct the inversion  
of FAFB/FlyWire data. Due to the large size of the original and derived datasets, 
it was not technically practical to correct the left-right inversion once it was 
detected. Therefore this must be corrected post hoc. Code samples show how 
this can be done for e.g. mesh or skeleton data using Python or R (Methods, 
“FAFB Laterality”).
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Extended Data Fig. 2 | Hierarchical annotation examples. A Examples for 
cell class annotations. B Examples for labels derived from the hierarchical 
annotations. Abbreviations: ALRN, antennal lobe receptor neuron; MBON, 

mushroom body output neuron; ALLN, antennal lobe local neuron; ORN, 
olfactory receptor neuron; AN, antennal nerve.



Extended Data Fig. 3 | See next page for caption.
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Extended Data Fig. 3 | Hemilineage atlas. Anterior views of neurons within  
a hemilineage (based on37,129), or neurons whose cell bodies form a cluster in a 
lineage clone (also referred to as “hemilineages” hereafter), based on the light-
level data from31–34,130. The names of the hemilineages are at the bottom of each 
panel (top: Hartenstein nomenclature; bottom: ItoLee nomenclature). The 
snapshots only include neurons with cell bodies on the right hemisphere, and 
the central unpaired lineages. Except for the hemilineages that tile the optic 
lobe, the neurons are coloured by morphological groups (see Methods, 
Hemilineage annotations section). The neurons that form cohesive tracts with 

their cell body fibres in the Type II lineages (see Methods) are at the lower part 
of the panels. The last panel of the “Type II’ section is for orientation purposes. 
The bottom right panel is a histogram of the number of morphological groups 
per hemilineage (blue: hemibrain; orange: FlyWire right; green: FlyWire left). 
Inset is the number of neurons per hemisphere in each morphological group, 
with points coloured by their density (yellow: denser). Corresponding group 
names, together with FlyWire and neuroglancer links are available in 
Supplementary Files 2 and 3.



Extended Data Fig. 4 | Across-brain neuron matching. A Distribution of the 
fraction of each FlyWire neuron’s cable that is contained within the hemibrain 
volume: 1 = fully contained; 0 = entirely outside the volume. Note that where 
necessary FlyWire neurons were transformed onto the opposite side of the 
brain to better overlap with the hemibrain. B Distribution of top FlyWire → 
hemibrain NBLAST scores. C Top NBLAST score vs fraction of neuron 
contained within hemibrain volume. In a fraction of cases, even heavily 
truncated neurons can produce good scores and be successfully matched.  
D Top: distribution of top NBLAST scores and fraction which was type matched. 
Bottom: probability that the correct hit was the top NBLAST hit (green) or at 
least among (yellow) the top 10% as a function of the top NBLAST score. E When 
some FlyWire neurons had good NBLAST matches against multiple hemibrain 
cell types, we cross-compared within-dataset morphological clustering 
(dendrograms). We tried to assign hemibrain types to those ambiguous 
FlyWire neurons to exactly match clusters in the two dendrograms (“easy 
case”). When this failed because a cluster in the dendrogram contained clear 
matches to >1 hemibrain types, we merged types (“hard case”). F Cross-brain 
NBLAST co-clustering for example cell types in Fig. 3: SIP078/SIP080 (left) and 
PS090 (right). All hemibrain neurons are truncated. The FlyWire PS090 

neurons (2 per hemisphere, none truncated) split into two well-separated 
clusters each containing one left and one right neuron, suggesting that the 
hemibrain cell type should be split. This is not the case for SIP078/SIP080 
where the dendrogram cannot be split into subclusters containing neurons 
from each hemisphere. G Counts for 1:many and many:1 type matches. These 
also include types derived from previously untyped hemibrain neurons.  
H Extended version of NBLAST hit graph from Fig. 3k. Here, grey dotted arrows 
indicate matches to types outside of the displayed subgraph. I Fraction of cell 
types showing a difference in cell counts within (left/right, top) and across 
(bottom) brains. J Distribution of cell count differences. K Robust linear 
regression (Huber w/ intercept at 0) for within- and across-dataset pre/
postsynapse counts from Fig. 3h. L Same data as in K but separated by superclass. 
Slopes are generally close to 1: 1.021 (pre-) and 1.035 (postsynapses, i.e. inputs) 
between the left and right hemisphere of FlyWire, and 1.176 (presynapses, i.e. 
outputs) 0.983 (post) between FlyWire and the hemibrain. Note that correlation 
and slope are noticeably worse for cell types known to be truncated such as 
visual projection neurons which suggests that we did not fully compensate for 
the hemibrain’s truncation and that the actual across-brain correlation might 
be even better.
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Extended Data Fig. 5 | Examples of biological outliers and sample artefacts. 
A LC6 and LC9 neurons (lineage VPNd3) of the right and left hemispheres take 
different routes in FlyWire to equivalent destinations (previously reported in43).  
Mushroom body (MB) peduncle is shown in pink. B Example of a left/right 
neuron pair where one side has extra dorsal and smaller ventral dendrites  
(red arrowheads). C A TuBu neuron (black) with correctly placed axon but 
misplaced ventral dendrites. Regular TuBu neurons shown in background  
for reference. D A single Kenyon Cell whose axon projects outside of the 
mushroom body, descending through the medial antennal lobe tract. E Cell 
type (CB1029, DM6 ventral hemilineage) where the left neurons’ dendrites 

(red) take a different tract. F Example of sample artefact: the axon of the left 
DM3 adPN has very dark cytosol which affects both the neuron segmentation 
as well as synapse detection. Insets compare two locations along the axons 
between the left and right neurons. G A subset of neurons from the ALl1 ventral 
hemilineage where the right neurons are missing their entire dendrites  
(red arrow). The exact reason for this is unknown but it is not due to insufficient 
proofreading. H Quantification of recorded outliers and sampling artefacts 
broken down by super class. Total number of neurons (left) as well as fraction 
(right) are shown. The number of biological outlier neurons is ~0.4% of the total 
number of neurons in the brain.



Extended Data Fig. 6 | Across-brain connectivity. A Comparison of normalized 
edge weights within (left) and across (right) brains. B Connectivity cosine 
connectivity similarity within and across brains. Each datapoint is a cell type 
identified across the three hemispheres. Size correlates with the number of 
cells per type. C Connectivity cosine similarity separated by neurotransmitter. 
Error bars represent the 95% CI. D Probability that an edge present in the 

hemibrain is found in one, both or neither of the FlyWire hemispheres.  
E Fraction of synapses contained in edges above given absolute (left) and 
normalized (right) weight. Horizontal lines mark the thresholds for a 90% 
chance that an edge is found in another hemisphere. F Postsynaptic completion 
rates. Each datapoint is a neuropil.
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Extended Data Fig. 7 | Across-brain mushroom body comparison. A Graph 
showing ALPN/APL → KC connectivity across the three datasets. Edge labels 
provide weights both as total synapse counts and normalized to the total 
output budget of the source. In FlyWire, the mushroom bodies (MB) have 57.2% 
(left) and 60.7% (right) postsynaptic completion rate while the hemibrain MB 
has been proofread to 81.3% (see also B). To compensate for this we typically 
used normalized synapse counts and edge weights. Note that KCab act as an 
internal control as their numbers are consistent across all hemispheres and we 
don’t expect to see any changes in their connectivity. B Total versus proofread 
postsynapse counts across MB compartments. Lateral horn (LH) shown for 

comparison. C Postsynapse density across MB compartments. D Connectivity 
between different MB cell classes. Inset shows an example of KC → KC and 
KC → MBON synapse in the hemibrain. E Presynapse counts per KC type 
normalized to the total number of KC synapses per dataset. F ALPN → KC edge 
weights. See Methods for details on enhanced box plots. G K (# of ALPN types 
providing input to a single KC) under different synapse thresholds. H Fraction 
of MBON input budget coming from individual KCab, KCg-m and KCa’b’. 
Abbreviations: CA, calyx; DAN, dopaminergic neuron; ALPN, antennal lobe 
projection neuron; KC, Kenyon Cell; MBON, mushroom body output neurons. 
Kolmogorov-Smirnov test (F): *, p < =0.05; **, p < =0.01; ***, p < =0.001.



Extended Data Fig. 8 | Across-brain co-clustering. A FC1-3 across-brain 
cluster from Fig. 6d (asterisk) that was manually adjusted. This group consists 
of three sub-clusters that technically fulfil our definition of cell type. They were 
merged, however, because they individually omit columns of the fan-shaped 
body (arrowheads) and are complementary to each other. B Hierarchical 
clustering from combined morphology + connectivity embedding for FB1-9. 
Zoom-in shows cross-brain cell type clusters. C Number of hemibrain vs 

cross-brain FB1-9 cell types. D Examples from the FB1-9 cross-brain cell typing. 
Labels are composed from CB.FB{layer}{hemilineage-id}{subtype-id}; fan- 
shaped body outlined. E Flow chart comparing FB1-9 hemibrain and cross-brain 
cell types. Colours correspond to 1:1, 1:many, many:1 and many:many mappings 
between hemibrain and cross-brain cell types. F Renderings of all FB1-9 cross- 
brain cell types.
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Extended Data Fig. 9 | Double vs triple co-clustering analyses. A Pipeline  
for comparing putative cell types from double (FlyWire left/right) and triple 
(FlyWire + hemibrain) hemisphere co-clustering. B Flow chart for hemilineage 
LHl2 dorsal illustrating how individual FlyWire neurons move between double 
and triple clusters. Black bars represent clusters; thickness is proportional  
to the number of neurons in each cluster. C Summary over all 25 hemilineages 
that were cross-identified and are untruncated in the hemibrain connectome. 

Top bar chart shows unfiltered results; bottom chart shows results after 
denoising (removal of single neurons that cause many:many mapping because 
they swap clusters). D Flow chart for example hemilineage SIPa1 ventral. 
Unfiltered (top) and denoised (bottom). E-F Example of a cluster (red in panel F) 
from hemilineage SLPa&l1 lateral that only seems to exist in FlyWire although 
similar balanced clusters (black) are present in both datasets.



Extended Data Fig. 10 | CATMAID spaces. Screenshot demonstrating the use 
of CATMAID Spaces (https://fafb-flywire.catmaid.org/) to interrogate the 
FlyWire connectome. Differential inputs to AOTU63a and b are visualized (red 
and cyan, respectively). The Graph widget was used to show all neurons making 

20 or more synapses onto AOTU63a and b, and to show only >=20 synapse 
connections between these neurons. Neurons whose only >=20 synapse 
connection was to either AOTU63a or b (but not both) were differentially 
coloured (blue-purples and greens, respectively).
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Extended Data Fig. 11 | Annotations in Neuroglancer. A Screenshot of 
neuroglancer with FlyWire 783 segmentation layer with “flytable-info-783” 
annotation layer subsource (scene pre-configured at http://tinyurl.com/

flywire783). B Example for querying annotation. C Example for subsource 
“flytable-info-783-all” which includes hemilineage annotations.



Extended Data Fig. 12 | Matching workflow. A Workflow for matching 
hemibrain types to FlyWire neurons. B Workflow for generation of de-novo cell 
types used to fill the gaps left from the hemibrain type matching. C Workflow 
for cell typing in the optic lobes. D-G Examples of cell types. H2 is based on left 

vs right FlyWire clustering plus existing LM data; DNge139 and CB592 are based 
solely on left vs right FlyWire clustering; DNa01 is based on three hemispheres 
worth of data but was misidentified as “VES006” in the hemibrain.
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4 manuscript 4: neuronal parts list and wiring
diagram for a visual system

Summary

A catalogue of neuronal cell types has often been called a ‘parts list’ of the
brain1, and regarded as a prerequisite for understanding brain function.
In the optic lobe of Drosophila, rules of connectivity between cell types
have already proven to be essential for understanding fly vision. Here
we analyse the fly connectome to complete the list of cell types intrinsic
to the optic lobe, as well as the rules governing their connectivity. Most new
cell types contain 10 to 100 cells, and integrate information over medium
distances in the visual field. Some existing type families (Tm, Li, and
LPi) at least double in number of types. A new serpentine medulla (Sm)
interneuron family contains more types than any other. Three families of
cross-neuropil types are revealed. The consistency of types is demonstrated
by analysing the distances in high-dimensional feature space, and is further
validated by algorithms that select small subsets of discriminative features.
We use connectivity to hypothesize about the functional roles of cell types
in motion, object and colour vision. Connectivity with ‘boundary types’ that
straddle the optic lobe and central brain is also quantified. We showcase the
advantages of connectomic cell typing: complete and unbiased sampling, a
rich array of features based on connectivity and reduction of the connectome
to a substantially simpler wiring diagram of cell types, with immediate
relevance for brain function and development.
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Neuronal parts list and wiring diagram for a 
visual system

Arie Matsliah1,16, Szi-chieh Yu1,16, Krzysztof Kruk2,3, Doug Bland1, Austin T. Burke1, Jay Gager1, 
James Hebditch1, Ben Silverman1, Kyle Patrick Willie1, Ryan Willie1, Marissa Sorek1,3, 
Amy R. Sterling1,3, Emil Kind4, Dustin Garner5, Gizem Sancer6, Mathias F. Wernet4, 
Sung Soo Kim5, Mala Murthy1 ✉, H. Sebastian Seung1,7 ✉ & The FlyWire Consortium*

A catalogue of neuronal cell types has often been called a ‘parts list’ of the brain1,  
and regarded as a prerequisite for understanding brain function2,3. In the optic lobe  
of Drosophila, rules of connectivity between cell types have already proven to be 
essential for understanding fly vision4,5. Here we analyse the fly connectome to 
complete the list of cell types intrinsic to the optic lobe, as well as the rules governing 
their connectivity. Most new cell types contain 10 to 100 cells, and integrate 
information over medium distances in the visual field. Some existing type families 
(Tm, Li, and LPi)6–10 at least double in number of types. A new serpentine medulla 
(Sm) interneuron family contains more types than any other. Three families of cross- 
neuropil types are revealed. The consistency of types is demonstrated by analysing 
the distances in high-dimensional feature space, and is further validated by 
algorithms that select small subsets of discriminative features. We use connectivity 
to hypothesize about the functional roles of cell types in motion, object and colour 
vision. Connectivity with ‘boundary types’ that straddle the optic lobe and central 
brain is also quantified. We showcase the advantages of connectomic cell typing: 
complete and unbiased sampling, a rich array of features based on connectivity and 
reduction of the connectome to a substantially simpler wiring diagram of cell types, 
with immediate relevance for brain function and development.

Some of the greatest scientific discoveries of the twentieth century 
concern the neural basis of sensory perception. Hubel and Wiesel’s 
discovery of simple and complex cells in the visual cortex not only 
entered neuroscience textbooks, but the hypothetical neuronal 
wiring diagrams in their 1962 paper11 also inspired convolutional 
nets12,13, which eventually ignited the deep-learning revolution 
in artificial intelligence14. It may come as a surprise that directly 
mapping such wiring diagrams, influential as they may be, has 
been highly challenging or even impossible in mammalian brains.  
Progress is being made by visual physiologists15–17, and the recon-
struction of a column of visual cortex from electron microscopy 
images is also becoming feasible18,19. These are tiny slivers of visual 
systems; scaling up to the full complexity of mammalian vision is still  
aspirational.

To imagine the future of visual neuroscience, it is helpful to extrapo-
late from a brain of a more modest size—that of the fly. Especially over 
the past 15 years, visual neural circuits have been intensively investi-
gated in Drosophila4 with great progress in understanding the percep-
tion of motion5,10, colour20 and objects21, as well as the role of vision in 
complex behaviours like courtship22. The release of a neuronal wiring 
diagram of a Drosophila brain23–25 poses an unprecedented opportunity. 
The first wiring diagram for a whole brain contains as a corollary the 

first wiring diagram for an entire visual system, as well as all the wiring 
connecting the visual system with the rest of the brain.

About 38,500 neurons are intrinsic to the right optic lobe of the 
reconstructed Drosophila brain (Extended Data Fig. 1a). The full wiring 
diagram for these neurons is too complex to comprehend or even visu-
alize. It is essential to reduce complexity by describing the connectivity 
between types of cells. For example, the roughly 800 ommatidia in 
the compound eye send photoreceptor axons to roughly 800 L1 cells 
in the lamina, which in turn connect with around 800 Mi1 cells. That 
is a lot of cells and connections, but they can all be described by the 
simple rules that photoreceptors connect to L1, and L1 connects to Mi1. 
Some such rules are known7,26–30, but this knowledge is fragmentary 
and incomplete.

Here we exhaustively enumerate all cell types intrinsic to the optic 
lobe, and find all rules of connection between them. We effectively col-
lapse 38,500 intrinsic neurons onto just 227 types, a reduction of more 
than 150×. The wiring diagram is reduced from a 38,500 × 38,500 matrix 
to a 227 × 227 matrix, an even greater compression. We additionally 
provide rules of connectivity between intrinsic types and 500 types of 
boundary neurons (defined below), which have also been annotated25.

In our connectomic approach, a cell type is defined as a set of cells 
with similar patterns of connectivity9, and such cells are expected to 
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share the same function2. By the same logic, cell types with similar pat-
terns of connectivity should have similar functions. This logic will be 
used to generate hypotheses about the functions of newly discovered 
cell types, as well as the previously known cell types for which functional 
information has been lacking.

Class, family and type
Neurons intrinsic to the optic lobe are those with almost all of their 
synapses inside the optic lobe (Methods), and are the main topic of this 
study (Extended Data Fig. 1a). Moreover, there are boundary neurons 
that straddle the optic lobe and the rest of the brain (Extended Data 
Fig. 1b). Boundary neurons fall into several classes: visual projection 
neurons (VPNs) project from the optic lobe to the central brain, visual 
centrifugal neurons (VCNs) do the opposite and heterolateral neurons 
extend from one optic lobe to the other while making few or no synapses 
in the central brain. Targets of boundary neurons in the central brain 
are generally multimodal and/or sensorimotor24, mixing information 
coming from the eyes and other sense organs, so we regard the optic 
lobe proper as the fly’s visual system.

The brain of a single Drosophila adult female was reconstructed by 
the FlyWire Consortium24,31. We proofread around 38,500 intrinsic 
neurons in the right optic lobe (counts by type are shown in Extended 
Data Table 1), as well as 3,900 VPNs, 250 VCNs, 150 heterolateral neurons 
and 4,700 photoreceptor cells (left optic lobe numbers are shown in 
the Methods). In total, 77% of the synapses of intrinsic neurons are with 
other intrinsic neurons, and 23% are with boundary neurons.

We divide optic lobe intrinsic neurons into four broad classes: colum-
nar, local interneuron, cross-neuropil tangential and cross-neuropil 
amacrine (Fig. 1a–c). Cells of the columnar class (Fig. 1a) have axons 
oriented parallel to the main axis of the visual columns (‘axon’ is defined 
in the  Methods). Following a previous study6, the arbour of a columnar 
neuron is allowed to be wider than a single column; what matters is 
the orientation of the axon, not the aspect ratio of the arbour. Pho-
toreceptor cells are columnar but are not intrinsic to the optic lobe, 
strictly speaking, because they enter from the retina. Nevertheless, 
they will sometimes be included with intrinsic types in the following  
analyses.

The optic lobe (Extended Data Fig. 1a,b) contains four main neuropils 
(lamina, medulla, lobula and lobula plate) and a smaller fifth neuropil—
the accessory medulla (synapse counts by type family in each neuropil 
are shown in Extended Data Table 2 and the number of cells in each 
optic lobe is shown in Extended Data Table 3). We further distinguish 
between distal and proximal medulla, regarding them as two separate 
neuropils6 (Extended Data Fig. 1c). The border between them is layer 
7 of the medulla (M7), which is also known as the serpentine layer6,32.

A columnar cell spans multiple neuropils (Fig. 1a). Cells of the local 
interneuron class (Fig. 1b) are defined as being confined to a single 
neuropil. We also define two classes that cross multiple neuropils but 
are not columnar. A cross-neuropil tangential cell (Fig. 1c) has an axon 
that is oriented perpendicular to the main axis of the visual columns as 
it runs inside a neuropil. A cross-neuropil amacrine cell (Fig. 1c) lacks 
an axon. Interneurons are typically amacrine, but sometimes have an 
axon in the tangential orientation.

Each class is divided into families. A family is defined as a set of cells 
that share the same neuropils (Fig. 1a–c and Methods). For example, 
the Tm family projects from the distal medulla to the lobula, while the 
TmY family projects from the distal medulla to both the lobula and 
lobula plate (Fig. 1a; Tm and TmY pass through the proximal medulla, 
and also typically receive inputs there).

Each family is divided into cell types. All 227 intrinsic types as well as 
photoreceptor types are available for 3D interactive viewing at the Fly-
Wire Codex (https://codex.flywire.ai). Supplementary Data 1 includes 
a list of all intrinsic types and their properties. Supplementary Data 2 
contains one ‘card’ for each type, which includes its discriminative 

logical predicate (see below), basic statistics, diagram showing strati-
fication and other single-cell anatomy, and 3D renderings of all the 
cells in the type.

Most neurons in the optic lobe are columnar (Fig. 1e (right)), and half 
of the families are columnar (Fig. 1e (left)). Interneurons constitute 
just 17% of optic lobe intrinsic neurons, but the majority of cell types 
(Fig. 1e (middle)). A columnar family (Tm) contains more cells than 
any other family (Fig. 1f (right)). An interneuron family (Sm) contains 
more types than any other family (Fig. 1f (left)).

The columnar families (Fig. 1a) are well known6. The Sm interneuron 
family is new (Fig. 1b), and its name is inspired by its stratification in 
the serpentine medulla (M7). Some of the cross-neuropil families are 
wholly or almost wholly new (Fig. 1c). Over half of the cell types are 
new, and many of these are interneuron types.

Connectomic approach to cell types
For each cell, we define an output feature vector by the number of 
output synapses onto neurons of cell type t, which runs from 1 to T. The 
output feature vector is a row of the cell-to-type connectivity matrix 
(Methods). For each cell, we similarly define an input feature vector by 
the number of input synapses received from neurons of cell type t. This 
is a column of the type-to-cell connectivity matrix (Methods). The input 
and output feature vectors are concatenated to form a 2T-dimensional 
feature vector (Fig. 2a). The feature dimensions include only intrinsic 
types, so T is 227.

A cell type is defined as a set of cells with similar feature vectors9. 
Cells of the same type are near each other in feature space, while cells 
of different types are far away (Fig. 2b). This was quantified using the 
weighted Jaccard distance (hereafter, Jaccard distance; Methods).

Our definition of feature vectors requires that some cell types should 
already exist. An initial set of cell types was defined by human analysts 
using traditional morphological criteria (Methods). These traditional 
cell types were used to compute feature vectors, and hierarchical clus-
tering was applied. In many cases, this led to further division into cell 
types that could not be distinguished by traditional criteria. In other 
cases, it led to grouping of morphological variants into a single type. 
After splitting or merging types, the feature vectors were recomputed 
and the process was continued iteratively.

The final cell types were validated in several ways (Methods). We 
show that our clustering is self-consistent, in the sense that almost all 
cells end up in the original cluster if we attempt to reassign each cell’s 
feature vector to the nearest cluster. For more interpretable evalua-
tions, we construct compact connectivity-based discriminators that 
can predict cell type membership (Extended Data Fig. 2 and Supple-
mentary Data 3). We show that membership can be accurately predicted 
by a logical conjunction of on average five synaptic partner types. For 
each interneuron type, we also provide selected pairs of features that 
can be used to discriminate that type from others in the same neuropil 
(Extended Data Fig. 3 and Supplementary Data 4).

Hierarchical clustering of cell types
We defined a connectomic cell type as a set of cells with similar feature 
vectors based on connectivity. It follows that cells of the same type 
should share the same function, according to the maxim “Nothing 
defines the function of a neuron better than its connections”33. The 
same maxim also implies that cell types with similar feature vectors 
should have similar visual functions. A cell type feature vector can be 
obtained by summing the feature vectors over all cells in that type, fol-
lowed by normalization (Methods). Computing the Jaccard distance 
between all pairs of cell type feature vectors and applying average link-
age hierarchical clustering yields a dendrogram of cell types (Methods 
and Fig. 2c). Thresholding the dendrogram yields a flat clustering 
(Fig. 2c), which will be interpreted later on.
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Type-to-type connectivity
We define a type-to-type connection matrix in which the st element is 
the number of synapses from cell type s to cell type t (Methods). The 
matrix is visualized in Extended Data Fig. 4, and its numerical values 

can be downloaded (see the ‘Data availability’ and ‘Code availability’ 
sections).

The type-to-type connection matrix can also be visualized as a 
directed graph. As showing all connections is visually overwhelm-
ing, it is important to find ways of displaying meaningful subsets of 
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intrinsic; R, receptor; T1–T5, T neuron; Tm, transmedullary; TmY, 
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lamina intrinsic;  Li, lobula intrinsic, LPi, lobula plate intrinsic; Pm, proximal 
medulla. c, Families in the cross-neuropil tangential and amacrine classes. For 
tangential families, axon and dendrite are distinguished graphically. All are 
new except for Lat and Am1. LLPt, lobula–lobula plate tangential; LMt, lobula–
medulla tangential; LMa, lobula medulla amacrine; Lat, lamina tangential;  
MLt, medulla–lobula tangential; PDt, proximal to distal medulla tangential.  
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the numerous types—those with approximately the same cardinality as the 
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connections. One that we have found to be helpful is to display the top 
input and output connections of each type (Figs. 3–7 and Extended 
Data Figs. 5 and 6). In such a graph, some nodes can have more than one 
outgoing and/or more than one incoming connection. A few of these 
nodes show up as ‘hubs’ with many visible connections. For example, 
Mi1 is the top input to a large number of postsynaptic types (Fig. 3 and 
Extended Data Fig. 5).

The nodes of the graph were positioned in 2D space by a graph 
layout algorithm that tends to place strongly connected types close 
together (Methods). It turns out that nearby nodes in the 2D graph 
layout space tend to belong to the clusters that were extracted from 
the high-dimensional connectivity-based feature vectors (compare 
the node colourings of Fig. 3 with clusters of Fig. 2c).

We can also normalize the type-to-type connection matrix to be the 
fraction of synapses from cell type s to cell type t. Depending on the 
normalization, this could be the fraction of input to type t or fraction 
of output from type s (Methods). Input and output fractions are shown 
in Supplementary Data 5, and are equivalent to the cell type feature 
vectors defined earlier. The heat maps of Supplementary Data 5 are 
important because they show a much more complete set of connections 
than the wiring diagrams, which are highly selective visualizations.

 
Perplexity as a measure of degree of connectivity
The degree of a cell type can be defined as the number of cell types to 
which it is connected. Weak connections can be excluded from this 
definition by thresholding the type-to-type connection matrix before 
computing degree. For a threshold-independent measure, we instead 
calculate a ‘perplexity’34 for each cell type. The outgoing connection 
strengths (synapse counts) are normalized as if they were a probability 
distribution, and out-perplexity is defined as the exponential of the 
entropy of this distribution. Out-perplexity reduces to out-degree in 
the special case that the distribution is uniform over the connected 
partners. In-perplexity is defined analogously.

If intrinsic cell types are ranked by the product of out- and 
in-perplexity (Extended Data Fig. 7a), then TmY5a is the most connected 
hub, and various types in the lamina and distal medulla are the least 
hub-like. Motion-related cell types generally do not have high perp
lexity. Out-perplexity tends to be greater than in-perplexity (Extended 
Data Fig. 7a), although they are positively correlated (Extended Data 
Fig. 7b).

One might expect that ‘early’ types in visual processing would have 
divergent connectivity, to distribute photoreceptor signals to many 
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Fig. 2 | Clustering of cells and cell types based on connectivity. a, Feature 
vectors for three example cells. The horizontal axis indicates the synapse 
numbers that the cell receives from presynaptic types (red region of vertical 
axis) and sends to postsynaptic types (green region of vertical axis). Cells 1  
and 2 (same type) have more similar feature vectors to each other than to cell 3 
(different type). The long numbers are the cell IDs in version 783 of the FlyWire 
connectome. b, Cells 1 and 2 (same type) are closer to each other than to cell 3  
(a different type), according to the weighted Jaccard distances between the 
cell feature vectors. Such distances are the main basis for dividing cells into 
cell types (Methods). c, Dendrogram of cell types. Cell types that merge closer 

to the circumference are more similar to each other. Flat clustering (16 colours)  
is created by thresholding at 0.9. A few clusters containing single types (Lat, L3 
and Lawf2) are uncoloured. To obtain the dendrogram, feature vectors of cells 
in each type were summed or averaged to yield a feature vector for that cell 
type, and then cell type feature vectors were hierarchically clustered using 
average linkage. Jaccard distances run from 0.4 (circumference) to 1 (centre). 
Clusters containing more than one cell type (legend with coloured lines) are 
numbered starting at ‘3 o’clock’ on the dendrogram and proceeding 
counterclockwise.
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targets, while ‘late’ types would have convergent connectivity, sum-
marizing the final results of optic lobe computations for use by the 
central brain. This idea can be tested by ranking types according to the 
ratio of out-perplexity to in-perplexity (Extended Data Fig. 8). Indeed, 
the top of the list includes early types like the inner photoreceptors R7 
and R8, L3 and L5, and many Dm and Pm interneuron types, and many 
Sm types are near the bottom of the list; they can be interpreted as ‘late’ 
types given their extensive connectivity with VPNs.

The ‘numerous’ cell types
Photoreceptor axons project retinotopically from the eye to the 
lamina (R1–6) and distal medulla (R7–8). The medulla is divided into 
columns, which are presumed to be in one-to-one correspondence 
with ommatidia of the compound eye. Cell types containing >720 cells 
in our reconstruction (Fig. 1d), as well as photoreceptor types, will be 
called ‘numerous’. The top end (800) of this range is probably the true 
number of columns in this optic lobe. For each numerous type, the cells 
appear to be distributed one per column (Supplementary Data 2), and 
the true number of cells is expected to approximate 800. The observed 
cell numbers are mostly smaller than 800; some cells are missing from 
columns, presumably due to under-recovery of cells by proofreading 
(Methods). The connections between numerous types agree well with 
a previous reconstruction of seven medulla columns27 (Methods and 
Extended Data Fig. 9).

The 28 numerous types have long been known6. At the other extreme, 
16 types contain only a single cell. Most types (183) lie between the 
extremes (Fig. 1g and Extended Data Fig. 1d). It is the less numerous 
types of which our knowledge has been incomplete, and arguably 
they are where much of the magic of vision happens. As with the 

photoreceptors, neural activity in the numerous cell types like L1 and 
Mi1 mostly encodes information about the image at or near single 
points in visual space. But perception requires the integration of infor-
mation from points that can be quite distant from each other, and this 
is done by the larger neurons that belong to the less numerous types.

For most of the numerous types, visual responses have been observed 
previously4, and will be used to interpret the dendrogram of Fig. 2c. We 
will see that the numerous types that belong to a single cluster have 
similar functions, which enables us to ascribe a function to each cluster 
as a whole. In other words, we extrapolate from the functions of the 
numerous types to yield preliminary clues regarding the functions of 
the less-numerous types.

These extrapolations are speculative, and are merely starting points 
for hypothesis generation and experimental research, and the clusters 
are not set in stone. They were obtained by thresholding a hierarchical 
clustering (Fig. 2c), and adjusting this threshold will change the number 
of clusters (Extended Data Fig. 10). Rather than use our clusterings, 
some readers may prefer to directly consult the weighted Jaccard dis-
tances between types (Fig. 2, Source Data), from which the clusterings 
were derived. Other cautionary notes about the clusters are given in 
the Methods and Discussion. These caveats notwithstanding, we next 
proceed to functional interpretation of the clusters in Fig. 2c.

ON, OFF and luminance channels
Cluster 10 and cluster 11 (Fig. 2c) both receive strong input from pho-
toreceptors R1–6 (Extended Data Fig. 11), and we propose that they 
are regarded as OFF and ON channels, respectively, carrying informa-
tion about light decrements (OFF stimuli) and light increments (ON 
stimuli). Our concept is similar to the well-known ON and OFF motion 
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pathways35,36, but differs because our ON and OFF channels are general 
purpose, feeding into the object and colour subsystems as well as the 
motion subsystem.

Cluster 10 contains the OFF cells L2, L4, Tm1, Tm2 and Tm4. Clus-
ter 11 contains the ON cells L5, Mi1 and Tm3, and also the OFF cell L1. It 
makes sense to assign L1 to the ON channel even though it is an OFF cell, 
because L1 is inhibitory/glutamatergic, so its effects on downstream 
partners are similar to those of an ON excitatory cell. Note that infor-
mation about whether synapses are excitatory or inhibitory was not 
used by our clustering algorithm. Cluster 11 also contains C2 and C3, 
which are expected to be ON cells because their top inputs are L1 and 
L5. A companion paper argues that the various Dm interneuron types 
in cluster 10 and cluster 11 normalize the activities of numerous types 
in the OFF and ON channels37.

The ON and OFF motion pathways were traditionally defined by work-
ing backwards from the T4 and T5 motion detectors, which respec-
tively compute the directions of moving ON and OFF stimuli4,5. The ON 
motion pathway is directly upstream from T4 and includes Mi1, Mi4, 
Mi9 and Tm3. The OFF motion pathway is directly upstream from T5 
and includes Tm1, Tm2, Tm4 and Tm9. Figure 4 shows that these cell 
types have other strong targets besides T4/T5, so they do not seem 
to be solely or chiefly dedicated to motion (see below concerning the 
lone exception Tm9).

L3 connectivity is sufficiently unique that it stands apart from all 
of the other cell types as a cluster containing only the single type L3 
(Fig. 2c). This is consistent with current thinking that L3 constitutes a 
separate luminance channel, distinct from ON and OFF channels38. L3 
is the only L type with a sustained rather than transient response39, and 
it encodes luminance rather than contrast40.

Cluster 7 includes Dm4, Dm9, Dm12, Dm20 and Mi9, which all have 
L3 as their strongest input. Mi9 is also the strongest output of L3 and, 
like L3, exhibits a sustained response41. We therefore propose that 
cluster 7 should be lumped with L3 in a hypothetical luminance chan-
nel. Mi9 is traditionally grouped in the ON motion pathway, but Mi9 
is an input to the object and colour subsystems, not only the motion 
subsystem. It is less obvious whether the remaining types in cluster 7 
(Mi15, Dm2, Dm10 and Sm05) should be grouped in the luminance 
channel. Indeed, these types break off into a separate clusters when 
the threshold is adjusted to refine the flat clustering (Extended Data 
Fig. 10). These types might alternatively be assigned to the colour sub-
system as Mi15 and Dm2 are known to receive direct input from inner  
photoreceptor R842.

Lawf2 is a cluster of its own. By targeting cell types (L5, C2 and C3 in 
Supplementary Data 5) in cluster 11, Lawf2 provides centrifugal feed-
back to the ON channel (Extended Data Fig. 11). However, the strong-
est output of Lawf2 is Lai (Fig. 4), which is thought to mediate lateral 
inhibition in the lamina43 through pathways such as R1–6→Lai→R1–6 
and R1–6→Lai→L326. Lawf2 may therefore modulate lateral interactions 
mediated by Lai. The strongest input to Lawf2 is OA-AL2b2, which could 
be octopaminergic or cholinergic44,45. If it is octopaminergic, this input 
could be the source of the previously reported octopaminergic gain 
modulation of Lawf2 neurons46. Lawf2 also receives strong input from 
cluster 9, which is hypothesized to be an object subsystem later on.

Lai and Lawf1, the two types in cluster 8, have similar targets (L3, 
T1, R1–6 and L2). Cluster 8 provides centrifugal feedback to the OFF 
channel (through L2) and to R1–6 (Extended Data Fig. 11). Alternatively, 
cluster 8 could be interpreted as being part of the luminance channel, as 
cluster 7 is a strong input and L3 a strong output (Extended Data Fig. 11).

Motion
The motion-detecting T4 and T5 families belong to cluster 15 (Fig. 2c). 
Cluster 16 contains CT1 and Tm9, which are well known to be important 
for motion computation4,5. It makes sense to regard Tm9 as dedicated 
to the motion subsystem rather than part of a general-purpose OFF 

channel, as 80% of its output synapses are onto CT1 or T5. Cluster 16 
also includes Li14, an interneuron type with T5a as the strongest input, 
and T5a through T5d as the strongest outputs. T4/T5 neurons synapse 
onto VPNs that exit the optic lobe and enter the central brain (Fig. 5a 
and Supplementary Data 5).

Cluster 13 and cluster 14 contain the lobula plate interneuron fam-
ily, LPi1 through LPi156,8. Over half of these are new (Methods). Some 
LPi types consist of one or two cells that cover the entire visual field 
(Fig. 5b). Two LPi types may stratify in the same lobula plate layers, 
but consist of cells with different sizes (Fig. 5c). Most LPi types are 
amacrine, but some exhibit axo-dendritic polarization (Fig. 5d). Some 
types collectively cover only a portion of the visual field (for example, 
LPi01 and LPi03 are ventral only; Supplementary Data 2).

All LPi types receive input from T4/T5 types, so it is clear that clus-
ter 13 and cluster 14 are related to motion vision. All LPi types receive 
input from T4/T5 cells with a single preferred direction (Fig. 5a and Sup-
plementary Data 5). The only exception is LPi07, which receives inputs 
from T4/T5 cells with preferred directions c and d (Supplementary 
Data 5). LPi types synapse onto other LPi types and onto VPNs (Fig. 5a 
and Supplementary Data 5).

Cluster 13 also contains columnar neurons from three Y types and 
all Tlp types. All of these are predicted to be glutamatergic, and are 
reciprocally connected with T4/T5 of particular preferred directions. 
The only exception is Tlp5, which receives input only from T4a/T5a. 
The Y and Tlp types also connect with LPi and columnar VPN types10. 
TmY20 and Am1 also belong to cluster 13, and were previously identi-
fied to be motion related10.

Objects
Cluster 9 includes the numerous types T2 and T3, which have been 
implicated in the detection of small objects47. Their downstream VPN 
partners LC1147 and LC1848 (Fig. 6) are also activated by small objects. 
On the basis of this information, we propose that cluster 9 is part of 
a hypothetical object subsystem (Fig. 6). Cluster 9 (Fig. 2c) includes 
many other types from columnar families (Mi, TmY, Y), interneuron 
families (Li and Pm) and cross-neuropil tangential and amacrine fami-
lies (LMa, LMt, MLt, PDt). Downstream targets include LC, LPLC and 
LT types (Fig. 6).

Mi1 and Tm1 are the most prominent inputs to the subsystem (Fig. 6), 
and respectively belong to the ON and OFF channels defined above. 
They are top inputs to T3, explaining why T3 is ON–OFF47. T2 is ON–OFF 
because its top inputs are L5 and Tm2, which respectively belong to the 
ON and OFF channels. Note that the Tm1 input to T2 and the L5 input 
to T2 are second from the top, and therefore do not show up in Fig. 6, 
which is restricted to the top inputs and outputs.

Several types are nearby T2 and T3 in the cell types dendrogram 
(Fig. 2c). In particular, T2a, Tm21, Tm25, Tm27, TmY3 and Y3 are fairly 
numerous and excitatory, so we regard them as candidate object detec-
tors. Despite its name, T2a is more similar to T3 in connectivity than to 
T2 (Fig. 2c). T2a also receives Mi1 and Tm1 input like T3, and is predicted 
to be ON–OFF. The top output of T2a is LC17, which is known to be acti-
vated by small objects49 and also receives input from T3.

Cluster 12 contains Li19 and Li25 (Fig. 2c). Cluster 9 is both a strong 
input to cluster 12 (Extended Data Fig. 11) and a strong output of clus-
ter 12 (Extended Data Fig. 11), largely due to connections between Tm21 
and Cluster12. We therefore include cluster 12 as well as cluster 9 in the 
object subsystem.

Colour and polarization
The inner photoreceptors R7 and R8 are important for Drosophila 
colour vision because their responses are more narrowly tuned to the 
wavelength of light than those of the outer photoreceptors R1–6. R7 
prefers ultraviolet light, whereas R8 prefers blue or green light20.
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Cluster 4 contains Dm8a, Dm8b, Dm11 and DmDRA2, which are all 
inner photoreceptor targets42. Cluster 1 contains most of the remain-
ing types so far implicated in colour vision. As originally defined by 
morphology6, Tm5 is a potential postsynaptic target of the inner pho-
toreceptors because it stratifies in the distal medulla at the M7 border 
and also in the M3. These are the medulla layers containing the axon 
terminals of R7 and R87. We found that Tm5 consists of six cell types 
(Fig. 7a). Three of our connectomic Tm5 types correspond to canoni-
cal Tm5 types that were previously defined by morphology and Ort 
expression7,50. Tm5a and Tm5b receive R7 input, while Tm5c receives R8 
input. Moreover, we found three new types, Tm5d, Tm5e and Tm5f, that 
receive little or no photoreceptor input, although their stratifications 
are similar to those of the canonical Tm5 types (Fig. 7a).

The correspondences between connectomic and morphological- 
molecular Tm5 types were established using morphological criteria 
(Methods). However, the reader should be cautioned that there is con-
siderable variability within a type, so reliably typing individual cells 

based on morphology alone is difficult or impossible. Connectivity is 
essential for reliable discriminations.

Tm5a and Tm5b receive R7 and Dm8 input, as expected from previ-
ous reports42,50,51. Tm5c receives R8 input42,50, and also strong L3 input 
(Fig. 7c and Supplementary Data 5). While some synapses from Dm8 
to Tm5c do exist50, this connection seems to be weak.

Tm20 has been implicated in colour vision because it receives R8 
input27,28,42. It also receives strong L3 input (Fig. 7c). Thus, Tm20 inputs 
are similar to Tm5c inputs, consistent with the physiological finding 
that these two types are more similar to each other in their chromatic 
responses than they are to Tm5a and Tm5b52.

As Tm5a, Tm5b, Tm5c and Tm20 are known to be related to colour 
vision, we propose that the rest of cluster 1 is also part of a hypothetical 
colour subsystem (Fig. 7c). The new Tm5 types (Tm5d, Tm5e and Tm5f) 
receive few or no synapses directly from photoreceptors, but Tm5d 
receives indirect R7 input from Tm5b and Dm8a, Tm5e receives indirect 
R8 input from Tm5c (Fig. 7c), and Tm5f receives indirect R8 input from 
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Fig. 4 | ON, OFF and luminance channels—top inputs and outputs only. 
Simplified wiring diagram of ON (cluster 11, red), OFF (cluster 10, blue) and 
luminance (cluster 7, violet and L3) channels and their primary connections 

with other subsystems and VPNs. For clarity, only the top input and output 
connections are shown for each type. Further explanation is provided in Fig. 3 
and the Methods.
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Tm20 (Supplementary Data 5). Tm5d and Tm5e are predicted to be 
glutamatergic and Tm5f is predicted to be cholinergic.

We have defined Dm8a and Dm8b, which synapse onto Tm5a and 
Tm5b, respectively (Fig. 7c), and this preference is highly selective 
(Supplementary Data 5). As with Tm5, splitting Dm8 is straightfor-
ward with connectivity but difficult or impossible with morphology. 
How our two Dm8 types correspond with the two types previously 
defined by molecular studies (yDm8 and pDm8)51,53 remains specula-
tive (Methods).

Cluster 1 also includes Tm7, Tm8a and Tm8b (another novel split), 
Tm16 and wholly new types Tm31 to Tm37. The latter deviate from the 
classical definition of the Tm family, which is supposed to project from 
the distal medulla to the lobula6. These types mainly stratify in serpen-
tine medulla and lobula, with little or no presence in distal medulla 
(Fig. 7b). Nevertheless, we decided to lump them into the Tm family. 
Tm31 to Tm35 each contain relatively few (<100) cells, and are predicted 
to not be cholinergic. This departs from the norm for existing Tm types, 

which are generally more numerous (>100 cells) and predicted to be 
cholinergic (exceptions are the three glutamatergic Tm5 types). Tm36 
and Tm37 contain more than 100 cells each, and are predicted to be 
cholinergic.

Cluster 1 includes TmY types, Li, Sm and Pm interneuron types, MLt 
types and LLPt. Cluster 1 also includes Mi4 and Mi10. Mi4 was tradi-
tionally regarded as part of the ON motion pathway, but T4 cells are 
relatively weak outputs. Mi4 has strong partners in the colour and 
object subsystems (Fig. 7c (yellow and green)). Its strongest output 
is Mi9, which we have assigned to the luminance channel and is one 
of the major inputs to the colour subsystem. This diversity of tar-
gets shows that Mi4 is a major hub between multiple subsystems, 
although it has been assigned by the clustering to a single subsys-
tem. Mi10 mediates a feedback loop L3→Mi9→Mi10→Lawf1→L3, so 
it might seem to belong to the luminance channel, but the cluster-
ing has placed it in cluster 1 because it is similar in connectivity  
to Mi4.
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Fig. 5 | Motion subsystem—top inputs and outputs only. a, Cell types of the 
motion subsystem (clusters 13 to 16) and their primary connections with other 
subsystems and VPNs. The motion-detecting T4 types are located at the 
corners of the square layout, and often share postsynaptic targets with the 
corresponding T5 types. TmY14 is the top output of many types. For clarity, 
only the top input and output connections are shown for each type. Further 

explanation is provided in Fig. 3 and the Methods. b, LPi14, also called LPi1-210,  
is a jigsaw pair of full-field cells. c, LPi02 stratifies in the same lobula plate layers 
as LPi14, but the cells are smaller. d, LPi08 is an example of an interneuron that 
is not amacrine. It is polarized, with a bouton-bearing axon that is dorsally 
located relative to the dendrite. D, Dorsal. Scale bar, 30 μm.
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Besides L3, Mi9 is another prominent input to the colour subsystem 
(Fig. 7c). Both L3 and Mi9 belong to the luminance channel defined 
above. It makes sense that luminance information should be necessary 
for colour computations38.

Cluster 3 consists mainly of a large number of Sm interneuron types 
(Fig. 2c). It is well-connected with cluster 1 (Extended Data Fig. 11), so 
we also include it in the hypothetical colour subsystem (Fig. 7c).

Cluster 5 contains DmDRA1, a cell type at the dorsal rim of the 
medulla that is known to be important for behaviours that depend on 
skylight polarization54. Cluster 4 is therefore regarded as part of the 
polarization subsystem. It contains several Sm types, most of which 
are either situated at the dorsal rim or have some specialization there.

Morphological variation
As mentioned above, connectivity can be essential for distinguishing 
between types with similar morphologies. Connectivity can also enable 

one to ignore morphological variations between cells of the same type. 
For example, TmY14 was originally identified as a cell type intrinsic 
to the optic lobe27, but later reclassified as a VPN, because it typically 
projects to the central brain55. In another twist, our optic lobe turns out 
to contain atypical TmY14 cells that lack the central brain projection 
(Fig. 8a,b). In cases like this, we double check the proofreading before 
concluding that this is true biological variation. Even in typical TmY14 
cells, the axon has few synapses and minimal impact on connectivity, 
so TmY14 has reverted to its original status of being intrinsic to the 
optic lobe (an explanation of the threshold is provided in the Methods). 
TmY14 ends up as a single type in our connectivity-based clustering, 
because typical and atypical TmY14 cells have similar connectivity 
within the optic lobe.

Another interesting example is Tlp4 versus Y11, which have similar 
connectivity patterns (Fig. 2c and Supplementary Data 5). A major 
difference is that Tlp4 cells, by definition, have no connectivity in the 
medulla. However, a few of them do, and look like they do not belong 

Cluster 1

Cluster 2

Cluster 3

Cluster 4

Cluster 5

Cluster 6

Cluster 7

Cluster 8

Cluster 9

Cluster 10

Cluster 11

Cluster 12

Cluster 13

Cluster 14

Cluster 15

Cluster 16

Lat

L3

Lawf2

Boundary

Photoreceptors

interacts with

Sm05

Y12

Li05

T3

LT61b

Pm12

Pm06

Li21

cMLLP01

Li32

LT1a

Tm3

cL08

OA-AL2i2

Pm05

TmY5a

LMt1

TmY3

Pm03

Tm4

LT1d

Y1

LMt3 LC18

mALC4

cL21

Pm02

T2

TmY15

Li10

LPLC1

Pm09

TmY11

LT61a

Mi4

Pm07

LPi13

Tm27 Tm2

TmY14

TmY20Li20

TmY16

Tm21

LTe20LT39

Tm1

Mi2

LTe21

Tm16

Pm01

Mi1

MLt3

MLt4

LMa2

Li27

Pm08

Y11

cL11

Pm11

LT82a

aMe20

Li15

LPT54

MLt1

MTe47

Dm18

Pm14

LMt2

LMa4
PDt

L5

Pm13

Li29

cL20

Li19
LT41

LC21

Am1

LTe26

Tlp1

Li31 cL13

cLLPM02

LT83 LT1b

Li17

Li26

LT66

Y4

LMa1
LT1c

LC17

LC11

MTe42

Li16

L4

Li25

Pm10

Tm36

LT11

LC28a

LT40 Lawf2

Tm25

Li24

LPT53

Pm04

Li22

Mi14

mALC5

cM05

LT56Mi13

Y3 LMt4

Li06

LMa5

T2a

Li30

LC4

LT62

LMa3

700+ cells

1–99 cells

100–699

Top in excit.

Top in inhib.

Top out excit.

Top out inhib.

Fig. 6 | Hypothetical object subsystem. Cell types of the object subsystem 
(clusters 9 and 12) and their primary connections with other subsystems and 
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the top input and output connections are shown for each type. Further 
explanation is provided in Fig. 3 and the Methods.
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in Tlp4 (Fig. 8c,d). In the first stage of morphology-based classifica-
tion, these errant cells were assigned to Y11. But such pseudo-Y11 cells 
were later reassigned to Tlp4 on the basis of connectivity. Their fea-
ture vectors match Tlp4 because their medullary projections make 
few synapses, and their connectivity in the lobula and lobula plate 
matches Tlp4.

It is worth mentioning an unusual example in which ignoring mor-
phological variation is correct in one sense, but ultimately turns out to 
be misleading. Three Li11 cells are annotated in the hemibrain recon-
struction9, and three corresponding cells can be identified in our optic 
lobe25. We group two of these cells in one type (Fig. 8e). The third cell can 
be paired with a fourth to form a pseudo-Li11 type with a small axonal 
projection into the central brain (Fig. 8f). Although the axon is visually 
striking, it has few synapses and therefore little impact on connectiv-
ity. Thus, it might be tempting to ignore the axon as a developmental 

‘accident’ and merge Li11 and pseudo-Li11 into a single type. But it turns 
out that Li11 and pseudo-Li11 are distinct types, owing to their different 
connectivity in the lobula. For example, Li25 has strong LT61 output, 
while pseudo-Li11 has strong LT11 input. Pseudo-Li11 also exists in the 
hemibrain (data not shown), although there it lacks the small projec-
tion. So the central brain projection of pseudo-Li11 exhibits variability 
across individuals, further evidence that it is a developmental acci-
dent. We introduce the new names Li25 and Li19 to replace Li11 and 
pseudo-Li11,

A few cells were dismissed as developmental accidents. This could be 
done with high confidence when the cells were small and few in number. 
However, we had difficulty deciding about Li29 because it was a full-field 
cell in the lobula but it also extended a smaller secondary arbour into 
the lobula plate (Supplementary Data 2). Originally, we decided that 
this cell was a developmental accident, and did not include it in our 
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list of types. Later on, we found that this odd-looking cell is repeated 
in the left optic lobe, and promoted it to a type.

Spatial coverage
All cell typing efforts must decide whether to split types more finely or 
merge types more coarsely. We resolved this lumper–splitter dilemma 
by using spatial coverage as a criterion2. As a general rule, the cells 
of a cell type collectively cover all columns of the optic lobe with a 
density that is fairly uniform across the visual field. This makes sense 
for implementing translation-invariant computations, a strategy that 
is commonly used in convolutional networks and other computer 
vision algorithms. Uniform spatial coverage is sometimes called  
‘tiling’, although cell type arbours often overlap so much that the ana
logy to floor tiles is misleading. Spatial coverage is also a property of 
many cell types in mammalian retina2,56.

In some types consisting of just one or a few cells, we identified an 
unconventional jigsaw-style spatial coverage. For example, LPi14, 
also known as LPi1-210, is a pair of full-field cells (Fig. 5b). We refer 
to them as a jigsaw pair because they jointly cover the visual field in 
an irregular manner, as if they were cut by a jigsaw. Jigsaw types can 
also be found in other interneuron families and include Pm14, Li27  
and Li28.

Our feature vector (Fig. 2a) includes no explicit information about 
the spatial coordinates of a cell. Thus, if clustering feature vectors 
results in cell types with good spatial coverage, that is an independent 

validation of the clustering. Coverage also solves the lumper–splitter 
dilemma. Suppose that we attempt to split one type into two candidate 
types, based on hierarchical clustering. If both candidate types exhibit 
good coverage, then we accept them as valid. If the cells of both can-
didate types seem randomly scattered, that means our split is invalid, 
because it is presumably discriminating between cells based on noise. 
Chromatic types like Tm5 and Dm8 might seem to be an exception to 
this rule, but their apparently random locations may turn out to depend 
systematically on pale and yellow columns (Methods).

The above are easy cases, but there are also edge cases. Suppose that 
splitting results in two candidate types that neatly cover the dorsal field 
and the ventral field, respectively, without overlap. We then reject the 
split, preferring to lump the two candidate types in a single type that 
exhibits dorsoventral spatial variation in connectivity. On the other 
hand, if one candidate type covers the dorsal field and the other covers 
the full field, this is an acceptable split.

With these heuristics, some of our cell types end up with only 
partial coverage of the visual field (Fig. 9). This is especially com-
mon for boundary types. Sm is the intrinsic type family containing 
the most types with partial coverage. This makes sense, given that 
Sm cells interact closely with many boundary types arborizing in 
the serpentine layer. Cell types with partial coverage make sense 
in the later stages of vision. After the early stages of vision, com-
puter vision also often discards translation invariance and may 
perform different visual computations in different regions of the  
visual field.
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Fig. 8 | Morphological variation. a, Typical TmY14 cells (cyan) have axonal 
projections to the central brain (left). Atypical cells (red) initially project 
toward the central brain, but their axons turn around and terminate in the 
medulla. As the axons bear few synapses, typical and atypical cells are 
approximately the same in connectivity. b, Representative typical (cyan) and 
atypical (red) TmY14 with an axon projecting into the central brain (cyan arrow) 
and medulla (red arrow), respectively. c, Typical Tlp4 cells arborize in the 
lobula plate and lobula. A few cells (pseudo-Y11) have an additional branch in 

the medulla (right), and resemble Y11 cells in morphology but have the same 
connectivity as Tlp4. d, Relative to a typical Tlp4 cell (red), a pseudo-Y11 cell 
(blue) has an additional branch in the medulla. e, Li11 does not project into the 
central brain. f, Pseudo-Li11 has an additional arbour projection into the central 
brain. This arbour makes a few synapses, and might lead to the conclusion that 
pseudo-Li11 should be categorized as Li11. However, the connectivity between 
Li11 and pseudo-Li11 is fundamentally different, making them distinct types. 
Scale bar, 30 µm.
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Discussion
The connectomic approach to cell typing has three powers. First, it 
is not subject to the incomplete and biased sampling that can affect 
other methods. Second, connectivity turns out to provide a rich set 
of features for distinguishing between cell types. Third, connectomic 
cell typing not only yields cell types, but also, importantly, tells us how 
they are wired to each other.

 
Implications for visual function
We clustered cell types with similar connectivity patterns (Fig. 2c), 
and proposed tentative interpretations of the clusters in terms of 
visual functions. These interpretations are speculations, but should 
be useful for generating hypotheses that suggest interesting experi-
ments. Our hypothetical subsystems are devoted to motion, object 
and colour vision (Figs. 5–7), and are fed by ON, OFF and luminance 
channels (Fig. 4).

The motion subsystem (clusters 13–16) contains not only the T4 
and T5 families but also many interneuron types. Most interneuron 
types belong to the LPi family, which has been proposed to mediate 
opponent interactions between cells that are activated by different 
directions of motion8. Such opponency was demonstrated between 
LPi09 and LPi11, also known as LPi3-4 and LPi4-357. It is likely that LPi 
types can also mediate spatial normalization, as described in a com-
panion paper37.

Of the 51 types in the hypothetical object subsystem (clus-
ters 9 and 12), T2 and T3 have been characterized by physiologists 
as object detectors47. Above we hypothesized that a number of other 
types (T2a, Tm21, Tm25, Tm27, TmY3 and Y3) are object detectors, and 
these candidates can be tested by future experiments.

The hypothetical colour subsystem (clusters 1,3 and 4) contains 91 
types. One can only speculate about the reason for this numeric prepon-
derance. Some insects are known to have sophisticated colour vision 
capabilities such as colour constancy58. The computations required for 
colour constancy are quite complex, requiring the integration of image 
information over long ranges59. This could potentially be implemented 
by the large number of Sm and Li interneuron types in the hypothetical 
colour subsystem, assuming that Drosophila turns out to exhibit colour 
constancy. Alternatively, it is possible that cluster 1 and cluster 3 have 
additional functions other than colour vision, and should be subdivided 
more finely (Extended Data Fig. 10). Future experiments will be needed 
to test these hypotheses.

A companion paper predicts that the six types in cluster 2 (Fig. 2c) 
should exhibit orientation selectivity60, and hypothesizes that clus-
ter 2 is a subsystem for form vision. Cluster 2 connects to cluster 1 
(Extended Data Fig. 11), suggesting an interaction between form and 
colour computations.

Although we have carved the optic lobe into distinct subsystems, we 
are aware that it is simplistic to assign every cell type to just one func-
tional subsystem. This is the result of the ‘hard’ clustering algorithm 
that we have used, which always assigns a cell type to a single cluster. 
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Fig. 9 | Different kinds of spatial coverage. a, Dm4 has full spatial coverage, 
and tiles perfectly with no overlap. b, Dm dorsal rim area 2 (DmDRA2) covers 
the dorsal rim. c, Sm05 covers the dorsal hemifield. d, Sm01 covers the ventral 

hemifield. e, Sm33 are H-shaped cells that cover the anterior and posterior rim. 
f, Sm39 is a single cell with mixed coverage: dorsal dendritic arbour in M7 and 
full-field axonal arbour in M1. V, ventral. Scale bar, 50 μm.
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In reality, a cell type could have more than one function, or a cell type 
might mediate interactions between more than one subsystem. The 
wiring diagrams show many connections between cell types in differ-
ent subsystems (Figs. 3–7 and Supplementary Data 5). Assigning such 
a cell type to a single subsystem is inherently ambiguous.

Implications for visual development
The detailed wiring diagram for an adult visual system precisely speci-
fies the end goal of visual system development. Single-cell transcrip-
tomics is providing detailed information about the molecules in fly 
visual neurons61–63. Comparison of transcriptomic and connectomic 
information is already uncovering molecules that are important for 
the development of the fly visual system64, and this trend is bound 
to increase in momentum. Such research could be aided by our 
low-dimensional discriminators of cell types (Supplementary Data 4 
and Extended Data Fig. 3).

Complete and unbiased
Early studies6,32 relied on Golgi staining to sample neurons from mul-
tiple individuals, a technique that is best suited for identifying the 
most numerous types. Most of our new types are not as numerous 
(10 to 100 cells), which may be why they were missed. Furthermore, 
Golgi studies6 may have mistaken morphological variants for types, 
which could explain why many of their types cannot be identified in 
our optic lobe.

Contemporary light-microscopy anatomy leverages genetic lines, 
but still does not evade the limitations of incomplete and biased sam-
pling. The story of Tm5 serves as a case in point. A breakthrough in 
colour vision started by genetically labelling neurons that express 
the histamine receptor Ort7. Researchers reasoned that Ort would be 
expressed by cells postsynaptic to the chromatic photoreceptors R7 
and R8, which are histaminergic. Then, light-microscopy anatomy 
was used to make fine distinctions between three Tm5 types labelled 
in the transgenic line7. The present connectomic work has revealed 
six Tm5 types, a finding that was only foreshadowed by previous work 
on the same EM dataset42. The three new Tm5 types were presumably 
missed by previous studies because they receive little or no direct 
photoreceptor input (Fig. 7c), and do not express Ort. Nevertheless, 
they are similar to the old Tm5 types in morphology (Fig. 7a) and con-
nectivity (Fig. 2c), and have been grouped in the hypothetical colour 
subsystem (Fig. 7c).

The Tm5 example demonstrates that connectomics can find fresh 
patches in well-trodden ground. More telling is that connectomics 
can guide us to entirely new landscapes, such as the 43 Sm types in an 
entirely new type family.

Distinguishing cell types using connectivity
Features based on connectivity (Fig. 2a) enabled us to discriminate 
between cell types that stratify in very similar neuropil layers. Stratifi-
cation constrains connectivity, because neurons cannot connect with 
each other unless they overlap in the same layers1. However, stratifica-
tion does not completely determine connectivity, because neurons 
in the same layer may or may not connect with each other. Classical 
neuroanatomy, whether based on Golgi or genetic staining, relied on 
stratification because it could be seen with a light microscope. Now that 
we have electron microscopy data, we can rely on connectivity for cell 
typing, rather than settle for stratification as a proxy2.

That being said, the present study used only connectivity at the 
final stage of cell typing, which was seeded by the morphological 
types identified during the first and second stages (Methods). It was 
possible to demonstrate self consistency of the final cell types using 
connectivity-based features only. We expect that it should be possible 
to eliminate all dependence on morphological typing, and base the 
approach on connectivity from start to finish. This challenge is left 
for future work.

Spatial organization of connectivity
According to our wiring diagrams (Figs. 3–7 and Extended Data  
Figs. 4–6), whether two neurons are connected depends on their cell 
types. Connectivity also depends on the locations of the neurons in the 
retinotopic maps of the optic lobe. As a trivial example, it is impossible 
for cells with small arbours to be connected if they are at distant loca-
tions. Less trivial dependences of connectivity on location also exist. 
We expect them to be important for understanding vision, although 
they turned out to be unnecessary for classifying cell types. To facilitate 
spatial analyses of connectivity, the FlyWire Codex maps a number of 
cell types to locations in the hexagonal lattice of columns and omma-
tidia. In such analyses, it may be helpful to regard cell types and spatial 
locations as discrete and continuous latent variables65. A companion 
paper demonstrates how to predict visual function by characterizing 
how connectivity depends on both cell type and spatial location. The 
cell types of cluster 2 are predicted to exhibit orientation selectivity 
and related phenomena reminiscent of the primary visual cortex60.

Artificial intelligence
This paper began by recounting the story66 of how wiring diagrams for 
visual cortex drawn in the 1960s inspired convolutional nets, which 
eventually sparked the deep learning revolution in artificial intel-
ligence. Convolutional nets have now been applied to reconstruct 
the fly brain from electron microscopy images24, making the current 
study possible. Coming full circle, the fly optic lobe turns out to be 
as literal an implementation of a convolutional net as one could ever 
expect from a biological system. The columns of the optic lobe form 
a hexagonal lattice, rather than the square lattice used in computer 
vision, but it is a highly regular lattice nonetheless, and the activities 
of the neurons in each cell type are analogous to a feature map in a 
convolutional net67. Although the connectional architecture of the 
optic lobe conforms closely to the definition of a convolutional net, 
the connections do not appear to be learned in the sense of artificial 
intelligence. No changes in VPN structure68 and function69, and only 
subtle changes in visual behaviour70 have been detected after rearing 
flies in darkness, suggesting that visual experience may have little 
role in Drosophila visual development. However, mechanisms based 
on spontaneous activity in the pupal brain (before visual experience) 
might have a role71.

Implications for mammalian cell types
In the central brain of Drosophila, cell types usually consist of just a 
pair of mirror symmetric neurons9,25 (Extended Data Fig. 1e), as is also 
the case for C. elegans72. By contrast, most optic lobe cell types are 
represented by many neurons (Fig. 1d and Extended Data Fig. 1d), a 
situation that is more reminiscent of mammalian brains3,73. Could our 
connectomic approach generalize to mammalian brain structures such 
as retina and cortex, which are laminated like the optic lobe?

Single-cell transcriptomics, often hailed as the solution to classify-
ing cortical cell types74, has also been applied to the Drosophila optic 
lobe. One study reported 172 transcriptomic cell types, a figure that 
includes VPNs as well as intrinsic neurons62. Our connectomic study 
has revealed the existence of a much larger set of types (700+ includ-
ing boundary types). Encouragingly, many connectomic types can be 
conclusively matched with transcriptomic types62. Failures to match 
are interesting because they illustrate potential pitfalls of the tran-
scriptomic approach. For example, all eight T4/T5 types look like a 
single transcriptomic type in adult flies62, and are only transcriptionally 
distinct at earlier stages of development. This could be analogous to 
the fact that adult cortical neurons of the same transcriptomic type can 
have highly variable morphological properties75,76. It will be important 
to scale up the connectomic approach, and make it as definitive for the 
cortex as it is now for the fly visual system. A first attempt has already 
been made in visual cortex19.
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Methods

Reconstruction accuracy and completeness
The overall quality of our Drosophila brain reconstruction has been 
evaluated elsewhere24,31 (a summary of the current status is shown in 
Extended Data Table 3). Here we describe a few additional checks that 
are specific to the optic lobe. A small percentage of cells have eluded 
proofreading efforts. The worst cases are some types with visible ‘bald 
spots’ in the mid posterior side of the right optic lobe (Supplementary 
Data 2). In this region, we observed a narrowing and discontinuation 
of neuronal tracks. Many of these tracks appear to terminate within 
glial cells, suggesting a potential engulfment of neurons by glia. For 
most types, under-recovery is hardly visible (Supplementary Data 2).

For a quantitative estimate of under-recovery, we can rely on the 
‘modular’ types27, defined as cell types that are in one-to-one corre-
spondence with columns. A previous reconstruction of seven medulla 
columns identified 20 modular types28. These largely correspond to 
the cell types that contain from 720 to 800 cells in our reconstruction 
(Fig. 1d). The top end (800) of this range is probably the true number 
of columns in this optic lobe. The lower end of this range is 720, sug-
gesting that under-recovery is 10% at most, and typically less than that.

The inner photoreceptors R7 and R8 are about 650 cells each, and 
the outer photoreceptors R1–6 total about 3,400 in version 783 of the 
FlyWire connectome. These numbers are not inconsistent with modu-
larity because photoreceptors are especially challenging to proofread 
in this dataset and under-recovery is higher than typical.

In the left optic lobe, we have proofread around 38,500 intrinsic 
neurons, as well as 3,700 VPNs, 250 VCNs, 150 heterolateral neurons 
and 5,000 photoreceptor cells. Tables comparing precise left/right 
counts by superclass as well as by type are available for download (see 
the ‘Data availability’ section).

Tm21 (also known as Tm6), Dm2, TmY5a, Tm27 and Mi15 are sub-
stantially less numerous than 800, so we agree with the seven column 
reconstruction28 that they are not modular. On the other hand, some 
of our types (T2a, Tm3, T4c and T3) contain more than 800 proofread 
cells (Fig. 1d), which violates the definition of modularity. This partially 
agrees with the seven column reconstruction28, which regarded T3 and 
T2a as modular, and T4 and Tm3 as not modular. T4 is an unusual case, 
as T4c is above 800 while the other T4 types are below 800. It should 
be noted that all of the above cell numbers could still creep upward 
with further proofreading.

A genuine analysis of modularity requires going beyond simple cell 
counts, and analysing locations to check the idea of one-to-one cor-
respondence. Such an analysis is left for future work. Here we apply the 
term ‘numerous’ to those types containing 720 or more cells, as well 
as photoreceptor types, and do not commit to whether these types 
are truly modular.

The seven column reconstruction28 provided a matrix of connections 
between their modular types. This shows good agreement with our data 
(Methods and Extended Data Fig. 9), providing a check on the accuracy 
of our reconstruction in the optic lobe. This validation complements 
the estimates of reconstruction accuracy in the central brain that are 
provided in the flagship paper24.

The major limitation of our reconstruction in the optic lobe concerns 
the automatically detected synapses77. Although accuracy is high over-
all, outgoing photoreceptor synapses are markedly underdetected. This 
may be because dark cytoplasm (characteristic of photoreceptors) is 
not well represented in the example synapse images that were used to 
train the automated synapse detector. Example images of photorecep-
tor synapses have been included in the training set of an improved 
automated synapse detector, but the results were not ready in time 
for this publication, and will be made available in a future release. The 
classification of inner photoreceptors as yellow and pale is postponed 
until the future release. In the present paper, the connectivity from 
photoreceptors to other cell types in this paper is only qualitative 

and not quantitative. Furthermore, underdetection of photorecep-
tor synapses could affect the input fractions of other connections due 
to normalization.

Another cautionary note is that weaker connections in the type–type 
connectivity matrix (Extended Data Fig. 4) could be artifactual, due 
to false positives of automated synapse detection. There are some 
heuristics for guessing whether a connection is artifactual, short of 
manually inspecting the original EM images. For example, one might 
distrust weak connections between cells, that is, those with less than 
some threshold number of synapses. The choice of the threshold value 
depends on the context9. For example, the flagship paper24 discarded 
connections with less than five synapses, a convention followed by the 
FlyWire Codex. The predicates of the present work apply a threshold 
of two synapses rather than five. The different thresholds were chosen 
because the central brain and optic lobes are very different contexts, 
as we now explain.

In the central brain, most cell types have cardinality 2 (cell and its 
mirror twin in the opposite hemisphere; Extended Data Fig. 1e). In 
the hemibrain, the cardinality is typically reduced to one. Therefore, 
whether there is a connection between cell type A and cell type B must 
be decided based on only two or three examples of the ordered pair (A, 
B) in all the connectomic data that is so far available. Given the small 
sample size, it makes sense to set the threshold to a relatively high 
value, if false positives are to be avoided.

On the other hand, in the optic lobe, there are often many examples of 
the ordered pair (A, B), because so many cell types have high cardinality. 
Therefore, if a connection is consistently found from type A to type B, 
one can have reasonable confidence even if the average number of syn-
apses in the connection is not so high. That is why we set the threshold 
to a relatively low value in the optic lobe predicates. In particular, we 
have found that certain inhibitory types consistently make connections 
that involve relatively few synapses, and these connections seem real.

Another heuristic is to look for extreme asymmetry in the matrix. 
If the number of synapses from A to B is much larger than from B to A, 
the latter connection might be spurious. The reason is that the strong 
connection from A to B means the contact area between A and B is large, 
which means more opportunity for false-positive synapses from B to A. 
False-positive rates for synapses are estimated in the flagship paper24.

Finally, it may be known from other studies that a connection does 
not exist. For example, T1 cells lack output synapses26,78. Therefore, in 
our analyses, we typically regarded the few outgoing T1 synapses in 
our data as false positives and discarded them.

Morphological cell typing
Our connectomic cell approach to typing is initially seeded with some 
set of types, to define the feature vectors for cells (Fig. 2a), after which 
the types are refined by computational methods. For the initial seeding, 
we relied on the time-honoured approach of morphological cell typing, 
sometimes assisted by computational tools that analysed connectivity. 
It is worth noting that ‘morphology’ is a misnomer, because it refers to 
shape only, strictly speaking. Orientation and position are actually more 
fundamental properties because of their influence on stratification in 
neuropil layers. Thus, ‘single-cell anatomy’ would be more accurate 
than morphology, although the latter is the standard term.

Stage 1: crowdsourced annotation of known types. Annotations 
of optic lobe neurons were initially crowdsourced. The first annota-
tors were volunteers from Drosophila laboratories. They were later 
joined by citizen scientists. At this stage, the annotation effort was 
mainly devoted to labelling cells of known types, especially the most 
numerous types.
Drosophila lab annotators. E.K. and D.G. proofread and annotated 
medulla neurons that were upstream of the anterior visual pathway. 
These included many of the medulla and lamina neurons discussed 
in this study. The annotated neurons were primarily Dm2, Mi15, R7,  



Article
and R8, but also comprised various L, Dm, Mi, Tm, C and Sm cells. Previ-
ously known neuron types were identified primarily by morphology 
and partially by connectivity. Annotators additionally found all Mi1 
neurons in both hemispheres to find every medulla column. These 
Mi1 neurons were used to create a map of medulla layers based on Mi1 
stratification6, which later aided citizen scientists to identify medulla 
cell types.
Citizen scientists. The top 100 players from Eyewire79 had been invited 
to proofread in FlyWire24. After 3 months of proofreading in the right 
optic lobe, they were encouraged to also label neurons when they felt 
confident. Most citizen scientists did a mixture of annotation and proof-
reading. Sometimes they annotated cells after proofreading, and other 
times searched for cells of a particular type to proofread.

Citizen scientists were provided with a visual guide to optic lobe cells 
sourced from the literature6,80. FlyWire made available a 3D mesh over-
lay indicating the four main optic lobe neuropils. Visual identification 
was primarily based on single-cell anatomy. Initially, labelling of type 
families (that is, Dm, Tm, Mi and so on) was encouraged, especially for 
novices. Annotation of specific types (such as Dm3, Tm2) developed 
over time. The use of canonical names was further enforced by a soft-
ware tool that enabled easy selection and submission of preformatted 
type names.

Additional community resources (discussion board/forum, blog, 
shared Google drive, chat, dedicated email and Twitch livestream) 
fostered an environment for sharing ideas and information between 
community members (citizen scientists, community managers and 
researchers). Community managers answered questions, provided 
resources such as the visual guide, shared updates, performed trou-
bleshooting and general organization of community activity. Daily 
stats including number of annotations submitted per individual were 
shared on the discussion board/forum to provide project progress. Live 
interaction, demonstrations and communal problem solving occurred 
during weekly Twitch video livestreams led by a community manager. 
The environment created by these resources allowed citizen scientists 
to self-organize in several ways: community driven information sharing, 
programmatic tools and ‘farms’.
Community-driven information sharing. Citizen scientists created 
a comprehensive guide with text and screenshots that expanded on 
the visual guide. They also found and studied any publicly available 
scientific literature or resources regarding the optic lobe. They shared 
findings at discuss.flywire.ai, which as of 10 October 2023 had over 
2,500 posts. Community managers interacted with citizen scientists 
by sharing findings from the scientific literature, consulting Drosophila 
specialists on FlyWire and providing feedback.
Programmatic Tools. Programmatic tools were created to help with 
searching for cells of the same type. One important script traced 
partners-of-partners, that is, source cell→downstream partners→their 
upstream partners, or source cell→upstream partners→their down-
stream partners. This was based on the assumption that cells of the same 
type will probably synapse with the same target cells, which often turned 
out to be true. The tool could either look for partners-of-all-partners or 
partners-of-any-partners. The resulting lists of cells could be very long, 
and were filtered by excluding cells that had already been identified, 
or excluding segments with small sizes or low ID numbers (which had 
probably not yet been proofread). Another tool created from lobula 
plate tangential cells (for example, HS, VS, H1) aided definition of layers 
in the lobula plate. This facilitated identification of various cell types, 
especially T4 and T5.
Cell farms. Citizen scientists created farms in FlyWire or Neuroglancer 
with all the found cells of a given type visible. Farms showed visually 
where cells still remained to be found. If they found a bald spot, a popu-
lar method to find missing cells was to move the 2D plane in that place 
and add segments to the farm one after another in search of cells of the 
correct type. Farms also helped with identifying cells near to the edges 
of neuropils, where neurons are usually deformed. Having a view of all 

other cells of the same type made it possible to extrapolate to how a 
cell at the edge should look.

Stage 2: centralized annotation and discovery of new types. A team 
of image analysts at Princeton finished the annotation of the remain-
ing cells in known types, and also discovered new types. Community 
annotations were initially compared with existing literature to confirm 
accuracy. Once validated, these cells were used to query various Codex 
search tools that returned previously unannotated cells exhibiting 
connectivity similar to that of the cell in the query. The hits from the 
search query were evaluated by morphology and stratification to con-
firm match with the target cell type. In some cases in which cell type 
distinctions were uncertain, predicted neurotransmitters45 were used 
for additional guidance. This process enabled us to create a preliminary 
clustering of all previously known and new types.

Connectomic cell typing
Eventually morphology became insufficient for further progress. 
Expert annotators, for example, struggled to classify Tm5 cells into 
the three known types, not knowing that there would turn out to be six 
Tm5 types. At this point, we were forced to transition to connectomic 
cell typing. In retrospect, this transition could have been made much 
earlier. As mentioned above, connectomic cell typing must be seeded 
with an initial set of types, but the seeding did not have to be as thorough 
as it ended up. We leave for future work the challenge of extending the 
connectomic approach so it can be used from start to finish.

Stage 3: connectivity-based splitting and merging of types and 
auto-correction. We used computational methods to split types that 
could not be properly split in stage 2. Some candidates for splitting 
(such as Tm5) were suggested by the image analysts. Some candidates 
were suspicious because they contained so many cells. Finally, some 
candidates were scrutinized because their type radii were large. We 
applied hierarchical clustering with average linkage, and accepted 
the splits if they did not violate the tiling principle as described in the 
‘Spatial coverage’ section.

We also applied computational methods to merge types that had 
been improperly split in stage 2. Here the candidates were types with 
low spatial coverage of the visual field, or types that were suspiciously 
close in the dendrogram of cell types (Fig. 2c). Merge decisions were 
made by hierarchical clustering of cells from types that were candidates 
for merging, and validated if they improved spatial coverage.

Once we arrived at the final list of types, we estimated the ‘centre’ of 
each type using the element-wise trimmed mean. Then, for every cell, 
we computed the nearest type centre by Jaccard distance. For 98% of 
the cells, the nearest type centre coincided with the assigned type. 
We sampled some disagreements and reviewed them manually. In the 
majority of cases, the algorithm was correct, and the human annota-
tors had made errors, usually of inattention. The remaining cases were 
mostly attributable to proofreading errors. There were also cases in 
which type centres had been contaminated by human-misassigned 
cells (see the ‘Morphological variation’ section), which in turn led to 
more misassignment by the algorithm. After addressing these issues, 
we applied the automatic corrections to all but 0.1% of cells, which were 
rejected using distance thresholds.

Validation
On the basis of the auto-correction procedure, we estimate that our 
cell type assignments are between 98% and 99.9% accurate. For another 
measure of the quality of our cell typing, we computed the ‘radius’ of 
each type, defined as the average distance from its cells to its centre. 
Here we computed the centre by approximately minimizing the sum 
of Jaccard distances from each cell in the type to the centre (see the 
‘Computational concepts’ section). A large type radius can be a sign 
that the type contains dissimilar cells, and should be split. For our final 
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types, the radii vary, but almost all lie below 0.6 (Extended Data Fig. 3a). 
Lat has an exceptionally high type radius, and deserves to be split (see 
the ‘Cross-neuropil tangential and amacrine’ section). The type radii 
are essentially the same, whether or not boundary types are included 
in the feature vector (data not shown).

Discrimination with logical predicates. Because the feature vector 
is rather high dimensional, it would be helpful to have simpler insights 
into what makes a type. One approach is to find a set of simple logical 
predicates based on connectivity that predict type membership with 
high accuracy. For a given cell, we define the attribute ‘is connected 
to input type t’ as meaning that the cell receives at least one connec-
tion from some cell of type t. Similarly, the attribute ‘is connected to 
output type t’ means that the cell makes at least one connection onto 
some cell of type t.

An optimal predicate is constructed for each type that consists of  
2 tuples: input types and output types. Both tuples are limited to size  
5 at most, and they are optimal with respect to the F-score of their pre-
diction of the subject type, defined as follows:
•	 Recall of a predicate for type T is the ratio of true positive predictions 

(cells matching the predicate) to the total number of true positives 
(cells of type T). It measures the predicate’s ability to identify all posi-
tive instances of a given type.

•	 Precision is the ratio of true positive predictions (predictions that are 
indeed of type T) to the total number of positive predictions made 
by the logical predicate.

•	 F-score is the harmonic mean of precision and recall—a single metric 
that combines both precision and recall into one value.

On a high level, the process for computing the predicates is  
exhaustive—for each type, we look for all possible combinations of 
input type tuples and output type tuples and compute their precision, 
recall and F-score. A few optimization techniques are used to speed 
up this computation, by calculating minimum precision and recall 
thresholds from the current best candidate predicate and pruning 
many tuples early.

For example, the logical predicate ‘is connected to input type Tm9 
and output type Am1 and output type LPi15’ predicts T5b cells with 99% 
precision and 99% recall. For all but three of the identified types, we 
found a logical predicate with 5 or fewer input/output attributes that 
predicts type membership with an average F-score of 0.93, weighted by 
the number of cells in type (Extended Data Fig. 4 and Supplementary 
Data 1). Some of the attributes in a predicate are the top most connected 
partner types, but this is not necessarily the case. The attributes are 
distinctive partners, which are not always the most connected part-
ners. The predicate for each type is shown on its card in Supplemen-
tary Data 2. For each family, the predicates for all types can be shown 
together in a single graph containing all of the relevant attributes  
(Supplementary Data 3).

We experimented with searching for predicates after randomly 
shuffling a small fraction of types (namely, swapping types for 5% 
of randomly picked pairs of neurons). We found that precision and 
recall of the best predicates dropped substantially, suggesting that 
we are not overfitting. This was expected because the predicates are  
short.

We also measured the drop in the quality of predicates if excluding 
boundary types (where the predicates are allowed to contain intrinsic 
types only). As is the case with the clustering metrics, the impact 
on predicates is marginal (weighted mean F-score drops from 0.93  
to 0.92).

Discrimination with two-dimensional projections. Another  
approach to interpretability is to look at low-dimensional projections of 
the 2T-dimensional feature vector. For each cell type, we select a small 
subset of dimensions that suffice to accurately discriminate that type 

from other types (Extended Data Fig. 3c). Here we normalize the feature 
vector so that its elements represent the ‘fraction of input synapses 
received from type t’ or ‘fraction of output synapses sent to type t’.  
In these normalized quantities, the denominator is the total number of 
all input or output synapses, not just the synapses with other neurons 
intrinsic to the optic lobe.

For example, we can visualize all cells in the Pm family in the two- 
dimensional space of C3 input fraction and TmY3 output fraction 
(Extended Data Fig. 3c). In this space, Pm04 cells are well-separated 
from other Pm cells, and can be discriminated with 100% accuracy by ‘C3 
input fraction greater than 0.01 and TmY3 output fraction greater than 
0.01’. This conjunction of two features is a more accurate discriminator 
than either feature by itself.

More generally, a cell type discriminator is based on thresholding 
a set of input and output fractions, and taking the conjunction of the 
result. The search for a discriminator finds a set of dimensions, along 
with threshold values for the dimensions. To simplify the search, we 
require that the cell type be discriminated only from other types in  
the same neuropil family, rather than from all other types. Under these 
conditions, it almost always suffices to use just two dimensions of the 
normalized feature vector.

Discriminators for all types in all families containing more than one 
type are provided in Supplementary Data 4. Many although not all 
discriminations are highly accurate. Both intrinsic and boundary types 
are included as discriminative features.

Computational concepts
Connectivity: cell-to-cell, type-to-cell, cell-to-type and type-to- 
type. Define a (weighted) cell-to-cell connectivity matrix wij, as the 
number of synapses from neuron i to neuron j. The weighted out-degree 
and in-degree of neuron i are:

∑ ∑d w d w= =i
j

ij i
j

ji
+ −

The sums are over all neurons in the brain. If neuron i is a cell intrinsic 
to one optic lobe, the only nonvanishing terms in the sums are due to 
the intrinsic and boundary neurons for that optic lobe.

Let Ait be the 0–1 matrix that assigns neuron i to type t. The column 
and row sums of the assignment matrix satisfy

∑ ∑n A A= 1 = (2)t
i

it
t

it

where nt is the number of cells assigned to type t.
The cell-to-type connectivity matrix Oit is the number of output syn-

apses from neuron i to neurons of type t,

∑O w A= (3)it
j

ij jt

For fixed i, Oit is known as the output feature vector of cell i. Similarly, 
the type-to-cell connectivity matrix Itj is the number of input synapses 
from neurons of type t onto neuron j,

∑I A w= (4)tj
j

it ij

For fixed j, Itj is known as the input feature vector of cell j. The ith 
row and ith column of these matrices are concatenated to form the 
full feature vector for cell i (Fig. 2a).

The input and output feature vectors can be normalized by degree 
to yield input and output fractions of cell i, Oit/di

+ and Iti/di
−. Elements of 

these matrices are used for the discriminating 2D projections (Extended 
Data Fig. 3c).
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The type-to-type connectivity matrix is the number of synapses from 

neurons of type s to neurons of type t,

∑W A w A= (5)st
ij

is ij jt

The weighted degree of type t is the sum of the weighted degrees 
of the cells in type t,

∑ ∑D A d D A d= = (6)t
i

it i t
i

it i
+ + − −

The sums are over all neurons in the brain, similar to equation (1). 
Normalizing by degree yields the output fractions of type s, Wst/Ds

+, 
where t runs from 1 to T. The input fractions of type t are similarly given 
by Wst/Dt

−, where s runs from 1 to T. Selected output and input fractions 
of types are shown in Supplementary Data 5.

Alternatively, the feature vectors can be based on connection number 
rather than synapse number, where a connection is defined as two or 
more synapses from one neuron to another. Then, weighted degree is 
replaced by unweighted degree in the above definitions. The threshold 
of two synapses is intended to suppress noise due to false positives in 
the automated synapse detection. Synapse number and connection 
number give similar results, and we use both in our analyses.

We found that it was sufficient for feature dimensions to include 
only intrinsic types (T = 227). Alternatively, feature dimensions can be 
defined as including both intrinsic and boundary types (T > 700), and 
this yields similar results (data not shown).

For the hierarchical clustering of cell types (Fig. 2c), the feature vec-
tor for each cell type is obtained by concatenating the vectors of input 
and output fractions for that cell type.

Similarity and distance measures. The weighted Jaccard similarity 
between feature vectors x and y is defined by

∑
∑

J
x y

x y
( , ) =

min( , )

max( , )
(7)t t t

t t t′ ′ ′

x y

and the weighted Jaccard distance d(x,y) is defined as one minus the 
weighted Jaccard similarity. These quantities are bounded between zero 
and one since our feature vectors are nonnegative. In our cell typing 
efforts, we have found empirically that Jaccard similarity works better 
than cosine similarity when feature vectors are sparse.

Type centres. Given a set of feature vectors xa, the centre c can be 
defined as the vector minimizing

∑ d ( , ) (8)
a

ax c

This cost function is convex, as d is a metric satisfying the triangle 
inequality. Therefore, the cost function has a unique minimum. We 
used various approximate methods to minimize the cost function.

For auto-correction of type assignments, we used the element-wise 
trimmed mean. We found empirically that this gave good robust-
ness to noise from false synapse detections. For the type radii, we 
used a coordinate descent approach, minimizing the cost function 
with respect to each ci in turn. The loop included every i for which 
some xi was non-zero. This converged within a few iterations of  
the loop.

Hierarchical clustering of cell types
The type-to-type connectivity matrix of equation (5) was the starting 
point for clustering the cell types. For each cell type, the corresponding 
row and column of the matrix were normalized to become input and 
output fractions, as described in the text following equation (6), and 
then concatenated (this is yet another way of computing type centres). 
Feature vectors included only dimensions corresponding to cell types 

intrinsic to the optic lobe. Then, average linkage hierarchical cluster-
ing was applied to yield a dendrogram (Fig. 2c). The dendrogram was 
thresholded to produce a flat clustering (Fig. 2c).

The precise memberships in the clusters warrant cautious interpreta-
tion, as the clusters are the outcome of just one clustering algorithm 
(average linkage), and differ if another clustering algorithm is used. 
Each cluster contains core groups of types that are highly similar to 
each other, that is, types that merge early during agglomeration (closer 
to the circumference of the dendrogram). These are more certain to 
have similar visual functions, and tend to be grouped together by any 
clustering algorithm. Types that are merged late (closer to the origin 
of the dendrogram) are less similar, and their cluster membership is 
more arbitrary. Some degree of arbitrariness is inevitable when one 
divides the visual system into separate subsystems, because subsystems 
interact with each other, and types that mediate such interactions are 
borderline cases.

Each cluster is generally a mixture of types from multiple neuropil 
families. Sceptics might regard such mixing as arising from the ‘noisi-
ness’ in the clustering noted above at the largest distances. Indeed, the 
nearest types, those that merge in the dendrogram farther from the 
centre (Fig. 2c), tend to be from the same neuropil family. But plenty 
of dendrogram merges between types of different families happen at 
intermediate distances rather than the largest distances. Thus, some 
of the mixing of types from different neuropil families seems genuinely 
rooted in biology.

Wiring diagrams
Reduction. To make the wiring diagrams readable, we display only the 
top type-to-type connections, which are defined as follows. For every 
cell type, the top input cell type and top output cell type are selected 
by ranking connected partners by the total number of synapses in the 
connection. If cell types are nearly tied, any runner up within 5% of the 
winner is also displayed. Figure 3 shows the top connections between 
all optic lobe intrinsic types. Figures 4–7 each focus on one or a few 
subsystems, but also include the top input/output connections they 
participate in with the rest of the network as well as top output con-
nections to boundary types (for example, in Fig. 4, Dm2 is selected 
because it belongs to cluster 5, luminance channel, but then also other 
types outside of ON, OFF, and luminance channels are included because 
either Dm2 is their top input/output type or the other way around).  
Extended Data Figs. 5 and 6 show the top input and top output connec-
tions separately, for improved readability. For the top output connec-
tions we also include boundary types (VPNs).

Colours and shapes. Nodes, representing cell types, are coloured by 
clusters. Node size encodes the number of drawn connections, so that 
types that are top input/output of many other types look larger. Node 
shapes encode type numerosities (number of cells of that type), from 
most numerous (hexagon) to least (ellipse) (see the figure legends). The 
lines indicate connections between cell types. The line colour encodes 
the relationship (top input or top output) and the line width is propor-
tional to the number of synapses connecting the respective types. The 
line arrowheads encode neurotransmitter predictions (excitatory/
cholinergic or inhibitory/GABAergic/glutamatergic).

Layout. We used Cytoscape81 to draw the wiring diagrams. Organic 
layout was used for Figs. 3 and 7c, and hierarchical layout was used for 
the others. The hierarchical layout tries to make arrows point down-
wards. After Cytoscape automatically generated a diagram, nodes were 
manually shifted by small displacements to minimize the number of 
obstructions.

Intrinsic versus boundary
The optic lobes are divided into five regions (neuropils): lamina of the 
compound eye (LA); medulla (ME); accessory medulla (AME); lobula 
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(LO); lobula plate (LOP). All non-photoreceptor cells with synapses in 
these regions are split into two groups: optic lobe intrinsic neurons 
and boundary neurons.

Optic lobe intrinsic neurons are almost entirely contained in one 
of the optic lobes (left or right), more precisely, 95% or more of their 
synapses are assigned to the five optic lobe regions listed above.

Boundary neurons are those with at least 5% (and less than 95%) of 
synapses in the optic lobe regions, and are either visual projection, 
visual centrifugal or heterolateral neurons.

Axon versus dendrite
In the main text (in the ‘Class, family and type’ section), we used the 
term ‘axon’. An axon is defined as some portion of the neuron with a 
high ratio of presynapses to postsynapses. This ratio might be high in an 
absolute sense. Or the ratio in the axon might only be high relative to the 
ratio elsewhere in the neuron (the dendrite). In either case, the axon is 
typically not a pure output element, but has some postsynapses as well 
as presynapses. For many types it is obvious whether there is an axon, 
but for a few types we have made judgement calls. Even without examin-
ing synapses, the axon can often be recognized from the presence of 
varicosities, which are presynaptic boutons. The opposite of an axon 
is a dendrite, which has a high ratio of postsynapses to presynapses.

An amacrine cell is defined as one for which the axon–dendrite dis-
tinction does not hold, and presynapses and postsynapses are inter-
mingled in roughly the same ratio throughout. The branches of an 
amacrine cell are often called dendrites, but the neutral term ‘neurite’ 
is perhaps better for avoiding confusion.

Columnar neurons
Fischbach and Dittrich6 defined 13 columnar families based on neu-
ropils (Fig. 1a). Families consisting exclusively of ‘numerous’ (∼800 
cells) types include L (lamina to medulla), C (medulla to lamina), T1 
(distal medulla to lamina), T2 (distal and proximal medulla to lobula), 
T3 (proximal medulla to lobula), T4 (proximal medulla to lobula plate) 
and T5 (lobula to lobula plate). We follow the convention of grouping 
the less numerous Lawf1 (distal medulla to lamina) and Lawf2 (proximal 
and distal medulla to lamina) types in the same family, despite the dif-
ferences between their neuropils and connectivity. Although T1 shares 
the same neuropils with Lawf1, T1 lacks output synapses26,78, so it is 
an outlier and deserves to be a separate family. Distal and proximal 
medulla are regarded as two separate neuropils6.

Mi. Fischbach and Dittrich6 defined Mi as projecting from distal to 
proximal medulla. Mi contains both numerous and less numerous 
types. We identified five (Mi1, 2, 4, 9, 10) of the dozen Mi types originally 
defined6, and three (Mi13, 14, 15) types uncovered by EM reconstruc-
tion27. Mi1, Mi4, and Mi9 are consistent with the classical definition, 
but Mi13 projects from proximal to distal medulla. Other Mi types are 
less polarized, and the term “narrow-field amacrine” might be more  
accurate than “columnar”. Nevertheless we will adhere to the conven-
tion that they are columnar. Narrow-field amacrine cells are also found 
in the Sm family, and exist in the mammalian retina82.

Tm transmedullary. As classically defined6, Tm cells project from 
the distal medulla to the lobula. Tm1 through Tm26 and Tm28 were  
defined6, and Tm27/Tm27Y was reported later83. We were able to iden-
tify Tm1, 2, 3, 4, 7, 9, 16, 20, 21, 25 and 27. We split Tm5 into six types, and 
Tm8 into two types. We merged Tm6 and Tm21 into a single type Tm21. 
We prefer the latter name because the cells more closely match the Tm21 
stratification as drawn by Fischbach and Dittrich6. Tm1a and Tm4a were 
defined as morphological variants6, but we have found that they do not 
differ in connectivity and are not common, so we have merged them 
into Tm1 and Tm4, respectively. We merged Tm27Y into Tm2783. TmY5 
was merged into TmY5a6,84, the name that has appeared more often 
in the literature. These morphological distinctions originally arose 

because the projection into the lobula plate, the differentiator between 
Tm and TmY, can vary across cells in a type. We added new types Tm31 
to Tm37, which project from the serpentine medulla to the lobula. We 
moved Tm23 and Tm24 to the Li family. They were originally classified 
as Tm because their cell bodies are in the distal rind of the medulla, and 
they send a neurite along the columnar axis of the medulla to reach 
the lobula6. However, they do not form synapses in the medulla, so we 
regard them as Li neurons despite their soma locations. Overall, around 
half of the 26 types in the Tm family are new.

TmY. TmY cells project from the distal medulla to the lobula and lobula 
plate. The Y refers to the divergence of branches to the lobula and lobula 
plate. Previous definitions include TmY1 to TmY136; TmY5a6,84; TmY1427; 
TmY1529; and TmY16, TmY18 and TmY2030. We identified TmY3, TmY4, 
TmY5a, TmY10, TmY11, TmY14, TmY15, TmY16 and TmY20. We divided 
TmY9 into two types, as discussed in a companion paper60. We added 
a new type, TmY31.

Y. Y cells project from the proximal medulla to the lobula and lobula 
plate. They are similar to TmY cells, but the latter traverse both the 
distal and proximal medulla6. Previous definitions were Y1 and Y3 to 
Y66; and Y11 and Y1210. We have identified Y1, Y3, Y4, Y11 and Y12 in our 
reconstruction, and have not found any new Y types. Y1, Y11 and Y12 
have the majority of their synapses in the lobula plate, and are assigned 
to the motion subsystem. Y3 and Y4 have few synapses in the lobula 
plate, and are assigned to the object subsystem (Fig. 2). Y3 is more 
numerous (∼300 cells) than Y4, and is the only Y type that is predicted  
cholinergic.

Tlp. A Tlp neuron projects from the lobula plate to the lobula. Tlp1 to 
Tlp5 were defined first6, and Tlp11 to Tlp14 were defined later on10. We 
have identified Tlp1, Tlp4, Tlp5 and Tlp14. We propose that the names 
Tlp11, Tlp12 and Tlp13 should be retired10, as these types can now be 
unambiguously identified with Tlp5, Tlp1 and Tlp4, respectively.

Interneurons
A local interneuron is defined as being completely confined to a sin-
gle neuropil (Fig. 1b). Interneurons make up the majority of types, 
but a minority of cells (Fig. 1e). Lai is the only lamina interneuron. 
Dm and Pm interneurons6 stratify in the distal or proximal medulla, 
respectively. We have more than doubled the number of Pm types, 
and slightly increased the number of Dm types. We introduce the 
Sm family, which is almost completely new and contains more types 
than any other family (Fig. 1f). Li and LPi interneurons stratify in the 
lobula or lobula plate, respectively. Interneurons are usually amacrine 
and presumed inhibitory (GABA or glutamate), but some are tangen-
tial or cholinergic. Interneurons are often wide field but some are  
narrow field.

Dm. Dm1 to Dm86; Dm9 and 1027; and Dm11 to Dm2085 were previously 
defined. We do not observe Dm5 and Dm7, consistent with a previous 
study85. Most types are predicted to secrete glutamate or GABA, but 
there are also a few cholinergic types (Supplementary Data 1). To Dm3p 
and Dm3q61,62,85, we added a third type, Dm3v (Supplementary Data 2). 
We split Dm8 into Dm8a and Dm8b (see the ‘Correspondences with 
molecular–morphological types’ section).

DmDRA. The DRA differs from the rest of the retina in its organization 
of inner photoreceptors. Photoreceptors in non-DRA and DRA differ in 
their axonal target layers and output cell types54,86. Specifically, DRA-R7 
connects with DmDRA1, whereas DRA-R8 connects to DmDRA254,87. 
These distinctive connectivity patterns result in DmDRA1 and DmDRA2 
types exhibiting an arched coverage primarily in the M6 layer of the 
dorsal medulla (Fig. 9b). R7-DRA and R8-DRA are incompletely anno-
tated at present, and this will be rectified in a future release. DmDRA1 
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receives R7 input, but sits squarely in M7. This could be regarded as 
an Sm type, but we have chosen not to change the name for historical  
reasons.

Pm. Pm1, 1a and 26 were each split into two types. Pm3 and 4 remain as 
previously defined85. We additionally identified six new Pm types, for 
a total of 14 Pm types, numbered Pm01 to Pm14 in order of increasing 
average cell volume. The new names can be distinguished from the old 
ones by the presence of leading zeros. All are predicted GABAergic. 
Pm1 was split into Pm06 and Pm04, Pm1a into Pm02 and Pm01, and 
Pm2 into Pm03 and Pm08.

Sm. Dm and Pm interneurons are defined6 to stratify on the distal or 
proximal side, respectively, of the serpentine layer (M7) of the medulla. 
Many interneuron types turn out to have significant stratification in the 
serpentine layer, and these borderline cases constitute a large new Sm 
family of interneurons, almost all new. They have been named Sm01 
to Sm43, mostly in order of increasing average cell volume. The Sm 
family includes types recently named medulla tangential intrinsic42. 
We avoid using this term indiscriminately because some Sm types are 
tangential while others are amacrine. Some Sm types spill over from M7 
into the distal or proximal medulla, and a few reach from M7 to more 
distant medulla layers.

Sm stratification in M7 has functional implications. First, Sm types 
are positioned to communicate with the medulla tangential (Mt) cells 
and other boundary types that are important conduits of information 
in and out of the optic lobe (Supplementary Data 5). Second, Sm types 
are positioned to communicate with the inner photoreceptor terminals, 
which are in M6 or at the edge of M7. Consequently many Sm types 
are involved in the processing of chromatic stimuli, and end up being 
assigned to the colour subsystem.

The Sm family more than doubles the number of medulla interneuron 
types, relative to the old scheme with only Pm and Dm. The Sm family 
might be related to the M6-LN class of neuron previously defined88. 
The correspondence is unclear because M6-LN neurons are defined 
to stratify in M6, while Sm mainly stratifies in M7. But some Sm types 
stratify at the border between M6 and M7, and therefore could be com-
patible with the M6-LN description.

Li. After two lobula intrinsic types (Li1 and Li2) were initially defined6, 
12 more (Li11 to 20 and mALC1 and mALC2) were identified by the 
hemibrain reconstruction9. Of these, we have confirmed Li2, Li12, 
Li16, mALC1 and mALC2. We identified 21 additional Li types, but have 
not been able to make conclusive correspondences with previously 
identified types. As mentioned earlier, we transfer Tm23 and Tm246 
from the Tm to the Li family. This amounts to a total of 33 Li types, 
which have been named Li01 to Li33 in order of increasing average cell  
volume.

Collisions with Li1 and Li26 are avoided by the presence of leading 
zeros in our new names. The hemibrain names Li11 to Li20 and mALC1 
and mALC29 have been used by few or no publications, so there is 
little cost associated with name changes. In any case, we were only 
able to establish conclusive correspondences for a minority of the 
hemibrain Li11 to Li20 types, which are detailed in Supplementary 
Data 1. Hemibrain Li12 is now Li27 ( jigsaw pair), and hemibrain Li16 
is now Li28 (pair of full-field cells). Hemibrain Li11 was split into Li25 
and Li19 (see the ‘Morphological variation’ section). Hemibrain 
Li18 was split into three types: (1) Li08 covers the whole visual field.  
(2) Li04 covers a dorsal region except for the dorsal rim. It is tangen-
tially polarized, with the axon more dorsal than the dendrites. Both 
axon and dendrite point in the posterior direction, perpendicular to 
the direction of polarization. The dendrites are more thickly strati-
fied than the axon. (3) Li07 has ventral coverage only. The axons are 
in one layer, and extend over a larger area than the dendrites, which 
hook around into another layer and are mostly near the ventral rim. 

We considered merging Li04 and Li07, but their connectivity is quite 
different. Furthermore, in a hierarchical agglomerative clustering, 
Li07 would merge with Li08 before Li04.

LPi. LPi names were originally based on stratification in layers 1 to 4  
of the lobula plate, including LPi1-2 and 2-110; LPi3-4 and 4-38; and  
LPi2b and LPi34-1210 (we are not counting fragments for which corre-
spondences are not easy to establish). We have added nine new types, 
for a total of 15 LPi types.

Now that LPi types have multiplied, stratification is no longer suf-
ficient for naming. The naming system could be salvaged by adding 
letters to distinguish between cells of different sizes. For example, LPi15 
and LPi05 could be called LPi2-1f and LPi2-1s, where ‘f’ means full-field 
and ‘s’ means small. For simplicity and brevity, we instead chose the 
names LPi01 to LPi15, in order of increasing average cell volume. Corre-
spondences with old stratification-based names are detailed in Codex.

Cross-neuropil tangential and amacrine
Most types that span multiple neuropils are columnar. One tangential 
type that spans multiple neuropils inside the optic lobe was previously 
described: Lat has a tangential axon that projects from the medulla 
to the lamina6. There is some heterogeneity in the Lat population, 
as reflected in the large type radius (Extended Data Fig. 3a). We have 
decided to leave splitting for future work, as Lat has many dense core 
vesicles that are presently unannotated.

Here we introduce two new families of cross-neuropil types that 
are tangential (MLt1-8 and LMt1-4), and one that is amacrine (LMa1-5).  
Along with two new tangential families (PDt, LLPt) that contain 
only single types, and the known CT1 and Am1 types, that is a total 
of 21 cross-neuropil types that are non-columnar (Fig.  1c). Each 
of the new types (except PDt with 6 cells) contains between 10 and  
100 cells.

The tangential types connect neuropils within one optic lobe and 
do not leave the optic lobe. Our usage of the term ‘tangential’ focuses 
on axonal orientation only. It should not be misunderstood to imply a 
wide-field neuron that projects out of the optic lobe, which is the case 
for the well-known lobula plate tangential cells or lobula tangential 
cells. The term ‘tangential’ presupposes that we can identify an axonal 
arbour for the cell (see the ‘Axon versus dendrite’ section).

PDt. We found one tangential type that projects from proximal to distal 
medulla (Supplementary Data 2).

MLt. ML1 was previously identified42 as a tangential neuron project-
ing from the medulla to lobula. We will refer to this type as MLt1, and 
have discovered more types of the same family, MLt2 to MLt8. Mlt1 
and Mlt2 dendrites span both distal and proximal medulla, and Mlt3 
dendrites are in the distal medulla, so MLt1 to MLt3 receive L input (Sup-
plementary Data 2 and 5). Mlt4 dendrites are in the proximal medulla 
(Supplementary Data 2). Mlt5 to Mlt8 have substantial arbour overlap 
with the serpentine layer M7 (Supplementary Data 2), and are therefore 
connected with many Sm types to be discussed later on (Supplementary 
Data 5). Interaction between MLt types is fairly weak, with the exception 
of MLt7 to MLt5 (Supplementary Data 5). MLt7 and MLt8 are restricted 
to the dorsal and dorsal rim areas.

LMt. We identified four tangential types (LMt1 to LMt4) that project 
from the lobula to medulla. Their axonal arbours are all in the proximal 
medulla (Supplementary Data 2), thinly stratified near layer M7, so they 
have many Pm targets (Supplementary Data 5). Only LMt4 exhibits 
partial coverage.

LLPt. We discovered one tangential type that projected from the lobula 
to lobula plate, and called it LLPt. This is just a single type, rather than 
a family.
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LMa. We discovered four amacrine types that extend over the lobula and 
medulla. LMa1 to LMa4 are coupled with T2, T2a and T3, and LMa4 and 
LMa3 synapse onto T4 and T5 (Supplementary Data 5). The LMa family 
could be said to include CT1, a known amacrine cell that also extends 
over both the lobula and medulla. However, the new LMa types consist 
of smaller cells that each cover a fraction of the visual field, whereas 
CT1 is a wide-field cell.

MLLPa. Am1 was defined10 as a wide-field amacrine cell that extends 
over the medulla, lobula and lobula plate. We found no other amacrine 
types like Am1 with such an extended reach.

Correspondences with molecular–morphological types
Tm5. Tm5a, Tm5b and Tm5c were originally defined by single-cell 
anatomy and Ort expression7,50. Tm5a is cholinergic, the majority of 
the cells extend one dendrite from M6 to M3, and often has a ‘hook’ at 
the end of its lobula axon. Tm5b is cholinergic, and most (~80%) cells 
extend several dendrites from M6 to M3. Tm5c is glutamatergic and 
extends its dendrites up to the surface of the distal medulla. Three 
of our types are consistent with these morphological descriptions 
(Fig. 7a), and receive direct input from inner photoreceptors R7 or R8.

Dm8. Molecular studies previously divided Dm8 cells into two types 
(yDm8 and pDm8), depending on whether or not they express DIPγ51,53. 
Physiological studies demonstrated that yDm8 and pDm8 have dif-
fering spectral sensitivities89. The main dendrites of yDm8 and pDm8 
were found to connect with R7 in yellow and pale columns, respec-
tively. On the basis of its strong coupling with Tm5a, our Dm8a prob-
ably has some correspondence with yDm8, which is likewise selec
tively connected with Tm5a51,53. It is not yet clear whether there is a 
true one-to-one correspondence of yDm8 and pDm8 with Dm8a and 
Dm8b. It is the case that Dm8a and Dm8b strongly prefer to synapse 
onto Tm5a and Tm5b, respectively. However, Tm5a and Tm5b are 
not in one-to-one correspondence with yellow and pale columns. 
Rather, the main dendritic branch of Tm5a is specific to yellow col-
umns, while the main dendritic branches of Tm5b are found in both 
yellow and pale columns50. Furthermore, Dm8a and Dm8b cells are 
roughly equal in number, while the yDm8:pDm8 ratio is expected to 
be substantially greater than one51,53, like the ratio of yellow to pale 
columns. Thus, the correspondence of Dm8a and Dm8b with yDm8 
and pDm8 is still speculative. The yellow/pale issue should be revis-
ited in the future when accurate photoreceptor synapses become  
available (see the ‘Reconstruction accuracy and completeness’  
section).

Additional validation. HHMI Janelia has released a preprint detailing 
cell types in the right optic lobe of an adult male Drosophila brain90. 
The list of intrinsic cell types is almost identical to ours, apart from 
naming differences in new types. Since our original submission, we 
have completed typing of the left optic lobe of our female fly brain 
reconstruction, and the results match the right optic lobe analysed 
in the present paper. These replications in another hemisphere of the 
same brain and in the brain of another individual fly provide additional 
validation of our findings.

Reporting summary
Further information on research design is available in the Nature Port-
folio Reporting Summary linked to this article.

Data availability
The present work is based on version 783 of the FlyWire connec-
tome, which incorporates proofreading up to 30 September 2023 
(stats are shown in Extended Data Table 3). A static snapshot of the 
data used in this work is available in a dedicated repository at GitHub  

(https://github.com/murthylab/visual-system-parts-list). This reposi-
tory contains the proofread cell IDs, their types, connectivity (broken 
up by regions), as well as aggregate information such as type summary 
table, type connectivity table and raw data used to make the figures, 
including CSV files for each of the wiring diagrams. Most up to date 
information can be browsed, searched and downloaded at the FlyWire 
Codex (https://codex.flywire.ai). Codex will also provide access to 
future releases of the FlyWire connectome, incorporating updated 
proofreading and annotations. Pre-release annotations can be down-
loaded directly from the Codex download portal (https://codex.flywire.
ai/api/download). Pre-release proofread cells are available through  
CAVEclient24,91.

Code availability
Code for making the figures along with additional data analysis tools 
are also included/linked in GitHub repositories (https://github.com/
murthylab/visual-system-parts-list and https://github.com/hsseung/
OpticLobe.jl). Most up to date information can be browsed, searched 
and downloaded at the FlyWire Codex (https://codex.flywire.ai).
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Extended Data Fig. 1 | Cell counts of types in optic lobe versus central  
brain. a, Drosophila central brain and flanking optic lobes. Neurons intrinsic  
to the optic lobes (colours) are the subject of this study (A: Anterior. L: Lateral. 
D: Dorsal). b, Boundary cells straddle the optic lobe and central brain  
(H: heterolateral, VCN: visual centrifugal neuron: VPN: visual projection neuron). 
c, Optic lobe main neuropils (brain regions) and their layering (A: Anterior.  
L: Lateral. M: Medial. P: Posterior). d, Distribution of number of optic lobe 

types by bucketed unilateral cardinality. Each bar represents types whose 
cardinality (number of cells) is within the specified range. Most types  
contain 10+ cells, and a significant portion of types contain hundreds of cells.  
e, Distribution of the number of central brain types by bucketed bilateral 
cardinality. In contrast to the optic lobe, here most types have cardinality 2  
(cell and its mirror twin in the opposite hemisphere).
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Extended Data Fig. 2 | Logical connectivity predicate statistics. a, Number 
of types by predicate F-score range. b, Number of cells by their types’ predicate 
F-score range. c, Number of types by predicate size, that is the sum of the 

number of input features and output features participating in the binary 
conjunction. d, Number of cells by their types’ predicate size.
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Extended Data Fig. 4 | Type-to-type connectivity as a matrix. The number  
of synapses from one cell type to another is indicated by the area of the 
corresponding dot. Dot area saturates above 3600 synapses, to make weaker 

connections visible. For legibility, the type names alternate between left and 
right edges, and bottom and top edges, and are colour coded to match the lines 
that are guides to the eye.
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Extended Data Fig. 5 | Wiring diagram of cell types (top input connections). 
Wiring diagram depicting top inputs for all cell types intrinsic to the optic  
lobe, as well as photoreceptors. Node size encodes the number of drawn 

connections, highlighting “hub” inputs. Node colour indicates membership in 
the subsystems defined in the text. See legend and additional explanation in 
Fig. 3 and Methods.
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Extended Data Fig. 6 | Wiring diagram of cell types (top output connections). 
Wiring diagram depicting top outputs for all types intrinsic to the optic lobe. 
Node size encodes the number of drawn connections, highlighting “hub” outputs. 

Node colour indicates membership in the subsystems defined in the text. See 
legend and additional explanation in Fig. 3 and Methods.
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a

b

Extended Data Fig. 7 | Input and output perplexity. a, Input (blue) and output 
(red) perplexities. Types are ordered by the product of input and output 
perplexities. b, Output and input perplexity are correlated. Out-perplexity 

tends to exceed in-perplexity (more points above red line drawn to indicate 
equality of out and in).
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Extended Data Fig. 8 | Difference between output and input entropies.  
The difference between output and input entropies (units of nats) quantifies 
the degree of divergence or convergence. This difference is equivalent to the 
logarithm of the ratio of out- and in-perplexities. The connectivity of the top 

types (top left) is more divergent, as the output entropy is greater than the 
input entropy. The connectivity of the bottom types (bottom right) is more 
convergent, as the input entropy is greater than the output entropy.
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Extended Data Fig. 9 | Comparison with seven-column reconstruction.  
We compared the synapse counts between type pairs to the corresponding 
synapse counts in the seven-column reconstruction28. The types included  
in the reconstruction are: C2, C3, L1, L2, L3, L4, L5, Mi1, Mi4, Mi9, R7, R8, T1, T2, 
T2a, T3, Tm1, Tm2, Tm20 and Tm9. For this comparison we used the centre 
column and its surrounding 6 columns from our dataset (green dots) as well as 

the average of 100 columns and their surrounding ones (red dots). Each point 
represents an ordered pair of types, and the number of synapses between them 
in the FlyWire connectome (X) and the seven-column reconstruction (Y). 
Correlation coefficients are 0.952 for the centre + 6 columns and 0.954 for the 
average.
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Extended Data Fig. 10 | Carving the dendrogram to yield finer clusters.  
The hierarchical clustering was coloured in Fig. 2c to indicate 19 flat clusters  
at a threshold of 0.9. (a) Lowering the threshold to 0.885 yields 26 clusters  

(b) Lowering the threshold further to 0.86 yields 36 clusters. Clusters 
containing a single cell type are uncoloured (black). R1-6 and L3 are separate 
clusters in both panels.
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c

Extended Data Fig. 11 | Wiring diagram of type clusters (major input and 
output connections). a, Wiring diagram depicting major input and output 
connections between type clusters of Fig. 2c. Node size encodes the number of 
drawn connections. For each cluster major inputs are drawn as orange inbound 
edges, and major outputs as purple outbound edges. Major input/output 
connection is defined as having at least 50% synapses relative to top input/

output connection respectively, excluding loops. b, Heatmap is strength of 
connectivity (fraction of input synapses to post) from pre- to post-synaptic 
cluster. Heatmap maximum of 0.75. c, Strength of connectivity (fraction of 
output synapses from pre) from pre- to post-synaptic cluster. Heatmap 
maximum of 0.71.
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Extended Data Table 1 | Type families and their properties

Families of optic-lobe intrinsic types. Number of types/cells in each family, predicted neurotransmitter type and primary synapse regions.
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Extended Data Table 2 | Distribution of synapses over neuropils for each type family

Families of optic-lobe intrinsic types and the number of their input / output synapses in each of the optic lobe regions.
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Extended Data Table 3 | Cells and cell types by super class

Proofread cell and type stats broken up by super class in the FlyWire connectome dataset as of October 2023.
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III D I S C U S S I O N

An organism’s chance of survival is highly dependent on its ability to
interact with the environment via a sensory system. Sensory inputs are
processed by neural networks, which decode external signals and drive
appropriate behavioural action of the organism. Studying the functions
of specific neural circuits can provide critical insights into the broader
mechanisms of the brain. My research focused on investigating the neural
circuit underlying direction selectivity in the visual system of the fruit fly
Drosophila melanogaster. To understand how the brain extracts meaningful
information from the sensory environment, the motion vision circuit of
Drosophila melanogaster is a powerful model. Building on knowledge gained
by many scientists, through a combination of physiological testing and
genetic modification of specific neurons, I could achieve deeper insight
into the neuronal computation of direction of movement. In Manuscript 1;
Braun et al. (2023), I describe how null-direction suppression is realised in
the Drosophila OFF motion vision pathway. I demonstrated how disynaptic
inhibition shapes the tuning of OFF motion detectors in Drosophila, directly
linked to a columnar microcircuit. Additionally, I pinpointed the CT1

neuron as the specific input neuron crucial for null-direction suppression in
T5 neurons.

To study neural circuits, knowledge about the connectivity between
neurons is crucial. Therefore, EM based wiring diagrams serve as an
invaluable resource in modern circuit neuroscience. As part of a global
collaboration, I contributed to complete the connectome of a whole adult fly
brain.

1 connectomes

Several parts of fly brains have been mapped using electron microscopy
datasets before my doctoral studies, which provided important insights into
neural circuits and their functions (Shinomiya et al., 2015; Li et al., 2020b).
Building on these analyses of smaller brain regions, approximately half of
the central brain and a small part of the optic lobe, known as the hemibrain,
was subsequently imaged by using focused ion beam scanning electron
microscopy (FIB-SEM) with an isotropic resolution of 8 x 8 x 8 nm3 voxels
(Scheffer et al., 2020). With the help of automated neuron segmentation and
synapse detection, the authors created a dataset of neuron morphology and
connectivity. This dataset was made publicly accessible via a web interface
and programming tools (Scheffer et al., 2020; Plaza et al., 2022), facilitating
large-scale analyses of the central brain (Hulse et al., 2021; Schlegel et al.,
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2021). In parallel, a full adult fly brain (FAFB) dataset was acquired using
serial section transmission electron microscopy (ssTEM), with a resolution
of 4 x 4 x 40 nm3 voxels (Zheng et al., 2018). The analysis of this dataset
also employed automated segmentation and synapse detection (Scheffer
et al., 2020; Dorkenwald et al., 2021; Heinrich et al., 2018; Buhmann et al.,
2021). Additionally, with this dataset the neurotransmitter identity of each
neuron was predicted based on ultrastructural differences (Eckstein et al.,
2023). Recently, an international collaboration called FlyWire (Dorkenwald
et al., 2021) has achieved a significant milestone by completing the first
full neuronal wiring diagram of an entire adult fly brain, using the FAFB
dataset (Dorkenwald et al., 2024, Manuscript 2). A variety of analytical
tools were provided and are accessible via a web interface, enabling detailed
exploration of wiring diagrams for any neuron or circuit in the fly brain
(Schlegel et al., 2024, Manuscript 3; Matsliah et al., 2024, Manuscript 4).
To gain deeper insight into how the brain controls behaviour, additional
efforts have focused on mapping neuronal circuits to the motor neurons.
In insects such as flies, the majority of motor neurons are located in the
ventral nerve cord (VNC), equivalent to the mammalian spinal cord. A
team of researchers generated a connectome of the VNC of a male adult
fly (Takemura et al., 2024). More connectomes in the field of Drosophila
neuroscience are awaited. For example, a full connectome of a complete
central nervous system, with the VNC attached to the brain, comprising all
intact ascending and descending neurons. The FIB-SEM dataset containing
this central nervous system and a full connectome of its right optic lobe has
recently been preprinted (Nern et al., 2024), while proofreading of the rest
of the central nervous system is ongoing.
It is important to note that current EM methods used in Drosophila research
are limited in resolving chemical synaptic connections and do not resolve
electrical synapses. Considering the significant role of electrical synapses, for
example in the ON and OFF motion vision pathways in Drosophila (Ammer
et al., 2022), in the lobula plate of blowflies (Haag and Borst, 2005), and in
the mammalian retina (Bloomfield and Völgyi, 2009), it becomes evident that
existing connectomes do not fully capture all potential neuronal connections.
Until recently, EM with its nanometer-scale resolution was the only
technology capable of dense connectomic analysis. However, a new
technology, named light microscopy based connectomics (LICONN; Tavakoli
et al., 2024), has been reported to achieve 3D-nanoscale resolution (~10 x 10 x
25 nm3) using light microscopy instead of EM, but by physically expanding
the tissue (~16-fold) with a hydrogel. Using LICONN, researchers can
acquire detailed, molecularly informed reconstructions through common
immunolabeling techniques. This enables, for example, the detection and
precise mapping of the distribution of receptor molecules or gap junction
proteins (Tavakoli et al., 2024).
The field of connectomics has revolutionised Drosophila circuit neuroscience
in recent years. Its impact spans from enabling rapid analysis of neuronal
partners and (chemical) synaptic strength to facilitating the discovery of
new circuits and predicting their functions within days (Seung, 2024). A
computational model based on the entire Drosophila connectome, including
neural connectivity, synaptic weights, and neurotransmitter predictions
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is capable of generating experimentally testable hypotheses (Shiu et al.,
2024; Dorkenwald et al., 2024; Buhmann et al., 2021; Eckstein et al., 2023).
Supported by results of calcium imaging and behavioural experiments in the
circuitry of feeding and grooming, the model accurately describes complete
sensorimotor transformations (Shiu et al., 2024). To conclude, connectomes
will not replace functional experiments. Both approaches complement each
other to decipher the complexity of neural circuits.
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2 from motion information to behaviour

Visual motion information is processed in the optic lobe of Drosophila and
is then relayed by a sophisticated network of neurons directly to the central
brain, where it integrates with signals from other modalities for further
processing and behavioural output (Reinhard et al., 2022; Currier et al., 2023).
T4 and T5 neurons in the optic lobe are the primary motion detectors. These
neurons, which terminate in the lobula plate, play a critical role in processing
visual information by distinguishing between ON and OFF motion cues that
are directionally selective. These two pathways converge again in the lobula
plate tangential cells, which are not selective for luminance polarity (Hausen,
1984).
Neurons that extend from the optic lobes to the central brain primarily
originate in the medulla, lobula, and lobula plate. From these neuropils,
several downstream circuits emerge (Wu et al., 2016; Shinomiya et al., 2022;
Kim et al., 2023). Visual projection neurons receive input from T4 and T5

neurons and transmit signals to the central brain. The axon terminals of a
given subtype project to distinct brain structures in the central brain known
as optic glomeruli. Most optic glomeruli do not show internal retinotopy of
their input neurons, as in the optic lobe (Wu et al., 2016). From the optic
glomeruli, visual motion information is further processed and forwarded
to descending neurons from the central brain to the ventral nerve cord
(VNC) and further to motor neurons to perform specific behaviour. The
VNC is part of the central nervous system and houses motor areas that
are responsible for most types of locomotor behaviour. The male adult
nerve cord (MANC) connectome (Takemura et al., 2024) together with the
whole brain connectome (Dorkenwald et al., 2024) serve as a useful tool
to discover neural circuits from the optic lobe over the central brain to the
motor neurons.

2.1 Downstream circuits of T4 and T5 neurons

In recent years, connectome analysis has been conducted to identify
downstream partners and circuits of T4 and T5 neurons in the lobula plate
(Shinomiya et al., 2022; Tanaka and Clark, 2022). However, a limitation
of the available dataset was that it only included a fraction of the lobula
plate in connection with the central brain (Scheffer et al., 2020; Plaza et al.,
2022). The recent completion of the full connectome of the adult fly brain
(Dorkenwald et al., 2024, Manuscript 2) now allows for identifying the large
diversity of visual projection neurons and circuits downstream of T4 and T5

neurons. The annotation of every single neuron makes it possible to identify
neurons within a circuit without knowing their morphology (Schlegel et al.,
2024, Manuscript 3).

Lobula Plate Tangential Cells (LPTCs) cover a wide area of the visual
field and integrate the signals of many hundreds of direction-selective T4

and T5 neurons (Joesch et al., 2008; Schnell et al., 2012; Maisak et al., 2013;
Mauss et al., 2015; Barnhart et al., 2018; Shinomiya et al., 2022). LPTCs
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depolarize when stimulated by motion along their preferred direction and
hyperpolarize during motion along the opposite, null direction. Blocking
synaptic transmission from both T4 and T5 cells causes LPTCs to lose their
responsiveness to moving gratings (Schnell et al., 2012; Maisak et al., 2013).
Different LPTCs provide distinct signals about the comprehensive motion
patterns surrounding the fly, and have been associated with head and body
movements (Krapp and Hengstenberg, 1996; Haikala et al., 2013; Kim et al.,
2017). Among LPTCs, vertical system (VS) and horizontal system (HS) cells
have been most thoroughly studied. Blocking the synaptic output of VS and
HS cells through expression of an inwardly rectifying potassium channel
(Kir2.1) strongly affects the head optomotor response and also, but to a
lesser extent, reduces wing steering (Kim et al., 2017). Within the central
brain, LPTCs form connections with descending neurons that transfer the
signal to motor neurons (Strausfeld et al., 1987; Suver et al., 2016). Notably,
certain descending neurons show minimal response to only visual stimuli,
yet they are significantly activated when input from multiple sensory
modalities are presented simultaneously (Haag et al., 2010; Huston and
Krapp, 2009). Moreover, many of the descending neurons receive bilateral
visual input, which is believed to improve their ability to detect and react
to movement patterns in their surroundings (optic flow fields) (Huston and
Krapp, 2008; Wertz et al., 2009).

Across the optic lobe, the dendrites of each Lobula Columnar (LC)
and Lobula Plate Lobula Columnar (LPLC) neuron cover several columns
in the optic lobe and thus receive input from multiple individual neurons
within these columns. The complete set of neurons of each LC and LPLC
subtype covers the whole area of the visual field. LC neurons are proposed
to detect different visual features, such as the presence of objects and their
general location within the visual field (Wu et al., 2016). The functional
relevance of LC/LPLC neuron subtypes have only been discovered for
some of the subtypes. Specifically the LPLC2 subtype has been found to be
very selective to detect local looming stimuli (Klapoetke et al., 2017). Both
LC and LPLC neuron subtypes transfer visual information to a variety of
neurons in the central brain, mainly to distinct descending neurons (Mu
et al., 2012; Panser et al., 2016; Namiki et al., 2018).
A looming stimulus, which occurs when an object rapidly increases in size
as it approaches an observer, is characterised by multiple prominent visual
features, including the angular velocity at which the object expands and
its angular size. An example of this in the real world of flies is a predator
moving directly towards it, appearing larger as it gets closer. Both features,
angular velocity and angular size, are encoded by two different visual
projection neurons. LC4 encodes for expansion velocity and LPLC2 encodes
for expansion size (von Reyn et al., 2017; Ache et al., 2019b). LC4 and LPLC2

are the primary input neurons to the giant fibre, a premotor descending
neuron. The giant fibre integrates LC4 and LPLC2 input to trigger escape
responses to looming threats (von Reyn et al., 2017; Ache et al., 2019b).
Close to the glomeruli in the central brain of LC4 and LPLC2 reside
two other visual projection neuron types, LPLC3 and LPLC4 (Namiki
et al., 2018). These subtypes show extensive anatomical overlap with the



176 discussion

dendrites of two descending neurons, DNp07 and DNp10 (Ache et al.,
2019a). These descending neurons contribute to visually evoked landing
responses. Optogenetic activation of DNp07 and DNp10 drives landing
responses (Ache et al., 2019a). It is unclear whether LPLC3 and LPLC4

transmit the same type of visual information via two parallel visual
pathways. However, connectomic analysis of the recently available full
adult fly brain (Dorkenwald et al., 2024)revealed that LPLC4 neurons form
a strong synaptic upstream partner of DNp07. There is currently a lack
of functional evidence for this connection. Blocking T4 and T5 neurons
using TNT effectively abolishes both behavioural landing and avoidance
responses (Schilling and Borst, 2015). Additional functional experiments are
necessary to further demonstrate the role of T4 and T5 neurons within the
circuits mentioned above.



3 comparing vertebrate and invertebrate visual systems 177

3 comparing vertebrate and invertebrate visual
systems

Many animals use vision to navigate through their environments. The
eyes of each animal species are highly adapted to collect information from its
environment that it needs to survive and reproduce. Adaptations of different
species to some visual surroundings can already be observed in the structure
and functionality of the retinal circuits. An example of this adaptation is the
ratio of rod to cone photoreceptors in mammals, which varies depending on
the animal’s level of activity during different light conditions (Peichl, 2005).
For instance, animals like squirrels, which are active during the day, have a
higher proportion of cone photoreceptors for better colour vision and detail
recognition in bright light (Kryger et al., 1998), whereas nocturnal animals
like owls have a higher proportion of rod photoreceptors, enhancing their
ability to see in low light conditions (Braekevelt et al., 1996).
Visual motion detection is a key feature of the visual perception in animals,
playing a critical role in their ability to interact and navigate through
their environment. In the following section I will briefly compare the
neural circuitry of motion vision in vertebrate retina and the optic lobe of
invertebrates.
Both visual systems have striking similarities of how motion is computed at
this early stage of the visual system (Baden et al., 2020; Lettvin et al., 1959;
Mauss et al., 2017b), even though the last common ancestor of insects and
mammals lived some 500 million years ago. Intriguingly, early studies on
motion detection in beetles and rabbits led to analogous correlation-based
algorithmic models, the Hassenstein-Reichardt detector and Barlow-Levick
detector (see also section 2.1 and 2.2 in the introduction; Von Hassenstein
and Reichardt, 1956; Barlow and Levick, 1965). The underlying mechanism
seems to be conserved across different animal species. In particular, flies
and mice have been prime subjects for investigating the initial mechanism
underlying motion vision due to their genetic accessibility. As in flies, the
mammalian retina is layered, retinotopically organised, and contains five
primary cell types (Masland, 2001): Photoreceptors, bipolar cells, horizontal
cells, amacrine cells, and ganglion cells, each of which has many different
subtypes, totalling ~140 cell types (Baden, 2024). In vertebrates, two types
of photoreceptors, rods and cones, differ in light sensitivity and transduce
light into electrical signals. Rods are highly sensitive to low light and
are crucial for night vision, while cones require brighter light and are
responsible for day vision. Cones come in different subtypes that differ
in spectral sensitivity, enabling colour vision. The sensitivity difference of
rods and cones varies among vertebrates (Ingram et al., 2016). Downstream
of the photoreceptors are the bipolar and horizontal cells. Horizontal cells
provide lateral interactions in the outer plexiform layer. Bipolar cells transfer
the light signal onto the dendrites of amacrine and retinal ganglion cells.
Retinal ganglion cell axons form the output of the retina, the optic nerve,
and transmit the signals to visual brain areas. Downstream of vertebrate
photoreceptors, at the level of bipolar cells, the signals become separated into
ON and OFF pathways, as is the case in the fly lamina (Joesch et al., 2008;
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Wässle, 2004). In vertebrates, excitatory and inhibitory glutamate receptors
lead to OFF centre and ON centre bipolar cell responses, respectively (Chau
et al., 2024). Further subtypes of bipolar cells express glutamate receptors
with different kinetics, thereby filtering different temporal frequencies of
visual information (Puthussery et al., 2014; Awatramani and Slaughter, 2000;
DeVries, 2000). These bipolar cells initiate a set of parallel visual pathways.
The computation of motion direction is independently conducted within
each ON and OFF pathway in both flies and mice. In mice a subset of
amacrine cells — starburst amacrine cells (SACs) — are the first cells within
the retina to be motion sensitive, as T4 and T5 cells are in flies. Once the
direction of motion is detected, the information from both ON and OFF
pathways is integrated at the next synapse. Within the optic lobe of flies,
T4 (ON) and T5 (OFF) neurons connect to LPTCs, generating a unified
motion signal that does not distinguish between brightness increments
or decrements. Similarly, in the mouse retina, motion sensitive ON and
OFF starburst amacrine cells are essential for ON-OFF direction-selective
ganglion cells. Like LPTCs in flies, they do not distinguish between
brightness increments or decrements.
Starburst amacrine cells are named for their star-like shape, characterised
by a radially symmetric dendritic tree. Each cell features a central soma
from which multiple dendritic branches radiate outward. Starburst amacrine
cells’ exhibits a preference for motion direction that extends from the soma
towards the tip of their distinct, radially symmetric arranged dendritic tree
(Euler et al., 2002). This unique structure allows starburst amacrine cells
to analyse motion in all directions within one cell. Each dendritic branch
of the SAC acts as an independent computational unit, processing its own
inputs and outputs. This is in contrast to T4 and T5 cells in flies, which
are limited to detecting motion in just four cardinal directions through their
four distinct subtypes, each aligned to a specific direction. Recently, it was
found that SAC-like cells are also present in zebrafish (Li et al., 2024). This
suggests the ancient origin of these cells, dating back at least 400 million
years. Further, it also means that probably all other tetrapods have starburst
cells as well (Yoshimatsu and Baden, 2024).
Upstream of amacrine and ganglion cells in vertebrates are the ON and
OFF bipolar cells. Bipolar cells show a wide range of response kinetics
in the vertebrate retina which is also true for ON and OFF input cells
in flies (Baden et al., 2013; Serbe et al., 2016; Arenz et al., 2017; Strother
et al., 2017). Reconstructions of starburst amacrine cells and their bipolar
input cells revealed that faster bipolar cells prefer to wire with SACs near
their dendritic tips, whereas slower bipolar cells prefer to wire with SACs
close to the soma (Kim et al., 2014). This suggests a Hassenstein-Reichard
detector-like computation at direction-selective starburst amacrine cells.
This arrangement, where synaptic inputs have different temporal properties
depending on their location of connection on the dendrite, mirrors the
principle of the Hassenstein-Reichardt detector model (Von Hassenstein
and Reichardt, 1956; section 2.1 in introduction). Such a spatial-temporal
gradient in synaptic inputs to SACs allows these cells to effectively
determine the direction of motion by detecting the sequence in which signals
arrive across their dendritic span. Reconstructions of multi-columnar T4 and
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T5 neurons in Drosophila and their inputs describe a similar phenomenon
(see introductory section 4.2; Takemura et al., 2017; Shinomiya et al., 2019).
Parallel circuits for ON and OFF signal processing are observed across a
wide range of organisms and sensory systems. Studies have demonstrated
this in the olfactory system of C. elegans (Chalasani et al., 2007),
thermosensation in fruit flies (Gallio et al., 2011) and auditory processing
in the rat (Scholl et al., 2010). Across phyla, the detection of visual
motion is organised separately into parallel signal processing of brightness
increments (ON) and decrements (OFF). It is ranging from flies (Joesch
et al., 2010) over mice (Euler et al., 2014), salamander (Hensley et al., 1993),
cats (Wässle, 2004), and primates (Field and Chichilnisky, 2007) to humans
(Hashimoto et al., 2013). This highlights the universal role of ON and OFF
pathways in sensory perception. Although the exact functional benefits
of this division between ON and OFF pathways are not fully understood,
transmitting information about both increases and decreases in luminance
seems to provide an evolutionary fitness benefit. The ON-OFF split might
provide an enhanced contrast sensitivity. Earlier studies have proposed
that the ON-OFF split developed to enable fast and metabolically efficient
signalling of contrasting changes in light intensity, as both increases and
decreases in light are common features in natural environments (Schiller
et al., 1986; Schiller, 1992; Westheimer, 2007). Under natural conditions,
splitting visual information into ON and OFF pathways enhances the neural
coding efficiency (Gjorgjieva et al., 2014). Models that utilise both ON
and OFF pathways are more effective in terms of information transmission
per neural spike compared to models with only ON pathways. This
division of pathways reduces metabolic demands, thus potentially boosting
evolutionary fitness.
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4 comparing t4 on neurons and t5 off neurons
in drosophila

T4 and T5 neurons were first described by Ramon y Cajal & Sanchez in
1915 (Cajal and Sánchez, 1915). Morphologically T4 and T5 neurons differ
only in the location of their dendrites within the optic lobe: T4 neuron
dendrites are localised in layer 10 of the medulla, while T5 neuron dendrites
are localised in layer 1 of the lobula. Both neuron types are subdivided into
four subtypes, each selective for one of the four cardinal directions (Figure
9A; Maisak et al., 2013). The axon terminals of each of the four T4/T5

subtypes project to a specific layer in the lobula plate (Figure 8A; Fischbach
and Dittrich, 1989). The dendritic morphology varies slightly among the
subtypes, with dendrites oriented in one of the four cardinal directions,
opposite to their preferred direction. Although T4 and T5 neurons share
similarities in response to the orientation and velocity of moving stimuli,
they differ in their preferred contrast polarity. T4 neurons respond to
brightness increments and T5 neurons respond to brightness decrements.
Volumetric electron microscopy data analysis of the Drosophila optic lobe
revealed all presynaptic partners of T4 and T5 neurons and their spatial
retinotopic organisation on T4 and T5 dendrites (Takemura et al., 2017;
Shinomiya et al., 2019). T4 and T5 neurons receive input from different
neurons. Mi9 inputs are located on the distal side, Mi1 and Tm3 in the centre,
and Mi4, C3, and CT1 on the proximal side for T4 dendrites. Unlike T4, T5

receives Tm9 input on the distal side, Tm1, Tm2 and Tm4 input in the centre,
and CT1 input (like T4) on the proximal side. Immunohistochemical studies
as well as single-cell RNA sequencing data revealed that Mi9 uses glutamate,
Mi1 and Tm3 use acetylcholine, and Mi4, C3, and CT1 use γ-aminobutyric
acid (GABA) as their neurotransmitter. Contrary to T4 input neurons, all
columnar T5 input neurons (Tm9, Tm1, Tm2 and Tm4 neurons) utilise
acetylcholine as neurotransmitter, except the columnar CT1 input neuron
on the proximal side of T5 which utilises GABA (Pankova and Borst, 2017;
Richter et al., 2018; Takemura et al., 2017; Davis et al., 2020). The impact
on the postsynaptic cell of these transmitters is determined by the receptors
that the postsynaptic neurons express. Conditional tagging of endogenous
proteins revealed that T4 dendrites express GluClα channels on the distal
side, nicotinic acetylcholine (Dα5 and Dα7) receptors in the centre, and
GABA receptors (Rdl) on the proximal side (Davis et al., 2020; Hörmann
et al., 2020; Pankova and Borst, 2016; Fendl et al., 2020; Sanfilippo et al.,
2024). This matches the distribution of the different T4 inputs and their
neurotransmitter. Consistent with the observation that T5 dendrites do not
receive glutamatergic input, the adult T5 dendrite also lacks expression of
GluClα channels. T5 cells express nicotinic acetylcholine receptors at the
centre (Dα5 and Dα7), and GABA receptors (Rdl) at the base of the dendrite
(Davis et al., 2020; Hörmann et al., 2020; Pankova and Borst, 2016; Fendl et al.,
2020; Sanfilippo et al., 2024). In contrast to GluClα receptors located on the
distal part of T4 dendrites, the specific receptor expressed on the distal side
of T5 dendrites, meant to interact with the Tm9 input neuron, has not yet
been identified. Recent work suggests that heteromeric receptors formed
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by nicotinic acetylcholine receptor subunits Dα1 and Dβ1 may be present
on the distal side of T5 dendrites (Sanfilippo et al., 2024). However, these
findings await functional validation and could as well be of T5-T5 neuron
connections. Furthermore, analysis of RNA sequencing data (Davis et al.,
2020) supports the speculation that muscarinic acetylcholine receptors may
be involved in the synapses between Tm9 and the distal side of T5 dendrites
(Fendl et al., 2020). Calcium imaging experiments showed that knocking
down mAChR-A in T5c neurons using RNA interference (RNAi) did not
have any impact on the directional tuning of T5 neurons when compared to
the control condition (Figure 10). Tests on mAChR-B and other muscarinic
acetylcholine receptors have not been conducted yet. Therefore, additional
functional analysis and receptor tagging studies are necessary to identify the
specific type of acetylcholine receptor that receives Tm9 input.
This comprehensive set of information is crucial for understanding the
mechanisms behind the direction selectivity of T4 and T5 neurons and
the biophysical principles that underlie this process. Despite the apparent
similarities in their function, the significant differences in the inputs and
receptors between T4 and T5 neurons suggest that different biophysical
mechanisms are likely responsible for their direction selectivity.
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Figure 10: Directional tuning of T5c: Directional tuning curves of T5c calcium
responses in T4/T5-Gal4, UAS-mAChRA-RNAi flies to dark edges
moving in 11 different directions. Each data point represents the
maximum T5c response to either direction of visual motion, normalised
to the maximum per fly. Dark traces represent signals from the control
flies; bright traces represent signals from mAChRA-RNAi flies (nctrl = 9,
nmAChRA-RNAi = 5). Error shades indicate ±SEM. Width of the directional
tuning curves indicated by directional index LDir.
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4.1 Multiplicative disinhibition in the preferred direction of T4 neurons

To unravel the biophysical mechanism of the preferred direction of
T4 neurons, electrophysiological whole cell patch clamp recordings of
T4 neurons and their inputs were carried out. Groschner et al. (2022)
demonstrated with whole cell patch clamp recordings of Mi9 neurons that
Mi9 is constantly depolarised in darkness while it is more hyperpolarized
in brightness. The unusual OFF neuron characteristic of Mi9 within the ON
pathway had been shown before by calcium imaging experiments (Arenz
et al., 2017). As mentioned before, Mi9 neurons transmit glutamate, which
binds to inhibitory glutamate-gated chloride channels (GluClα) located on
the distal side of T4 dendrites. Therefore, a stimulus moving in a T4 neuron’s
preferred direction will first affect the Mi9 inputs onto the T4 neuron. If the
stimulus is a moving ON edge, Mi9 synaptic output will be suppressed due
to the neuron’s OFF-cell characteristics. Less glutamate in the synaptic cleft
will lead to a closure of GluClα receptors in T4 neurons. The closure of
these GluClα channels causes a significant increase in the input resistance
in T4 neurons by removing the Cl--conductance related shunting inhibition
(Groschner et al., 2022). The ON stimulus moving in the preferred direction
of T4 next activates the excitatory cholinergic Mi1 and Tm3 inputs in
the centre of the T4 dendrite. Since the input resistance is high at this
time, the excitatory current will have a large effect on the depolarization
of the membrane potential. The Mi1/Tm3 activation is followed by an
activation of the inhibitory Mi4 and C3 input neurons on the proximal side
of the T4 dendrite, causing GABA receptors to open their Cl- channels and
hyperpolarize T4. Crucially, the inhibitory signals from Mi9 and Mi4 create
a ’window of opportunity’ for the Mi1/Tm3 signal to depolarize the T4

neuron, resulting in a strong depolarization in the preferred direction of
T4 (Groschner et al., 2022). In contrast, for motion in the null direction,
the overlapping inhibitory signals from Mi9 and Mi4 neurons close this
window, resulting in the T4 neuron not to depolarize. Importantly the
directional tuning of T4 neurons decreases in absence of GluClα receptors
(Groschner et al., 2022). This biophysical disinhibitory mechanism underlies
preferred-direction enhancement in T4 neurons.

4.2 Potential biophysical mechanism for preferred direction-enhancement
in T5 neurons

The biophysical mechanism underlying preferred-direction enhancement
in T5 neurons is a pressing question. In the ON pathway, the input neuron
Mi9 on the preferred side (distal side) of the T4 dendrite, is OFF responsive.
For equivalence in the OFF pathway, the corresponding input neuron for
T5, namely Tm9, would need to be responsive to ON signals. However,
this is not the case. Tm9 is an OFF neuron as well as all other T5 input
neurons. Based on receptor field mapping during calcium imaging it
has been suggested that Tm9 neurons and other T5 input neurons can
also have ON centre receptive fields (Ramos-Traslosheros and Silies, 2021).
But considering the visual stimuli used in that study (narrow flashing
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bright or dark bars), their results are more likely to show the effects of the
strong ON surround of these neurons (Arenz et al., 2017). Additionally,
electrophysiological recordings of T5 inputs did not show ON responses in
the centre of their receptive fields for Tm9, Tm2 and CT1 neurons (Kohn
et al., 2021). With all the T5 input neurons being characterised with OFF
centre receptive fields (Serbe et al., 2016; Meier and Borst, 2019; Kohn et al.,
2021), it is clear that a disinhibitory mechanism, similar to that observed in
T4 neurons (Groschner et al., 2022), is not likely to occur in T5 neurons.

For the computation on the level of T5 neurons, several studies have been
conducted using either two-photon calcium imaging or electrophysiological
recordings. Electrophysiological recordings of T5 neurons have not shown
evidence for an amplifying nonlinearity (Gruntman et al., 2019), nor have
they seen evidence for a preferred-direction enhancement mechanism in
T5 neurons, as previously shown with calcium imaging (Haag et al., 2017).
How can the different results be explained? One possible explanation is
that the summation of sequential inputs behaves linearly in membrane
potential, and nonlinearity (enhancement) arises from the transformation
of membrane potential into calcium signals (Mishra et al., 2023). Another
explanation for the preferred-direction enhancement in T5, observed
with calcium signals (Haag et al., 2017), suggests that the summation of
sequential inputs is inherently nonlinear for the membrane potential, as in
T4 cells (Groschner et al., 2022). Wienecke et al. (2018) propose that the
membrane potential of T5 behaves linearly, and that the enhancement in
preferred direction, observed only in calcium signals, is due to an adaptive
nonlinearity of the calcium channel (Wienecke et al., 2018; Mishra et al.,
2023).
Our understanding of the computational processes underlying the capability
to perceive visual motion is guided by theoretical models that explain
motion vision. Correlation-type motion detectors compute the direction
of motion by identifying sequential light signals, followed by nonlinear
mathematical computations (Von Hassenstein and Reichardt, 1956; Barlow
and Levick, 1965). In T4 neurons, a nonlinear, multiplication-like operation,
similar to the Hassenstein-Reichardt detector, was recently explained
biophysically (Groschner et al., 2022).

Which mechanism of preferred-direction enhancement is implemented in
T5 neurons remains unclear. In the following paragraph I will propose a
potential biophysical mechanism for the enhancement in T5 neurons:
It has been shown that acetylcholine, acting through metabotropic receptors,
can inhibit eag-potassium channels (Cui and Strowbridge, 2019). RNA
sequencing data suggest the expression of G protein-coupled metabotropic
acetylcholine receptors (mAChR-B) in the T5 neuron (Hörmann et al., 2020).
This receptor could potentially be located on the distal side of the T5

neuron corresponding to input from Tm9 neurons (Figure 9C-D). Muscarinic
receptors do not themselves constitute ion channels. The stimulation of
muscarinic receptors has to be transduced into a change in activity of
endogenous ion channels that regulate neural excitability. Additional RNA
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sequencing analysis revealed the expression of the ether-a-go-go (eag) gene
at the mRNA level (Hörmann et al., 2020). This gene encodes for specific
voltage-gated potassium channels called eag channels. The presence of the
protein for mAChR-B and voltage-gated eag channels within the adult T5

neurons remains uncertain, as current data only regard the mRNA level.
Assuming that mAChR-B and eag are expressed in T5 neurons and that they
respond to Tm9, the following mechanism can be speculated. In brightness,
Tm9 does not release acetylcholine so the eag channels are continuously
open and potassium ions can flow through the channels to maintain a steady
state. When Tm9 is stimulated by an OFF edge moving in the preferred
direction, it releases acetylcholine, which binds to mAChR-B and causes
eag potassium channels to close. This closure causes an increase in input
resistance of T5 neurons. As a result, this mechanism, similar to the T4

mechanism, allows Tm1, Tm2, and Tm4 neurons, which are activated after
Tm9, to induce a large depolarization of the T5 neuron in its preferred
direction (see section 5). This hypothetical mechanism underscores the
intricate interplay between neurotransmitter receptors and ion channels in
shaping neural responses to visual stimuli.
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5 outlook

In the course of my PhD project, as reflected by Manuscript 1 in this
thesis, I could contribute new insights into the circuit of the OFF motion
vision pathway in T5. We could demonstrate by connectome analysis
and functional calcium imaging experiments that disynaptic inhibition
within a columnar microcircuit mediates null-direction suppression in T5.
Further, we identified the CT1 neuron and the GABA-receptor subunit
Rdl as crucial components in this process. The section 4.2 of the thesis
highlights the unresolved question of the biophysical mechanism underlying
the preferred-direction enhancement observed in T5 neurons. To verify
whether the hypothesised biophysical mechanism is indeed responsible for
the preferred directionality of T5 neurons, as discussed in section 4.2, a series
of electrophysiological experiments can be proposed.
The first experiment involves whole patch clamp recordings of T5 neurons
in response to dark and bright moving edges presented in several directions.
This approach is expected to reveal the characteristic membrane voltage
responses of T5 neurons when exposed to preferred and null directions
in relation to ON and OFF signals. It is anticipated that moving OFF
edges will induce strong depolarization in the preferred direction, while
causing only weak depolarization in the null direction. Conversely, ON
edges are expected to elicit weaker depolarization in both preferred and
null directions. If a disinhibition mechanism is used by T5 neurons for
preferred-direction enhancement like in T4 neurons, one expects to see a
similar peak in input resistance immediately prior to the depolarization
(Groschner et al., 2022). This can be tested using current clamp recordings
with different holding currents. The neuron’s input resistance at different
time points can be calculated from the slope of a linear regression of voltages
onto the holding currents. An increase in membrane resistance could be
indicative of a mechanism enhancing the neuron’s sensitivity to specific
directional stimuli. If this experiment reveals an increase in input resistance,
it would be interesting to next investigate the underlying mechanism, i.e. the
membrane channels that are responsible for the change of input resistance.
For this, a crucial experiment to test the proposed hypothesis involves
assessing the role of the ether-a-go-go (eag) gene in T5 neurons, particularly
whether these potassium channels are expressed in adult T5 neurons. To
determine whether eag potassium channels play a role in modulating input
resistance in T5 neurons, one could knock down the eag gene via RNAi and
conduct patch-clamp recordings with different holding currents as described
earlier. If the eag channel is indeed part of this mechanism, its knockdown
is expected to result in consistently higher input resistance in T5 neurons.
This could lead to less direction selective responses to moving OFF stimuli
in several directions, due to the lack of characteristic increase in input
resistance before depolarization. Similar experiments could be conducted
by knocking down the mAChR-B.
Finally, to investigate whether particularly Tm9 (providing distal input;
Figure 9B-C) is causing the change of input resistance in T5, the most
straightforward experiment is to optogenetically activate Tm9 neurons by
expressing CsChrimson, while performing electrophysiological recordings



186 discussion

from a T5 neuron. Since we can only optogenetically activate all columnar
Tm9 neurons, the columnar microcircuit of Tm9 and CT1 (Braun et al., 2023;
Manuscript 1) would manipulate the proposed experiment. The activation
of Tm9 would lead to an unintended activation of the inhibitory CT1 neuron.
To exclusively activate Tm9 neurons, the CT1 neuron would need to be
genetically ablated. The expected outcome of this experiment is an increased
input resistance in T5 neurons without visual stimuli, occurring whenever
Tm9 is activated by light.
Through a combination of electrophysiological recordings of T5, optogenetic
activation of Tm9, and genetic knockdown of the eag gene, the outlined
experiments represent a detailed approach to investigate the biophysical
mechanism of the preferred direction in T5 neurons.
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