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1
S U M M A RY

A somatic human cell contains 23 pairs of chromosomes, which are
condensed by several orders of magnitude to fit into the confined space
of the nucleus. This compaction follows a hierarchical order known as
“chromatin architecture” and involves the positioning of chromosomes
in the nucleus, formation of compartments, and interactions between
regulatory elements. Computational, biochemical, sequencing, and
imaging methods have delineated local or genome-wide DNA-DNA
interaction patterns, but mapping complex spatial arrangements of
regulatory elements in single cells remains challenging.

A primary goal of this thesis was to establish a simple, quick, and
cost-effective workflow for the generation of FISH probes optimized
for the detection of small genomic elements. To this end, we screened
polymerases for their ability to incorporate dye-labeled nucleotides
and systematically analyzed distance-dependent dye-dye quenching
to yield densely labeled, bright FISH probes. We demonstrate that our
densely labeled probes are well-suited for the detection of genomic
targets down to the sub-kilobase level.

We used our densely labeled FISH probes to detect enhancer hijack-
ing events in cancer. It is widely accepted that genetic rearrangements
impact cancer development through gene amplification, truncation,
deletion, or fusion. However, whole-genome sequencing and expres-
sion profiles suggest that three-dimensional chromatin reconfigura-
tions may also represent a common, yet poorly understood, process in
cancer formation. Using FISH, we probe spatial relationships between
the oncogene MNX1 and regulatory elements in AML cells carrying
recurrent chromosomal translocations and confirm enhancer hijacking
events.

Lastly, we complemented super-resolution microscopy with simu-
lation models to characterize the organization of kilobase genomic
loci. While population-averaged mapping methods suggest a defined
pattern of nucleosomes across the genome, single-cell methods reveal
cell-to-cell variability in the placement of individual nucleosomes. We
systematically measured end-to-end distances of regulatory active or
inactive regions and attributed variability in chromatin compaction to
internucleosomal interactions, differences in nucleosome occupancy,
and binding of histone H1. In summary, we employ a microscopy-
based approach to explore the nanoscopic organization of the nucleus.
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2
Z U S A M M E N FA S S U N G

Eine somatische menschliche Zelle enthält 23 Chromosomenpaare,
die dicht verpackt werden müssen, um in den begrenzten Raum des
Zellkerns zu passen. Diese Verpackung folgt einer hierarchischen Ord-
nung, die als ’Chromatinarchitektur’ bekannt ist und umfasst die Posi-
tionierung der Chromosomen im Zellkern, die Bildung von Komparti-
menten und Interaktionen zwischen regulatorischen Elementen. Com-
putergestützte, biochemische, sequenzbasierte und bildgebende Me-
thoden haben lokale und genomweite DNA-DNA-Interaktionsmuster
aufgedeckt, aber die Detektion komplexer räumlicher Anordnungen
von regulatorischen Elementen bleibt eine Herausforderung.

Ein Ziel dieser Arbeit war es, ein einfaches, schnelles und kostenef-
fizientes Protokoll zu entwickeln, um FISH-Sonden zu generieren, die
für die Erfassung kleiner regulatorischer Elemente geeignet sind. Wir
haben Polymerasen auf ihre Fähigkeit getestet, farbstoffmarkierte Nu-
kleotide in Proben einzubauen und abstandsabhängiges ’quenching’
von Farbstoffen systematisch analysiert, um dicht markierte, helle
FISH-Sonden zu erzeugen. Wir zeigen, dass unsere FISH-Sonden gut
geeignet sind, um kleine Genomregionen zu detektieren.

Wir verwendeten unsere FISH-Sonden, um ’enhancer hijacking
events’ in Krebszellen nachzuweisen. Es ist allgemein bekannt, dass
genetische Translokationen die Krebsentwicklung durch Genampli-
fikation, Trunkierung, Deletion oder Fusion beeinflussen. Sequenzie-
rungsdaten und Expressionsprofile deuten jedoch darauf hin, dass
Chromatin-Rekonfigurationen ebenfalls erheblich zur Krebsentste-
hung beitragen könnten. Mittels FISH untersuchten wir die räumli-
chen Beziehungen zwischen dem Onkogen MNX1 und regulatorischen
Elementen in AML-Zellen mit einer prominenten chromosomalen
Translokation und detektierten ’enhancer hijacking events’.

Schließlich kombinierten wir hochauflösende Mikroskopie mit Si-
mulationen, um die nanoskopische Organisation von Genomregionen
zu charakterisieren. Während gemittelte Datensätze ein definiertes
Muster von Nukleosomen über das gesamte Genom hinweg suggerie-
ren, zeigen Einzelzellmethoden eine Variabilität in der Positionierung
einzelner Nukleosomen. Wir haben die End-zu-End-Distanzen von
regulatorisch aktiven und inaktiven Regionen systematisch gemessen
und konnten die Variabilität in der Chromatinkompaktierung auf
internukleosomale Interaktionen, unterschiedliche Nukleosompositio-
nierung und die Bindung von Histon H1 zurückführen. Diese Arbeit
beschreibt, wie hochauflösende Mikroskopie genutzt werden kann,
um die nanoskopische Organisation des Zellkerns zu untersuchen.
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3
I N T R O D U C T I O N

3.1 a brief history of the nucleus

Since the emergence of life on Earth over four billion years ago, all
organisms have stored, retrieved, and propagated genetic information.
While the origins, evolution, and physiology of early organisms re-
main subjects of debate, first cells likely used ribonucleic acid (RNA)
to store genetic information (Weiss et al., 2018). As cells evolved
and became more complex, their genetic information expanded, and
RNA was replaced with deoxyribonucleic acid (DNA) as the car-
rier of hereditary information (Di Giulio, 2021). DNA molecules are
double-stranded polymers, each strand containing a unique series
of nucleotides with one of four nitrogenous bases: adenine, cytosine,
guanine, and thymine. The nitrogenous bases of two DNA strands are
stacked and connected by hydrogen bonds, while sugar-phosphate
backbones remain on the outside of the molecule (Watson and Crick,
1953). Because of its biochemical properties, DNA is stable, energy-
efficient, and stores information 1.000.000 more effectively than the
most advanced magnetic tape storage systems (Ceze et al., 2019; Ger-
vasio et al., 2024). However, DNA needs to be compacted by orders-
of-magnitude to fit inside the cells of an organism. For this reason,
protists, plants, fungi, and animals have developed a structure that
confines DNA within its boundaries: the nucleus. The nucleus is a
membrane-enclosed organelle that protects genetic information from
physical insults, provides a chemically distinct environment, concen-
trates DNA-binding proteins, and regulates gene activity (Baum and
Spang, 2023). While the biochemical properties of DNA have been
extensively characterized, the regulation of genetic information in the
three-dimensional context of the nucleus remains an active area of
investigation (Bonev and Cavalli, 2016; Zheng and Xie, 2019).

finding the storage unit For over 300 years, the nucleus has
captivated generations of scientists who have devoted their careers to
characterizing its structure and function (figure 1). The invention of
light microscopy in the 18th century enabled the first independent ob-
servations of the nucleus by Antony van Leeuwenhoek, Felice Fontana,
Franz Bauer, Jan Purkyně, and Robert Brown (Pederson, 2011). These
studies did not assign any function to the nucleus but acknowledged
its presence in various cell types and organisms. Besides observations
made through microscopy, the development of chemical assays en-
abled the first detailed analysis of nuclear contents. In the late 1860s,

3



3.1 a brief history of the nucleus 4

Friedrich Miescher isolated nuclei using the pus from surgical ban-
dages and observed a substance that precipitated from the solution
when acid was added (Miescher, 1871). Miescher named the precipi-
tate “nuclein” and realized it contained an unknown macromolecule
with a high phosphorus content (Dahm, 2005, 2008). Later, this macro-
molecule would come to be known as DNA. Miescher’s studies on
“nuclein” influenced Albrecht Kossel, who further characterized “nu-
clein” and identified an unknown class of peptides, which he named
histones (Kossel, 1884). As nuclei were documented in an increasing
number of cell types and organisms, it became apparent that the nu-
cleus plays a significant role in the physiology of the cell. However,
it would take several decades before the function of the nucleus was
uncovered.

Discovery of
the Nucleus

1869-1884

Isolation of proteins
and DNA

1710-1832 1900

1944-1952

1953 1981

19641902-1903 1982

Discovery of
Enhancers

Chromosome-linked
Inheritance

x

1910-1930

Structure of
DNA

Rediscovery of
Mendelian Inheritance

x

DNA contains heritable
information

Chromosome
Theory

Discovery of
Histone Modifications

Chromosome
Territories

Figure 1: Timeline of milestones in chromatin research (1710-1982).

The groundwork for the functional characterization of the nucleus
was laid in a monastery in Brünn (today Brno), located in the east-
ern part of the Czech Republic. Augustinian friar and abbot Gregor
Mendel conducted breeding studies in plants and observed that traits
are often inherited as distinct units that segregate during gametoge-
nesis (Mendel, 1866). Mendel’s discoveries initially went unnoticed
but were rediscovered in 1900 by Hugo de Vries, Carl Erich Correns,
and Eric Tschermak-Seysenegg, who independently obtained similar
results (Correns, 1900; De Vries, 1900; Tschermak, 1900). During that
period, the development of DNA staining methods further provided
insights into the structure and inheritance of nuclear components.
Walther Flemming analyzed DNA compaction during cell division and
coined the terms “chromatin” and “mitosis” and Wilhelm Waldeyer
introduced the term “chromosome” (Flemming, 1882; Waldeyer, 1888).
Robert Feulgen developed a semi-quantitative DNA staining method
and discovered that germ cells (n) contained half the DNA content
of somatic cells (2n), while some somatic cells contained quadruple
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the amount of DNA (4n) (Mello and Vidal, 2017). In 1902, Walter
Sutton observed that the segregation of chromosomes during meio-
sis closely resembles the segregation patterns described by Mendel.
Based on these observations, Edmund Wilson, Walter Sutton, Theodor
Boveri, and August Weismann proposed the chromosome theory of
inheritance, which states that genetic information is encoded by chro-
mosomes in the nucleus (O’Connor and Miko, 2008). In 1910, Thomas
Hunt Morgan provided conclusive evidence for the chromosome the-
ory of inheritance by demonstrating X chromosome linked inheritance
of eye color in fruit flies (Morgan, 1910). Subsequently, H.J. Muller
observed that X-rays can provoke chromosomal rearrangements that
relocate genes to a locus where they are silenced (Elgin and Reuter,
2013; Muller, 1927). This phenomenon, known as position-effect varie-
gation, occurs when genes are positioned in dense genomic regions
called heterochromatin (Schultz, 1936).

The rediscovery of the Mendelian rules and chromosome theory of
inheritance led to the widespread acceptance that the nucleus is the
repository of genetic information. However, most scientists assumed
that proteins encode genetic information based on works by Phoe-
bus Levene (Frixione and Ruiz-Zamarripa, 2019). Although Levene
correctly identified that the building blocks of DNA contain sugars,
phosphate groups, and nitrogenous bases, he wrongly assumed that
DNA is a repeating tetramer consisting of all four nucleotides (Levene
and Mandel, 1908). As a result of Levene’s tetranucleotide hypothesis,
DNA was believed to be incapable of encoding genetic information
and instead served structural purposes. However, a series of experi-
ments have disproven this hypothesis and demonstrated that DNA
is the carrier of genes. Oswald T. Avery, Colin MacLeod, and Maclyn
McCarty observed that bacteria become pathogenic when incubated
with purified DNA from heat-inactivated pathogenic strains (Avery
et al., 1943). However, the scientific community was initially hesitant
to draw conclusions from this experiment. Alfred Hershey and Martha
Chase ultimately confirmed that DNA is the carrier of genetic in-
formation (Hershey and Chase, 1952). They labeled the proteins of
bacteriophages with sulfur-35 or the DNA with phosphorus-32 and
incubated the labeled bacteriophages with bacteria. Since bacteria in-
fected with phosphorus-32-labeled bacteriophages became radioactive,
Hershey and Chase concluded that DNA is used to propagate genetic
information.

While the function of DNA became apparent, its structure had yet
to be solved. Building on Levene’s work, Erwin Chargaff analyzed
nucleobase composition and made two fundamental discoveries: The
proportions of the four nucleobases vary between species and the
ratios of cytosine to guanine and thymine to adenine are always 1:1
(Chargaff, 1950). Chargaff’s research, along with X-ray diffraction
images generated by Rosalind Franklin, enabled James Watson and
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Francis Crick to solve the structure of DNA in 1953 (Franklin and
Gosling, 1953; Watson and Crick, 1953; Wilkins et al., 1953). DNA
forms a three-dimensional double helix that is stabilized by interac-
tions between complementary base pairs.

Following discoveries about the process of protein synthesis, it
became apparent that genetic information encoded in DNA is tran-
scribed into RNAs, which can be translated into proteins (Crick, 1970;
Crick, 1958). However, nearly all cells of an organism contain the
same genetic information, yet they exhibit different morphologies and
functions. Therefore, mechanisms in the cell must exist that regulate
gene activity and establish cellular identity. Early evidence for possible
mechanisms of gene regulation was provided by Rollin Hotchkiss,
who found a modified form of cytosine known as 5-methylcytosine
in calf thymus (Hotchkiss, 1948). A role of 5-methylcytosine in gene
regulation was proposed following a series of findings showing its
non-random distribution in the genome, enrichment at silent genes,
and abnormal levels observed in cancer (Ehrlich et al., 1982; Holliday
and Pugh, 1975; Mattei et al., 2022). In addition to DNA methylation,
post-translational modifications of histones have been implicated in
gene activity and DNA compaction (Allfrey et al., 1964; Peng et al.,
2021).

Shortly after DNA methylation and histone modifications were im-
plicated in gene regulation, it was discovered that gene activity is also
controlled by short sequences in the genome. In 1981, Julian Banerji,
Sandro Rusconi, and Walter Schaffner identified the first enhancer
through transient expression of a cloned beta-globin gene (Banerji
et al., 1981). Banerji, Rusconi, and Schaffner observed that inserting a
viral 72 bp SV40 sequence motif into a plasmid containing beta-globin
upregulated its expression several hundred-fold. Since overexpression
was achieved regardless of the location of the SV40 sequence in the
construct, the authors concluded that enhancers could impact gene ac-
tivity from remote locations. The identification of regulatory elements,
along with the discovery of chromosome territories a year later, paved
the way for a new field of study known as chromatin architecture.
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3.2 fundamentals of 3d genome architecture

3.2.1 From Chromosomes to Nucleosomes

A somatic human cell contains 23 pairs of chromosomes spanning 6

billion base pairs of DNA. Given that each base-pair is 3.4 Å long,
the DNA content of one cell would extend to 2 meters if stretched
end-to-end (Piovesan et al., 2019). Therefore, DNA needs to be con-
densed by several orders of magnitude to fit into the confined space
of the nucleus. This compaction is not random and instead follows a
hierarchical order known as “chromatin architecture” (figure 2) (Elim-
elech and Birnbaum, 2020; Finn et al., 2019; Zheng and Xie, 2019).
Chromatin is organized on multiple levels, including the position-
ing of chromosomes in the nucleus (chromosome territories), regions
of self-interacting DNA (A/B compartments, TADs), proximity of
genes and regulatory elements (enhancer-promoter interactions), and
arrangement of nucleosomes (nucleosome occupancy).

Chromosome
Territories Compartment

B

Compartment
A

Promoter
Enhancer

Interactions

Nucleosome

TAD

100.000.000 bp 1.000.000 bp 10.000 bp 100 bp

DNA
Methylation

Figure 2: Hierarchical organization of chromatin. Chromosomes occupy dis-
tinct regions within the nucleus (chromosome territories) that can
intermingle at their boundaries. Chromosome territories are di-
vided into dense (compartment B) and less compacted segments
(compartment A) which primarily interact with compartments of
the same type. Areas within A/B compartments, known as TADs,
form DNA loops that facilitate enhancer-promoter interactions. At
the kilobase and sub-kilobase scale, nucleosome occupancy, histone
modifications, and DNA methylation impact gene expression.

A fundamental characteristic of chromatin architecture is the occur-
rence of transient DNA-DNA interactions that allow adjustments in
gene regulation during cell maintenance, division, and differentiation
(Dupont and Wickstrom, 2022). Consequently, cells within the same
population exhibit variability in spatiotemporal chromatin contacts
and three-dimensional genome organization. Moreover, large chro-
matin configurations often contain smaller structures and disruptions
in one layer of organization may have only a moderate effect on gene
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expression. This complicates the interpretation of experimental re-
sults and questions the importance of individual regulatory elements,
DNA-binding proteins, and post-translational histone modifications in
gene regulation. The following chapters discuss fundamental features
of each level of chromatin organization and dissect their role in gene
expression.

chromosome territories : where chromosomes reside

Throughout the late 19th century and the first half of the 20th
century, two conflicting models described the spatial organization
of chromatin in interphase nuclei. The first model was proposed by
Carl Rabl and stated that chromosomes exist in specific conformations
across cell divisions (Rabl, 1885). Expanding on that theory, Theodor
Boveri suggested that individual chromosomes occupy specific parts of
the nucleus and coined the term “chromosome territory” (Boveri, 1909).
Another model proposed that interphase chromosomes randomly in-
termingle in the nucleus, comparable to “a bowl of spaghetti”. Nearly
100 years after Carl Rabl’s proposal, a series of experiments confirmed
the existence of chromosome territories. In the 1970s, Stephen Stack,
David Brown, and William Dewey treated Chinese hamster ovary cells
with acetic acid and air-dried and stained them (Stack et al., 1977).
The treatment caused shrinking and swelling of chromatin, which be-
came visible as stained patches. Stack, Brown, and Dewey interpreted
that each individual patch corresponded to a single chromosome and
concluded that chromatin is not randomly dispersed in the nucleus.
However, it was not entirely clear whether the results were reliable, or
if the harsh treatment had artificially provoked the observed patches
(Fritz et al., 2019). It was not until 1982 that Thomas Cremer and col-
leagues provided conclusive evidence for the existence of chromosome
territories (Cremer et al., 1982). In an elegant experiment, Cremer et
al. induced DNA damage in small parts of interphase nuclei using
laser micro-irradiation. Radiolabeled thymidine was then added to
the medium and incorporated into the newly synthesized DNA at
irradiated regions. When distinct radioactive spots were still detected
after cell division, Cremer et al. concluded that chromosomes are
confined to certain areas of the nucleus (Cremer et al., 1981).

In the forty years after the pioneering experiment by Cremer et al.,
chromosome territories have been identified in many higher eukary-
otes (Meaburn and Misteli, 2007). The distribution of chromosomes in
the nucleus follows a loose radial pattern, with gene-rich and small
chromosomes often located near the center and gene-poor and large
chromosomes positioned towards the periphery (Cremer and Cremer,
2010; Tanabe et al., 2002). For example, imaging studies have located
inactive X chromosomes in the periphery (Zhang et al., 2007) and
gene-rich Alu sequences in the center of the nucleus (Bolzer et al.,
2005). However, radial genome positioning is not universally applica-
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ble, as chromocenters, the Y chromosome, and regions enriched for
H3K27me3 or H3K9me3 are found in the periphery and the center of
the nucleus (Belmont, 2022). While chromosome territories typically
remain stable throughout interphase, their positions in the nucleus can
permanently change during mitosis or cell differentiation (Clowney
et al., 2012; Gerlich et al., 2003; Kosak et al., 2002; Pichugin et al., 2017;
Solovei et al., 2009; Thomson et al., 2004; Walter et al., 2003). A strik-
ing example of chromosome territory reorganization occurs during
the terminal differentiation of rod cells in nocturnal mammals. The
differentiation of nocturnal photoreceptors involves the relocation of
heterochromatin to the center of the nucleus to facilitate the collection
of light in rod cells (Solovei et al., 2009). Furthermore, the differen-
tiation of olfactory sensory neurons is marked by the relocation of
olfactory receptor alleles to a repressive gene zone and their subse-
quent inactivation (Clowney et al., 2012). B lymphocyte development
is accompanied by the activation of immunoglobulin genes and their
rearrangement in the nucleus (Kosak et al., 2002; Pichugin et al., 2017).
Although these examples directly link large-scale genomic reorgani-
zation to cellular function, chromosome territories generally remain
stable during interphase. However, small genomic loci may undergo
continuous, dynamic, and transient movements to regulate gene ex-
pression (Kurz et al., 1996; Wegel and Shaw, 2005). The development
of 3C-based methods (chapter 3.3.1) has enabled the identification of
genome-wide chromatin contacts and identified chromatin compart-
ments.

a/b compartments : interacting mega-domains Early evi-
dence for the existence of chromatin compartments was derived from
two imaging studies. Zink et al. injected a fluorescent nucleotide ana-
log into nuclei and observed distinct foci within labeled regions after
S-phase (Zink et al., 1998). Notably, these chromatin compartments per-
sisted through several cell cycles, remained mobile during interphase,
and exhibited diameters between 400 and 800 nm. Shopland et al. used
FISH to label neighboring regions on chromosome 14 and observed
separate clusters with gene-rich or gene-poor foci (Shopland et al.,
2006). They concluded that megabase genomic loci organize into three-
dimensional structures that may facilitate transcription. Although
these findings provided early evidence of chromatin organization at
the megabase scale, the role and significance of chromatin compart-
ments in the nucleus remained unclear. In 2009, Lieberman-Aiden et
al. developed Hi-C to identify genome-wide DNA-DNA interaction
patterns and discovered two classes of spatial compartments (A/B
compartments) across the genome (Lieberman-Aiden et al., 2009).
A compartments typically interact with other A compartments and
are associated with euchromatin, while B compartments are more
likely to engage with other B compartments and are linked to a tran-
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scriptionally repressed state. Consequently, A compartments exhibit
higher gene density, active histone modifications and open chromatin,
whereas B compartments contain a high content of silenced genes, re-
pressive histone modifications and condensed chromatin (Zheng and
Xie, 2019). Improvements in the sensitivity of Hi-C and ChIP-seq have
enabled detailed characterization of chromatin compartments. Rao et
al. systematically investigated chromatin marks across the genome
and classified compartments A and B into five subcompartments (A1-
A2, B1-B3) (Rao et al., 2014). Interestingly, B1 compartments overlap
with polycomb silencing, whereas the B2 and B3 subcompartments
correspond to lamina-associated domains (LADs). Features of A/B
compartments, such as spatial positioning and function, are often
linked to other hierarchical levels of chromatin organization. A/B
compartments exhibit a loose form of radial organization, compara-
ble to chromosome territories. While A compartments are frequently
found in the central region of the nucleus, B compartments often
localize to the periphery (Buchwalter et al., 2019; Magana-Acosta
and Valadez-Graham, 2020). Using a combined approach of nuclear
speckle and lamin TSA-seq, Chen et al. found that A1 and A2 sub-
compartments are located close to or near nuclear speckles (Chen
et al., 2018b). Furthermore, B compartments overlap with LADs and
are often demarcated by CTCF (Guelen et al., 2008). Predicting the
location of chromatin subcompartments beyond these associations can
be challenging, as organizational patterns vary between cell types and
nuclear shapes (Crosetto and Bienko, 2020; Kind et al., 2015). More-
over, the isolated role of chromatin compartments in gene regulation
remains elusive, as their properties are deeply interconnected with
TADs and histone modifications.

topologically associated domains Recent advances in mi-
croscopy, genome sequencing, and bioinformatics have enabled ex-
tensive characterization of genome-wide DNA-DNA contacts (see
chapter 3.3.1 and 3.3.3). In 2012, two independent studies identified
self-interacting regions in the mammalian genome and named them
topologically associated domains (TADs). Nora et al. used FISH and
5C to characterize the spatial organization of a 4.5 megabase segment
in the X-inactivation center and detected frequent DNA-DNA inter-
actions within 0.2-1.0 megabase regions (Nora et al., 2012). In the
same year, Dixon et al. used Hi-C to probe genome-wide DNA-DNA
interactions and identified TADs across the entire genomes of mouse
and human embryonic stem cells and differentiated cells (Dixon et al.,
2012). Subsequent studies have confirmed the presence of TADs in the
genomes of various mammals, zebrafish, drosophila, and yeast (Dixon
et al., 2012; Mizuguchi et al., 2014; Rudan et al., 2015; Sexton et al.,
2012).
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Precise mapping and annotation of TADs depend on the resolution
of contact maps and may vary between studies (Eres and Gilad, 2021).
However, TADs share several features in their structure, associated
proteins, and function. Regions within TADs typically exhibit 2- to
3-fold more interactions among themselves than with neighboring
regions (Goel and Hansen, 2021). This increased contact frequency
within TADs is proposed to facilitate enhancer-promoter interactions,
as active regulatory elements of genes are often located in the same
TAD (Symmons et al., 2014). TADs are restricted by TAD boundaries,
with gene-rich regions and replication domains often located near
these boundaries (Pope et al., 2014; Shah et al., 2018). 75 percent of
TAD boundaries contain CCCTC-binding factor (CTCF)-sites and are
enriched in CTCF, cohesin and the mediator complex (Dixon et al.,
2012; Phillips-Cremins et al., 2013). LADs represent a distinct type
of TAD that is characterized by low gene density and enrichment
of H3K9m2/3 and H2K27me3 (Meuleman et al., 2013; Steensel and
Belmont, 2017).

Biochemical reconstitution, single-molecule imaging, genetic pertur-
bation, and polymer models have provided evidence for the formation
of TADs through cohesin-dependent loop extrusion (Banigan and
Mirny, 2020; Davidson et al., 2019; Fudenberg et al., 2016; Haarhuis et
al., 2017; Kim et al., 2019; Nora et al., 2017; Rao et al., 2017; Schwarzer
et al., 2017; Wutz et al., 2017). Cohesin is a complex composed of
RAD21, SMC1, and SMC3 that is continuously recruited to the chro-
matin fiber by nipped-B-like protein (NIPBL, also known as SCC2)
(Ciosk et al., 2000; Tedeschi et al., 2013). According to the loop extru-
sion model, cohesin moves along chromatin and forms progressively
larger loops until it is unloaded by Wapl or encounters chromatin
barriers that are composed of CTCF proteins (Gandhi et al., 2006; Ganji
et al., 2018; Haarhuis et al., 2017; Sanborn et al., 2015). The stalling
of cohesin at CTCF sites then facilitates the formation of DNA-DNA
contacts within TADs. Mechanistical insights into ATP–dependent
extrusion of DNA by cohesin were provided by in vitro and in vivo
studies (Davidson et al., 2019; Kim et al., 2019; Schwarzer et al., 2017).
Moreover, TADs disintegrate upon depletion of CTCF, cohesin, or
Nipbl1, whereas Wapl depletion increases the contact strength at TAD
borders (Haarhuis et al., 2017; Nora et al., 2017; Rao et al., 2017; Wutz
et al., 2017).

Contact maps suggest that most TADs and LADs are conserved
across cell types in mammals (Dixon et al., 2012; Meuleman et al.,
2013; Rao et al., 2014). The evolutionary conservation of TADs, along
with the preferential occurrence of enhancer-promoter interactions
within TADs, indicate an important role in gene regulation. Indeed,
Fabre et al. introduced genetic perturbations in the HoxD locus and
directly linked TAD disruption to altered transcription of HoxD genes
(Fabre et al., 2017). Rodríguez-Carballo et al. gradually removed a
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boundary region between two TADs and observed a progressive in-
crease in novel enhancer-promoter interactions across the boundary
(Rodríguez-Carballo et al., 2017). Moreover, human limb malforma-
tions were linked to deletions, inversions, or duplications of specific
TADs that rewire long-range regulatory architecture (Lupianez et al.,
2015). Therefore, TADs seem to be crucial for facilitating enhancer-
promoter interactions, and their disruption should inevitably lead to
irreversible changes in gene expression. However, global depletion of
cohesin or CTCF has provided conflicting evidence. Auxin-inducible
degradation of cohesin causes only moderate changes in gene expres-
sion, and cohesin-depleted cells partially rebuild compartments after
S-phase (Cremer et al., 2020; Rao et al., 2017). Induced depletion of
CTCF further correlated with changes in the expression of approxi-
mately 2000 genes across a diverse set of tissues, while many gene
expression patterns remained unchanged (Kubo et al., 2021). These ob-
servations suggest that TADs might not be essential for the expression
of most genes and instead provide a framework for enhancer-promoter
interactions. However, it is also worth considering that the effects of
short-term TAD loss on gene regulation may be partially offset by
other layers of genome organization that remain intact.

promoter-enhancer interactions : let’s keep in touch?
Since the discovery of the first enhancer over 40 years ago, more
than a million enhancers have been identified in the human genome
(Consortium et al., 2020). Enhancers are DNA sequences that amplify
gene expression through direct or indirect interactions with promoters,
which are often located several hundred kb away (Lettice et al., 2003;
Nelson et al., 2004). The identification of specific enhancers is often
context-dependent, as genome-wide analyses have shown that some
enhancers may function as promoters and vice versa (Dao et al., 2017;
De Santa et al., 2010; Engreitz et al., 2016; Kim et al., 2010; Rajagopal
et al., 2016). Active enhancers are also often transcribed and may share
properties with promoters, including sequence similarities or enriched
DNA-binding proteins (Andersson and Sandelin, 2020; Core et al.,
2014; Kim et al., 2015). Therefore, the definitions of promoters and
enhancers are context-dependent and should be examined on a case-
by-case basis. The following paragraphs outline general mechanisms
of enhancer-promoter interactions.

Human enhancers are typically 100-1000 bp long, contain transcrip-
tion factor binding motifs, and are enriched in p300, RNA polymerase
II (RNA Pol II), the mediator complex, eRNAs, and epigenetic marks
such as H3K4me1 and H3K27ac (Creyghton et al., 2010; Rada-Iglesias
et al., 2011). It is widely accepted that active enhancers support RNA
Pol II activation and the assembly of the pre-initiation complex at
the core promoter (Allen and Taatjes, 2015; Haberle and Stark, 2018).
However, multiple mechanistic models have been proposed to describe
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enhancer selectivity of proximal or distal regulatory elements (figure
3) (Kolovos et al., 2012; Uyehara and Apostolou, 2023). The first class
of models describes enhancer-promoter interactions that are indepen-
dent of the three-dimensional arrangement of regulatory elements.
The “sliding” model posits that RNA Pol II is loaded at the enhancer
and moves along chromatin until it encounters a promoter and ini-
tiates transcription (Moreau et al., 1981). A related model involves
the recruitment of chromatin remodelers to the enhancer, which then
spread histone modifications towards the promoter (“tracking” model)
(Travers, 1999). Alternatively, enhancers may recruit proteins that drive
the polymerization of transcription factors and co-activators, form-
ing a bridge between the enhancer and promoter (“bridging” model)
(Bulger and Groudine, 1999). All three models share a simplistic
one-dimensional view of the genome, where enhancers preferentially
interact with the nearest promoters (Yang and Hansen, 2024). While
interactions frequently occur between proximal regulatory elements,
enhancers occasionally bypass nearby promoters or activate genes
located over 100 kb away (Gasperini et al., 2019). Therefore, additional
enhancer-promoter models have been proposed that emphasize spatial
arrangements of regulatory elements in the three-dimensional context
of the nucleus.
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Figure 3: Proposed enhancer-promoter interaction models. Enhancers can
activate proximal genes through the recruitment of (i) RNA pol
II (sliding), (ii) chromatin remodelers that deposit histone marks
(tracking), and (iii) transcription factors that form bridges between
enhancers and promoters (bridging). Three-dimensional enhancer-
promoter interaction models describe (i) cohesin-dependent or
(ii) independent DNA looping, (iii) the oligomerization of tran-
scription factors (TFs), or (iv) the assembly of liquid-liquid phase-
separated condensates. Please note that there are alternative or
similar enhancer-promoter interaction models that are not depicted
in this graph.
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Loop extrusion is one of the most well-described mechanisms for
long-range enhancer-promoter interactions (Dekker and Mirny, 2016;
Doyle et al., 2014). As described before, loop extrusion involves the or-
chestrated action of cohesin, CTCF, NIPBL, and the mediator complex
to bring distant regulatory elements into spatial proximity (demon-
strated in (Deng et al., 2014; Deng et al., 2012)). Despite its recent pop-
ularity, the importance of cohesin-dependent loop extrusion in gene
regulation remains unclear, as global loss of cohesin does not affect the
expression of most genes (Hsieh et al., 2020; Kane et al., 2022; Nora et
al., 2017). An alternative model proposes that transient DNA looping
may occur through interactions between transcription factors bound at
the enhancer and the promoter (DNA looping) (Monfils and Barakat,
2021). Loop extrusion and DNA looping models are supported by
forced chromatin looping experiments that induce gene expression
by bringing enhancers and promoters into close proximity (Bartman
et al., 2016; Deng et al., 2014; Deng et al., 2012). Another model de-
scribes the formation of transcription factor oligomers that facilitate
enhancer-promoter interactions (TF oligomerization). For example,
Nanog has been shown to facilitate enhancer-promoter interactions
through the assembly of oligomers that simultaneously bind multiple
DNA molecules (Choi et al., 2022). Similarly, the transcription factor
YY1 enables enhancer-promoter interactions through self-dimerization
(Weintraub et al., 2017). A recent model has also highlighted that
gene activation might be driven by the formation of liquid-liquid
phase-separated condensates induced by transcription factors and
coactivators (Di Giammartino et al., 2020; Stadhouders et al., 2019).
Multiple in vitro and in vivo experiments have demonstrated that
transcription factors can form condensates with the mediator complex
via their intrinsically disordered domains (Boija et al., 2018; Sabari
et al., 2018; Zamudio et al., 2019). Given that RNA pol II exhibits
dynamic clustering in living cells, it is plausible to assume that en-
hancers serve as scaffolds to assemble condensates and transcriptional
hubs (Cisse et al., 2013; Du et al., 2024). This model is compatible
with observations that enhancers can activate multiple genes simul-
taneously, super-enhancers can target the same promoter, and some
genes can be activated independently of increased contact frequency
(Alexander et al., 2019; Benabdallah et al., 2019; Fukaya et al., 2016;
Halfon, 2020). However, the role of phase-separated condensates as
the primary driver of gene expression remains a subject of debate, as
other studies have found that phase-separated condensates negatively
correlate with gene expression (Chong et al., 2022; Trojanowski et al.,
2022).

While many models for enhancer-promoter interactions have been
proposed, gene regulation may ideally be understood through the
integration of multiple models. For example, sliding of transcription
factors might facilitate DNA looping, or loop extrusion may relocate
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regulatory elements into transcriptional hubs. Therefore, a holistic
view of gene regulation that includes regulatory elements, transcrip-
tion factors, chromatin remodelers, RNA pol II, protein oligomers,
and phase-separated condensates in the three-dimensional space may
accurately describe transcription in cells.

nucleosome occupancy The nucleosome is the basic unit of
chromatin compaction in eukaryotic cells and consists of 145-147 bp of
DNA wrapped around an octamer of histone proteins H2A, H2B, H3,
and H4 (Kornberg, 1974; Luger et al., 1997). Neighboring nucleosomes
are connected by 10-80 bp linker DNA, which is bound and stabilized
by H1-linker histones (Izzo and Schneider, 2016; Woodcock et al.,
2006). The term “nucleosome occupancy” describes how often a given
base pair is situated within a nucleosome in a specific cell type or
species (Baldi et al., 2020). The placement and sliding of nucleosomes
are controlled by ATP-dependent remodeling enzymes that create
heterogeneous clutches and fibers (Baldi et al., 2020; Chen et al., 2021;
Narlikar et al., 2013; Ricci et al., 2015; Segal and Widom, 2009). Since
ATP-dependent remodeling enzymes are recruited by transcription
factors to their targets, nucleosome density within clutches can vary
among promoters in different cell types (Singh and Mueller-Planitz,
2021).

In addition to their role in compaction, nucleosomes modulate inter-
actions with nuclear proteins through post-translational modifications
(Zhang et al., 2021b). Over the years, a diverse set of post-translational
histone modifications has been identified, which is established by
epigenetic writers and removed by erasers (reviewed in (Rothbart
and Strahl, 2014)). Active genes are enriched in H3K4me3, H3K9ac,
and H3K27ac marks at the transcriptional start sites, while active
enhancers exhibit higher levels of H3K4me1 and H3K27ac, and less
often, H4K16ac, H3 globular acetylation, H3K122ac, and H3K64ac
(Creyghton et al., 2010; Gates et al., 2017; Pradeepa, 2017; Shogren-
Knaak et al., 2006). Post-translational modifications are established by
epigenetic writers to change local chromatin properties. For example,
histone acetyltransferases establish acetylation marks at promoters
and enhancers following interactions with transcription factors, the
basal transcription machinery, or modified histone residues (Voss and
Thomas, 2018). Histone acetylation marks then neutralize positive
charges on lysines, destabilize histone-DNA interactions, mobilize
nucleosomes, and promote DNA accessibility (Talbert and Henikoff,
2021). Multiple studies have established a direct link between post-
translational histone modifications and gene expression. Crump et al.
chemically inhibited the acetyl transferase p300/CBP to disrupt the
association of RNA pol II with chromatin and gene expression (Crump
et al., 2011). Hilton et al. fused p300 with nuclease-null dCas9 to es-
tablish H3K27ac marks at target genes and induce their expression
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(Hilton et al., 2015). However, some studies challenge the role of local
histone modifications in gene regulation. Dorighi et al. demonstrated
that the loss of H3K4me1 at active enhancers only modestly impacts
the activity of nearby genes (Dorighi et al., 2017). Zhang et al. mutated
lysine 27 in histone variant H3.3 and only detected mild changes in
chromatin accessibility and enhancer activity (Zhang et al., 2020a).
Histone modifications are part of a complex regulatory system that
controls genes expression. Therefore, the loss of individual histone
modifications might be partially compensated by other regulatory
mechanisms, leading to minor changes in enhancer activity and gene
expression.

3.2.2 Consequences of altered 3D Chromatin Organization in Cancer

The spatiotemporal control of gene expression is essential for cell
function and dysregulated transcription has been linked to many dis-
eases including cancer (Baylin and Jones, 2016; Krijger and Laat, 2016).
Over the past decades, several mechanisms have been implicated in
abnormal expression patterns that drive cancer growth, replicative
immortality, immune evasion, metastasis, or therapeutic resistance
(reviewed in (Hanahan, 2022)). One of these “hallmarks of cancer”
involves chromosomal rearrangements that result in the production
of fusion proteins or dysregulated gene activity. Deep sequencing
has identified thousands of fusion transcripts and proteins that may
dysregulate transcription, cell signaling, cell division, or DNA repair
(Mertens et al., 2015). Fusion proteins can arise from the reciprocal
translocation of two chromosomes that are spatially close in the 3D
context of the nucleus. For instance, chronic myeloid leukemia and
adult acute lymphoblastic leukemia often exhibit reciprocal transloca-
tion of neighboring chromosomes 9 and 22, resulting in the production
of BCR-ABL (Fritz et al., 2019; Neves et al., 1999). Similar observations
have been made for translocations between chromosomes 15 and 17

(PML-RARA) or chromosomes 8 and 14 (MYC-IGH) in hematopoi-
etic precursors and lymphoid cells (Canoy et al., 2022; Neves et al.,
1999; Roix et al., 2003). In all three examples, specific genomic rear-
rangements lead to the production of fusion proteins with abnormal
functions or activities.

Recent advancements in high-throughput sequencing technologies
has dramatically accelerated the characterization of chromosomal rear-
rangements (Spielmann et al., 2018). Remarkably, sequencing analyses
have revealed that structural rearrangements often result in altered
gene expression in regions near the breakpoints, rather than the pro-
duction of fusion proteins (Claringbould and Zaugg, 2021; Helmsauer
et al., 2020; Northcott et al., 2014, 2017). In these cases, chromoso-
mal duplication, inversion, deletion, or translocation may lead to
TAD reconfiguration and novel enhancer-promoter interactions (“en-
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hancer hijacking”). It is hypothesized that enhancer hijacking events
represent a common process in cancer development comparable to
in-frame gene fusions (Claringbould and Zaugg, 2021). In 2014, North-
cott et al. identified chromosomal rearrangements that juxtapose GFI1
family oncogenes with active enhancers, leading to their activation
(Northcott et al., 2014). Kloetgen et al. analyzed in situ Hi-C, RNA-
seq, and ChIP–seq datasets and found that TAD fusion events can
induce novel interactions between enhancers and oncogenes in T cell
acute lymphoblastic leukemia (Kloetgen et al., 2020). Weischenfeldt et
al. identified tandem duplications that intersect with a TAD bound-
ary and facilitate novel interactions between the oncogene IGF2 and
a super-enhancer in colorectal cancers (Weischenfeldt et al., 2017).
Furthermore, whole-genome sequencing profiles in over 1200 cancer
genomes identified aberrant expression of hundreds of genes close to
the breakpoint (Zhang et al., 2020b). As enhancer hijacking emerges as
a common phenomenon in cancer formation, several questions arise:
Are enhancer hijacking events a byproduct of chromosomal rearrange-
ments, or do they actively drive cancer evolution? Can we identify
enhancer hijacking events that are found in multiple types of cancer?
What is the clinical relevance of enhancer hijacking events? Given the
complexity of enhancer-promoter interactions (chapter 3.2.1), address-
ing these questions requires sensitive methods that identify suitable
enhancer candidates, probe spatial proximity, and quantify changes in
gene expression.

3.3 methods to study genome architecture

An intricate interplay of chromosome territories, TADs, regulatory
elements, nucleosomes, and histone and DNA modifications defines
cellular identity in development and disease. Over the past decades,
computational, biochemical, sequencing, and imaging methods have
been developed to characterize 3D genome organization and identify
local or genome-wide DNA-DNA or DNA-protein interaction patterns
(Kempfer and Pombo, 2020). This thesis highlights two methodolo-
gies (chromatin conformation capture, imaging-based approaches)
that have made substantial contributions to our understanding of
chromatin architecture and its role in gene regulation.

3.3.1 Chromatin Conformation Capture

Chromatin conformation capture (3C) techniques are biochemical
assays that detect pairwise contacts between genomic loci in the three-
dimensional space. Today, various 3C-based techniques are available
to map spatial relationships between specific genomic regions or
genome-wide interaction patterns (figure 4). In 2002, Dekker et al.
developed the first 3C technique to probe population-averaged contact
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frequencies between two genomic loci (Dekker et al., 2002). 3C involves
crosslinking of DNA, restriction digestion, and proximity ligation to
generate DNA fragments from spatially close genomic loci. Fragments
that contain sequences from two loci of interest are amplified through
polymerase chain reaction (PCR) using region-specific primers and
detected by gel electrophoresis (“one versus one”). Using 3C, dynamic
changes in chromatin conformation were observed across the cell cycle
(Dekker et al., 2002). However, time-consuming primer design and the
low throughput of 3C hindered extensive characterization of chromatin
architecture and prompted the development of two refined 3C-based
methods in 2006 (Dostie et al., 2006; Simonis et al., 2006). Chromosome
conformation capture-on-chip (4C) includes circularization of ligated
fragments to enable amplification with single primers. This approach
enables the detection of all regions that are spatially close to the
region of interest (“one versus all”) (Simonis et al., 2006). In the initial
application, Zhao et al. used 4C to detect long-range interactions
between methylated regions and the H19 imprinting control region
(Zhao et al., 2006). Chromosome conformation capture carbon copy
(5C) involves the generation of a library from ligated fragments using
sets of primer pairs followed by sequencing or microarray analysis
(Dostie et al., 2006). 5C detects pairwise interactions within a large
genomic locus (“many versus all”) and, together with FISH, has been
used to identify self-interacting regions in the X chromosome (Nora
et al., 2012).
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Figure 4: Workflow of common 3C-based techniques. 3C-based methods in-
volve cross-linking, digestion, and ligation of chromatin. Generated
fragments may then be amplified with primer pairs (3C), circular-
ized and amplified with one primer (4C), amplified with many
primer pairs (5C) or biotinylated and sequenced (Hi-C).

Although 3C, 4C, and 5C delineate regional chromatin conforma-
tions, the reliance on primers for amplification restricts the view of the
genome. The development of Hi-C has overcome this limitation and
allows detection of genome-wide interaction patterns through adapter
ligation followed by high-throughput sequencing (Lieberman-Aiden
et al., 2009). Early Hi-C experiments have identified A/B compart-
ments and TADs across the genomes of different species (Dixon et
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al., 2012; Lieberman-Aiden et al., 2009). Refined Hi-C methods, such
as tethered conformation capture, DNase Hi-C, micro-C, and in situ
Hi-C have increased resolution and captured fine-scale features of
chromatin organization (Hsieh et al., 2015; Kalhor et al., 2012; Ma
et al., 2015; Rao et al., 2014). Rao et al. adapted Hi-C protocols to
detect pairwise interactions across the genome with a resolution of
1 kb (Rao et al., 2014). The authors further correlated Hi-C datasets
with ChIP-seq analyses and found that 86 percent of loop domains
are bound by CTCF proteins. Bonev et al. characterized rewiring of
active and inactive TADs during neural differentiation and detected
the establishment or disintegration of enhancer-promoter interactions
(Bonev et al., 2017). Another biochemical method, known as split-pool
recognition of interactions by tag extension (SPRITE), detects multi-
way chromatin contacts across short and long distances through the
separation of cross-linked chromatin fragments, followed by ligation
and sequencing (Quinodoz et al., 2018). While SPRITE has been used
to probe long-range interactions within gene-rich and gene-poor ge-
nomic loci, its protocol is laborious, which restricts its applications
(Fiorillo et al., 2021).

3C-based methods use the average contact frequency between pairs
of genomic loci in cell populations to detect chromatin contacts. Al-
though generated contact maps are highly reproducible across cell
types and related species, increasing evidence suggests that they might
underrepresent transient and dynamic phenomena in the nucleus
(Cattoni et al., 2017; Finn and Misteli, 2019). Using DNA standards
that enable absolute quantification of 3C fragments, Gavrilov et al.
estimated that chromatin contacts in the highly active beta-globin
locus occur in only 1 percent of cells at a given time (Gavrilov et al.,
2013). FISH and live-cell imaging experiments have confirmed the
dynamic and transient nature of chromatin contacts. Bintu et al. com-
bined Oligopaint with 3D stochastic optical reconstruction microscopy
(STORM) for chromatin tracing of 30 kb regions on chromosome 21.
Although the authors were able to reconstruct contact frequency maps
by combining measurements in a cell population, chromatin contacts
and three-dimensional conformation exhibited cell-to-cell heterogene-
ity (Bintu et al., 2018). Similar observations have been made in two
studies that characterized the physical features of chromosomal do-
mains using Hi-C, FISH, and polymer modeling and found cell-to-cell
variability in intra-TAD and inter-TAD conformations (Szabo et al.,
2020, 2018). Live-cell imaging has further revealed that contacts be-
tween enhancers, promoters and TAD boundaries may last only for
several minutes (Chen et al., 2018a; Gabriele et al., 2022). Therefore,
substantial effort has been put into the development of single-cell 3C-
based methods. Single-cell Hi-C involves cross-linking, digestion, and
biotinylation in intact nuclei followed by separation of single nuclei for
pulldown and library preparation (Nagano et al., 2013). Although early
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forms of single-cell Hi-C had a resolution limited to several hundred
kb, they enabled the characterization of chromosome territories and
verified cell-to-cell variations in intra- and inter-chromosomal domains.
(Nagano et al., 2013). Moreover, Nagano et al. combined single-cell
Hi-C with in-silico cell cycle phasing and detected dynamic changes
in TAD insulation depending on the cell cycle phase (Nagano et al.,
2017). Improvements in single-cell Hi-C have enabled the detection of
a greater number of chromatin contacts and confirmed cell-to-cell vari-
ability of TADs (Flyamer et al., 2017; Stevens et al., 2017). However, the
genomic resolution of single-cell Hi-C remains orders of magnitude
lower than the resolution of bulk 3C-based methods or FISH. Thus,
complementing 3C-based methods with imaging-based approaches
is essential for accurately characterizing the nature of dynamic and
transient chromatin contacts.

3.3.2 Imaging-based Approaches

Microscopy provides spatial information about DNA, RNA, or protein
within the three-dimensional context of single cells. Since the advent
of light microscopy in the 18th century, substantial progress has been
made in image acquisition, processing, and analysis. The develop-
ment of novel imaging agents and super-resolution microscopy has
enabled the visualization of any cellular structure of interest with un-
precedented detail (Schermelleh et al., 2019; Terai and Nagano, 2013).
Multiplexed imaging has delineated dozens of targets and allowed the
exploration of complex spatial conformations (Chen et al., 2015b; Nir
et al., 2018). High-content analysis extracts features from thousands
of raw images and enables an unbiased view of biological phenom-
ena (Sailem et al., 2016). As a result of these innovations, modern
microscopy can map the location of numerous targets in single cells or
tissue. The following chapters discuss the principles of fluorescence
microscopy and fluorescence in situ hybridization.

fundamentals of fluorescence microscopy Cells contain
numerous DNA, RNA, and protein molecules that cannot be individ-
ually distinguished with light microscopy. Fluorescence microscopy
uses the optical properties of fluorescent imaging agents that are cova-
lently or transiently bound to the structure of interest. The simplified
process of fluorescence can be depicted using the Perrin–Jablonski
diagram (figure 5A) (Jabłoński, 1935). Electrons absorb light at a spe-
cific wavelength and are excited to a higher electronic state. Following
absorption, energy is dissipating during vibrational relaxation and
electrons transition into the first singlet state (S1). Electrons then revert
from S1 into their ground state and emit light of a longer wavelength
(emission) (Murphy and Davidson, 2012). Since vibrational relaxation
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and dissipation cause energy loss, the excitation and emission maxima
of fluorophores are usually shifted (Stokes shift).

Fluorescence imaging agents include fluorescent proteins, organic
fluorophores, quantum dots or metal-ion complexes (Hickey et al.,
2021). Organic fluorophores are especially popular in biological re-
search due to their size, good photostability, and biocompatibility
(Yang et al., 2022). In practice, different organic fluorophores can be
conjugated to DNA, RNA, or protein targets and visualized using
specific combinations of lasers and filters. However, only a few dyes
(typically 4-6) can be clearly distinguished in one experiment, as ab-
sorption and emission spectra may overlap with an increasing number
of fluorophores (figure 5B) (Grimm and Lavis, 2022). Spectral imaging
or spectral unmixing enable the use of a greater number of different
fluorophores by acquiring spectra for each pixel or separating over-
lapping emission spectra (Garini et al., 2006; Keshava and Mustard,
2002). Imaging throughput can also be increased by implementing
several rounds of binding, imaging, and unbinding of target-specific
fluorescent probes (see chapter 3.3.3) (Chen et al., 2015b).
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Figure 5: Absorption and emission of Fluorophores. A: Simplified Per-
rin–Jablonski Diagram. When fluorophores absorb light, electrons
transition from the ground state into excited states (S1-S2). Fluores-
cence is detected when electrons revert into the ground state. The
singlet electronic states are denoted S0, S1, and S2. B: Absorption
and emission spectra of DAPI and Alexa-dyes. The x-axis depicts
the wavelength (nm), the y-axis depicts the relative absorption or
emission. C: Static quenching causes loss of fluorescence through
complex formation. D: Dynamic quenching reduces fluorescence
through photon transfer between donor and acceptor molecules.
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In theory, fluorophores can undergo indefinite cycles of excitation
and relaxation. However, photochemical stability and photobleaching
restrict fluorescence time and impact imaging quality (Rost, 1991).
Photobleaching is defined as the permanent loss of fluorescence in
a fluorophore due to exposure to light. The rate of photobleaching
depends on laser intensity, exposure time, chemical properties of the
dye and the mounting medium of the specimen (Jonkman et al., 2020).
Prolonged illumination and a high laser intensity can generate reactive
oxygen species or radical dye intermediates that irreversibly modify
and damage fluorophores (Demchenko, 2020). Extensive research
has aimed to increase the half-life of fluorophores through chemical
modifications that introduce electron-withdrawing groups, or hinder
reactions with reactive oxygen species (Jiang et al., 2024). Anti-fading
media reduce photobleaching by scavenging reactive oxygen species,
thereby enabling longer imaging sessions (Demchenko, 2020; Wurm
et al., 2010). Avoiding photobleaching is essential in standard imaging
to ensure high-quality data sets. However, fluorescence recovery after
photobleaching (FRAP) exploits photobleaching to study the kinetics
and movements of molecules. FRAP is a live-cell imaging technique
that involves selective bleaching of a labeled region and the subsequent
detection of signal recovery (Axelrod et al., 1976; Lorén et al., 2015).
Since the signal recovery of a molecule depends on diffusion, binding,
and interactions with other molecules, FRAP enables quantitative
analysis of molecular dynamics in living cells. Therefore, FRAP has
been extensively used to characterize membrane proteins, receptor
signaling, intracellular trafficking, and cytosolic or nuclear proteins
(Deschout et al., 2014; Goehring et al., 2010; Lorén et al., 2015; Luu
and Maurel, 2013; Schermelleh et al., 2007; Schlessinger et al., 1976;
Schneider et al., 2013).

In contrast to photobleaching, quenching is a reversible, non-emissive
loss of excitation energy from a fluorophore through interaction with
another molecule (quencher). Quenching can be categorized into two
types: static and dynamic quenching. Static quenching involves the re-
versible formation of a non-fluorescent complex between fluorophore
and quencher (figure 5C) (Valeur and Berberan-Santos, 2013). More-
over, static quenching may occur when the fluorophore and quencher
cannot change their spatial positions relative to each other. Static
quenching usually does not influence fluorescence lifetime but changes
the absorption spectrum of the fluorophore by causing peak broaden-
ing and the appearance of a second band (H-band) (Kang et al., 2010;
Kasha et al., 1965; Valeur and Berberan-Santos, 2013; Zhegalova et al.,
2014).

Dynamic quenching is a photophysical phenomenon where excited
fluorophores return to the ground state due to collisions with quencher
molecules (figure 5D). In contrast to static quenching, dynamic quench-
ing does not impact the absorption spectrum of fluorophores, but it
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reduces fluorophore lifetime. Förster resonance energy transfer (FRET)
is a form of dynamic quenching where the excited donor transfers
electronic energy to the acceptor molecule without emitting a pho-
ton (Sahoo, 2011). As FRET occurs only when donor and acceptor
molecules are within 1-10 nm of each other, FRET pairs can be cou-
pled to two proteins to detect their co-localization. In this manner,
FRET microscopy has been utilized for various biological applica-
tions including protein-protein interactions, nucleic acid studies, Ca2+
signaling, or intracellular signaling (Jares-Erijman and Jovin, 2003;
Sahoo, 2011; Sekar and Periasamy, 2003). While FRET is traditionally
described between two molecules with different absorption spectra,
two identical fluorophores may also transfer energy from one to an-
other (homo-FRET) (Bader et al., 2011). A prerequisite for homo-FRET
is a small Stokes shift and substantial overlap between the emission
and absorption spectra of the fluorophore (Jun et al., 2020). While
homo-FRET can lead to an undesired decrease in signal strength, it
has also been used to quantify distances between fluorophores and
determine the sizes of fluorophore clusters (Bader et al., 2009; Bader
et al., 2011).

breaking the diffraction limit Every microscope setup faces
the same fundamental challenge: How can we capture specific signals
of molecules of interest while minimizing nonspecific background sig-
nals? In other words, how can we achieve a satisfactory signal-to-noise
ratio? Fluorescent microscopes employ lasers, mirrors, filters, and an
objective lens to capture bright signals that are produced by labeled
molecules at the focal point (figure 6). Although this approach enables
the detection of signals produced by labeled molecules, lasers excite
any dye in the field of view, including those in out-of-focus planes (El-
liott, 2020). Consequently, wide-field fluorescence microscopes acquire
images with low contrast in thick samples and require deconvolution
to improve image quality (Schermelleh et al., 2010). Confocal micro-
scopes block unfocused light from the imaging plane using pinholes
in front of the light source and detector. Spinning-disk microscopes
are precise and fast scanning confocal microscopes that use a pinhole
disk to generate an array of focused laser beams (Oreopoulos et al.,
2014). Despite these technical advances, the resolution of confocal
microscopy remains restricted by the wavelength of emitted light and
the numerical aperture of the microscope, as stated by Abbe’s law
(Abbe, 1873). If, for example, an excitation wavelength of 530 nm is
used, a resolution of about 265 nm can practically be achieved.

For decades, the diffraction limit was considered an impenetrable
physical barrier that restricts the optical resolution to roughly 250 nm
(Schermelleh et al., 2019). However, the advent of super-resolution
microscopy has enabled the acquisition of biological phenomena at
spatial resolutions far beyond the diffraction limit of light microscopy
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(Boettiger and Murphy, 2020; Sahl et al., 2017). To achieve this, super-
resolution methods modulate the spatial (RESOLFT) or temporal
(SMLM) excitation of fluorophores (Chen et al., 2015a; Galbraith and
Galbraith, 2011; Hell, 2007; Hess et al., 2006; Kner et al., 2009; Rust
et al., 2006; Schnitzbauer et al., 2017; York et al., 2012). The following
paragraphs highlight the principles of commonly used RESOLFT
(STED) and SMLM (STORM, PALM, PAINT) techniques.
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Figure 6: Schematic of diffraction-limited and super-resolution microscopy.
Confocal microscopes use point illumination and pinholes to ac-
quire diffraction-limited images and remove out-of-focus light.
STED microscopes use a doughnut-shaped depletion beam that sur-
rounds the excitation laser to surpass the diffraction limit. PALM/S-
TORM acquires multiple wide-field images of stochastically blink-
ing fluorophores, which are then reconstructed to produce a high-
resolution image. Note that other super-resolution microscopy tech-
niques, such as structured illumination microscopy, are not shown
in this figure (Gustafsson, 2000; Kner et al., 2009; York et al., 2012).

STED microscopy overcomes the diffraction limit by confining fluo-
rescence within the nanoscale area (Hell, 2007; Hell and Kroug, 1995).
To achieve this, STED microscopy involves an excitation beam and a
doughnut-shaped, red-shifted depletion beam. While the excitation
beam excites fluorophores at the center, the surrounding depletion
beam provokes fluorophores to emit red-shifted fluorescence, which
is then filtered out by optical filters. As a consequence of this setup,
the size of the fluorescent spot is reduced, and high spatial and tem-
poral information is acquired without the need for post-processing
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(Schermelleh et al., 2019). However, the high laser power required for
STED microscopy results in high phototoxicity and requires bright,
photostable STED-compatible dyes that absorb red light (594 nm /
638 nm) and can be depleted at 775 nm. As a result, STED is usually
restricted to 2-color imaging but has provided valuable insights into
gene regulation, DNA repair, meiosis, and nuclear senescence (Brown
et al., 2018; Hernandez et al., 2018; Palikyras et al., 2024; Reindl et al.,
2017).

The second type of super-resolution microscopy, namely SMLM,
utilizes stochastic and transient on- and off-states of fluorophores.
There are different variations of SMLM, including stochastic optical
reconstruction microscopy (STORM) and fluorescence photoactivated
localization microscopy (PALM) (Hess et al., 2006; Rust et al., 2006).
In both microscopy setups, thousands of wide-field images of the
same plane are acquired, and blinking fluorophores detected. Photons
emitted from the fluorophores are then analyzed through image-
processing algorithms and individual fluorophores localized. The
resolution of the reconstructed image depends on the number of
detected photons in a single fluorescence spot and can reach 20 nm
laterally and 50 nm axially (Schermelleh et al., 2019). A specific form of
SMLM named point accumulation in nanoscale topography (PAINT)
does not strictly require the on- and off-state of fluorophores but
detects transient binding events of labeled molecules to the target
(Schnitzbauer et al., 2017). PAINT has recently been adapted into a
DNA-barcoding method named resolution enhancement by sequential
imaging (RESI), which distinguishes labeled proteins with Ångström-
resolution (Reinhardt et al., 2023). Although SMLM variations allow
for the detection of theoretically unlimited targets with high precision,
the number of detectable targets is currently restricted by imaging
speed. The development of fast, accurate, and sensitive microscopes,
combined with advances in biochemical and molecular methodologies,
will facilitate comprehensive characterization of nuclear architecture.

3.3.3 The Art of FISH

Fluorescence in situ hybridization (FISH) is a powerful technique to
probe the spatial organization of nucleic acids in cells or tissue (Bantig-
nies et al., 2011; Bauman et al., 1980; Bolzer et al., 2005; Chambeyron
and Bickmore, 2004; Eskeland et al., 2010; Gall and Pardue, 1969;
McGinnis et al., 1984; Pardue and Gall, 1969; Zink et al., 1998). While
early FISH experiments often delineated large or repetitive genomic
regions, advancements in microscopy, synthetic DNA production, and
whole-genome sequencing have enabled extensive characterization
of three-dimensional chromatin conformations (Beliveau et al., 2012;
Bintu et al., 2018; Consortium, 2001; Finn and Misteli, 2019; Hughes
and Ellington, 2017; Nora et al., 2012; Raj et al., 2008; Schermelleh
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et al., 2019). A primary advantage of FISH is its ability to visualize
chromatin in single cells, allowing the detection of rare biological
phenomena that may be obscured in bulk data sets. Nonetheless, FISH
requires careful planning in probe design, sample preparation, image
acquisition and data analysis to facilitate accurate data acquisition and
interpretation (figure 7).
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Figure 7: Overview of the FISH workflow. FISH probes are designed in
silico and filtered based on criteria such as length, melting tem-
perature, GC content, and secondary structure probability. Multi-
plexed imaging can be achieved using barcoded probes (OligoFISH,
SABER-FISH), while small genomic targets may be visualized with
labeled probes (end-labeled, NOVAFISH). Please note that there
are other FISH probes not depicted in this graph. Sample prepara-
tion typically involves chemical fixation and permeabilization, and
DNA or RNA targets are visualized using diffraction-limited or
super-resolution microscopy. The data is then analyzed to remove
false-positive or false-negative signals, and distances, intensities, or
three-dimensional chromatin configurations are visualized.
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fish probe design A successful FISH experiment requires probes
that bind to the region of interest without interacting with themselves
or other parts of the genome. In early FISH experiments, repetitive se-
quences were the target of choice as they could be easily detected with
single FISH probes (Lansdorp et al., 1996; Matsuda and Chapman,
1995; Wiegant et al., 1991). While the advent of cloning facilitated the
production of FISH probes that target single loci, unspecific binding
and strong background signals restricted the minimal target size to
10s of thousands of base pairs (Liu and Zhang, 2021). Advances in
bioinformatics and the availability of whole genome datasets have
enabled customized probe design and synthesis of FISH probes with
optimized specificity (Beliveau et al., 2018; Yilmaz et al., 2011). These
FISH probes have several key characteristics: (i) high affinity for bind-
ing to the region of interest (on-target), (ii) low affinity for interacting
with themselves or other genomic regions (off-target), (iii) meeting
thermodynamic criteria, and (iv) a low tendency to form secondary
structures.

Today, probes are routinely designed in silico using bioinformatics
tools that select, filter, and analyze candidate probes (Aguilar et al.,
2024; Beliveau et al., 2018; Gelali et al., 2019; Hershberg et al., 2021; Hu
et al., 2020; Rouillard et al., 2003). First, target sequences are scanned
using a sliding window approach to identify candidate probes with
a set length of 32-40 bases to optimize for genome coverage and
mismatch tolerance (Beliveau et al., 2012; Gelali et al., 2019). The
probes are then filtered by GC content, melting temperature, and
the likelihood of forming secondary structures to yield probes with
similar binding characteristics (Kucho et al., 2004). For this purpose,
various prediction models have been developed that estimate melting
temperature and the probability of hairpin formation under different
buffer conditions (Allawi and SantaLucia, 1997; Bommarito et al., 2000;
Breslauer et al., 1986; Freier et al., 1986; Peyret et al., 1999; Sugimoto
et al., 1996; Znosko et al., 2002). Alignment programs such as BLAST
or Bowtie2 are used with Jellyfish to identify and filter out probes
that may bind to other regions of the genome (Altschul et al., 1990;
Langmead and Salzberg, 2012; Marcais and Kingsford, 2011). A final
list containing all probe sequences is then retrieved and the probes are
synthesized.

Most in silico probe design tools are freely available and have been
optimized for user-friendliness, probe type, and target size. OligoArray
2.0 is a popular in silico FISH probe design tool that has been adapted
for Oligopaint and hosts probes for six species, including human,
mouse, zebrafish, and fruit fly (Beliveau et al., 2015; Rouillard et al.,
2002, 2003). Oligominer and PaintSHOP are streamlined, user-friendly
bioinformatics tools that filter probes based on length and various
biochemical characteristics in relatively short timeframes (Beliveau
et al., 2018; Hershberg et al., 2021; Passaro et al., 2020). iFISH4U
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selects probe pools from a pre-designed genome-wide probe set that
densely covers the human genome (Gelali et al., 2019). ProbeDealer
has been specialized for chromatin tracing and RNA FISH experiments
in mouse or human cells but it also allows for the integration of other
genomes (Hu et al., 2020). TigerFISH is a notable exception among
probe design tools, as it has been developed to detect chromosome-
specific intervals of repetitive DNA (Aguilar et al., 2024).

fish probe synthesis In recent decades, FISH has evolved from
a low-throughput, laborious, and expensive method to a versatile tool
capable of probing complex multi-way contacts in the genome. At the
center of this development is the synthesis of optimized FISH probes
that produce bright signals for any target of interest. The first in situ
hybridization experiments used tritium-labeled RNA or DNA to detect
rDNA in Xenopus laevis and required autoradiography for detection
(Gall and Pardue, 1969; Pardue and Gall, 1969). While radioisotope
labeling is sensitive, visualization requires long exposure times (over
a week for tritium-labeled probes) and acquired images exhibit high
background signals (Huber et al., 2018). The transition from radioac-
tively labeled probes to fluorescent probes reduced acquisition time
and facilitated the widespread application of FISH (Bauman et al.,
1980; Rudkin and Stollar, 1977). From the 1980s onwards, gene cloning
and new labeling strategies yielded probes that can target individual
regions on chromosomes (Burke et al., 1987; Deaven et al., 1986; Lu
et al., 2009; Shizuya et al., 1992; Wiegant et al., 1991). In particular,
bacterial artificial chromosomes (BACs), yeast artificial chromosomes
(YACs), fosmids, and cosmids became popular platforms to produce
and propagate FISH probes (Burke et al., 1987; Nath and Johnson, 1998;
Shizuya et al., 1992). The generated FISH probes can detect regions
ranging from tens of kb to several megabases, but their size renders
the visualization of smaller regions unfeasible.

Advances in bioinformatics, the availability of whole-genome datasets,
and the chemical synthesis of nucleic acids have enabled the produc-
tion of short synthetic oligonucleotide libraries (Consortium, 2001;
Hughes and Ellington, 2017; Liu and Zhang, 2021). These probes
are designed in silico and optimized to quantify RNA molecules or
visualize genomic loci ranging from 5 kb to 1 megabase (Beliveau
et al., 2012; Kishi et al., 2019; Rouhanifard et al., 2019; Wang et al.,
2021). Variations of oligonucleotide-based FISH (oligoFISH) involve
barcoded primary pools and fluorescent secondary readout probes for
target visualization (Bintu et al., 2018; Su et al., 2020; Takei et al., 2021).
This approach enables multiplexed imaging of many genomic targets,
facilitates chromatin tracing, and maps complex multi-way contacts
(Bintu et al., 2018; Mateo et al., 2019; Nir et al., 2018). Nonetheless,
the use of single-labeled secondary probes and the need for multiple
hybridization rounds limit the detectable target size and spatial resolu-
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tion. Chemical or enzymatic FISH-probe synthesis strategies enhance
signal strength through serial ligation of circular DNA (Dardani et al.,
2022; Rouhanifard et al., 2019), rolling circle amplification (Lizardi
et al., 1998), hybridization chain reaction (Choi et al., 2014; Dirks
and Pierce, 2004), branched DNA configurations (Xie et al., 2018), or
primer exchange reaction (Kishi et al., 2019). These methods have
become particularly popular for the quantification of RNA and allow
the detection of low-abundant transcripts.

In addition to optimized probe design, various strategies have been
developed to reduce nonspecific signals in the nucleus. In early FISH
experiments, repetitive elements were masked with salmon sperm to
decrease nonspecific background signals (Sealey et al., 1985). More
recently, molecular beacon probes have been developed that provoke
fluorescence quenching in the unbound state of the probe (Ni et al.,
2017). Peptide nucleic acids (PNAs) are artificial oligonucleotides
with an uncharged peptidic backbone that can stably bind to DNA
(Nielsen et al., 1991). Compared to DNA-DNA interactions, DNA-
PNA duplexes are more stable, have higher melting temperatures and
exhibit lower background signals (Pellestor et al., 2003).

enzymatic synthesis of probes Synthesis of FISH probes has
been accomplished through biological, chemical, and enzymatic ap-
proaches. In early works, Gall et al. supplemented cell culture medium
with uridine-H3 to purify radioactively labeled RNA FISH probes
(Gall, 1968; Gall and Pardue, 1969; Pardue and Gall, 1969). While
this strategy is sufficient for the detection of rDNA and rRNA, the
generated RNA pools are not suited for detecting less abundant DNA
or RNA sequences. Chemical synthesis of FISH probes often involves
the conjugation of dyes to the 3’-end of chemically modified oligonu-
cleotides through NHS ester conjugation or click-chemistry (Ishizuka
et al., 2016; Kolb et al., 2001; Raddaoui et al., 2020; Raj et al., 2008; Raj
and Tyagi, 2010). NHS ester conjugation is particularly effective for the
generation of a limited number of labeled probes, but the production
of diverse probe sets is expensive and requires laborious HPLC pu-
rification. Different strategies have been developed for the enzymatic
synthesis of labeled or barcoded probes (figure 8). The construction
of BAC and YAC libraries has facilitated physical mapping of the
human genome and enabled the production of genome-region specific
FISH probes through nick-translation (Anand et al., 1989; Osoegawa
et al., 2001). Nick translation involves the introduction of single-strand
breaks into BACs by DNAse 1 followed by polI-mediated excision
and incorporation of modified nucleotides (Bolland et al., 2013; Garim-
berti and Tosi, 2010). This process typically yields pools of biotin-,
digoxigenin-, or dye-labeled DNA fragments that span hundreds of
bases each. BAC- and YAC-derived probes have been instrumental for
chromosome painting or the visualization of megabase regions, but
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their size limits their ability to bind smaller structures. Alternative
approaches include the use of short, non-specific primers (random
priming) or size-specific PCR to generate probes from cloned genomic
regions or flow-sorted chromosomes (Nath and Johnson, 1998). How-
ever, probe design in this strategy is restricted by the availability of
cloned genomic sequences, and the produced probes often generate
high background signals.

The advent of synthetic oligonucleotide library production has
enabled the amplification of barcoded FISH probe sets from large
pools (figure 8) (Beliveau et al., 2012; Murgha et al., 2014). Several
variations of selective probe amplification have been established, but
the combination of PCR, in vitro transcription, reverse transcription,
and RNA degradation offers several advantages: (i) different primer
combinations can be used for PCR to selectively amplify distinct probe
sets, (ii) probe barcodes can be adapted by changing primer overhangs
used for PCR, (iii) in vitro transcription increases the yield by up to
100-fold (Moffitt and Zhuang, 2016).
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nickedBAC/YAC ssDNA ssDNA Probe

ssDNA ProbeRNA, ssDNARNAdsDNAssDNA Library
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Purification

RNA
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Figure 8: Enzymatic synthesis of labeled and barcoded FISH probes. Nick-
translation creates labeled probes from BACs or YACs that span
hundreds of bases. Oligonucleotide probe sets are synthesized
from a complex single-stranded DNA library through PCR, in vitro
transcription (IVT), reverse transcription (RT) and RNA removal.

3.3.4 Limitations of FISH

FISH provides spatial information about chromatin conformation,
but several discrepancies complicate interpretations in the broader
context of 3D genome organization. These limitations include potential
chromatin disruption during sample preparation, low throughput
in the number of detectable targets, and target size (Kempfer and
Pombo, 2020). Despite substantial progress in the development of
gentle, efficient, and sensitive FISH protocols, some discrepancies
persist, which are addressed in the following paragraphs.
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FISH sample preparation involves fixation, permeabilization, denat-
uration, hybridization, and washing to produce signals at the locus
of interest (figure 9). However, harsh fixation treatments, aggressive
permeabilization reagents, and prolonged denaturation may disrupt
fine chromatin structures and lower data quality. Common fixation
protocols use organic solvents or aldehyde solutions to immobilize
and preserve cellular structures (Schnell et al., 2012). Methanol is an
organic solvent that causes dehydration of the specimen, denatura-
tion of proteins, and extraction of lipids (Humbel et al., 2019). While
methanol treatment simultaneously induces fixation and permeabiliza-
tion, the extraction of nuclear proteins causes cell shrinkage and can
disrupt fine chromatin structures (Hoetelmans et al., 2001; Vielkind
and Swierenga, 1989). Aldehyde-based fixation involves treatment
with formaldehyde, paraformaldehyde, or glutaraldehyde and pre-
serves cellular structures by chemical cross-linking of proteins and
DNA (Thavarajah et al., 2012). Formaldehyde is a widely used fixative
that requires subsequent incubation with Triton X-100, Tween 20, digi-
tonin, or saponin to permeabilize cell membranes (Jamur and Oliver,
2010). The use of Triton X-100 for permeabilization is often preferred
in FISH protocols because it renders the nucleus accessible for probe
binding while preserving nuclear components (Schnell et al., 2012).

Fixation/
Permeabilization

Denaturation/
Hybridization

Washing

Figure 9: Workflow of DNA FISH. Fixation involves the chemical cross-
linking of proteins and DNA, while permeabilization uses deter-
gents to remove membrane lipids and facilitate the entry of FISH
probes into the cell. FISH probes are added before heat denaturation
and allowed to hybridize with the genomic target overnight. Un-
bound probes are removed during multiple temperature-dependent
washing steps.

Another major concern in FISH protocols is potential chromatin
swelling or dispersal that may occur during heat denaturation (Markaki
et al., 2012; Solovei et al., 2002). As mentioned in chapter 3.3.3, spec-
imens are heated prior to hybridization to denature genomic DNA
and facilitate binding of probes to target sequences. However, there is
debate over the impact of heat denaturation on chromatin (Markaki
et al., 2012). Kim et al. immobilized GFP at lac operons in transgenic
cell lines and found that GFP signals captured before heat denatura-
tion co-localized with FISH signals (Kim et al., 2007). Using 3D-sim,
Markaki et al. demonstrated that chromatin structures larger than



3.3 methods to study genome architecture 32

100 nm remain largely unchanged following heat treatment. However,
Solovei et al. detected alterations in the ultrastructure of the nucleus
upon heat treatment using electron microscopy (Solovei et al., 2002).
Therefore, it is not entirely clear to what degree smaller structures are
preserved after heat treatment.

Computational and enzymatic approaches have been developed to
facilitate FISH probe hybridization without the need for prior heat
treatment. COMBO-FISH involves bioinformatic searches in sequence
databases to select probe sets that form triple helices with double-
stranded DNA at low-temperatures (Hausmann et al., 2003). To date,
applications of COMBO-FISH have been restricted to highly repetitive
DNA sequences, such as transposable elements or trinucleotide repeats
(Krufczik et al., 2017). Other FISH protocols involve nucleases that
unwind, melt, or digest double-stranded genomic DNA and facilitate
probe binding. CASFISH recruits labeled Cas9 proteins to the genomic
target of interest using a set of gRNAs (Deng et al., 2015). Genome
oligopaint via local denaturation (GOLD)-FISH involves the generation
of Cas9-mediated nicks at the locus of interest and Rep-X helicase-
mediated unwinding of DNA to enable probe binding (Wang et al.,
2021). Resolution after single-strand exonuclease resection (RASER)-
FISH uses UV-light and exonuclease III-mediated digestion to create
ssDNA that is accessible for labeled probes (Brown et al., 2022). While
these methods circumvent potential chromatin disruption caused by
heat treatment, they involve enzymatic digestion of DNA and fixation
with methanol-acetic acid. Therefore, the extent to which chromatin is
preserved after these treatments has yet to be determined.

In addition to the implementation of gentle FISH protocols, major
efforts have been made to increase the throughput and sensitivity
of FISH. As discussed in chapter 3.3.3, the number of FISH targets
that can be visualized is limited by the number of distinguishable
fluorophores. The development of barcoded FISH probes and mi-
crofluidics has addressed this limitation by enabling high-throughput
multiplexed imaging (Beliveau et al., 2012; Huber et al., 2018). Remark-
able examples of multiplex FISH include chromosome tracing, which
involves dozens of genomic targets, and the quantification of hundreds
of RNA species in cells or tissue (Chen et al., 2015b; Nguyen et al.,
2020; Nir et al., 2018; Zhang et al., 2021a). Despite these methodologi-
cal advancements, probe consumption and imaging time restrict the
number of hybridization rounds and make multiplexed genome-wide
FISH experiments unfeasible (Huber et al., 2018). The transition from
large BAC- or YAC-derived probes to short, synthetic FISH probes
has increased flexibility in probe design and reduced the minimum
target size from tens of kb to 5-20 kb (Kempfer and Pombo, 2020).
While signal amplification methods (chapter 3.3.3) involve multiple
hybridization rounds to increase signal strength, the detection of kb
genomic elements may still be complicated by DNA accessibility and
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nonspecific amplification (Choi et al., 2014; Dardani et al., 2022; Dirks
and Pierce, 2004; Kishi et al., 2019; Lizardi et al., 1998; Rouhanifard
et al., 2019; Xie et al., 2018). Therefore, optimizing experimental setups
and the development of bright, specific FISH probes are necessary
to increase throughput, reduce target size, and map complex spatial
arrangements of small genomic elements.

3.3.5 Complementing 3C-based Methods with FISH

Over the past decades, 3C-based methods and FISH have emerged as
powerful techniques to characterize spatial relationships between ge-
nomic regions. The interpretation of 3C-based contact maps and FISH
datasets requires a thorough understanding of sample preparation,
the specific distances captured, and data analysis (figure 10).

Common variations of Hi-C use cross-linking, digestion, biotinyla-
tion, ligation, pulldown, and sequencing to detect pairwise contacts
across the genome. “Contacts” can be defined as distances smaller than
the radius of crosslinking and proximity ligation, which is roughly 10-
100 nm (Maslova and Krasikova, 2021). In this manner, contact maps
provide a comprehensive view of genome-wide chromatin interactions
and feature TADs and enhancer-promoter interactions. However, rare
events, such as TAD-like domains observed in single-cell datasets,
might not be detected by 3C-based methods (Bintu et al., 2018; Goel
and Hansen, 2021). FISH involves cross-linking, denaturation, hy-
bridization, and washing to probe all conformations between a se-
lected number of targets (Kempfer and Pombo, 2020). Unlike 3C-based
methods, FISH captures all possible conformations in single cells, de-
tects cell-to-cell variation, and identifies rare events such as transient
DNA-DNA interactions (Bintu et al., 2018). Moreover, multiplexed
FISH and chromatin tracing uncover complex spatial relationships
between dozens of genomic loci (Bintu et al., 2018; Cardozo Gizzi
et al., 2019; Liu et al., 2020; Mateo et al., 2019; Nir et al., 2018; Wang
et al., 2017). Nonetheless, the view of the genome is restricted to the
number of genetic loci targeted in the FISH experiment. This may be
problematic if, for example, multiple unknown regulatory elements
impact the expression of a target gene. Therefore, Hi-C contact maps
and ChIP datasets are frequently used for target selection and FISH
probe design.

3C-based methods and FISH detect proximity between genomic
loci and often produce complementary data sets. Indeed, merging
single-cell chromatin tracing datasets from a cell population yields
population-averaged FISH distance matrices comparable to those ob-
tained from Hi-C (Bintu et al., 2018; Cardozo Gizzi et al., 2019). More-
over, data from 3C-based methods nearly perfectly coincide with
FISH measurements when spatial thresholds between 120–150 nm
are imposed on distance distributions (Bintu et al., 2018; Wang et al.,
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Figure 10: Comparison of 3C-based methods and FISH. 3C-based methods
are biochemical approaches that capture local or genome-wide
interaction patterns with distances smaller than the cross-linking
and proximity ligation radius. FISH is a microscopy-based method
that detects all possible conformations of a set number of defined
genomic loci. Note that the first row depicts schematics of Hi-C or
DNA-FISH protocols.

2017). However, several studies have revealed occasional discrepan-
cies between data obtained from 3C-based methods and FISH (Finn
and Misteli, 2019; Wang et al., 2017). These inconsistencies may arise
from technical differences between the techniques, as the proximity
ligation radius in 3C-based methods is poorly defined and FISH dis-
tance thresholds are often adjusted arbitrarily (Giorgetti and Heard,
2016; McCord et al., 2020). Alternatively, genomic loci may exhibit bi-
modal distance distributions that are difficult to detect with 3C-based
methods (Giorgetti and Heard, 2016).

In conclusion, 3C-based methods provide a comprehensive view
of pairwise DNA-DNA contacts across the genome, whereas FISH
captures all possible conformations of a selected set of targets. Single-
cell Hi-C and FISH can detect rare DNA-DNA contacts that may be
masked in population-averaged datasets, but mapping complex multi-
way interactions among small genomic elements remains challenging.
In this thesis, we established a versatile workflow to synthesize FISH
probes that allow the detection of small genomic elements with high
precision (chapter 4.1). These probes were then used to map enhancer
hijacking events in AML cells with recurrent chromosomal transloca-
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tions (chapter 4.2). Lastly, we systematically measured the compaction
of regulatory active and inactive genomic regions with FISH and
attributed cell-to-cell variability to internucleosomal interactions, nu-
cleosome occupancy, and the binding of histone H1 (chapter 4.3).
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SUMMARY

The genome contains numerous regulatory elements that may undergo complex interactions and contribute
to the establishment, maintenance, and change of cellular identity. Three-dimensional genome organization
can be exploredwith fluorescence in situ hybridization (FISH) at the single-cell level, but the detection of small
genomic loci remains challenging. Here, we provide a rapid and simple protocol for the generation of bright
FISH probes suited for the detection of small genomic elements. We systematically optimized probe design
and synthesis, screened polymerases for their ability to incorporate dye-labeled nucleotides, and stream-
lined purification conditions to yield nanoscopy-compatible oligonucleotides with dyes in variable arrays
(NOVA probes). With these probes, we detect genomic loci ranging from genome-wide repetitive regions
down to non-repetitive loci below the kilobase scale. In conclusion, we introduce a simple workflow to
generate densely labeled oligonucleotide pools that facilitate detection and nanoscopic measurements of
small genomic elements in single cells.

INTRODUCTION

In recent years, multiple layers of mammalian genome organiza-

tion ranging from preferential positions of chromosomes in the

nucleus to active and inactive compartments and small-scale in-

teractions between individual loci have been uncovered.1–5 An

intricate interplay of chromosome territories, topologically asso-

ciated domains, and regulatory elements defines cellular identity

in development and disease.6–10 While current methodologies

reliably probe pairwise andmulti-contact DNA-DNA interactions,

deciphering complex 3D chromatin organization in single cells

remains challenging, particularly in the kilobase range.11,12

Thus, there is a growing demand for increased sensitivity to

detect and study DNA elements in the 3D context of individual

nuclei.

The state of the art for mapping chromatin contacts is chro-

matin capture assays.13–17 Thesemethods are especially power-

ful, as they detect contacts within large-scale genomic regions

with a resolution ranging from 1 kb down to the nucleosome

level, but typically rely on population averages.18–20 However,

early efforts to probe chromatin contacts in single cells using

chromatin capture assays have revealed extensive cell-to-cell

variations within the same population.21–23 Intercell variation of

3D chromatin structures has been observed in multiple imaging

studies, which is consistent with the transient nature of chro-

matin contacts revealed by live-cell imaging.11,12,24–30 Therefore,

MOTIVATION While three-dimensional chromatin conformations can be explored with fluorescence in situ

hybridization (FISH), the visualization of small genomic loci with high spatial resolution remains challenging.
For such applications, programmable oligonucleotides with high brightness are required. To further improve
precision and sensitivity, secondary hybridization steps should be omitted. Here, we present a simple, quick,
and inexpensive approach to generate labeled FISH probes that carry several fluorophores. Our workflow al-
lows for the free choice of fluorophores, flexible adjustment of labeling density, and selective probe synthesis
from large probe pools. With our probes, we reliably detect genomic loci below the kilobase level and
examine their topological relationships.

Cell Reports Methods 4, 100840, August 19, 2024 ª 2024 The Author(s). Published by Elsevier Inc. 1
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Figure 1. Generating oligonucleotides that carry multiple fluorophores

(A) Schematic workflow of the protocol. Primers are annealed to 50 phosphorylated template strands, and dye-labeled nucleotides are incorporated in a one-step

extension reaction. Template strands are then enzymatically removed, and the product is purified.

(B) Depiction of the target regions. The target regions contain a unique series of repeats (pink) in chrX (p11.1) or chr13 (q34). Human reference GRCh37/hg19 was

used to retrieve coordinates.

(legend continued on next page)
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chromatin capture assays need to be complemented with sensi-

tive imaging methods to comprehensively address the dynamics

and function of chromatin conformations.

Since their advent, microscopy and fluorescence in situ hy-

bridization (FISH) have shed light on the spatial distribution of

chromatin in single cells and identified chromosomal abnormal-

ities in malignant cells and tissues.31–35 Although fluorescence

microscopy has facilitated studies on large-scale chromatin

structures, the detection and resolution of small regulatory ele-

ments with traditional FISH methods remains challenging.24,36

In past works, FISH probes have often been generated from bac-

terial artificial chromosomes (BACs) or yeast artificial chromo-

somes (YACs) using polymerases in random priming or nick

translation reactions.37–40 However, the size of BAC or YAC

probes limits the genomic resolution and is, therefore, not suit-

able for the detection of short regulatory DNA sequences.41

Recent advances in synthetic DNA production and the availabil-

ity of whole-genome datasets have ushered in a new era of oligo-

nucleotide-based FISH (oligoFISH)methodologies.28,42–47 Varia-

tions of oligoFISH utilize barcoded primary pools and fluorescent

secondary readout probes to sequentially detect genomic loci.

Although this approach has enabled considerable advance-

ments in understanding chromatin architecture, the usage of sin-

gle-labeled secondary probes limits the detectable target size

and spatial resolution. Signal amplification has been achieved

through rolling circle amplification,48 hybridization chain reac-

tion,49,50 serial ligation of circular DNA (clamp-FISH51,52),

branched DNA configurations,53 or primer exchange reaction

(SABER-FISH54). These techniques typically involve multiple hy-

bridization rounds and enable detection of multiple targets, but

DNA accessibility and an increased risk of non-specific amplifi-

cation may complicate the visualization of small genomic ele-

ments. We hypothesized that the direct coupling of multiple flu-

orophores to primary oligonucleotides in combination with the

elimination of secondary hybridization steps improves the

signal-to-noise ratio at DNA loci of interest.

Here, we introduce a protocol to generate nanoscopy-

compatible oligonucleotides with dyes in variable arrays

(NOVA probes). Multiple fluorophores are attached to oligonu-

cleotides in a one-step biochemical reaction, thereby consider-

ably shortening the time required for probe generation. The pro-

tocol has further been optimized to allow precise control of the

labeling density and does not require demanding amplification

or purification steps. We applied our probes to detect a variety

of genomic loci ranging from large-scale repetitive regions to

sub-kilobase single loci using FISH (NOVA-FISH). Compared

to previous methods, NOVA-FISH probes can efficiently be

produced and allow free choice of fluorophores and flexible

adjustment of labeling density to optimize signal detection in su-

per-resolution microscopy.

RESULTS

Design and synthesis of NOVA probes
OligoFISH methods have proven valuable in visualizing

genomic regions, but the necessity of multiple hybridization

steps and/or the use of expensive, end-labeled probes limit

their widespread application in nanoscopy. We reasoned that

densely labeled oligonucleotide probe sets could be generated

with an enzymatic approach in an efficient and cost-effective

manner (Figure 1A). To this goal, we hybridized 50 phosphate-
labeled template strands with short primers followed by primer

extension and lambda-exonuclease-mediated template degra-

dation. We synthesized two probes that target a series of

repeats on chromosome X (chrX; p11.1) or chr13 (q34) (Fig-

ure 1B). Compared with barcoded oligonucleotides and end-

labeled probes, our densely labeled oligonucleotides (NOVA

probes) significantly improve signal strength (Figures 1C–1E).

Moreover, NOVA-FISH exhibits a significant improvement in

detectability of the smaller target on chr13 (q34) (p < 0.001, Wil-

coxon rank-sum test) but not chrX (p11.1). Therefore, NOVA

probes are well suited for detecting small genomic loci

(Figure 1F).

As our approach depends on the enzymatic incorporation of

modified nucleotides into short primers, we compared

commonly available DNA polymerases. We measured the incor-

poration of different dye-labeled nucleotides during extension

using commonly available family A (Klenow exo-, Taq) and family

B (Q5, Phusion, Therminator) DNA polymerases. Photometric

measurements of synthetized probes showed that the highest la-

beling rates were obtained for all tested modified nucleotides

with Therminator DNA polymerase (Figures 1G and S1A–S1C).

(C) Comparing three FISH strategies to tag genomic loci. While oligoFISH uses labeled readout strands for detection, end-labeled and NOVA-FISH probes carry

fluorophores in their primary sequences.

(D) Representative images of both targets detected with oligoFISH, end-labeled probes, or NOVA-FISH. FISH was conducted in IMR-90 cells. Scale bars, 5 mm.

(E) NOVA-FISH yields bright FISH signals. Number of detected signals: chrX (p11.1): oligoFISH (n = 430), end-labeled (n = 420), and NOVA-FISH (n = 548); chr13

(q34): oligoFISH (n = 292), end-labeled (n = 354), and NOVA-FISH (n = 413). Datasets were tested for significance using the Wilcoxon rank-sum test with

Bonferroni’s correction for multiple testing (***p < 0.001).

(F) NOVA-FISH improves detectability in small genomic loci. Histograms depict the relative number (no.) of chrX (p11.1) or chr13 (q34) foci detected. NOVA-FISH

exhibits a significant improvement in the detectability of chr13 (q34) (p < 0.001 for NOVA-FISH vs. oligoFISH and NOVA-FISH vs. end labeled,Wilcoxon rank-sum

test). Nuclei that have been entirely imaged were included in the analysis. Number of cells analyzed: chrX (p11.1): oligoFISH (n = 196), end labeled (n = 180), and

NOVA-FISH (n = 243); chr13 (q34): oligoFISH (n = 187), end labeled (n = 157), and NOVA-FISH (n = 182).

(G) Screening substrate preferences of selected DNA polymerases. Polymerases (Klenow exo-, Taq, Q5, Phusion, Therminator) incorporated dCTP-ATTO488,

dCTP-ATTO594, or dCTP-ATTO647N into oligonucleotides using a 1:4 molar ratio of dye-labeled to unlabeled nucleotides. Data are represented as mean ± SD.

See also Figure S1A.

(H) Crystal structure of the 9�N DNA polymerase in complex with DNA and dCTP-ATTO488. The protein is shown in white with highlighted palm (green), thumb

(yellow), finger (orange), and exonuclease (cyan) domains. dCTP-ATTO488 was superimposed on the incorporated nucleotide in the complex. The magnified

image depicts dCTP-ATTO488 in the binding pocket. See also Figure S2. The figure was generated with UCSF Chimera (v.1.17.3, RRID: SCR_015872) accessing

5OMV.55,56
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Figure 2. Binding efficiency and brightness of densely labeled probes

(A) Modulating labeling densities during NOVA probe synthesis. The labeling density is controlled through the ratio of labeled to unlabeled nucleotide (0%, 25%,

50%, 75%, 100%) in the synthesis reaction.

(B) Absorption spectra of probes with increasing labeling density. The absorbancewas normalized by the absorption peak at 260 nm. The dotted lines indicate the

absorption maximum of the fluorophore.

(C) Modeling fluorophore spacing in NOVA-FISH probes bound to major satellites. The B-form duplex formed by a NOVA-FISH probe (beige) and the genomic

target (black) is shown. Red nucleotides indicate the locations of modified cytosines, and fluorophores are depicted as red knobs. The normal distance between

neighboring fluorophores in the helix is depicted. The figure was created in Pymol v.2.5.5 (RRID: SCR_000305).66

(D) Assay to determine the impact of fluorophore number in the probe on hybridization efficiency. NOVA-FISH probes carrying increasing numbers of fluo-

rophores (red) are hybridized with a locus of interest, and dye-labeled secondary strands (blue) are used as a reference.

(legend continued on next page)
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Therminator DNA polymerase is a DNA polymerase that has

been derived from the euryarchaeon Thermococcus sp. 9�N
and carries mutations in its exonuclease domain (D141A,

E143A) and finger domain (A485L)57 (Figure 1H). As a result of

these modifications, Therminator DNA polymerase exhibits

decreased discrimination for modified nucleotides and has

been used to synthesize a variety of unnatural nucleic acids.58–61

To investigate the molecular basis for the observed variations in

incorporation efficiencies among our candidates, we modeled

dye-labeled nucleotides in different conformations in conjunc-

tion with finger domains of family A and B polymerases (Fig-

ure S2). We noted possible steric clashes between dye-labeled

nucleotides and finger domains of family A members, whereas

no such clashes were observed with family B polymerases. Us-

ing Therminator DNA polymerase, we determined that probes

are robustly generated within an hour (Figure S1D). In addition,

our approach allows free choice of fluorophore and flexible

adjustment of labeling density (Figure S1E).

FISH probes require a high degree of purity since complemen-

tary or unlabeled strands will compete with the labeled probe

during hybridization and, thus, reduce signal intensity. To re-

move unbound primers, free nucleotides, and enzymes, we

adapted the buffer conditions to selectively yield double-

stranded oligonucleotides after extension (Figures S3A–S3C).

Also, unlabeled template DNA might block the synthesized

probes and thereby prevent their hybridization with the locus

of interest. Therefore, we have introduced phosphate groups

at the 50 ends of template strands to mark them for lambda-

exonuclease-mediated degradation (Figure S3D). Using this

approach, template DNA was effectively degraded within

30 min (Figure S3E). We then used ethanol-based purification

to obtain the single-stranded probe (Figures S3A and S3C).

This simple purification strategy yielded all NOVA probes used

for microscopic measurements in this work.

After establishing a robust workflow, we assessed the number

of incorporated fluorophores in NOVA probes. High-perfor-

mance liquid chromatography (HPLC) analysis revealed that us-

ing a low ratio of modified to unmodified nucleotides (25%) in the

synthesis reaction yields distinct elution peaks corresponding

to the incorporation of increasing numbers of fluorophores

(Figures S3F and S3G).

Visualizing telomere clustering below the diffraction
limit
Next, we sought to utilize the brightness of NOVA probes to visu-

alize telomeres below the diffraction limit. We tagged telomeres

with telomere-specific NOVA probes and acquired images using

confocal or stimulated emission depletion (STED) microscopy

(Figure S1F). We observed clustered telomeres using STED mi-

croscopy, which appear as single entities in confocal images.

We then applied 3D STED microscopy to gain further insights

into the degree of telomere clustering (Figure S1G). Telomeres

in the same cells exhibited considerable heterogeneity in their

size, and clusters containing multiple telomeres were observed,

consistent with previous works.62–65 Next, we analyzed the num-

ber of detectable telomeres using confocal or STED microscopy

(Figure S1G). In comparison to confocal images, STED micro-

scopy detected, on average, 1.31 times more telomeres

(±SD = 0.21), corresponding to clustered telomeres that are

only resolved with super-resolution microscopy. Hence, the

brightness of NOVA probes supports demanding super-resolu-

tion microscopy to visualize nuanced details of genomic loci

with high optical resolution.

Dense labeling does not affect hybridization efficiency
but reduces signal strength
As our workflow yields densely labeled probes, we next tested

how the presence of multiple dyes in the probe affects hybridiza-

tion efficiency. To address this, we generated barcoded probes

with increasing labeling densities (Figures 2A–2C and S1E).

These probes contain dye-labeled sequences that bind to the

genome and unlabeled barcodes that hybridize with secondary

probes carrying another dye. Using this approach, we can eval-

uate the brightness of the NOVA probe signal (green) and the

relative number of probes localized at the target region (red)

(Figures 2D and 2E). We found that increasing the number of

dye-labeled nucleotides in the probe did not affect the number

of bound probes at the locus of interest, as no notable drop in

red signal was observed (Figure 2F). However, the brightness

of our probes decreases at high labeling densities (Figure 2G).

Consequently, densely labeled probes still bind to the region of

interest, but short intermolecular distances between fluoro-

phores impede signal strength (Figure 2C).

We next characterized the impact of dye-dye distances on

probe fluorescence. We incorporated two dye molecules into

overhangs of probes and increased the distances in between

(1, 3, 5, 7, or 10 bases) (Figure 3A). Then, wemeasured the inten-

sity of probes carrying two ATTO488 or ATTO647N molecules at

the FISH spot (Figure 3B). The fluorescence of ATTO488- and

ATTO647N-labeled probes increases with greater dye-dye dis-

tances (Figure 3C). Therefore, we hypothesize that distance-

dependent fluorescence quenching impacts the brightness of

densely labeled probes.

Establishing densely labeled probes with regularly
spaced fluorophores
Our previous strategy yields labeled oligonucleotides in an effi-

cient and cost-effective manner but depends on the occurrence

of cytosines in the synthesized sequence. Therefore, we modi-

fied our workflow to generate extended probes (xNOVA probes)

that carry fluorophores in a protruding sequence that does not

bind to the genome (Figure 3D).44,67 In this design, fluorophores

are regularly spaced in the invariable sequence to avoid dis-

tance-dependent fluorescence quenching that might diminish

(E) Representative images of major satellites in mouse embryonic stem cells detected with NOVA-FISH probes containing increasing numbers of fluorophores.

Scale bars, 5 mm.

(F) Binding efficiency is unaffected by dense labeling. The normalized intensity of dye-labeled secondary strands (blue) is depicted.

(G) Densely labeled probes exhibit a decrease in fluorescence. Related to (F). The normalized intensity of NOVA-FISH probes (red) is depicted. Number of cells

analyzed: 0% (n = 149), 25% (n = 146), 50% (n = 172), 75% (n = 147), and 100% (n = 165).
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Figure 3. Designing xNOVA probes

(A) Design of probes to determine distance-dependent fluorescence quenching. NOVA probes are synthesized to carry two fluorophores with increasing distance

in between (1, 3, 5, 7, or 10 bases).

(B) Representative images of chr13 (q34) targeted in IMR-90 cells. NOVA probes contain two ATTO488 or ATTO647N molecules. Scale bars, 500 nm.

(C) Dye-dye distances impact probe fluorescence. Datasets were tested for significance using the Wilcoxon rank-sum test with Bonferroni’s correction for

multiple testing (***p < 0.001).

(D) Design of extended NOVA-FISH (xNOVA) probes. xNOVA probes are extended by labeled 10-mers (NNNNNNNNNC) at their 30 ends.

(legend continued on next page)
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the specific brightness. We synthesized probes that either car-

ried one (1 3 1C), two (2 3 1C), or three (3 3 1C) fluorophores

and measured their fluorescence signals at the locus of interest

(Figures 3E, 3F, and S4A). The addition of longer sequences (23

1C, 3 3 1C) resulted in stronger signals (Figure 3G). With this

approach, we observed a steady increase in signal strength at

higher labeling densities, arguing against substantial distance-

dependent quenching in 3 3 1C sequences (Figures S4B

and S4C).

NOVA-FISH detects non-repetitive genomic loci with
kilobase resolution
Finally, we tested the limits of NOVA-FISH by detecting small

non-repetitive genomic loci with nanoscale precision using

STEDmicroscopy (Figure 4A). We designed probe sets to detect

non-repetitive neighboring regions on chr11 termed ‘‘A’’ and ‘‘B’’

that have been established in past works.24 Probe sets against

‘‘A’’ contained 60, 50, 40, 30, 20, or 10 individual oligonucleo-

tides, while ‘‘B’’ was targeted with 60 probes. The probe sets

span 6.1, 4.8, 3.7, 1.7, or 0.5 kb for ‘‘A’’ and 4.8 kb for ‘‘B’’ and

yield two adjacent spots (Figure 4B). A characteristic of the

NOVA technology is the complete flexibility in probe synthesis,

as probes can be selectively amplified from a large pool by add-

ing appropriate primer combinations (Figure 4C). This allows the

cost-effective repeated use of one oligonucleotide pool to

generate probes against different target regions. Then, we tar-

geted ‘‘A’’ with decreasing numbers of individual probes, main-

taining the same set of probes for "B’’ (Figure 4D). Despite

observing a decline in detection frequency with the reduced

number of probes detecting "A," we were still able to detect

genomic loci as small as 0.5 kb. The ratio of co-localizing spots

to total number of spots is in the range of 38%–63% for A and

29%–54% for B. Furthermore, we used STED microscopy to

robustly measure distances in all ‘‘A’’ and ‘‘B’’ probe pairs

(Figures 4E and 4F). Thus, NOVA-FISH is a reliable tool to detect

non-repetitive regions below the kilobase level.

DISCUSSION

Over the past decade, it became clear that the 3D genome orga-

nization contributes to the establishment, maintenance, and

change of gene activity.68,69 Chromatin capture assays have

identified genome-wide interactions of regulatory elements and

have delineated topologically associating domains (TADs).20,70

These findings have traditionally been complemented by FISH-

based imagingmethods detecting entire genomes and individual

chromosomes down to single genomic loci.28,47,71 However, the

optical detection of small genetic elements and the resolution of

their spatial relationships at the nanoscale level remains chal-

lenging. Here, we developed a simple, rapid, flexible, and cost-

effective protocol for the generation of FISH probe sets that

are suited for nanoscopic measurements with kilobase resolu-

tion. In a recent study, we applied this technique to probe

enhancer hijacking events upon tumorigenic translocations.72

Small genetic elements are ideally detected with multiple syn-

thetic oligonucleotides that may either be directly labeled or hy-

bridized with secondary, labeled probes. Whereas end-labeled

commercial probes are expensive if large and diverse probe

pools are used, enzyme-based synthesis is cost effective and

flexible but requires the subsequent removal of template

strands. While previously, RNA templates were reverse tran-

scribed and subsequently degraded by RNases, we simply

removed 50 phosphorylated DNA templates using lambda

exonuclease.73 This enzymatic synthesis, including two purifica-

tion steps, takes under 4 h and yields sets with hundreds of

probes for less than 10 V. A detailed cost estimate of oligoFISH,

end-labeled, and NOVA probes can be found in Tables S2–S4.

For enzymatic incorporation of dye-labeled nucleotides, we

tested commonly available DNA polymerases. We found that

B-family DNA polymerases incorporate all used modified nucle-

otides more effectively than A-family DNA polymerases, such as

the Klenow fragment or Taq DNA polymerase. This is consistent

with previous structural data of B-family polymerases, attributing

their ability to incorporate dye-labeled nucleotides to a larger

channel volume, the presence of B-form DNA, and phosphate

backbone-mediated protein-DNA interactions.55,74–76 Among

the tested B-family polymerases, Therminator DNA polymerase,

having mutations in its exonuclease domain (D141A, E143A) and

finger domain (A485L), was best suited for the incorporation of

dye-labeled nucleotides.57

As even minor FISH projects involve dozens of probes with

different dye labels, we used inexpensive, commercially synthe-

sized template pools in combination with plates of bio-

informatically optimized, target-specific primers. This approach

allows the flexible generation of small to large probe sets

coupled with variable dyes. We demonstrate that regions as

small as 500 base pairs can be detected and genomic distances

of a few kilobases can be measured.

We found that the brightness of probes can be easily adjusted

with the ratio of labeled to unlabeled nucleotides in the synthesis

reaction. However, the brightness did not linearly increase, due

to distance-dependent effects at high labeling densities. To

become independent of probe-specific sequences and ensure

incorporation of the same numbers of fluorescent nucleotides,

we generated extended probes with overhanging, identical se-

quences (xNOVA). We successfully incorporated fluorophores

with a spacing of ten nucleotides but note that distances down

to seven nucleotides might be permissible. Our systematic anal-

ysis of distance-dependent dye-dye quenching is consistent

with a previous study that measured dye-dye interactions in

DNA origami.77

While current FISH techniques can sequentially label multiple

targets, the use of end-labeled probes for secondary hybridiza-

tion steps reduces signal strength. To enhance signal strength,

(E) Synthesizing xNOVA probes with specific fluorophore numbers (1 3 1C, 2 3 1C, 3 3 1C). xNOVA probes were synthesized with a 0% (�ATTO488) or 100%

(+ATTO488) ratio of labeled to unlabeled nucleotides. Data are represented as mean ± SD. See also Figure S4A.

(F) Representative images of xNOVA probes detecting chr13 (q34) in U2OS cells. Scale bars, 10 mm.

(G) Quantification of xNOVA probe signals. Related to (F). The plot depicts the two brightest signals for each cell. Number of foci analyzed: 1C (n = 513), 23 1C (n=

634), and 33 1C (n = 566). Datasets were tested for significance using the Wilcoxon rank-sum test with Bonferroni’s correction for multiple testing (***p < 0.001).
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NOVA probes carrying multiple fluorophores could be employed

for secondary hybridization. Moreover, we hypothesize that our

workflow is suitable for applications beyond the detection of

small genomic loci. Given that oligonucleotides carrying any

number of desired fluorophores can be generated, opportunities

in the fields of DNA-PAINT, DNA origami, or immunostainings

emerge.78,79 In summary, we present a simple, quick, and inex-

pensive approach to explore the spatial relationships of genetic

elements governing the activity of clusters of genes.

Limitations of study
While NOVA probes enable the detection of sub-kilobase

genomic loci, the number of detectable targets is currently

limited by the number of distinguishable colors in themicroscopy

setup. Barcoded probes circumvent this limitation by sequen-

tially binding and releasing labeled readout probes, which, how-

ever, leads to a reduction in sensitivity. NOVA probes are not

compatible with multiplexed imaging techniques, as they carry

fluorophores in their primary sequence. Probing the spatial rela-

tionships of a larger number of regulatory elements requires bar-

coded probes, which could use NOVA probes for readout.

Furthermore, NOVA probes are used for FISH experiments

and therefore subject to the same general limitations of hybridi-

zation-based methods.36,80 In particular, the same basic trade-

offs between the preservation of fine structural details and hy-

bridization penetrance apply.
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STAR+METHODS

KEY RESOURCES TABLE

RESOURCE AVAILABILITY

Lead contact
Further information and resource requests can be directed to and will be fulfilled by the lead contact Heinrich Leonhardt

(h.leonhardt@lmu.de).

Materials availability
NOVA probes were generated using commercially available reagents and services. Sequences and detailed synthesis instructions

for generating the probes reported in this study are listed in Table S1 and the Method Details.

REAGENT or RESOURCE SOURCE IDENTIFIER

Chemicals, peptides, and recombinant proteins

5-Propargylamino-dCTP-ATTO-488 (1 mM) Jena Bioscience Cat# NU-809-488

5-Propargylamino-dCTP-ATTO-594 (1 mM) Jena Bioscience Cat# NU-809-594

5-Propargylamino-dCTP-ATTO-647N (1 mM) Jena Bioscience Cat# NU-809-647N-S/L

5-Propargylamino-dCTP-Cy3 Jena Bioscience Cat# NU-809-CY3-S/L

DiamondTM Nucleic Acid Dye Promega Cat# H1181

DiYO-1 AAT Bioquest Cat# 17580

dNTP Set (100 mM) Thermo Fisher Scientific Cat# R0181

Formaldehyde (16%) Polysciences Cat# 18814-10

Formamide R99.5% Sigma Aldrich Cat# F9037

Klenow Fragment (exo-) Thermo Fisher Scientific Cat# EP0421

Lambda exonuclease Thermo Fisher Scientific Cat# EN0561

Phusion� High-Fidelity DNA Polymerase (Phusion) New England BioLabs Cat# M0530 S/L

Q5� High-Fidelity DNA Polymerase (Q5) New England BioLabs Cat# M0491 S/L

RNase A Thermo Fisher Scientific Cat# EN0531

Taq DNA Polymerase (Taq) Thermo Fisher Scientific Cat# EP0401

TherminatorTM DNA Polymeras New England BioLabs Cat# M0261 S/L

Critical commercial assays

Monarch� PCR & DNA Cleanup Kit New England BioLabs Cat# T1030 S/L

NucleoSpin Gel and PCR Clean-up Kit Macherey-Nagel Cat# 740609

Deposited data

Uncropped polyacrylamide gels This paper https://doi.org/10.17632/nskmtr4h9y.1

Experimental models: Cell lines

IMR-90 Coriell Biorepository I90-79

J1 ATCC SCRC-1010

K562 ATCC CCL-243

U2OS ATCC HTB-96

Oligonucleotides

See Table S1

Software and algorithms

Fiji RRID:SCR_002285 Open Source https://fiji.sc/

Illustrator CC 2023 RRID:SCR_010279 Adobe www.adobe.com

ImageJ2 (v.1.54h) RRID:SCR_003070 NIH www.ImageJ.net/

Microsoft Excel Microsoft N/A

Pymol (v.2.5.5) RRID:SCR_000305 Schrödinger https://pymol.org/2/

UCSF ChimeraX (v.1.17.3) RRID:SCR_015872 UCSF www.rbvi.ucsf.edu/chimera/
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Data and code availability
d The uncropped polyacrylamide gels have been deposited at Mendeley Data and are publicly available as of the date of pub-

lication. An accession number is listed in the Key Resources Table.

d This paper does not report original code.

d Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

METHOD DETAILS

Cell culture
K562 cells were cultivated in Dulbecco’s modified Eagle’s medium (DMEM), 10% fetal bovine serum (FBS), 100 U/mL penicillin and

100 mg/mL streptomycin. U2OS cells weremaintained inMcCoy’s 5Amedium supplemented with 10%FBS, 100 U/ml penicillin, and

100 mg/mL streptomycin at 37 �C in 5% CO2. IMR-90 cells were cultured in DMEM, 20% FBS, 13MEM Non-essential amino acids,

and 100 U/mL penicillin, 100 mg/mL streptomycin.

Mouse embryonic stem cells (ESCs) were maintained on culture dishes treated with 0.2% gelatin in DMEM containing 16% FBS,

0.1 mM b-mercaptoethanol, 2 mM L-glutamine, 13MEM Non-essential amino acids, 100 U/mL penicillin, 100 mg/mL streptomycin,

homemade recombinant LIF, and 2i (1 mM PD032591 and 3 mM CHIR99021). For imaging, ESCs were seeded on plates that have

been pre-treated with Geltrex diluted 1:100 in DMEM/F12 overnight at 37 �C in 5% CO2. Cells were passaged every 2–4 days. All

cell lines were regularly tested for Mycoplasma contamination by PCR.

Probe design
All generated probe sets are listed in Table S1. NOVA-probes labeling murine major satellites and human repetitive regions (chrX

(p11.1) or chr13 (q34), telomeres) were adapted from previously published sequences.81,82 Target regions (‘‘A’’: chr11:55810891-

55816978 ‘‘B’’: chr11:55817064-55821430) were chosen in hg38 and 60 unique oligonucleotides were selected and filtered, respec-

tively.24 Barcodes of xNOVA-probes containing repetitive sequences (10-mers) were obtained from previous published data.28 To

generate non-repetitive barcodes, pairs of orthogonal sequences from83 were merged. Then, the barcodes were filtered for those

containing cytosines every 10 bases and trimmed to the required length.

NOVA-FISH Probe synthesis
50-phosphorylated templates and unlabeled primers were ordered from IDT or Eurofins. Equimolar amounts of 50-phosphorylated
templates and primers (0.10–0.17 nmol each) were combined to a final concentration of 1 mg DNA/mL in 1x ThermoPol Reaction

Buffer.

The annealing temperatures were adjusted to the length of the primers. For NOVA-probes (40 nt long templates, 20 nt long

primers), the sample was heated up to 95�C for 5 min followed by a stepwise cool-down (1�C/minute) to room temperature. For

xNOVA-probes or xNOVA-pools (50–70 nt long templates, 40 nt long primers) the sample was heated up to 95�C for 5 min followed

by a stepwise cool-down (1�C/2 min) to 60�C. Complex xNOVA-probe sets were synthesized by adding 2-fold excess of primer sets

(e.g., primer 31–40 against ‘‘A’’) to the template pool.

NOVA- and xNOVA-probes were synthesized by adding 2–4 mg annealed DNA (2–4 mL of the solution) to a reaction mixture con-

taining 0.25 mM dATP/dGTP/dTTP each, 0–0.25 mM dCTP, 0–0.25 mM dye-labeled dCTP and 3 U Therminator DNA polymerase in

1x ThermoPol Reaction Buffer (10 mL total volume). The ratios of dye-labeled dCTP to unlabeled dCTP varied depending on the

desired labeling density. The reaction was carried out for 60 min at 72�C.
To remove single-stranded DNA, NucleoSpin Gel and PCR Clean-up Kit (Macherey-Nagel) was used according to the manufac-

turer’s instructions. 9 volumes of buffer NTI (provided by the manufacturer) were added to one volume of sample before binding.

After washing, the DNA was eluted twice in 22 mL ddH2O (44 mL final volume). In the next step, 50-phosphorylated strands were

removed by adding 1 mL Lambda exonuclease (10 U/mL) and 5 mL Lambda exonuclease reaction buffer (10x) to a final volume of

50 mL and incubating for 30 min at 37�C. The synthesized probes were then purified using the Monarch PCR & DNA Cleanup Kit

(New England BioLabs) according to the manufacturer’s instructions and the quality was verified on denaturing 12–16% polyacryl-

amide gels.

Quality control and purification
The absorbance of samples was measured at 260 nm and 488 nm, 596 nm, or 647 nm depending on the incorporated fluorophore

using a Nanodrop 2000 spectrophotometer (Thermo Fisher Scientific). To assess the quality of generated probes, samples were de-

natured in 90% formamide, 0.5% EDTA, 0.1% Xylene cyanol, 0.1% bromophenol blue and loaded onto a 12% polyacrylamide gel

containing 6M urea. The gel was incubated in 1x TBE buffer containing 1x Diamond Nucleic Acid Dye for 30min at room temperature

to visualize single-stranded DNA.

Complex probe sets labeling target region ‘‘A’’ or ‘‘B’’ were further purified following the ‘‘crush and soak’’ method with adapta-

tions.84 Briefly, segments of the polyacrylamide gel containing the band of interest were cut out and 2 volumes of a buffer containing

10mMmagnesium acetate tetrahydrate, 0.5M ammonium acetate, 1 mMEDTA (pH 8.0) and 0.1% (w/v) SDSwas added followed by

incubation at 37�C for 16–24 h. The samples were then centrifuged at 13000 x g for 1min and the supernatant was oncemore purified
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using the Monarch PCR & DNA Cleanup Kit (New England BioLabs). We expect the ‘‘crush and soak’’ method to improve signal

strength if low labeling densities are used during extension.

Polymerase Screens
Polymerases were tested for their ability to incorporate dCTP-ATTO488, dCTP-ATTO594, or dCTP-ATTO647N into oligonucleotides.

The maximum number of incorporated dCTP-dye in the probe was eight (CATCCTGAAGGAATGGTCCATGCTTACCTGGG

CCCATCCT).

For detailed information about the reaction conditions see Table S2. 0.1 nmol annealed DNA was added to the recommended re-

action mixtures (10 mL final volume) and 5 U of the respective polymerase was added. The following temperatures were used during

synthesis: Klenow exo-at 30�C, Taq at 64�C, Q5 at 64�C, Phusion at 64�C, Therminator DNA polymerase at 72�C. All reactions were

carried out for 60 min and the reactions were stopped by adding 1 mL 0.5 M EDTA. We did not observe notable differences in incor-

poration efficiency between the reported results and reactions carried out at higher temperatures (Klenow exo-at 37�C, Taq at 72�C,
Q5 at 72�C, Phusion at 72�C, Therminator DNAPolymerase at 75�C) (figure not shown). The absorbance of synthesized products was

measured at 200–700 nm on Nanoquant plates using a Tecan Spark microplate reader (Tecan) and choosing the following dye-

correction factors: CF260(ATTO488): 0.22, CF260(ATTO594): 0.22, CF260(ATTO647N): 0.04. The depicted data contained at least

two measurements per biological replicate.

HPLC
HPLC was used to characterize the number of incorporated fluorophores in NOVA probes with low fluorophore input in synthesis

(Figures S3G and S3H). ATTO594-labeled and ATTO647N-labeled probes (0.31 nmol or 0.34 nmol) were analyzed and purified by

reverse-phase HPLC using an Agilent Technologies 1260 Infinity II System with a G7165A detector equipped with an EC 250/4 Nu-

cleodur 100-3 C18ec column fromMacherey Nagel. A gradient of 0–80%of buffer B in 45min at 60�Cwith a flow rate of 1mL/minwas

applied. The following buffer systemwas used: buffer A: 100mMNEt3/HOAc, pH 7.0 in H2O and buffer B: 100mMNEt3/HOAc, pH 7.0

in H2O/MeCN 20/80. The fractions of each signal peak were combined, and the solvents were concentrated by vacuum

centrifugation.

Sample preparation and fluorescence in situ hybridization
Fluorescence in situ hybridization was performed as previously described.24 Adherent cells were grown overnight on glass coverslips

(1.5, 18 3 18 mm, Marienfeld), washed twice with 1x Dulbecco’s Phosphate Buffered Saline (PBS), and fixed using osmotically

balanced and methanol-free 4% formaldehyde for 10 min at room temperature. Alternatively, PBS-washed suspension cells were

resuspended in a small volume of PBS at a density of 1 million cells per mL and applied to poly-L-lysine coated glass coverslips fol-

lowed by the addition of methanol-free 4% formaldehyde for 10min at room temperature. The slides werewashed twice in 1x PBS for

5 min and the cells were permeabilized in 1X PBS containing 0.5% Triton X-100 for 15 min. After two successive washing steps in 1x

PBS, 0.1 M HCl was added to the slides for 5 min. The slides were washed twice with 2 x SSC and were placed onto a solution con-

taining 1 mg/mL RNase for 30 min at 37�C in a wet chamber. Then, adherent or suspension cells were pre-equilibrated in 2x SSC

containing 50% formamide for 60 min or overnight, respectively, inverted onto 8 mL of hybridization solution, and sealed with rubber

cement (Marabu). The slides were placed on a heat block set to 81�C for 3 min and incubated at 37�C overnight (16–20 h).

On the second day, slides were washed twice with 2x SSC for 15 min followed by two successive 7-min washes in 0.2x SSC con-

taining 0.2% Tween 20 at 56�C. Then, slides were washed with 4x SSC containing 0.2% Tween 20 and with 2x SSC for 5 min,

respectively.

For oligoFISH probes, a second hybridization step was performed for 30 min at room temperature. The slides were then washed

once with 2x SSC containing 30% formamide for 7 min at 37�C, twice with 2 x SSC for 5 min, once with 0.2X SSC containing 0.2%

Tween 20 at 56�C, once with 4x SSC containing 0.2% Tween 20 for 7 min at room temperature and once with 2x SSC for 5 min.

DNA was counterstained with DAPI (1 mg/mL in 2x SSC) for 10 min and washed twice with 2x SSC. For STED microscopy, nuclei

were counterstained with or DiYO-1 (12.5 nM in 2x SSC) for 30 min and washed twice with 2x SSC for 5 min, respectively. Coverslips

were mounted on microscopic slides with MOWIOL (2.5% DABCO, pH 7.0), dried for 30 min, and sealed with nail polish.

Image acquisition
Confocal images were acquired using a Nikon TiE microscope equipped with a Yokogawa CSU-W1 spinning-disk confocal unit

(50 mm pinhole size), an Andor Borealis illumination unit, Andor ALC600 laser beam combiner (405 nm/488 nm/561 nm/640 nm), An-

dor IXON 888 Ultra EMCCD camera, and a Nikon 1003/1.45 NA oil immersion objective. The microscope was controlled by software

from Nikon (NIS Elements, ver. 5.02.00).

Super-resolution was carried out on a 2C STED 775 QUAD Scan microscope (Abberior Instruments) equipped with a 100x 1.4 NA

UPlanSApo oil immersion objective lens (Olympus), 3 pulsed excitation lasers (485 nm, 594 nm, 640 nm) and a pulsed depletion laser

of 775 nm.
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3D STED microscopy of telomers using adaptive illumination
To avoid photobleaching NOVA-FISH stained telomers of IMR90 cells in 3D, stacks were acquired using adaptive illumination STED

microscopy.85 Cells were recorded using a pixel size of 30 nm, z-steps of 80 nm, a 10 ms dwell time, and a pinhole size of 50 mm.

Automated STED microscopy for two-color NOVA-FISH
Automated STED microscopy was performed according to Brandstetter et al..24 The acquisition of 3D confocal stacks was auto-

mated using home-written Python scripts to control the microscope. Spots within confocal scans were detected using a

Laplacian-of-Gaussian blob detector for both channels. Detected spots no further apart than 5 pixels from another spot in the other

channel were imaged using 3D STED settings. This process was repeated for each detected spot pair within a confocal scan.

Following a spiral pattern, the stage was moved to the next overview to repeat the confocal scan and the subsequent detailed

STED acquisition until a specified amount of time elapsed.

Image analysis
For the analysis of the effects of labeling density (Figures 2E–2G), cells in confocal z-stacks of major satellites were segmented first

via automatic thresholding in a z-maximum projection of the DAPI channel followed by a second round of thresholding in the 640nm

(rel. binding) channel to segment major satellites. In the segmented areas, intensities of both the 488nm (rel. brightness) and the

640nm (rel. binding) channels were measured, background, determined by a manually selected ROI outside the cells, was sub-

tracted, and measurements were averaged (median) per cell. For the plots, measurements were normalized to the intensity at

100% for the binding channel and at 25% for the brightness channel. Analysis was carried out using Fiji.86

For analysis of image data of repetitive and non-repetitive loci (in Figures 1D–1F; Figures 3B and 3C, Figures 3F and 3G; Figures 4D;

S4C), nuclear segmentation maps of confocal images stained with DAPI or DiYO-1 were obtained using Otsu thresholding. FISH

spots within segmentation maps were detected using a Laplacian-of-Gaussian blob detector (Figure 3F and 3G; Figure S4C). Alter-

natively, FISH spots were detected in each channel using RSFISH87 and detection threshold parameters were adjusted if necessary

(in Figures 1D–1F; Figures 3B and 3C; Figure 4D). Segmentation maps were used to calculate the total number of spots per cell, to

obtain the mean background signal within single nuclei to calculate the spot signal over the nucleus background, and the signal-to-

noise ratio of single spots. For Figure 4D, distances <500 nm between A and B were considered co-localizing.

Analysis of automated STEDmeasurements of FISH spot pairs was performed as previously described.24 Automated image acqui-

sition generated large quantities of data requiring an additional quality control step. To filter out low-quality images, we used a ma-

chine learning-based classifier (Random Forest) to label images as ‘‘good’’ or ‘‘bad’’. The classifier was trained with a ground truth

dataset created by an experienced scientist who manually sorted images.

Detailed spot analysis was performed on images passing this QC step. Subpixel localization of FISH spots in both channels was

performed by fitting a multidimensional Gaussian function plus a constant background using the Levenberg-Marquardt algorithm.

The peak height of the fitted Gaussians was used to determine spot intensity.

QUANTIFICATION AND STATISTICAL ANALYSIS

The experiments shown in this study were performed as three biologically independent experiments (n = 3) and the figures contain

pooled data. No statistical methodswere used to predetermine the sample size. Images depicted are representative images from the

experiments and dotted lines indicate the outlines of the cells. Data plotted as boxplots indicate the 25th and 75th percentiles, with

the whiskers showing the minima and maxima (5th and 95th percentiles), black circles indicating the outliers, and the horizontal

line showing the median. Some data are plotted in bar graphs as the mean ± SD. Data was normalized by the median of the first de-

picted condition in the replicates, if not stated otherwise. Significance levels were tested by non-parametric two-sidedWilcoxon tests

or pairwise comparisons using theWilcoxon rank-sum test with Bonferroni’s correction for multiple testing (* = p < 0.05, ** = p < 0.01,

*** = p < 0.001). Sample sizes for all of the graphs are indicated in the figures or figure legends.
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Key Points

• Expression analysis of
>1500 pediatric AML
samples demonstrates
MNX1 expression as a
universal feature of
t(7;12)(q36;p13) AML.

• MNX1 is activated by
an enhancer-hijacking
event in
t(7;12)(q36;p13) AML
and not, as previously
postulated, by an
MNX1::ETV6
oncofusion.

Acute myeloid leukemia (AML) with the t(7;12)(q36;p13) translocation occurs only in very

young children and has a poor clinical outcome. The expected oncofusion between break

point partners (motor neuron and pancreas homeobox 1 [MNX1] and ETS variant

transcription factor 6 [ETV6]) has only been reported in a subset of cases. However, a

universal feature is the strong transcript and protein expression of MNX1, a homeobox

transcription factor that is normally not expressed in hematopoietic cells. Here, we map the

translocation break points on chromosomes 7 and 12 in affected patients to a region

proximal to MNX1 and either introns 1 or 2 of ETV6. The frequency of MNX1

overexpression in pediatric AML is 2.4% and occurs predominantly in t(7;12)(q36;p13) AML.

Chromatin interaction assays in a t(7;12)(q36;p13) induced pluripotent stem cell line model

unravel an enhancer-hijacking event that explains MNX1 overexpression in hematopoietic

cells. Our data suggest that enhancer hijacking may be a more widespread consequence of

translocations in which no oncofusion product was identified, including t(1;3) or t(4;12)

AML.

Introduction

Acute myeloid leukemia (AML) has been successfully investigated in the past using cytogenetic analysis.
This led to the discovery of numerous recurrent chromosomal translocations (eg, t(8;21)(q22; q22) or
t(15;17)(q22;q12)) generating oncofusion proteins (eg, RUNX1::RUNX1T1 or PML::RARA, respectively)
that drive leukemogenesis. For many years, these translocations have served as diagnostic and prognostic
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markers and affected patients can now be treated with specific
targeted therapies (eg, retinoic acid and arsenic trioxide in t(15;17)
cases).1 In 1998, 2 publications reported the translocation
t(7;12)(q36;p13) in AML of infants2,3 occurring predominantly in
children aged <18 months and not in adult AML. A recent meta-
analysis of the Nordic Society for Pediatric Hematology and
Oncology (NOPHO-AML) determined that t(7;12)(q36;p13) AML
constituted 4.3% of all children with AML aged <2 years and found
a 3-year event-free survival of 24% (literature-based data) and 43%
(NOPHO-AML data).4 Cytogenetically, t(7;12)(q36;p13) AML is
often associated with the occurrence of trisomy 19,4,5 but no other
recurrent aberrations have been described.

Reported break points in t(7;12)(q36;p13) AML have mainly been
evaluated by fluorescent in situ hybridization analysis. The break-
points on chromosome 12 (chr12) are located within intron 1 or 2 of
ETS variant transcription factor 6 (ETV6) and proximal to motor
neuron and pancreas homeobox 1 (MNX1) and within the 3’ end of
nucleolar protein with MIF4G domain 1 (NOM1) on chr7.6 A
MNX1::ETV6 fusion transcript was described only in a subset of
t(7;12)(q36;p13) AML cases.4-7 However, all AML cases with
t(7;12)(q36;p13) have high expression of MNX1,5 suggesting a yet
unknown mechanism of MNX1 activation. Consistent with the acti-
vation of a silenced gene locus, a translocation of the MNX1 locus
from the nuclear periphery to the internal nucleus was seen, an
observation that is in line with the idea that condensed and silent
chromatin is located in the nuclear periphery.6 Furthermore, interac-
tions of ETV6 downstream elements with theMNX1 locus have been
postulated as possible mechanisms for MNX1 activation.6,8 The first
clue for the existence of possible aberrant promoter-enhancer inter-
actions leading to MNX1 activation came from our investigations of
the GDM-1 AML cell line, which harbors a t(6;7)(q23;q36) trans-
location. In GDM-1, the MNX1 promoter interacts with an enhancer
element from the MYB locus on chr6q23.9

Recently, Nilsson et al. reported the introduction of a translocation
between chr7q36 and chr12p13, modeling the one found in
t(7;12)(q36;p13) AML, into the human induced pluripotent stem
cell (iPSC) line, ChiPSC22WT.8 The derivative line,
ChiPSC22t(7;12), can be differentiated into hematopoietic stem and
progenitor cells (HSPCs) and, as such, expresses MNX1, sug-
gesting that hematopoietic enhancers play a role in MNX1 activa-
tion. Enhancer hijacking has initially been described as a
mechanism for oncogene activation in AML with inv(3)/
t(3;3)(q21q26) AML, in which activation of EVI1, an isoform
encoded from the MDS and EVI1 complex locus (MECOM),
results from the repositioning of a GATA2 enhancer.10-12 Enhancer
hijacking is also implicated in acute leukemia of ambiguous lineage
in which translocated hematopoietic enhancers from different
chromosomes are involved in activating BCL11B.13

Here, we provide a detailed description of the molecular alterations
found in 6 patients with t(7;12)(q36;p13) AML and dissect the
molecular mechanism leading to MNX1 activation through the use
of CRISPR-engineered ChiPSC22t(7;12) iPSCs and HSPCs. We
identified that a previously proposed8 enhancer-hijacking event
activates the MNX1 promoter via hematopoietic enhancers from
the ETV6 locus and validated this event in the iPSC/HSPC system.
Our data suggest that enhancer hijacking may be a more wide-
spread, but so far largely unappreciated, mechanism for gene
activation in AML with cytogenetic abnormalities.

Methods

Samples and cell lines

Pediatric leukemia samples T1, T2, and T3 (supplemental Table 1)
were obtained at diagnosis after informed consent of patients’ legal
guardians in accordance with the institution’s ethical review board
(University Essen and Medical University Hannover, MHH, no.
2899). Sample T4 (supplemental Table 1) came from a pediatric
AML cohort in Gothenburg, Sweden, and informed consent was
obtained from the legal guardians in accordance with the local
ethical review board. Human iPSC line ChiPSC22 (Cellartis/Takara
Bio Europe AB) was cultivated in the feeder-free DEF-CS system
(Cellartis/Takara Bio Europe) under standard conditions. Before
differentiation, cells were transferred to Matrigel (Corning) and
mTeSR1 medium (STEMCELL Technologies Inc) for 2 to 3 pas-
sages. ChiPSC22 was authenticated; this line and its derivatives
were regularly tested for mycoplasma contamination using a
commercial test kit (VenorGeM Classic, Minerva Biolabs).

Differentiation to hematopoietic cells

Differentiation of ChiPSC22 was done as previously described.8

Whole-genome sequencing (WGS)

Genomic DNA was isolated using the Quick DNA Miniprep kit
(Zymo Research), and libraries were sequenced in an Illumina
HiSeq X Ten sequencer. FASTQ files were aligned with the
Burrows-Wheeler Aligner (maximal exact match option) to the
hg19 reference genome. Single nucleotide variants (SNVs) were
called using mutect2. Because of the lack of matched germ line
sequences, only 52 known AML driver genes (supplemental
Table 2) were screened for mutations. Structural variants (SVs)
and somatic copy number alterations (SCNAs) were called using
the Hartwig Medical Foundation (HMF) pipeline (https://github.
com/hartwigmedical/hmftools). HMF tools were used in tumor-
only mode, and putative germ line SVs were filtered out using a
large panel of HMF-provided normals. SVs <20 kb were filtered
out. Processed data of 2 samples of the TARGET-AML data set
(supplemental Table 1; database of Genotypes and Phenotypes
(dbGaP) accession: phs000465.v22.p8) was downloaded using
the Globus platform.14

RNA isolation, sequencing, and quantitative Reverse

Transcriptase-Polymerase Chain Reaction (qRT-PCR)

Total RNA was isolated using the RNeasy Plus Mini kit (Qiagen).
After library preparation, RNA was sequenced on NOVASEQ 6000
with 100-bp paired end. The FASTQ files were processed using
the nf-core15 RNA-sequencing (RNAseq) v3.9 pipeline, with
alignment performed using Spliced Transcripts Alignment to a
Reference (STAR)16 and quantification performed with Salmon.17

Allele-specific expression was examined by first detecting hetero-
zygous single-nucleotide polymorphisms in exons using the
genomic analysis toolkit (GATK) HaplotypeCaller and then count-
ing the allelic expression in RNA using GATK ASEReadCounter.18

Differential expression analysis was performed using limma for
Affymetrix array data and pydeseq2 for RNAseq data.

qRT-PCR was performed as previously described using TaqMan
Universal Master Mix II with uracil-N-glycosylase (ThermoFisher Sci-
entific, Applied Biosystems) and TaqMan gene expression assays
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(ThermoFisher Scientific, Applied Biosystems; supplemental
Table 3).8

Detection of fusion transcripts

For our own samples, fusion transcripts were detected using
STAR-Fusion v1.10.1.19 For the TARGET-AML cohort, we down-
loaded the processed STAR-Fusion results from the Genomic Data
Commons data portal.

Protein extraction, western blotting, and protein

detection

Protein extraction, western blotting, and protein detection with
antibodies (supplemental Table 4) was done as described
previously.9

Expression screens

RNAseq expression data were downloaded from the TARGET
cohort20 (both TARGET-NCI (Therapeutically Applicable
Research to Generate Effective Treatments, National Cancer
Institute) and TARGET-FHCRC (Fred Hutchinson Cancer
Research Center); https://target-data.nci.nih.gov/Public/AML/
mRNA-seq/L3/expression/BCCA/). MNX1 is not expressed in
normal hematopoietic cells; hence, in RNAseq, a MNX1 expres-
sion >0.5 transcripts per million was considered overexpression.
Gene expression data files of the Balgobind cohort21 were
downloaded from Gene Expression Omnibus (GSE17855) and
normalized using the affy R package (https://bioconductor.org/
packages/release/bioc/html/affy.html). Log-expression values of
microarray data were assumed to be normally distributed. We
computed the mean and standard deviation for MNX1 expression
across all samples; those whose MNX1 expression was higher
than the mean plus 3 standard deviations were considered to
express MNX1 (3-sigma rule).

4C

Circular chromosome conformation capture (4C) with 2 million
cells was done and analyzed as described9 using HindIII in com-
bination with DpnII (supplemental Table 5).

High-throughput chromosome conformation capture

(Hi-C)

Hi-C libraries were prepared and analyzed as previously
described22 with minor modifications. One million cells were fixed
at a final concentration of 1% formaldehyde in RPMI 1640 medium.
Digestion was performed using DpnII. Two to 3 Hi-C library repli-
cates per sample were sequenced with 240 million reads per
replicate. The FASTQ files were processed using the nf-core/hic
v.2.1.0 pipeline. Hi-C figures were generated using figeno
(https://github.com/CompEpigen/figeno)23.

Two-color fluorescence in situ hybridization (FISH)

Two NOVA-probe sets targeting MNX1 (chr7:156802250-
156807250) and ETV6 (chr12:11949500-11954500) carrying
multiple ATTO594 or ATTO647N dyes were synthesized as
described previously24 (supplemental Table 6). Two-color FISH
was conducted as previously described with minor adapta-
tions.25,26 ChiPSC22t(7;12) iPSCs were seeded on DEF-CS
COAT-1–coated coverslips (Cellartis, Takara BioSciences) and

ChiPSC22t(7;12) HSPCs on poly-L-lysine–coated coverslips. After
washing and fixation steps, coverslips were mounted on micro-
scopic slides with Mowiol (2.5% 1,4-Diazabicyclo[2.2.2]octane
and pH 7.0; Carl Roth), dried for 30 minutes, and sealed with nail
polish.27 Automated Stimulated Emission Depletion (STED)
microscopy was performed according to Brandstetter et al.25 FISH
signals within confocal scans were detected using a Laplacian-of-
Gaussian blob detector and subsequently imaged using 3-
dimensional (3D) STED settings. Subpixel localization of FISH
spots in both channels was performed by fitting a multidimensional
Gaussian function plus a constant background using the
Levenberg-Marquardt algorithm. The peak height of the fitted
Gaussians was used to determine spot intensity. Only distances
<600 nm were considered.

ACT-seq and ATAC-seq

Genome-wide targeting and mapping of histone modifications
(supplemental Table 4) and mapping of open chromatin were done
by antibody-guided chromatin tagmentation sequencing (ACT-seq)
and assay for transposase-accessible chromatin by sequencing
(ATAC-seq), respectively, as described previously.9 For read
normalization using spiked-in yeast DNA in ACT-seq, trimmed
reads were additionally aligned against the Saccharomyces cer-
evisiae R64 reference genome followed by postalignment filtering.
An ACT-seq library–specific scaling factor was obtained by
calculating the multiplicative inverse of the number of filtered
alignments against the yeast genome.9 ACT-seq peak calling was
done applying MACS v.2.2.6 (https://pypi.org/project/MACS2/)
with a q-value cutoff of 0.05 and default parameters using a
wrapper script with settings narrowPeak and broadPeak for acet-
ylated lysine 27 of histone 3 (H3K27ac) and (monomethylated
lysine 4 of histone 3) H3K4me1, respectively. To facilitate visuali-
zation of hematopoietic-specific enhancers in the Integrative
Genomics Viewer (version 2.11.7),28 we generated HSPC-specific
H3K27ac and H3K4me1 bw-tracks with callpeaks using corre-
sponding iPSC data as internal reference.

Deletion of the enhancer region

A region of 213.5 kb (chr12:11951022-12164578, GRCh37/
hg19) covering the 4 enhancers located closest to the break point
in ChiPSC22t(7;12) was deleted by CRISPR/Cas9 editing as
described previously8 using CRISPR RNAs designed with the
Alt-R Custom Cas9 crRNA Design Tool (Integrated DNA Tech-
nologies). To join the 2 ends by homology-directed repair, a 150
single-stranded deoxynucleotide was designed with 75 bases
sequence homology on each side. Deletion was done in
ChiPSC22WT and ChiPSC22t(7;12) sublines 14D7 and 24C7.8 The
presence of the deletion on the translocated and the wild-type
allele was validated by PCR using the Terra PCR Direct Polymer-
ase Mix (Takara Bio Europe; supplemental Table 7). From line
14D7, cell line 2304B4 was generated, and from 24C7, lines
2305B10 and 2305C9 were generated.

Phenotypic characterization of enhancer deletion

clones

For flow cytometry analysis, cells were resuspended in phosphate-
buffered saline plus EDTA and incubated with the mix of antibodies
for 15 to 20 minutes in the dark at room temperature. Cells were
washed once and resuspended in phosphate-buffered saline plus
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EDTA. Data were collected on BD FACS Aria (BD Biosciences)
and analyzed using BD FACSDiva. The colony-forming unit assay
was done using MethoCult H4034 Optimum (STEMCELL Tech-
nologies) following the manufacturer’s protocol. Proliferation was
analyzed by continuous culture of the HSPCs in StemSpan SFEM
II + CC100 (STEMCELL Technologies) for 14 days. Cells were
counted every 48 hours, centrifuged, and 75% fresh medium was
added to 25% old medium. Cell division was calculated as follows:
ln(B/A)/(ln2), in which A = number of seeded cells and B = number
of cells after 48 hours.

Results

WGS of t(7;12)(q36;p13) AML

To precisely map structural rearrangements, SCNAs, and genetic
mutations in t(7;12)(q36;p13) AML, we performed WGS of 4
t(7;12)(q36;p13) AML cases, T1, T2, T3, and T4 (Figure 1A;
supplemental Table 1). We additionally used published WGS data
from 2 samples with t(7;12)(q36;p13) from the TARGET cohort29

(supplemental Table 1). The presence of t(7;12)(q36;p13) as a
reciprocal balanced translocation was verified in all 6 samples
(Figure 1A). The break point on chr12 is located in 5 samples in
intron 1 and in 1 sample in intron 2 of ETV6. On chr7, all break
points are located proximal to MNX1; in 4 cases within NOM1,
located next to MNX1; and in 2 cases, between MNX1 and NOM1
(Figure 1B). In none of these cases, an oncofusion gene between
MNX1 and ETV6 is supported by the observed translocation break
points, leaving the main MNX1 variant (RefSeq: NM_005515)
unaffected by the genomic rearrangements (Figure 1C). Accom-
panying cytogenetic data (supplemental Table 1) revealed trisomy
19 in all cases, a result confirmed by SCNA analysis for all cases
except for T1, for which SCNA analysis identified a trisomy 22 but
no trisomy 19 (Figure 1A). We found mutations in common leu-
kemia genes (supplemental Table 2), namely in NOTCH2

(p.A2319V), NF1 (p.P2310fs), and PTPN11 (p.D61Y and p.E69K;
Figure 1A).

T1, T2, and T3 were profiled with RNAseq, but no fusion transcript
MNX1::ETV6 could be identified. The TARGET-AML cohort con-
tains 14 t(7;12) samples, and of these, only 1 has an MNX1::ETV6
fusion detected by STAR-Fusion (TARGET-20-PAWNHH), and 1
has an ETV6::LMBR1 fusion (TARGET-20-PAWNYK). Therefore,
fusion transcripts do not appear to be the driving factor behind
t(7;12)(q36;p13).

MNX1 is highly expressed in all t(7;12)(q36;p13) AML

and is associated with a characteristic gene

expression signature

Although normally not expressed in the hematopoietic lineage,
MNX1 is highly expressed in all analyzed t(7;12)(q36;p13)
AML.5,6,30 In line with this, AML cases T1 to T4 showed high
MNX1 expression (supplemental Table 1). We additionally eval-
uated MNX1 expression in 2 pediatric AML cohorts with available
expression data: Balgobind et al (237 samples profiled with
Affymetrix array31; Figure 2A) and TARGET-AML (1319 samples
profiled with RNAseq29; Figure 2B). MNX1 was expressed in 7 of
237 samples (2.9%) of the Balgobind cohort and in 31 of 1319
(2.3%; including resample for samples TARGET-20-PARUNX
and TARGET-21-PASVJS) samples of the TARGET-AML
cohort. All t(7;12) samples showed MNX1 expression but also
some samples without 7q36-rearrangements. Accordingly, there
might be alternative mechanisms leading to MNX1 activation.
Most t(7;12)(q36;p13) samples were diagnosed at younger than
2 years; however, most MNX1-overexpressing samples without
t(7;12) were diagnosed at an older age (supplemental Table 1). A
characteristic gene expression signature for t(7;12)(q36;p13)
AML compared with other cytogenetic subgroups in pediatric
AML has been described.31 The majority of these genes are either

Figure 1. WGS analysis of t(7;12)(q36;p13) AML. (A) Copy numbers (blue, loss; red, gain), structural rearrangements (green bow connecting 2 chromosomes), and mutations

in known AML driver genes for 6 t(7;12)(q36;p13) AML samples based on WGS. Samples T1, T2, T3, and T4 were profiled in this study, whereas TARGET-20-PARUNX and

TARGET-20-PASIBG are from the TARGET-AML cohort 15. (B) Sketch of the rearranged chr7 and chr12 and zoom-in on the region around the break points. (C) Schematic

overview of chr7 (turquoise), chr12 (orange), and derivative chromosomes der(12) and der(7) resulting from the reciprocal t(7;12) translocation involvingMNX1 on chr7 and ETV6

on chr12. Red lines indicate positions of break/fusion points.
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t(7;12)(q36;p13) translocation. (A-B) MNX1 expression in
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consistently downregulated in t(7;12)(q36;p13) AML (eg,
TP53BP2) or upregulated together with MNX1 (EDIL3, LIN28B,
BAMBI, MAF, FAM171B, AGR2, CRISP3, KRT72, and MMP9).
These do not lie on the translocated piece of chr7; and, hence,
their expression change might be a secondary effect of the
translocation. We performed differential expression analysis
between the t(7;12)(q36;p13) and the other cases from each the
Balgobind and the TARGET-AML cohort (supplemental Table 8;
supplemental Figure 1). Our lists of upregulated and down-
regulated genes include the genes identified by Balgobind et al,31

which are indeed consistently deregulated in t(7;12)(q36;p13)
across several cohorts, as well as other genes not reported
before. The samples with MNX1 expression but without genomic
rearrangement close to MNX1 did not exhibit this typical gene
signature (supplemental Figures 1 and 2). Several experimental
systems have recently been developed to model t(7;12): an
HSPC system with a t(7;12) translocation8,32 and a mouse model
of leukemia induced by MNX1 overexpression.33 The HSPC
system partially recapitulated the patients’ gene expression
signature, whereas in the mouse model, most genes of the t(7;12)
signature were not differentially expressed (supplemental
Figure 2).

The break points on chr12 in the t(7;12)(q36;p13) samples led to a
corrupted ETV6 allele and reduced ETV6 expression compared
with other samples (supplemental Figure 3), but this was not sig-
nificant due to the low number of t(7;12) cases and the high ETV6
expression variability even in the absence of rearrangements.
Heterozygous single-nucleotide polymorphisms in exons of ETV6
were found in T1 and T3, and the allele frequency in RNA sug-
gested monoallelic expression of ETV6 in the leukemic cells
(supplemental Figure 3).

A t(7;12)(q36;p13) cell line model exhibits MNX1
protein expression and chromatin interactions

between the MNX1 and ETV6 regions

Previously, Nilsson et al engineered an iPSC line harboring a
balanced translocation t(7;12)(q36;p13) (ChiPSC22t(7;12)) with a
break point in ETV6 intron 2 and a second one ~21 kb proximal to
MNX1 in the common break point region.8,32 Upon differentiation
of ChiPSC22t(7;12) cells to HSPCs, MNX1 became activated. We
confirmed this result at the protein level in 3 ChiPSC22t(7;12)

sublines, 14D7, 23G8, and 24C7; the MNX1 protein was only
expressed in the ChiPSC22t(7;12) HSPCs but not in the
ChiPSC22t(7;12) iPSCs, ChiPSC22WT iPSCs or ChiPSC22WT

HSPCs (Figure 3A). WGS of the 3 sublines did not reveal any
relevant changes to the original line ChiPSC22, except for the
presence of the heterozygous t(7;12). To examine whether the
t(7;12)(q36;p13) translocation juxtaposes enhancers from the
ETV6 region with the MNX1 promoter, we profiled the iPSCs and
HSPCs of both ChiPSC22WT and ChiPSC22t(7;12) lines with Hi-C.
No interactions were seen between chr7 and chr12 in the
ChiPSC22WT (supplemental Figure 4), but we observed a new
topologically associating domain (neo-TAD) around the break point
in both iPSC and HSPC ChiPSC22t(7;12) (Figure 3B). The neo-
TAD extends up to chr12:12200000, meaning that enhancers
located between the break point and the end of the neo-TAD could
interact with the MNX1 promoter. Public ChIPseq data from K562
cells revealed binding of CCCTC-Binding Factor (CTCF) and

Radiation Gene 21 (RAD21) at the extremities of the neo-TAD,
which would explain its formation (Figure 3B). For an indepen-
dent proof of interaction, we performed 4C using an MNX1 view-
point (chr7:156805780-156806574) and a viewpoint located in
the neo-TAD, close to the ETV6 break point (chr12:11953871-
11954315; supplemental Table 5). Reciprocal 4C confirmed the
interaction between the MNX1 and ETV6 regions in HSPCs and,
less strongly, in 1 iPSC sample (supplemental Figure 5).

We further performed 2-color FISH targeting the MNX1 promoter
and a neo-TAD region located close to the ETV6 break point and
observed a significantly decreased 3D distance between the tar-
geted regions in ChiPSC22t(7;12) HSPCs compared with the cor-
responding iPSCs (Figure 3C). This suggests a reinforced contact
between an enhancer from the ETV6 neo-TAD region and the
MNX1 promoter upon differentiation.

Identification of hematopoietic enhancers in ETV6
and its vicinity

We next searched for hematopoietic enhancers located in the
chr12 part of the neo-TAD. Active enhancers reside in open
chromatin; hence, we profiled accessible chromatin by ATAC in
AML-T1 and -T2 and in HSPCs of our cell line model. The patient
samples clustered with the HSPCs, separately from the iPSCs, and
had similar peaks as HSPCs (supplemental Figure 6A-B). We
found 4 consistent open chromatin sites common to the patient
samples and to the ChiPSC22t(7;12) and ChiPSC22WT cells within
the ETV6 neo-TAD (Figure 4). Additionally, we mapped peaks of
enhancer marks H3K27ac and H3K4me1 in both iPSCs and
HSPCs. To facilitate the identification of hematopoietic enhancers
in ChiPSC22t(7;12) and ChiPSC22WT HSPCs, we applied MACS2
peak calling using the corresponding iPSC data as internal refer-
ence. The 4 open chromatin regions were also marked by HSPC-
specific H3K27ac and H3K4me1 peaks. In addition, we used
public chromatin immunoprecipitation followed by sequencing
(ChIPseq) data sets for the same enhancer marks (Gene Expres-
sion Omnibus: GSM772885 and GSM621451) and the histone
acetyltransferase P300, generated from CD34+ cells and the
chronic myeloid leukemia–derived cell line MOLM-1.10 Again, the 4
ATAC/H3K27ac/H3K4me1 peaks were found as well in MOLM-1
and CD34+ cells (Figure 4). Two of these peaks coincide in
addition with p300 peaks (Figure 4). In conclusion, we identified 4
strong enhancer candidates in the ETV6 neo-TAD region, 2 of
which coincide with p300 peaks and may drive MNX1 activation in
t(7;12)(q36;p13) AML.

Deletion of enhancers in the ETV6 region abrogates

MNX1 expression in ChiPSC22t(7;12) HSPCs

As a further layer of experimental evidence for de novo promoter-
enhancer interactions in t(7;12)(q36;p13) AML, we examined
MNX1 expression levels in 3 ChiPSC22t(7;12) sublines carrying a
deletion of 213.5 kb, which removed the 4 enhancer candidates
(ChiPSC22t(7;12)ΔEn; Figure 5A; supplemental Figure 7A). We
performed WGS of the ChiPSC22t(7;12)ΔEn derivatives 2304B4
and 2305C9, could confirm the enhancer deletion in both, and
found no other rearrangements in 2304B4 but an inversion in the
nontranslocated ETV6 allele of 2305B9 (supplemental Figure 8).
Consequently, clone 2305B9 was omitted from further analyses. In
the other 2 ChiPSC22t(7;12)ΔEn lines, HSPC-specific MNX1
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Figure 3. MNX1 protein expression and chromatin interaction of the MNX1 gene with the ETV6 region in ChiPSC22t(7;12) cells. (A) Western blot with an MNX1

antibody (left) and iPSC (blue) and HSPC (red) protein extracts from ChiPSC22WT and ChiPSC22t(7;12) sublines 14D7, 23G8, and 24C7. The MNX1 protein (asterisk) is only

detected in HSPCs of ChiPSC22t(7;12) sublines 14D7, 23G8, and 24C7. The common band at ~120 kD results from an unknown protein cross-reacting with theMNX1 antibody.

To demonstrate loading of equal protein amounts, the unstripped blot was reincubated with an antibody against β-actin (right). (B) Chromatin interactions analyzed by Hi-C seq in

the genomic region flanking the translocation break point in the ChiPSC22t(7;12) subline 24C7, either as iPSCs (top) or HSPCs (below). The neo-TAD is indicated by a black bar.

ChIPseq data for CTCF and RAD21 in K562 were retrieved from the encode project (IDs ENCFF468HJA and ENCFF000YXZ). (C) Increased proximity betweenMNX1 and ETV6

in ChiPSC22t(7;12) subline 14D7–derived HSPCs compared with iPSCs. Representative STED images of FISH spots in 2 colors targeting MNX1 and ETV6 in iPSCs and

HSPCs (left). Scale bars, 500 nm. 3D distances between the MNX1 and ETV6 signals (right). Red horizontal lines within boxes indicate medians; box limits indicate upper and

lower quartiles. iPSCs, n = 154; HSPCs, n = 409, across 3 independent replicates. *P < .05, Wilcoxon rank-sum test.
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expression was abrogated (Figure 5B), whereas the expression of
LRP6 and BCL2L14 near the deletion was not changed
(supplemental Figure 7B). This supports the hypothesis that MNX1
activation in ChiPSC22t(7;12) is the result of interactions between
theMNX1 promoter and 1 or multiple enhancers located in or close
to ETV6. We also observed downregulation of genes that are
upregulated together with MNX1 in t(7;12)(q36;p13), such as
AGR2, MMP9, MAF, and CRISP3 (Figure 5B), suggesting that
they are regulated by MNX1. Similar to differentiated
ChiPSC22WT, ETV6 was upregulated, which might be explained by

MNX1 regulation as well. Further phenotypic characterization of the
ChiPSC22t(7;12)ΔEn sublines 2304B4 and 2305B10 revealed that
there is no difference in differentiation capacity compared with the
parental ChiPSC22t(7;12) (supplemental Figure 7C). The HSPCs
derived from both groups also show similar proliferation rates and
give rise to similar colony-forming units (supplemental Figure 7D-E).

In conclusion, we provide experimental evidence for a previously
proposed enhancer-hijacking event8 rather than the creation of an
oncofusion protein in pediatric AML with t(7;12)(q36;p13). Using
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an in vitro iPSC/HSPC cell system, we demonstrate that 1 or
several enhancers in the ETV6 region interact with MNX1 to
regulate its expression.

Discussion

In this manuscript, we describe enhancer hijacking and activation of
MNX1 as a novel molecular mechanism resulting from a trans-
location between chr7 and chr12 [t(7;12)(q36;p13)] in pediatric
AML. Our study shifts the focus from a putative MNX1::ETV6

oncofusion transcript42 to the activation of MNX1 as the unifying
putative leukemia-driving event. Overexpression of MNX1 is
accompanied by monoallelic inactivation of ETV6 on the trans-
located chromosome, putatively resulting in haploinsufficiency. Our
observation has important implications for the diagnosis of this
subgroup of patients, as well as novel therapeutic approaches. As
shown in the expression reanalysis, all t(7;12)(q36;p13) AML
demonstrate overexpression of MNX1. Only few AML cases without
t(7;12)(q36;p13) show MNX1 overexpression; but although
t(7;12)(q36;p13) AML is diagnosed at a very young age
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(<20 months), MNX1 overexpression in the absence of this trans-
location occurs predominantly at a later age, suggesting different,
yet unexplained, molecular pathways converging in MNX1 expres-
sion. Considering that MNX1 is not expressed in the normal
hematopoietic system, quantitative MNX1 expression analysis could
be used as a diagnostic marker for this subgroup of pediatric AML.

Enhancer-hijacking events resulting in the activation of proto-
oncogenes have been described also in other human malig-
nancies including translocations resulting in the activation of
oncogenes MYC, BCL2, or CCND1 in B-cell lymphoma34-36 or
rearrangements in medulloblastoma.37 Subtype-specific 3D
genomic alterations were recently discovered in AML leading to
enhancer-promoter or enhancer-silencer loops.38 We demon-
strated that the t(7;12)(q36;p13) translocation results in a neo-
TAD, in which the MNX1 promoter is able to interact with the
ETV6 region.

Initial evidence for an oncogenic role of MNX1 in leukemogenesis
comes from a study by Nagel et al characterizing the MNX1-
overexpressing cell line GDM-1.20 Knockdown of MNX1 led to a
reduction of cell viability and cell adhesion. In vitro overexpression
of MNX1 in HT1080 and NIH3T3 cells leads to premature,
oncogene-induced senescence mediated by the induction of p53
signaling.39 In vivo, ectopic MNX1 expression in murine HSPCs
resulted in strong differentiation arrest and accumulation at the
megakaryocyte/erythrocyte progenitor stage.39 Overall, this
phenotype is in line with reports on t(7;12)(q36;p13) AML blast
cells that are less differentiated (French-American-British subtype
M0 or M2) and demonstrate expression of the stem cell markers
CD34 and CD117.5,40 Waraky et al used retroviral transduction of
MNX1-expressing constructs into murine fetal HSPCs and were
able to induce AML.33 A possible link to leukemogenesis was
described with the observation that MNX1 activation resulted in
reduced H3K4me1/2/3 and H3K27me3 levels providing increased
chromatin accessibility.33

Our study challenges the concept in AML that all reciprocal
translocations lead to oncofusion proteins as an overestimated
molecular mechanism in AML for gene activation. Future studies
unraveling the molecular defects of t(7;12)(q36;p13) AML should
focus on the targets of homeobox transcription factor MNX1 rather
than the oncofusion, as already initiated in some reports.21,30,39

Furthermore, copy number alterations of genes such as DNA
methyltransferase 1 (DNMT1) or RNA polymerase II transcriptional
elongation factor (ELL) on chr19, coupregulation of genes such as
EDIL3 and LIN28B, or haploinsufficiency of ETV6 might contribute
to the leukemogenic process. ETV6 is a strong transcriptional
repressor, and haploinsufficiency could result in reactivation of its
target genes.41 Moreover, the study of a potential therapeutic
benefit by epigenetic drug treatment targeting MNX1 promoter-
ETV6 enhancer interaction in the ChiPSC22t(7;12) iPSC/HSPC
model is warranted.

We recognize that this study has several limitations that could be
overcome in future studies. Due to the rarity of the disease and the
limitations in obtaining primary leukemic samples, multiple (epi)
genomic studies on a single patient sample are currently not
possible but may become possible with improved biobanking,
international collaboration, and the development of low-input
profiling assays. A step in this direction is the survival analysis in
pediatric AML by the NOPHO-AML.4 Another limitation is the

mapping of responsible enhancers in the 213 kb ETV6 region,
including at least 4 potential hematopoietic enhancers that could
drive MNX1 expression. Individual enhancer knockout experiments
will determine whether a single enhancer or multiple enhancers are
required to activate MNX1.
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Differences in nanoscale organization of regulatory
active and inactive human chromatin
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ABSTRACT Methodological advances in conformation capture techniques have fundamentally changed our understanding of
chromatin architecture. However, the nanoscale organization of chromatin and its cell-to-cell variance are less studied.
Analyzing genome-wide data from 733 human cell and tissue samples, we identified 2 prototypical regions that exhibit high
or absent hypersensitivity to deoxyribonuclease I, respectively. These regulatory active or inactive regions were examined in
the lymphoblast cell line K562 by using high-throughput super-resolution microscopy. In both regions, we systematically
measured the physical distance of 2 fluorescence in situ hybridization spots spaced by only 5 kb of DNA. Unexpectedly, the re-
sulting distance distributions range from very compact to almost elongated configurations of more than 200-nm length for both
the active and inactive regions. Monte Carlo simulations of a coarse-grained model of these chromatin regions based on pub-
lished data of nucleosome occupancy in K562 cells were performed to understand the underlying mechanisms. There was no
parameter set for the simulation model that can explain the microscopically measured distance distributions. Obviously, the
chromatin state given by the strength of internucleosomal interaction, nucleosome occupancy, or amount of histone H1 differs
from cell to cell, which results in the observed broad distance distributions. This large variability was not expected, especially in
inactive regions. The results for the mechanisms for different distance distributions on this scale are important for understanding
the contacts that mediate gene regulation. Microscopic measurements show that the inactive region investigated here is ex-
pected to be embedded in a more compact chromatin environment. The simulation results of this region require an increase
in the strength of internucleosomal interactions. It may be speculated that the higher density of chromatin is caused by the
increased internucleosomal interaction strength.

INTRODUCTION

For almost 100 years, it has been known that interphase
chromatin can be distinguished by means of light micro-
scopy into less dense euchromatin and denser packed het-
erochromatin (1,2). Later, it became clear that
nucleosomes are the basic building blocks organizing
DNA packaging and are therefore central to the organization
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SIGNIFICANCE Conformation capture techniques are limited to measuring contact probability. Here, we focused on a
complementary aspect by measuring physical distances of loci, with a genomic distance of�5 kb in single cells. This range
of distances of approximately 100 nm is crucial for mediating the physical contact of transcription factors and other
regulatory elements. Microscopy data delivered the complete distance distribution of two prototypic regions with regulatory
active and inactive chromatin, respectively. Unexpectedly, we found very broad distributions of distances in both regions.
Computer simulations of a coarse-grained model of these regions showed that the variance of the single-cell
measurements can be explained only by the combinations of different influencing factors. This emphasizes the large cell-
to-cell variance in the processes regulating chromatin compaction even in inactive regions.
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of chromatin (3). Groundbreaking electron microscopic
studies showed the tight interaction between histones and
DNA, forming an 11-nm-thick fiber (4,5). Methodological
advances have led to the view that chromatin has a rather
irregular, heterogeneous organization (6–8). This view is
supported by electron microscopic studies and super-resolu-
tion fluorescence microscopy that show interphase chro-
matin to be organized in a flexible and disordered
structure in which regions with higher nucleosome density
are interspersed with nucleosome-depleted regions (9–14).

The landscape of chromatin states is much more diverse
than the originally described euchromatin and heterochromat-
in suggest. By analyzing genome-wide distribution patterns of
chromatin-associated proteins, posttranslational histonemod-
ifications and DNase I hypersensitivity with algorithms such
as ChromHMM and Segway, investigators have proposed up
to 51 chromatin classes (15–21). DNase I hypersensitivity is
a criterion that can also be used alone to subdivide chromatin
in regulatory or activeDNAwith a highnumber ofDNase I hy-
persensitive sites (DHS) as opposed to inactive regions with a
low density of DHS (22,23).

Posttranslational histone modifications of the active chro-
matin classes, such as acetylation, may reduce nucleosome
interaction strength and thus participate, among other mech-
anisms such as through ATP-dependent remodelers, in pro-
ducing an open, less densely packed chromatin (24–28).
Inactive classes are often characterized by methylation
marks on histone 3 (e.g., H3K9me2/3), which can be bound
by the heterochromatic protein 1, thereby compacting chro-
matin (29). However, large parts of inactive and more
densely packed chromatin do not carry significant amounts
of posttranslational histone modifications (15). Other mech-
anisms, such as the amount of linker histone H1, must there-
fore be responsible for the compaction (14).

A remarkable feature of chromatin is its dynamic nature,
which has been observed in several fluorescence imaging
studies (30–40) and is the reason for the large cell-to-cell
variability in the structure of chromatin domains (41).
Changes in nucleosome occupancy are actively regulated
and can drastically affect the 3-dimensional (3D) genome
architecture as it has been shown, for example, by the effects
of tumor necrosis factor alpha on human endothelial cells
(42). Even at the level of single nucleosomes, a significant
and dynamic cell-to-cell variability can be found (43). The
recently developed Fiber-seq method reveals that regulatory
elements are actuated in an all-or-none fashion, thereby re-
placing a canonical nucleosome (44). Some ATP-dependent
chromatin remodelers, and probably also some pioneer tran-
scription factors, are known to exhibit nucleosome eviction
activity (45–47). Together, these examples show that, de-
pending on the regulatory context, the number and exact po-
sition of nucleosomes in active chromatin of eukaryotes can
dynamically change.

Computational studies show a close link between nucle-
osome positions and the spatial organization of chromatin

(48), which was explored by applying computer simula-
tions of a coarse-grained model by many groups (e.g.,
(49–51)). These studies demonstrate, for example, that
different nucleosome repeat lengths are responsible for
more open or closed chromatin configurations (14,52).
Moving even a single nucleosome can strongly influence
the spatial organization (53). Thus, including the real
length of the different linker DNA into coarse-grained
models is required to obtain realistic results (14,53).

In our research, we investigated structural differences
between active and inactive 5-kb chromatin segments of
prototypical chromatin regions, selected on the basis of
the presence or absence of DNase I hypersensitivity, using
oligonucleotide-based fluorescence in situ hybridization
(oligoFISH). By measuring the distance between labeled
endpoints with systematic 3D stimulated emission deple-
tion (STED) microscopy and comparing these data with
Monte Carlo simulations of a coarse-grained model
(53,54), we aimed to find underlying organizational princi-
ples. In active chromatin, simulated data match the micro-
scopic data well, assuming cell-to-cell variability in
nucleosomal occupancy. For inactive chromatin, variability
of the maximal strength of the internucleosomal interaction
and the binding of the linker histone H1 must be assumed
to match the width of the distribution. Regardless of
whether chromatin is active or inactive, our results reveal
two striking features for 5-kb segments: (1) all distance
distributions are right-tailed, and simulations indicate an
underlying cell-to-cell variance in chromatin organization,
and (2) distributions cover a wide range of distances from
less than 50 nm to more than 200 nm.

MATERIALS AND METHODS

For a more detailed description of the methods and procedures described in

this section, please refer to the supporting material,s and methods.

Cell culture

Human erythroleukemia K562 cells (ATCC: CCL243) received from the

Stamatoyannopoulos lab were grown in RPMI 1640 medium (Sigma,

USA) supplemented with 10% fetal bovine serum (Sigma, USA) and 1%

v/v penicillin/streptomycin (Sigma, USA) in cell culture flasks. Cells

were cultured at 37�C in a humidified atmosphere containing 5% CO2

and regularly tested for mycoplasma contamination.

Selection criteria for genomic regions

Universally active and inactive genomic regions were assessed by using the

index of consensus DHSs of Meuleman et al. (22) derived from DNase I hy-

persensitive regions in 733 human biosamples encompassing 438 human

cell and tissue types and states. We identified genomic regions with statis-

tically significant enrichments of cleavage activity in DNase-seq experi-

ments by using the program hotspot2 (55). The selected active region

(chr11: 119,075,000–119,125,000) is spanned by a diverse set of genes,

whereas the inactive region (chr11: 55,810,260–55,840,940) has a minimal

number of elements overlapped by RepeatMasker.
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Sample preparation and microscopy

Oligonucleotide probes for STEDmicroscopy: We tiled 30 non-overlapping

oligonucleotides (40-mers) across each target region (1.5–2 kb), selected

for uniqueness and a higher density than afforded by other published design

tools optimized for whole-genome coverage or chromosome walking (56–

58). Oligonucleotides were labeled with ATTO 594 or ATTO 647N (LGC

Biosearch Technologies, USA). A list of all of the oligonucleotides used

is provided in Table S1 in the supporting material,s and methods. FISH

of formaldehyde-fixed K562 cells was carried out as previously published

(41) with adaptations.

STED microscopy was carried out on a 3D STED microscope (Abberior

Instruments, Germany) equipped with 2 pulsed excitation lasers (594 nm,

0.3 mW and 640 nm, 1.2 mW), 1 pulsed depletion laser (775 nm, 1.2 W),

and Avalanche photodiodes for detection. A 100� UPlanSApo 1.4 NA

oil immersion objective (Olympus, Japan) was used for all of the acquisi-

tions. Pairs of FISH spots labeled with different dyes were detected in

confocal scans, and high-resolution STED detail stacks were acquired

only around these points of interest.

Image data analysis

Supervised machine learning was used as a quality control step to automat-

ically classify STED stacks into ‘‘good’’ or ‘‘bad.’’ Detailed spot analysis

was performed on the analyzable good data to determine the coordinates

of both FISH spots in their respective STED channels. The algorithm

searched for the spot pair with the brightest signal by using a Laplacian-

of-Gaussian blob detector and saved their subpixel coordinates derived

from fitting a multidimensional Gaussian using the Levenberg-Marquardt

algorithm for further statistical analysis. For measurements with 2D deple-

tion, 3D coordinates were transformed into projected 2D coordinates by

omitting the z coordinate.

Coarse-grained modeling

Simulation software: The software was developed in the Wedemann group

in the last few decades and used in many studies. It was written in Cþþ and

was adapted for the use of shared-memory parallel architectures according

to the OpenMP standard. The replica exchange algorithm was implemented

for distributed memory architectures using Message Passing Interface. The

software cannot be made public at the moment, since it contains code under

copyright by other parties.

Simulation protocol: AMonte Carlo (MC) algorithm was used to create a

statistically relevant set of configurations satisfying the Boltzmann distribu-

tion (59). To overcome local energy minima (54), we applied a replica ex-

change procedure introduced by Swendsen andWang (60). Here,M replicas

of the system were simulated with Metropolis MC simultaneously, each at a

different temperature, Ti. After a fixed number of MC simulation step rep-

licas with adjacent temperatures (Ti, Tiþ1), the temperature is swapped with

the probability (Eq. 1):

min½1; expð � ðbi � biþ1ÞðEiþ1 �EiÞÞ�; (1)

with bi ¼ 1=ðkBTiÞ, kB being the Boltzmann constant and Ei the energy

(e.g., elastic energies), of the system i. Before the simulations, the set of

temperatures was determined using a feedback-optimized approach (61).

This algorithm optimizes the distribution of temperatures iteratively, such

that the diffusion of replicas from the highest to the lowest temperature

and vice versa is improved in each iteration. The procedure is more efficient

when starting with a system that is pre-relaxed using a simulated annealing

approach (54). Simulation parameters and constants are given in Table S2.

We chose 16–60 replicas, depending on the system. For systems with 4

kT as a maximum value of internucleosomal interaction energy, we

computed at least 10� 106 MC steps and 90� 106 steps for 6 kT per replica

after simulated annealing. For checking the convergence, we analyzed the

end-to-end distance and the energy as parameters. To determine the point

when equilibrium was reached, we analyzed visually the plots with the

number of steps on a logarithmic scale. Only configurations after that point

were used in the analysis. From analysis of the autocorrelation of energy

and end-to-end distance, we estimated that configurations are uncorrelated

after 10 � 103 steps for systems with 4-kT maximum interaction strength

and 20 � 103 steps for 6 kT (see supporting material,s and methods).

This leads to 1000–2000 uncorrelated configurations. See Table S3 for all

of these values of every simulation in the supporting material.

Modeling of 3D configurations: Since atomistic modeling of chains with

many nucleosomes is not possible, coarse-grained models are widely used.

We applied the simulation procedure as described in Muller et al. and fol-

lowed the description given there (53). Chromatin is modeled as a chain of

segments, in which spherocylindrical units describing the nucleosomes are

connected by cylindrical segments describing the linker DNA. Each

segment i possesses a position and a local coordinate system consisting

of three perpendicular unit vectors (bui ; bvi ; bfi ) that describe its torsional

orientation (Fig. S1). Vector bui is parallel to the direction of the segment

(i.e., the vector ~si from its position to the position of the next segment).

The position of the center of the nucleosome and its orientation is computed

from the center of the nucleosome segment by the length d and six angles

describing the relative orientation (Fig. S2). Systems without linker histone

and with linker histone differ by the set of angles (62). The length of each

individual linker DNAwas computed from the positions of the nucleosomes

in the studied region. The number of base pairs of a linker length is con-

verted to nanometers by a factor of 0.34 nm/bp. Each linker DNA is

modeled by at least 2 segments. If the linker length is larger than 20 nm,

then the number of segments is calculated by rounding up (linker length/

10 nm).

Statistical analysis

A mixture histogram (Fig. 4 H) was calculated by minimizing the squared

differences between the bins of a histogram of the microscopically

measured FISH spot distances (Fig. 4 A) and a linear combination of the

histograms of simulation results with varying nucleosome occupancies

(Fig. 4 B–G). Quadratic programming (via the quadprog package in R)

was used to find a solution in which the contributions of the individual sim-

ulations are non-negative and equal 1.

2D and 3D distance data were cut off at the maximum length of a theo-

retical beads-on-a-string fiber, since it is very unlikely that genomic regions

more elongated than a fully stretched beads-on-a-string fiber are present in

the nucleus. To calculate the length of a beads-on-a-string fiber, the

following formula was used: genomic length [bp] * 0.34 nm (size of 1

base)/7 (63). For 5-kb genomic distances, the cutoff for measured distances

was at 250 nm.

Data availability

All of the data are available through the public Open Science Framework

repository: https://doi.org/10.17605/OSF.IO/ZJWXM. Simulation trajec-

tories are in an easily readable XML format (64). Analysis and visualization

scripts are available as a directly runnable code ocean capsule: https://

codeocean.com/capsule/8421512/tree/v2.

RESULTS

Chromatin organization of active and inactive chromatin
was analyzed in K562 cells using systematic super-resolu-
tion microscopy of DNA sequences labeled with oligoFISH
probes and comparison with simulated 3D chromatin con-
figurations generated by a coarse-grained model. The

Nanoscale organization of chromatin
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K562 cell line is well suited to computer simulations as a
wealth of information such as genome-wide chromatin
immunoprecipitation sequencing data, comprehensive
maps of posttranslational nucleosome modifications, and
nucleosome positioning generated by the ENCODE project
are available (21,65).

STED microscopy as a tool to study prototypic
chromatin regions on the kilobase scale

By using data from Meuleman et al. (22), we selected a 20-
kb region on chromosome 11 (hg19, chr11: 118955404–
118977871), which exhibits very high density of DHSs,
not only in K562 (Fig. 1 A) but also in more than 730 sam-
ples from human cells and tissues. Moreover, this region is
flanked upstream and downstream by highly active chro-
matin. For inactive chromatin, the selection criteria were
a minimal number of repetitive elements and missing
DHS over 30 kb in more than 730 human samples. In
K562 cells, the region without DHSs spans over 2 Mb.
The selected 20-kb inactive region is also located on chro-
mosome 11 (hg19, chr11: 55580425–55603312) (Fig. 1 B).

For each of these 20-kb regions, 5 oligoFISH probe sets (A,
B, C, D, E; Fig. 1, A and B) were designed, dividing the 20
kb into 4 approximately 5-kb-long segments from midpoint
to midpoint of the respective probe set (probe set combina-
tions: AB, BC, CD, DE). Each oligoFISH probe set con-
sisted of 30 oligonucleotides (directly fluorescently
labeled 40mers) covering a region of approximately 1.5–
2 kb (Fig. 1, A and B). These small genomic distances
are expected to result in spatial distances falling below
the resolution limit of light microscopy (66), which is
more than 200 nm in the x- and y-dimensions and
>500 nm in the z dimension (67). Using STED micro-
scopy, we achieved a root mean square precision for the
distance measurements between two spots with a different
spectral behavior of approximately 7.5 nm in 3D (support-
ing material,s and methods) (Fig. 1, C and D). By using re-
constituted chromatin, we showed that STED microscopy
can resolve distances between the ends of chromatin con-
sisting of �5 kb DNA and up to 25 nucleosomes
(Fig. S3). The distances measured microscopically were
in the range of a simulated distance distribution of the
same system.
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FIGURE 1 FISH probe design for active and inactive region. (A) The active region contains the genes HMBS, H2AFX, and DPAGT1. The probe sets are

almost equally spaced (5.2, 5.3, 5.3, and 5.3 kb midpoint to midpoint) and mostly cover DHS sites. (B) The inactive region contains genes for olfactory

receptors. The region shows no DNase I hypersensitivity, and the probe sets are equally spaced (5.1 kb midpoint to midpoint). Modified University of Cal-

ifornia, Santa Cruz genome browser plot (68); the data for the DNase I track are from GEO: GSM816655. (C and D) Representative STED detail images of

FISH spots in 2 colors for active (C) and inactive (D) (target 1 in green, target 2 in red). Line plots depict intensity values for both colors along lines of interest

(white lines). Scale bar, 500 nm. To see this figure in color, go online.
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Inactive regions are more compact than active
regions

Recent studies reveal a high cell-to-cell variance of the
spatial genome organization (69–71). To study the chosen
regions, we applied high-throughput 2D STED microscopy
to generate data with high statistical power characterizing
the nanoscale organization of 5-kb segments of active and
inactive chromatin. For each of the 8 investigated 5-kb seg-
ments, between 484 and 1621 single-cell measurements
were analyzed. The four measured intervals in the active
chromatin region differ from one another. We found some
significant deviations, with the maximum difference in the
median projected distance of 16 nm (p ¼ 0.00053, BC
versus DE and CD versus DE, Wilcoxon rank-sum test)
(Fig. 2 A; Table S4). In active chromatin, variability of the
nanoscale organization is expected since each 5-kb segment
is composed of different proportions of exons, introns, en-
hancers, and other regulatory sequences. Surprisingly, we
also found highly significant differences between the inves-
tigated intervals in inactive chromatin. We expected much
less difference in compaction because inactive chromatin
is expected to be more uniform as it does not harbor active
regulatory elements and nucleosome occupancy is not modi-
fied by transcriptional activity (Figs. 2 B and S4). The
maximum difference in the median projected distance was
12 nm within the inactive chromatin group (p < 0.0001,
AB versus DE, Wilcoxon rank-sum test; Table S4).

However, since the differences within the active and inac-
tive regions are small, they were pooled to show the overall
length distribution of each chromatin class. The median pro-
jected distance between 2 FISH spots flanking a typical 5-kb
interval of active chromatin is 82 nm and 55 nm in inactive
chromatin (Fig. 2 C). Shorter double spot distances indicate

a higher degree of chromatin compaction, whereas larger
distances suggest less compaction. Thus, data from our mea-
surements are in line with published data showing active
chromatin to be less compacted compared to inactive chro-
matin (11). As expected, the distributions of the FISH spot
distances of active and inactive chromatin differ signifi-
cantly as shown in a cumulative distribution plot (Fig. 2
C, p < 2 � 10�16, Wilcoxon rank-sum test; Table S4).

For a more in-depth analysis, we selected a 5-kb segment
for both the active and inactive regions, which are represen-
tative of the respective group in 2D STED measurements.
We chose interval AB for the active region and CD for the
inactive region (Fig. 2, A and B). Both regions do not
show CCCTC-binding factor (CTCF) binding sites and are
therefore not anchors for chromatin loops.

Assigning the input parameters for coarse-
grained modeling

The exact position of nucleosomes is an important input
parameter for coarse-grained models and strongly affects
simulated configurations (14,53). Nucleosomal posi-
tioning can be determined by micrococcal nuclease diges-
tion followed by deep sequencing (MNase-seq) (72). Here,
we used ENCODE MNase-seq tracks of K562 cells, which
are derived from cell populations and therefore often show
a seemingly overlapping nucleosome pattern (University
of California, Santa Cruz accession: wgEncodeEH000921,
GEO accession: GSM920557). These data are unsuitable
for our coarse-grained model, as it requires non-overlap-
ping unique nucleosome positions as input. Therefore,
we computed the most probable non-overlapping nucleo-
some populations by applying the NucPosSimulator (73).
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Experimentally derived nucleosome occupancy and the
computed most probable nucleosome positions of active
region AB and inactive region CD are shown in Fig. 3,
A and B. Nucleosome positions of the respective flanking
regions can be found in Fig. S4. We identified 28 nucleo-
somes in the active region and 29 nucleosomes in the inac-
tive region. The flanking regions contain approximately
110 nucleosomes on each side. A list of the lengths of
all linker DNA can be found in the Open Science Frame-
work repository. For the nucleosomal repeat length (NRL)
of chromosome 11, we calculated a mean value of 183.4

5 66.3 bp applying NucPosSimulator (Fig. 3 C) (for
calculation details, see the Materials and methods sec-
tion). The mean NRL of the active (AB) and inactive
(CD) region studied in detail is 179.6 and 179.1 bp,
respectively (Fig. 3 D). Both values are in the range of
the NRL of chromosome 11. To cross-check the effects
of possible inaccuracies in the positions of the nucleo-
somes, additionally we determined the nucleosome posi-
tions for both regions and flanking regions from
lymphoblastoid cell lines (74) and used them for control
simulations.
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The strength of the internucleosomal energy is another
important parameter in all coarse-grained models and de-
pends on the solvent (75) and histone modification (71).
Literature values for this energy typically range from 3 to
10 kT (71,76,77). Nucleosomes containing unmodified his-
tones have a higher interaction energy, whereas modifica-
tions such as acetylation weaken internucleosomal
interactions (71). Since the inactive chromatin examined
here does not exhibit significant histone modifications
(Fig. S4 B), we have used a value from the upper range of
the literature values (6 kT) to simulate this chromatin
type. Conversely, the active region features many posttrans-
lational histone modifications (Fig. S4 A), and we thus used
a lower value (4 kT) to compute the respective
configurations.

The nucleosome occupancy varies from cell to
cell in active chromatin

The microscopic data shown so far are 2D data, which un-
derestimate the real 3D distances between the FISH spots
since the cells are expected to be rotated randomly relative
to the optical axis of the microscope. Only 3D single-cell
microscopy allows the study of real distances between 2
spots on a single-cell level and to compare data between mi-
croscopy and simulation. Therefore, we performed 3D
STED measurements, which require careful correction for
refractive index mismatch between the immersion fluid of
the objective lens and the embedding medium (see support-
ing material,s and methods).

The 3D STED measurements for the 5-kb AB interval in
the active chromatin region revealed distances ranging from
<50 to 250 nm, with a mean distance of 115 nm (n ¼ 762;
Fig. 4 A; data of all other segments Fig. S5; statistical data in
Table S5). Remarkably, in active chromatin, elongated con-
figurations can be found, which results in a right-tailed dis-
tribution of the microscopic distance measurements. To
understand this phenomenon better, we performed coarse-
grained computer modeling of the nucleosome chain with
the most probable nucleosome positions. We sampled a sta-
tistically relevant ensemble of independent 3D configura-
tions in the active region by applying our coarse-grained
model, which included elastic and electrostatic properties
as well as excluded volume effects. To compare the simu-
lated data with the microscopic data, the distances between
the simulated sequence segments that correspond to those of
the microscopic measurements were determined. In this
way, a distance histogram was generated from the simulated
data, which can be directly compared to the microscopic
data (Fig. 4, B–G). The computed distribution was narrower,
and the mean distance was approximately a standard devia-
tion shorter than the microscopically measured distribution
(Fig. 4 B).

We hypothesized that in the cell population used for the
microscopy experiment, the number of bound nucleosomes

varies from cell to cell. This hypothesis was tested by com-
puter simulations, in which the least probable nucleosomes
were removed. To find the nucleosomes with the lowest oc-
cupancy signal, we analyzed the mean value from the occu-
pancy data calculated by NucPosSimulator (nucleosomes
with lowest occupancy signal are indicated in Figs. 3 A
and S4). Next, we computed statistically relevant ensem-
bles of 3D configurations by replacing the nucleosome
with the lowest occupancy signal by naked DNA (�1,
Fig. 4 C). The same was done by replacing two (Fig. 4
D), three (Fig. 4 E), four (Fig. 4 F), and five (Fig. 4 G) nu-
cleosomes according to the rank order of the nucleosome
occupancy signal. In fact, a reduction of the total nucleo-
some number resulted in increasingly larger mean dis-
tances, but none of the individual distributions were
comparable with the microscopically measured distribu-
tion. By applying a least squares fit, the different distance
distributions were combined and resulted in a mixed dis-
tance histogram that mimics the microscopic data better
than each of the underlying histograms, as indicated by a
reduction in the root mean square error (Fig. 4 H) (see Ma-
terials and methods). Visualizations of simulated chromatin
configurations show that both fibers with all nucleosomes
and with a reduced nucleosome number (�5) can have
short and long end-to-end distances (Fig. 4, I and J). These
configurations show local accumulations of a few nucleo-
somes connected by stretches with low nucleosome occu-
pancy. These structures are remarkably similar to recently
published light and electron microscopic data of interphase
chromatin (12,14,78). These results from the models are
robust against possible inaccuracies in the nucleosome po-
sitions since computer simulations with nucleosome posi-
tions derived from lymphoblastoid cell lines deliver
nearly identical results (Fig. S6, K and L). Linker histone
H1 does not change the distance distributions in this case
either (Fig. S6, I and J).

A process that is obviously accompanied by major
changes in chromatin structure and in which nucleosomes
are also temporarily removed from the chromatin structure
is DNA replication in the S phase of the cell cycle. Fluores-
cence-activated cell sorting of cells with fluorescently
labeled DNAwas used to generate G1, S, and G2 phase frac-
tions for further analysis (Fig. S7). Microscopically
measured distance distributions of G1 and S phase cells
resemble the data of the unsorted population.

Inactive region is compacted by various
mechanisms

Microscopic data of the inactive region CD show the ex-
pected shift of the histogram to shorter distances, indicating
more condensed chromatin (Fig. 5 A). Similar to the active
chromatin, the histogram of the inactive region also contains
large distances that cannot be explained by replicating DNA
(Fig. S7). 3D STED distance histograms of the inactive
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region CD were compared with simulated data by the same
strategy as above. The comparison showed that the
computed mean distance was�40 nm larger than the micro-
scopically measured distance when a maximal attractive in-
ternucleosomal energy of 4 kT was used for the simulation
(Fig. 5, A and B). As argued earlier, an increase in the inter-
action energy to 6 kT seems to be more realistic for simu-
lating inactive chromatin. This approach delivered
configurations with the mean value of the simulated distance
distribution in the correct range but symmetrical and not
skewed to smaller values (Fig. 5 C). Obviously, additional

mechanisms compact the inactive chromatin of the investi-
gated region.

Genome-wide data on the level of H3K9me3 (GEO:
GSM733776) and H3K27me3 (GEO: GSM733658) histone
modifications show in the inactive region CD only back-
ground levels, which can be found throughout the genome.
Also, repetitive DNA sequences (RepeatMasker) are not
enriched. The levels of these markers are significantly
lower than in regions known to be compacted by hetero-
chromatinization or by binding the Polycomb group pro-
teins. Therefore, other mechanisms must be considered,
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such as the binding of linker histone 1 (H1), which has
long been known to have a chromatin-compacting effect
(14,79). H1 is included in the computer model by different
angles of the attached linker DNA at the nucleosomes (52).
These angles were derived by a systematic analysis of data
from reconstituted fibers (62). It can be expected that de-
tails of the angles vary since the chicken linker histone
H5, for example, causes different angles than human H1
(62). However, all of the variants of H1 lead to higher chro-
matin compaction.

In fact, simulations with a stochiometric H1 to nucleo-
some ratio of 1:1 led to more compact configurations,
with a mean value of 27 nm less for 4 kT (Fig. 5 D) and
43 nm less for 6 kT (Fig. 5 E). To explore the effects of
different stoichiometry of H1, we performed computer sim-
ulations of a random 50% nucleosome binding (1:2). Here,
the compaction is less pronounced, and the mean is approx-
imately 12 nm smaller than without H1 (Fig. 5 F). Visuali-
zations of exemplary simulated configurations are shown in
Fig. 5, G–I.

In summary, similar to the active region the experimental
data of the inactive region can only be explained by a cell-

to-cell variability but including a stronger internucleosomal
interaction and binding of H1.

DISCUSSION

By using high-throughput super-resolution microscopy, we
studied the nanoscale organization of 5-kb chromatin seg-
ments that are located in regulatory active and inactive chro-
matin. The data shown here contain information that differs
for fundamental reasons from that of published conformation
capture data sets such as Hi-C. While microscopy measures
the physical distances between genomic loci, conformation
capture methods assess how often direct contacts between
genomic elements occur (80). Most conformation capture
data sets represent a population average, whereas we provide
here statistically robust data on the chromatin configuration in
single cells that can be directly compared with data from sim-
ulations. The selected areas are prototypic for active and inac-
tive chromatin because patterns of prominent or absent DHSs
spread over hundreds of kilobases around the selected region
and can be found in more than 730 different human cell and
tissue samples. Both regions have anNRLclose to the average
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of the entire chromosome, which is another indication that
representative regionswere selected. For these reasons, we as-
sume that the structural principles described apply to other
parts of the genome.

In both active and inactive chromatin, 3D spatial distances
between the endpoints of the 5-kb segments differ from cell to
cell, resulting in a broad distance distribution,with themass of
the distribution shiftedmore to shorter values in inactive chro-
matin. In contrast, simulations with different nucleosome oc-
cupancies, changed strength of the internucleosomal energies,
or deviations from stoichiometric H1 binding led to far nar-
rower distance distributions. Therefore, the large width of
the distance distribution seems to be a feature that is caused
by the summation of cell-to-cell differences in the resulting
histogram.

Unexpectedly, we found very elongated chromatin config-
urations with 5-kb exhibiting lengths of over 200 nm in both
active and inactive chromatin. For comparison, a stretched
beads-on-a-string chromatin fiber of 5 kb has a length of
243 nm (63). Replication cannot account for the majority of
these elongated configurations as we have shown bymeasure-
ments on cells in G1 phase. Replication is a fast process,
occurring at �16 bp/s (81), so the probability of fixing a cell
at the moment a 5-kb segment is currently replicated is low.
The same is true for other active mechanisms such as loop
extrusion by cohesion (82). In simulations with our coarse-
grained model, elongated chromatin configurations are more
probable if a number of nucleosomes are replaced by naked
DNA. Therefore, it is important to investigate which nucleo-
somes have the weakest occupancy in our model. In fact, 8
of the 10 nucleosomeswith the lowest occupancy in the active
region are localized within DHSs (Fig. S4 A), a result that is
consistent with genome-wide measurements (44).

The perspective of cell-to-cell differences in nucleosome
occupancy in activeDNA is supported by different lines of ev-
idence: (1) While at certain positions nucleosomes are posi-
tioned with high precision (83), nucleosome positions can
vary substantially from cell to cell (43,73), (2) pioneer tran-
scription factors and chromatin remodeling complexes can
change nucleosome occupancy (84,85), (3) the upregulation
of genes is known to reduce the number of boundnucleosomes
(42) and increasesH2Bmobility (14), (4) transcription factors
compete cooperatively with nucleosomes for access to DNA
(86,87), and (5) regulatory elements are actuated in an all-
or-none fashion by the cooperative binding of transcriptional
factors in place of a canonical nucleosome (44,88).

Formost of the 1600 known transcription factors (89), there
are nomodels to estimate theDNA structure after binding.We
simulated regions without nucleosomes as linker DNA with
the corresponding elastic and electrostatic properties, since
92% of the transcription factors studied have a DNA footprint
between 7 and 30 nt (90), while nucleosomes have a footprint
of 146–147 nt and the DNA is 1.65� wrapped around them
(5). Therefore, we can neglect bound transcription factors in
the model without limiting the conclusions.

As described earlier, the microscopic measurements of
inactive chromatin revealed a compaction that can be ex-
plained by an increase in the strength of internucleosomal
interactions and by the additional introduction of the linker
histone H1. Microscopic measurements showed that the
inactive region investigated here is expected to be embedded
in a more compact chromatin environment (Fig. S8). It can
be speculated that this higher density is caused by the
increased internucleosomal interaction strength as found
in the model. This result is in line with the current discussion
of phase separation in the nucleus (91).

Similar to the active regions, microscopic data of the
inactive region also show elongated chromatin configura-
tions (>200 nm) in individual cells. In analogy to active
chromatin, this could indicate variable nucleosome occu-
pancy in inactive chromatin as well. In fact, the data shown
in Fig. 3 B also show weakly bound nucleosomes in this
chromatin class, but this does not exclude further mecha-
nisms causing elongated chromatin configurations. Regard-
less, the large variation in physical distances between spots
with a genomic distance of 5 kb from cell to cell suggests
that inactive chromatin is also subject to continuous
reorganization.

In each computer simulation, a system has a certain num-
ber of nucleosomes, amount of bound H1, and internucleo-
somal interaction strength. It can be expected that in vivo
more variety exists (e.g., in the active region, one or two
nucleosome are missing and a varying stoichiometry of
linker histone is present). The properties of these systems
are expected to be in the range of the already-broad range
of different simulated systems presented here.

An extensive body of literature (for a review, see
Schoenfelder and Fraser (92)) on chromatin architecture
focuses on the formation of chromatin loops, bringing reg-
ulatory elements into close contact and thus regulating
gene expression. Distances below which an enhancer is
thought to activate a promotor range from less than
150 nm (66) to 300 nm (93). Here, we show by high-
throughput microscopy of human chromatin that in active
regions more than 45% of the 5-kb endpoints approach
to less than 100 nm, whereas in inactive chromatin, this
is the case in more than 60% of the cells (value derived
from data of Figs. 4 A and 5 A). Apparently, thermodynam-
ically driven spontaneous movements can bring regulatory
elements into close contact with their promoters that are
only a few kilobases distant from one another. Considering
that in the human genome, 142,000 enhancer-like elements
fall within 2 kb from the nearest transcription start site
(21), such spontaneous movements of chromatin could
significantly influence gene regulation.

SUPPORTING MATERIAL

Supporting material can be found online at https://doi.org/10.1016/j.bpj.
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5
D I S C U S S I O N

5.1 towards sub-kilobase imaging of the genome

Recent advances in sample preparation, bioinformatics analysis, and
data processing have enabled the development of high-throughput
sequencing- and imaging-based techniques that probe complex DNA-
DNA interaction patterns in the genome. However, the detection of
sub-kilobase genomic targets, such as regulatory elements, in single
cells remains challenging. Current 3C-based methods can identify
genome-wide pairwise chromatin contacts with a resolution down to 1

kilobase but require millions of cells to generate high-quality datasets
(Bonev et al., 2017; Rao et al., 2014). Single-cell Hi-C has confirmed
variability in large-scale genomic interactions, but the current reso-
lution restricts the investigation of small genomic targets (Flyamer
et al., 2017; Nagano et al., 2013; Nagano et al., 2017; Stevens et al.,
2017). While live-cell imaging probes the spatiotemporal dynamics
between selected genomic regions, experimental preparations often
involve laborious genetic perturbations and typically allow for the
visualization of only a few targets (Amiad-Pavlov et al., 2021; Gabriele
et al., 2022; Nozaki et al., 2017).

We aimed to develop FISH-based strategies to probe small genomic
elements in the three-dimensional context of the nucleus. Previous
approaches often used large FISH probes derived from BACs, YACs,
cosmids, or PCR, but the length of these probes limited the mini-
mum target size to several tens of kilobases (Burke et al., 1987; Nath
and Johnson, 1998; Shizuya et al., 1992). Oligonucleotide-based FISH
probes enable multiplexed imaging of genomic targets, but current
state-of-the-art methods are typically limited to probing regions in
the range of several kilobases (Bintu et al., 2018; Mateo et al., 2019;
Nir et al., 2018). While signal amplification methods increase sig-
nal strength through multiple rounds of probe hybridization, DNA
accessibility and nonspecific background signals complicate the visu-
alization of sub-kilobase genomic loci (Choi et al., 2014; Dardani et al.,
2022; Dirks and Pierce, 2004; Kishi et al., 2019; Lizardi et al., 1998;
Rouhanifard et al., 2019; Xie et al., 2018). We focused our efforts on
generating densely labeled primary probes (NOVA probes) to amplify
FISH signals without the need for multiple hybridization steps.

DNA is typically labeled through the chemical attachment of dyes
or the enzymatic incorporation of modified nucleotides. However,
covalent conjugation of fluorophores to probes is usually restricted to
their 3’-end and does not yield densely labeled probes (Ishizuka et al.,
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2016; Kolb et al., 2001; Raddaoui et al., 2020; Raj et al., 2008; Raj and
Tyagi, 2010). Therefore, we chose an enzymatic approach to produce
probes that carry multiple fluorophores in the genome-binding or in
an overhang region. To this end, we screened family A and family
B polymerases for their ability to incorporate modified nucleotides
into short probes. Family A polymerases, such as Klenow exo-, Taq,
or DNA polI, are routinely used in nick translation or random prim-
ing to generate large, labeled DNA fragments (Mathew, 1984; Ried
et al., 1992). However, our screening showed that engineered family B
polymerases (Q5, Phusion, Therminator) are better suited than fam-
ily A polymerases for creating short, densely labeled probes. This
observation is supported by structural data showing that family B
polymerases have a larger channel volume and phosphate backbone-
mediated protein-DNA interactions, which are less likely to be dis-
turbed by modified nucleotides (Hottin and Marx, 2016; Kropp et al.,
2017, 2019; Tasara et al., 2003). Point mutations in the exonuclease do-
main (D141A, E143A) and the finger domain (A485L) of Therminator
DNA polymerase may further enhance the incorporation efficiency of
dye-labeled nucleotides, similar to the Klenow exo- mutant (Gardner
et al., 2019; Lieu et al., 2005). In our study, we successfully generated
ATTO488-, Cy3-, ATTO594-, and ATTO647N-labeled NOVA-probes
and expect that Therminator DNA polymerase can also incorporate
other dye-labeled nucleotides into probes. We note that chemical and
physical properties of dyes, such as lipophilicity, photostability, and
fluorescence lifetime, can impact image quality and may render certain
dyes unsuitable for detecting small genomic loci (Hughes et al., 2014;
Schirripa Spagnolo and Luin, 2022).

Having established a workflow that allows for the flexible incorpo-
ration of dye-labeled nucleotides into probes, we generated densely
labeled probes but observed that high labeling density reduces sig-
nal strength. Through systemic analysis, we found that the observed
decrease in signal intensity is caused by distance-dependent dye-dye
interactions rather than a reduction in probe binding. Consistent with
the characteristics of homo-FRET, these dye-dye interactions diminish
as the distance between dye molecules increases (Jun et al., 2020). In
the case of ATTO647N, the optimal distance between two dyes was 7

nucleotides, which is consistent with in silico studies performed with
DNA origami (Kessler et al., 2023). Similarly, Schröder et al. observed
that contact quenching between two ATTO647N molecules can be
avoided when the dyes are spaced 7 nucleotides apart (Schroder et al.,
2019). However, we also found that the fluorescence of two ATTO488

molecules did not saturate at a 10-nucleotide distance, indicating that
the optimal spacing between dyes may vary between fluorophores.

Since NOVA -probes enable the robust detection of sub-kilobase
genomic loci, they are ideally suited for several applications: (i) In-
teractions between regulatory elements can be mapped with high
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precision. This may be particularly advantageous in genomic regions
where regulatory elements are positioned near each other or their
targets (Uyehara and Apostolou, 2023). Additionally, this capability
has allowed us to detect small genomic loci near breakpoints in AML
models. (ii) Short repetitive DNA motifs can be visualized. The hu-
man genome contains numerous transcription factor binding sites that
modulate gene expression (Lambert et al., 2018). NOVA-probes may
enable the detection of repetitive DNA motifs and, when combined
with immunostaining, provide insights into the binding and unbind-
ing of transcription factors. This could be valuable for investigating
the activity of transcription factors during development, such as the
binding of pioneer transcription factors during zygotic genome ac-
tivation or interactions between pluripotency factors in embryonic
stem cells (Gassler et al., 2022; Sandoval-Villegas et al., 2021). (iii)
Semi-quantitative analysis of gene copy number variation can be fa-
cilitated. Since copy number variations of certain genes are involved
in cancer formation, the development of sensitive tools that probe
these variations may support cancer diagnostics and research (Shao
et al., 2019). (iv) The integration of genetic elements into cell lines
can be validated. While genome-editing tools enable the generation of
transgenic cell lines, detecting desired and undesired integration sites
often require labor-intensive genome sequencing (Janik et al., 2020;
Sandoval-Villegas et al., 2021). NOVA-probes can determine the num-
ber and organization of integrated DNA sequences and may become
especially useful for detecting integrated elements that span less than
1 kb, such as fluorescent reporter genes.

We also anticipate that our NOVA workflow will find applications
beyond FISH, such as in DNA-PAINT, DNA origami synthesis, and
protein labeling (Jungmann et al., 2014; Schnitzbauer et al., 2017).
Specifically, the enzymatic synthesis of bright, densely labeled probes
can reduce imaging acquisition time, lower the cost of probe labeling,
and facilitate detailed studies of dye-dye interactions. However, our
probe design is limited to applications that require a small number
of targets. Unlike barcoded probes, NOVA-probes are incompatible
with multiplexed imaging, limiting their use to pairwise imaging of
regulatory elements. Nonetheless, NOVA-probes could be adapted
for multiplexed imaging by serving as enhanced readout probes that
facilitate the detection of unlabeled barcoded probes.
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5.2 detecting enhancer hijacking events in cancer

In recent years, numerous genetic rearrangements have been identified
in cancer cells that impact cell proliferation, survival, and function
(Boveri, 2008; Spielmann et al., 2018; Yi and Ju, 2018). It is widely
accepted that genetic rearrangements can lead to gene amplifica-
tion, truncation, deletion, or fusion and alter the properties of a cell
(Mertens et al., 2015). Promoter insertion and gene fusion events at the
breakpoints of reciprocal translocations have been extensively studied
due to their simple identification and impact on patient prognosis
(Canoy et al., 2022; Fritz et al., 2019; Neves et al., 1999; Roix et al.,
2003). The advent of high-throughput sequencing technologies has
accelerated the characterization of chromosomal rearrangements and
identified dysregulated transcription in numerous genes located near
breakpoints (Claringbould and Zaugg, 2021; Helmsauer et al., 2020;
Northcott et al., 2014, 2017; Spielmann et al., 2018). Since the DNA
sequences of these genes often remain unchanged, transcriptional
changes may result from local reconfigurations in genome architec-
ture.

We focused our efforts on the characterization of three-dimensional
chromatin reconfigurations and enhancer hijacking events in acute
myeloid leukemia (AML) with t(7;12)(q36;p13), a pediatric cancer with
poor prognosis (Bergh et al., 2006). Previously, it was hypothesized
that the high occurrence of t(7;12)(q36;p13) in pediatric AML could
be attributed to the formation of a MNX1::ETV6 oncofusion gene (De
Braekeleer et al., 2012; Li, 2022; Taketani et al., 2008). Motor neuron and
pancreas homeobox 1 (MNX1) is a transcription factor that is involved
in motor neuron and pancreas development and its overexpression
is associated with differentiation arrest in hematopoietic stem and
progenitor cells (Harrison et al., 1999; Ingenhag et al., 2019; Thaler
et al., 1999). Furthermore, MNX1 overexpression results in reduced
levels of H3K4me1/2/3 and H3K27me3 and increased chromatin
accessibility (Waraky et al., 2024). However, the precise mechanisms by
which MNX1::ETV6 oncofusions drive AML formation remain unclear
(Taketani et al., 2008).

In this study, we used whole-genome sequencing to analyze struc-
tural rearrangements in six AML patients, but did not detect any
MNX1::ETV6 oncofusions among these cases. Based on the expression
analysis of over 1500 pediatric AML samples, we hypothesized that
MNX1 upregulation, rather than MNX1::ETV6 oncofusions, may drive
cancer progression in pediatric AML. We used a combined approach
of Hi-C, 4C, ATAC-seq, and FISH to characterize MNX1 activation in
CRISPR-engineered t(7;12)(q36;p13) differentiation models (Nilsson
et al., 2022). The induced pluripotent stem cell (iPSC) model used in
this study carried t(7;12)(q36;p13) and expressed MNX1 upon differ-
entiation into human hematopoietic stem and progenitor cells (HSPC),
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comparable to AML with t(7;12)(q36;p13) (Ballabio et al., 2009; Bergh
et al., 2006).

We detected a neo-TAD in t(7;12)(q36;p13) cells that contains MNX1

and the ETV6 locus and novel interactions between MNX1 and ETV6

enhancers. This is consistent with previous studies that have linked
neo-TAD formation to altered gene expression in developmental dis-
orders and cancer (Bruijn et al., 2020; Cova et al., 2023; Dixon et al.,
2018; Franke et al., 2016; Melo et al., 2020; Northcott et al., 2017). For
example, the translocation of Kcnj2 into a neo-TAD caused its overex-
pression and a limb malformation phenotype in mice (Franke et al.,
2016). Moreover, structural rearrangements resulted in the relocation
of RCOR2 into a neo-TAD and its activation in a subgroup of ependy-
moma patients (Okonechnikov et al., 2023). However, it is unclear
whether the impact of neo-TADs on gene expression is caused by the
formation of an active genomic region or the establishment of specific
enhancer hijacking events (Benabdallah et al., 2019; Williamson et al.,
2014). In our study, 4C, ATAC-seq, and ACT-seq identified four en-
hancer candidates (ETV6enh1 – ETV6enh4) in the neo-TAD that may
upregulate MNX1. Given that two enhancer candidates (ETV6-enh1,
ETV6-enh4) coincided with p300 peaks, we probed their interactions
with MNX1 using FISH.

The distance between our enhancer candidates and the promoter
spans 29 kb for MNX1-ETV6-enh1 and 240 kb for MNX1-ETV6-enh4.
Given the proximity of ETV6-enh1 to MNX1 and the breaking point,
it is crucial to minimize the target size covered by FISH probes to
enable accurate detection of enhancer-promoter interactions. There-
fore, we synthesized xNOVA-probe sets targeting 5-kilobase segments
of MNX1, ETV6enh1, or ETV6enh4. Consistent with 4C datasets, we
found a significant increase in contact frequency between MNX1 and
ETV6enh1 or MNX1 and ETV6enh4 in HSPCs but not iPSCs. How-
ever, the statistical significance of MNX1-ETV6enh1 proximity was
higher than that of MNX1-ETV6enh4, and CRISPR-induced deletion
experiments confirmed a crucial role of MNX1-ETV6enh1 interaction
in MNX1 regulation. Therefore, we hypothesize that MNX1-ETV6enh1

interactions drive MNX1 expression, while other regulatory elements
in the neo-TAD exhibit smaller effects.

As described in chapter 3.2.1, different models have been formulated
to characterize proximal and distal enhancer-promoter interactions. Al-
though long-range enhancer-promoter interactions are often mapped
in the three-dimensional context of the nucleus, it remains a subject
of debate if physical contact between enhancers and promoters is
necessary to drive gene expression. For example, activation of the
ssh locus during neural differentiation is accompanied by increased
distances between enhancers and promoters (Benabdallah et al., 2019).
Similarly, an enhancer sequence variant in PHACTR1 seems to regu-
late EDN1 expression without increased enhancer-promoter contact
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frequency in endothelial cells (Gupta et al., 2017). Nevertheless, an
increasing number of studies have detected spatial proximity and
increased enhancer-promoter contact frequency upon gene activation
(Bartman et al., 2016; Bonev et al., 2017; Chen et al., 2024; Deng et al.,
2014; Deng et al., 2012; Zhou et al., 2022). Our findings are consistent
with models that use physical proximity of regulatory elements as an
indicator of gene activity.

We observed that slight increases in MNX1-ETV6enh1 contact fre-
quency led to a strong upregulation of MNX1 in t(7;12)(q36;p13)
HSPCs. This raises the question of how occasional enhancer-promoter
contacts can exert such profound effects on gene expression. Sev-
eral models have been proposed to explain the nonlinear relationship
between enhancer-promoter contact frequency and gene expression,
including bistability, hysteresis, and transient enhancer-promoter inter-
actions (Xiao et al., 2021; Zuin et al., 2022). According to these models,
physical enhancer-promoter interactions are dynamic, short-lived, and
cause strong increases in transcription (Xiao et al., 2021). These models
are also compatible with transcriptional bursting, which describes
eukaryotic transcription as occurring in discontinuous bursts with
subsequent refractory periods (Raj et al., 2006).

The unexplored roles of neo-TAD formation and enhancer hijacking
events have broader implications for cancer research. Whole-genome
sequencing data from 268 cancer patients revealed that enhancer hi-
jacking events occur more frequently than protein fusions (Yun et
al., 2020). Furthermore, analysis of 1200 cancer genomes identified
hundreds of dysregulated genes that may be activated by enhancer
hijacking and neo-TAD formation (Zhang et al., 2020b). As enhancer
hijacking emerges as a common mechanism in cancer formation, new
opportunities arise for the diagnosis, prognosis, and treatment of pa-
tients (Wang and Yue, 2024). Especially the identification of enhancer
hijacking events across multiple cancer types could refine cancer clas-
sification and improve the assessment of treatment options.

While we demonstrate that structural rearrangements in pediatric
AML lead to neo-TAD formation and enhancer-hijacking events, our
study is limited to the pairwise analysis of enhancer-promoter in-
teractions. Multiple studies have revealed additive, synergistic, or
hierarchical contributions of multiple enhancers to the activation of
single genes (Blinka et al., 2016; Hay et al., 2016; Huang et al., 2018,
2016; Uyehara and Apostolou, 2023). For example, alpha-globin is regu-
lated by multiple enhancers that have additive effects on its expression
(Hay et al., 2016). Given that 4C detected interactions between MNX1

and four ETV6 enhancers, it may be possible that these regulatory
elements exert additive effects on MNX1 expression. Moreover, the
extent to which ETV6 function is compromised in t(7;12)(q36;p13) cells
has yet to be determined. ETV6 encodes a transcriptional repressor
that plays a crucial role in embryonic development and hematopoiesis
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and regulates genes that are involved in signaling pathways (Hock
and Shimamura, n.d.; Neveu et al., 2022). Neo-TAD formation and
enhancer hijacking in t(7;12)(q36;p13) cells may alter ETV6 expres-
sion and impact cell properties independently of MNX1 activation
(Kodgule et al., 2023; Nilsson et al., 2022).

5.3 nanoscale variation of active and inactive chro-
matin

DNA is compacted by several orders of magnitude to fit into the con-
fined space of the nucleus. The nucleosome is the fundamental unit of
DNA compaction and nucleosome arrays organize into heterogeneous
clutches and fibers to create regions with high nucleosome density
interspersed with nucleosome-depleted regions (Baldi et al., 2020;
Chen et al., 2021; Fussner et al., 2012; Narlikar et al., 2013; Ou et al.,
2017; Ricci et al., 2015; Segal and Widom, 2009). While population-
averaged nucleosome mapping methods suggest a defined pattern of
nucleosome occupancy across the genome, single-cell methods reveal
cell-to-cell variability down to the placement of individual nucleo-
somes. (Lai et al., 2018; Mavrich et al., 2008; Schones et al., 2008).
Furthermore, simulations suggest that nucleosome positioning can
impact 3D chromatin conformations, with even the repositioning of
single nucleosomes affecting local compaction (Kepper et al., 2008;
Muller et al., 2014). However, it is not clear how the placement of
nucleosomes impacts the organization of kilobase genomic loci in
cells. In this study, we combined super-resolution microscopy with
simulation models to investigate structural differences between active
and inactive kilobase genomic loci (Brandstetter et al., 2022).

To this end, we identified two targets representing open (’Active’)
and closed (’Inactive’) chromatin regions through publicly available
ChIP-seq, MNase-seq, and DNase-seq databases (Consortium et al.,
2020; Davis et al., 2018; Meuleman et al., 2020). Since the selected
genomic loci contain DNase I hypersensitive sites and nucleosome
repeat lengths representative of the human genome, we expect that
measurements in these regions are applicable to other parts of the
genome. ’Active’ and ’Inactive’ regions were subdivided into five
sub-regions with intervals of approximately 5 kb between them and
distances were measured using FISH. In accordance with previous
studies, we overall measured longer distances between ‘Active’ (82 nm)
sub-regions comparted to ‘Inactive’ (55 nm) regions (Mateo et al., 2019;
Strom et al., 2017; Xu and Liu, 2021), However, we also observed broad
distance distributions and elongated configurations for both regions,
with maximum lengths exceeding 200 nm. Since a fully stretched
chromatin fiber can theoretically be elongated to roughly 240 nm, we
hypothesized that differences in nucleosome occupancy could account
for our measurements (Carlson and Olins, 1976). We used simulations
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with a coarse-grained model to identify nucleosomes that exhibit the
lowest occupancy and found that the same nucleosomes coincide
with DNase I hypersensitive sites. Therefore, we concluded that both
’Active’ and ’Inactive’ regions exhibit nucleosome positions that vary
in occupancy across different cells in a population. However, we also
speculate that the binding of H1-linker histones may contribute to the
broad distribution of distances observed (Gomez-Garcia et al., 2021;
Izzo and Schneider, 2016).

We further validated the simulated distance distribution through
chromatin reconstitution using linearized Widom 601 arrays that have
been end-labeled using our NOVA workflow (Lieleg et al., 2015). Al-
though the average end-to-end distance of reconstituted chromatin
(70 nm) was similar to that of ‘Inactive’ chromatin (55 nm), our in
silico measurements only consider the presence of histones and do
not account for other proteins that may influence chromatin com-
paction. Nonetheless, the striking concordance between simulated, in
silico, and in vivo measurements highlights the impact of nucleosome
occupancy on the nanoscale organization of chromatin.

Our study demonstrates considerable cell-to-cell variability in nu-
cleosome occupancy in selected genomic regions. Nucleosomes can be
deposited, repositioned, or removed by a variety of proteins, includ-
ing chromatin remodeling complexes, pioneer transcription factors,
or through competitive interactions with other transcription factors
(Baldi et al., 2020; Bartholomew, 2014; Mirny, 2010; Zaret, 2020). For
‘Active’ sub-regions, the observed variation in compaction may also
be attributed to transcription, as gene expression is associated with
histone displacement (Diermeier et al., 2014; Kotova et al., 2022). We
expect histone modifications, such as histone acetylation, to play a
minor role as they are comparatively sparse at this scale (Ernst and
Kellis, 2010; Talbert and Henikoff, 2021). Cumulatively, these factors
influence the local positioning of nucleosomes and may especially
affect the assembly and dissociation of nucleosomes with the lowest
occupancy observed in our simulations.

The human genome contains more than 142,000 enhancer-like ele-
ments that are situated within two kilobases of the nearest promoter
(Consortium et al., 2020). Proximal enhancer-promoter interactions
are typically described using one-dimensional models that involve
the enhancer-dependent recruitment and activity of RNA Pol II, chro-
matin remodelers, or transcription factors (Bulger and Groudine, 1999;
Moreau et al., 1981; Travers, 1999; Yang and Hansen, 2024). While
these models provide mechanistic insights into gene expression, they
neglect three-dimensional chromatin conformations and DNA-DNA
contacts. Fluctuations in distances between remote genomic loci have
been detected using 3C-based methods or FISH, and directly observed
through live-cell imaging (Chen et al., 2018a; Flyamer et al., 2017;
Gabriele et al., 2022; Nagano et al., 2017; Stevens et al., 2017; Szabo
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et al., 2020, 2018). We provide evidence that nucleosome occupancy
impacts the three-dimensional organization of ‘active’ and ‘inactive’
chromatin down to the kilobase level. Given that nucleosome eviction
is linked to changes in gene expression, it is plausible to assume that
dynamic changes in the placement of individual nucleosomes impact
the flexibility of local chromatin, binding of DNA-protein factors, and
enhancer-promoter communication (Baldi et al., 2020; Nizovtseva et al.,
2017; Singh and Mueller-Planitz, 2021). Consequently, the deposition,
repositioning, and removal of nucleosomes may help to fine-tune gene
expression over time (Buenrostro et al., 2015; Lai et al., 2018; Tang
et al., 2009).

We systematically measured and simulated distances between ’Ac-
tive’ and ’Inactive’ genomic loci representative of the human genome
but cannot exclude the possibility that unstudied factors may impact
nanoscale compaction. Our simulations included a defined number
of nucleosomes, H1-linker proteins, and internucleosomal interaction
strength but did not account for other DNA-binding proteins or tran-
scription factors. Therefore, future studies may probe the effects of
other proteins on nucleosome occupancy and local chromatin com-
paction. Similar to other studies that use cancer cells, we cannot rule
out that the pseudo-triploid karyotype and aberrant gene expression
in K562 cells affect cell-to-cell variability in nucleosome occupancy
(Karagiannis et al., 2023). Lastly, the effects of fixation, permeabiliza-
tion and heat denaturation on fine chromatin structures remain a
subject of debate (Markaki et al., 2012; Solovei et al., 2002). While we
chose a comparatively mild FISH protocol that has been shown to pre-
serve chromatin structures larger than 100 nm, we cannot accurately
estimate the extent to which smaller chromatin structures are altered
by chemical fixation and heat treatment (Markaki et al., 2012; Schnell
et al., 2012; Thavarajah et al., 2012).

In conclusion, we employ super-resolution microscopy to explore
the nanoscopic organization of chromatin. Previous imaging-based
methodologies have delineated large genomic regions in the three-
dimensional space, but the detection of small genomic elements has
remained challenging. In this thesis, we established a novel work-
flow for the enzymatic synthesis of densely-labeled FISH probes and
demonstrated their capability to detect sub-kilobase genomic loci. With
these probes, we characterized enhancer hijacking events in cancer and
expect that our workflow will facilitate the detection of other small
genomic elements, including TAD boundaries, short repetitive DNA
motifs, gene copy number variation, or reporter genes. With advance-
ments in sensitivity, accuracy, and throughput of microscopy-based
methods, we may soon be able to investigate the spatial relationships
of numerous small genomic elements in single cells and dissect their
roles in the activation and repression of genes.
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