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Abstract 
 

Neurons in the mammalian primary visual cortex (V1) are classically described via 

their selectivity for fundamental visual stimulus features, like grating orientation or 

spatial frequency. These findings stem from classical experiments where anesthetized 

animals observed reductionistic visual stimuli, and contemporary studies of the visual 

system during awake but head restrained experiments corroborate these results. Very 

recent work probing unrestrained, ethologically relevant behaviors have shown that 

V1 is implicated in a broad range of task related events, and that V1 neurons exhibit 

selectivity for non-visual variables like self-motion. However, the relationship between 

a V1 neuron’s classical and freely moving tuning properties is unclear. Recent work 

shows that rodent V1 responds to head orienting movements and exhibits similar 

receptive field structure between head restrained and free locomotion conditions, but 

no other visual tuning properties have been studied under freely moving conditions. 

In this study, I examined the interaction of orientation and direction tuning and self-

motion representation in binocular V1 of the mouse. I measured visual responses 

during behavior by employing a virtual reality (VR) arena to present drifting grating 

Gabor patches to freely moving mice while recording calcium activity with wireless 1-

photon miniscopes. I fixed the visual stimulus in the mouse’s visual field of view (FOV) 

while the animal moved unrestrained and imaged the same V1 FOV under consecutive 

freely moving and head fixed conditions to directly compare responses of the same 

neurons. 

I found that self-motion is broadly represented across V1 neurons, and that they 

continue to exhibit direction and orientation tuning during free behavior. In a 

subpopulation of neurons re-identified between head fixed and freely moving sessions, 

I show that direction and orientation selectivity were stronger during head fixation than 

free behavior. The preferred orientation of these re-identified cells showed significant 

consistency between sessions and interestingly displayed a small counterclockwise 

bias during freely moving sessions. In contrast, their preferred direction was not 

consistent. Finally, I found that cells strongly tuned to visual stimulus features largely 

do not group together with cells strongly tuned to self-motion in low-dimensional 

space, but that many cells exhibit low tuning to both self-motion and visual features.  



 

x 

 

This study presents a method for measuring classical visual tuning properties in freely 

moving mice and is the first description of orientation and direction tuning during free 

behavior. The results support the view that the neocortex inherently encodes 

sensorimotor information, and that by mixing sensory inputs with self-motion related 

information, V1 may be able to build a representational space that can be used with 

predictive processing strategies to better process visual information during free 

behavior. 
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1 Introduction 
 

For more than half a century, the mammalian visual cortex has served as the canonical 

model for information processing in the brain (Douglas and Martin, 2004; Hubel and 

Wiesel, 1962; Miller, 2016; Niell and Scanziani, 2021; Zeng et al., 2023). Descriptions 

of the fundamental response properties of visual cortical neurons to features of visual 

stimuli, such as selectivity for orientation, direction, spatial and temporal frequency, 

and contrast come from classical studies of carnivorans (e.g. cats and ferrets) or 

primates (Gilbert and Wiesel, 1990; Hubel and Wiesel, 1968, 1962, 1959; Movshon et 

al., 1978; Reid et al., 1991). Over the past decades, mice have become the model 

organism of choice for most vision research due to advances in genetic manipulation 

tools unavailable in other animals, and the general similarity of the mouse visual 

system to that of higher mammals (Hübener, 2003; Huberman and Niell, 2011).  

Classical laboratory neuroscience has revealed much of the complexity of the 

structural and functional organization of the early mammalian visual system. Recently, 

a renewed interest in ethology and behavioral ecology, together with technical 

advancements for quantifying behavior and recording brain activity in awake, freely 

behaving animals, has revived the study of the visual system in more naturalistic 

contexts (Beetz, 2024; Busse et al., 2017; Hoffmann et al., 2023; Miller et al., 2022, 

2019; Pereira et al., 2020). Despite their lack of visual acuity, mice use vision in a suite 

of behaviors critical to their survival, including catching prey (Hoy et al., 2019, 2016; 

Michaiel et al., 2020), foraging (Havenith et al., 2018), defense and predator avoidance 

(Blanchard et al., 1998; De Franceschi et al., 2016; Yilmaz and Meister, 2013; Zhao 

et al., 2014), spatial perception and navigation (Boone et al., 2021; Fox, 1965; Parker 

et al., 2022a; Saleem et al., 2018; Samonds et al., 2019), finding shelter (Shamash et 

al., 2021), and nesting (Clark et al., 2006).  

The resurgence of the neuroethological approach has been a boon for vision research, 

yet the relationship between how visual cortex neurons represent fundamental visual 

stimulus features and their responses during naturalistic behaviors remains elusive. 

Many theories of mammalian visual processing assume invariance in the neural 

representations of stimuli based on the hierarchical organization and feed-forward 

computations observed in sensory cortex (for an overview, see DiCarlo et al. (2012) 
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and Miller (2016)), yet the study of sensory processing during naturalistic behaviors 

suggests that the brain processes information both in invariant and contextually-

adjustable ways (Miller et al., 2022). Typically, animals in classical visual neuroscience 

experiments were anesthetized, awake but paralyzed, or awake but head-restrained, 

and presented with strong but generally abstract and reductionist visual stimuli like 

random dot stereograms or moving black and white bars. This was, and still is, a 

technical necessity, as measuring visual tuning properties requires knowing where 

exactly a stimulus falls in the animal’s visual field due to the spatial locality of visual 

receptive fields (Hartline, 1938; Hubel and Wiesel, 1959). However, self-motion is 

represented ubiquitously across the neocortex during both head fixation and free 

behavior (Mimica et al., 2023; Musall et al., 2019; Salkoff et al., 2020; Stringer et al., 

2019; West et al., 2022; Zagha et al., 2022), and locomotion and head and eye 

movements are also known to modulate and drive the activity of neurons in V1 

(Bouvier et al., 2020; Guitchounts et al., 2020; Keller et al., 2012; Meyer et al., 2018; 

Miura and Scanziani, 2022; Niell and Stryker, 2010; Parker et al., 2023, 2022b; Rancz 

et al., 2015; Vélez-Fort et al., 2018). This immediately raises a question: if visual 

responses are so affected by self-motion and behavioral state, do visual tuning 

properties defined under head fixed conditions change during free behavior?  

In a major step towards finding an answer, one recent study in mouse V1 found that 

spatiotemporal receptive fields (RFs) measured during free behavior are comparable 

to those measured during head fixation in the same cells (Parker et al., 2022b). This 

study utilized head mounted cameras to observe the movement of the mouse’s eyes 

and surroundings as he moved about an arena surrounded with standard visual stimuli 

and leveraged computational methods to back-calculate the observed visual scene 

during free behavior. However, this approach does not ensure that the mouse will see 

a given visual stimulus for long enough or with enough repetitions to reliably measure 

response properties like orientation or direction selectivity.  

To measure orientation and direction tuning in a freely behaving animal, one needs to 

know where in the visual field a visual stimulus is presented and guarantee a minimum 

number of repetitions of the stimulus to robustly characterize the responses, as 

neurons show variance in their responses to repeated presentations of the same 

stimulus (Butts et al., 2007; Liu et al., 2001; Reinagel and Reid, 2000; Shadlen and 

Newsome, 1998). Instead of back calculating the location of the image on the retina 



Introduction | Organization of the Mouse Early Visual System 

 

3 

 

from a head mounted camera, one could instead tightly control the visual environment 

of a freely moving animal. To achieve this, I leveraged advances in immersive virtual 

reality systems developed for rodents to create perspective-corrected visual 

environments that allowed presenting drifting grating Gabor stimuli to freely moving 

mice. Using miniaturized functional microscopy, I measured V1 neural responses to 

both visual stimuli and self-motion. To evaluate how free behavior modulates visual 

response properties, I compared the tuning properties of cells re-identified between 

consecutive head fixed and freely moving sessions. 

Through the following sections, I provide a brief overview of the organization of the 

early visual system of the mouse and how visual tuning properties arise. I pay 

particular attention to recent results highlighting the plethora of nonvisual responses 

that have been observed in V1 and how they interact with visual ones. I then provide 

background on the two major methodologies used in the study, the one-photon 

miniature microscope (miniscope) and VR environments.  

 

1.1 Organization of the Mouse Early Visual System 

Mice, like all mammals, see the world with two eyes. The signals produced by the 

image projected on the retinas are then transmitted to over 40 structures throughout 

the brain (Morin and Studholme, 2014). Information reaches V1 from the retina via two 

pathways. In the image-forming pathway, information passes from the retina via the 

dorsal lateral geniculate nucleus of the thalamus (dLGN) to V1. In the non-image-

forming pathway, visual information flows from the retina to the superior colliculus 

(SC), where it undergoes visuo-motor processing. In particular, outputs from the 

intermediate and deep layers of the SC are implicated in a range of visually-informed 

motor behaviors like motion arrest, turning, prey capture, and escape (Wheatcroft et 

al., 2022). Visual outputs from the SC project to the dLGN and the lateral posterior 

nucleus of the thalamus (LP) (Benavidez et al., 2021), which both project to V1 (and 

LP also to higher visual areas) (Seabrook et al., 2017a). From V1, visual information 

is passed on to a number of higher visual (or extrastriate) areas with distinct functional 

properties (Figure 1.1, (Priebe and McGee, 2014; Wang and Burkhalter, 2007)). 

Despite their low visual acuity compared to other mammals (0.6 cycles/º in the mouse 

(Gianfranceschi et al., 1999; Sinex et al., 1979) vs. 60 cycles/º in humans (Campbell 
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and Green, 1965)), reduced binocular visual field (30º - 40º, or approximately 30% of 

their visual field (Dräger, 1978; Dräger and Olsen, 1980; Gordon and Stryker, 1996)), 

and differences in functional architecture (namely the absence of iso-orientation 

columns like those in cats and macaques (Bonhoeffer and Grinvald, 1991; Dräger, 

1975; Hubel et al., 1977)), mice exhibit all of the receptive field property types found 

in higher mammals (Dräger, 1975; Mangini and Pearlman, 1980; Métin et al., 1988).  

 

1.1.1 The Retina 

The retina samples the three-dimensional scene available to each eye by collapsing it 

into a two-dimensional image. Mice are non-foveate animals, and so do not have a 

fovea, a distinct region of exceptionally high photoreceptor density compared to the 

periphery. However, the mouse retina does exhibit modestly increased cone density 

in the central retina that falls off towards the periphery, resulting in regions of greater 

visual acuity (Bleckert et al., 2014; Dräger and Olsen, 1981; van Beest et al., 2021; 

Figure 1.1 Organization of the imaging forming pathway of the early rodent visual system | 
Schematic of canonical eye-specific projections from the retina to the dLGN and V1. In rodents, laterally 
placed eyes sample the visual scene from two large monocular visual fields and a smaller binocular 
visual field. The vast majority of RGC axons cross to the contralateral hemisphere at the optic chiasm. 
Canonically, both ipsi- and contralateral projections terminate in the dLGN in eye-specific domains. V1 
receives dLGN input exclusively from the contralateral eye in the monocular domain, and from both 
eyes in the binocular domain. Adapted with permission from Priebe and McGee (2014). 
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Volland et al., 2015). One class of rod and two classes of cone photoreceptor cells 

interact with incoming photons, converting incident light into neuronal signals. Outputs 

from the rods and cones are passed to retinal ganglion cells (RGCs) via a network of 

bipolar, amacrine, and horizontal cells (Masland, 2012). 

RGCs are classically characterized by center-surround receptive fields, where 

increases or decreases in luminance in small, localized regions of visual space elicit 

responses, while the surrounding annular region is excited by stimuli with the opposite 

luminance (Hartline, 1969; Kuffler, 1953). Other RGCs have more specialized 

response properties, such as detecting edges or the direction of stimulus movement 

(Barlow et al., 1964; Sanes and Masland, 2015). RGC axons are bundled in the optic 

nerve, where the vast majority (95-97%) cross to the contralateral hemisphere at the 

optic chiasm (Johnson et al., 2021; Petros et al., 2008). The primary projections of the 

optic nerve are the SC and the dLGN. 

 

1.1.2 The Superior Colliculus 

In mice, the SC is the subcortical structure that receives the most input from the retina, 

innervated by approximately 85 - 90% of RCGs (Ellis et al., 2016). Neurons in the SC 

exhibit response properties like those in the retina, dLGN, and visual cortex, including 

orientation, direction, and speed selectivity, as well as center-surround suppression 

(Ahmadlou and Heimel, 2015; Feinberg and Meister, 2015; Gale and Murphy, 2014; 

Seabrook et al., 2017b; Shi et al., 2017) and are retinotopically organized, meaning 

adjacent cells preferentially respond to stimuli localized to restricted and partially 

overlapping areas of visual space, creating a tiled representation of the entire visual 

field (Dräger and Hubel, 1976, 1975a, 1975b). As the SC is directly involved in several 

visually mediated behaviors, including predator avoidance, prey capture and target 

selection (Campagner et al., 2023; Hoy et al., 2019; Zhen, 2017), many SC neurons 

respond to very different visual stimulus features, like looming stimuli or particular 

combinations of size and speed.  

 

1.1.3 The Dorsal Lateral Geniculate Nucleus 

The dLGN is the primary visual input source to the cortex, receiving input from 30-40% 

of all RGCs in the mouse (Ellis et al., 2016; Morin and Studholme, 2014). The dLGN 
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is classically described as a relay station between the retina and the visual cortex, 

exhibiting segregated regions receiving retinotopically organized input specific to 

either the contralateral or ipsilateral eye. In mice, most neurons respond exclusively 

to inputs from one eye, even when receiving binocular input (Bauer et al., 2021; Huh 

et al., 2020; Jaepel et al., 2017). Despite its reputation as a relay, recent work has 

highlighted the role of the dLGN in visual processing. The dLGN receives 

retinotopically organized feedback projections from V1, forming an early thalamo-

cortical feedback circuit (Born et al., 2021), and the presence of orientation and 

direction selective neurons (Cheong et al., 2013; Grubb and Thompson, 2003; Marshel 

et al., 2012; Piscopo et al., 2013; Sun et al., 2016; Zhao et al., 2013) together with 

observations of visual response modulation by locomotion, speed, and other 

behavioral parameters (Aydın et al., 2018; Erisken et al., 2014; Orlowska-Feuer et al., 

2022; Socha et al., 2024; Spacek et al., 2022) point towards the dLGN’s active role in 

visual processing.  

 

1.1.4 The Primary Visual Cortex 

Much of the classical work describing the function and organization of the visual cortex 

comes from experiments done in carnivorans or primates. While there are some key 

differences between those animals and mice, the general functional organization of 

mouse V1 is the same. The primary visual cortex, like most of the neocortex, is 

organized into six layers. In mice, approximately 70-80% of neurons in V1 are 

excitatory, with the remaining 20-30% consisting of genetically defined classes of 

inhibitory interneurons, with the three most important being parvalbumin (PV), 

somatostatin (SOM) and vasoactive intestinal-peptide (VIP) expressing neurons. PV, 

SOM, and VIP neurons are present in roughly equal proportions (Harris and Shepherd, 

2015; Jiang et al., 2015; Tremblay et al., 2016; Zeng and Sanes, 2017). Information 

flow through V1 follows the canonical circuit that is typically found across cortical areas 

in mammals (Douglas et al., 1989; Douglas and Martin, 1991; Miller, 2016; Niell and 

Scanziani, 2021). Visual input primarily enters V1 via layer 4 from the LGN, while lower 

layer 2/3, layer 6, and layer 1 also receive modest thalamic input (Antonini et al., 1999; 

Cruz-Martín et al., 2014; Harris and Shepherd, 2015; Hubel and Wiesel, 1972; Jiang 

et al., 2015). Layer 2/3 cells receive feedforward input from layer 4, where it is locally 

processed by cells that code for similar visual features (Glickfeld et al., 2013) before 
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being sent either to higher visual areas via long-range projections or locally 

propagated to layer 5. From layer 5, information is passed to layer 6, subcortical 

structures such as the SC and dLGN, and across the corpus callosum to the opposite 

hemisphere (Kasper et al., 1994; Swadlow, 1983). Layer 6 cells also target subcortical 

regions like the LGN and the callosum, as well as layer 4 cells, providing further 

feedback to the visual circuit (Olsen et al., 2012).  

Like the SC and dLGN (and other visual thalamic areas like LP), V1 neurons are 

retinotopically organized (Dräger, 1975; Hubel and Wiesel, 1968, 1962). The 

representation of visual space is, however, non-uniform on the cortical surface, with 

the binocular visual field being overrepresented (van Beest et al., 2021). This is largely 

driven by inputs from both eyes converging in binocular V1 (Dräger, 1978; Gordon and 

Stryker, 1996). Consequently, the cortical magnification factor (Daniel and Whitteridge, 

1961), or ratio between the distance of two points in visual space and the distance 

between the representations of those points on the cortical surface, increases in 

regions representing the central retina (Garrett et al., 2014). While the reason for the 

over-representation of the binocular visual field in mice is unknown, recent results from 

prey capture studies show that mice move their heads and eyes to keep prey in the 

central visual field (Han et al., 2017; Holmgren et al., 2021; Hoy et al., 2016; Michaiel 

et al., 2020; Park et al., 2018), perhaps indicating that the binocular visual field is 

preferentially used during survival-critical behaviors. 

 

1.2 Visual and Nonvisual Stimulus Coding in V1 

The primary visual cortex, as outlined above, processes feedforward visual information 

from the retina via the dLGN and SC. The properties of visual stimuli represented by 

V1 have been thoroughly investigated over the past 65 years, with research showing 

that neurons in V1 represent visual features such as luminance, contrast, orientation, 

direction, spatial and temporal frequency, and depth. However, recent work clearly 

demonstrates that V1 neurons encode and are modulated or driven by a diversity of 

non-visual factors, including arousal (Niell and Stryker, 2010; Reimer et al., 2014; 

Vinck et al., 2015), movement (Keller et al., 2012; Niell and Stryker, 2010; Reimer et 

al., 2014; Saleem et al., 2013; Vinck et al., 2015), allocentric location (Diamanti et al., 

2021; Saleem et al., 2018), and decision making (Goard et al., 2016). In addition, task-
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related variables like stimulus relevance (Keller et al., 2017), visual categories 

(Goltstein et al., 2021) and reward (Fiser et al., 2016; Liu et al., 2015; Shuler and Bear, 

2006) are represented, as well as auditory and somatosensory stimuli (Deneux et al., 

2019; Ibrahim et al., 2016; Iurilli et al., 2012; Meijer et al., 2017; Sieben et al., 2013; 

Slezak et al., 2019). In this section, I briefly discuss the classical visual tuning 

properties which have been richly described since Hubel and Wiesel and expand the 

discussion of stimulus coding in V1 to nonvisual variables, with particular emphasis on 

the representation of self-motion in V1. 

 

1.2.1 Visual Stimulus Coding 

 

1.2.1.1 Binocularity and Ocular Dominance 

As discussed previously, V1 is retinotopically organized based on the innervation 

pattern of dLGN projections into layer 4. While cells in the visual thalamus primarily 

respond to inputs from one eye over the other (so-called eye preference, although see 

Jaepel et al. (2017) and Bauer et al. (2021) for discussions of ocular dominance in 

dLGN), the neurons in the visual cortex integrate and weight inputs from both eyes. 

Figure 1.2 Visual receptive fields in the early visual system | Original model for the generation of 
orientation selectivity in cat V1 by selective feedforward convergence. In this example, dLGN cells (left) 
have circular receptive fields with a central ON domain and surrounding OFF domain. Cells with RFs 
aligned in visual space project to a single cortical simple cell where the RFs are linearly summed to 
create ON and OFF subdomains, rendering the V1 cell sensitive to oriented stimuli. Reprinted with 
permission from Hubel and Wiesel (1959). 
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The relative contribution of each eye to the processing of visual information in these 

cells is termed ocular dominance (OD).  

1.2.1.2 Retinotopic Organization and Receptive Fields 

In the early visual system, cells respond to visual input from a spatially restricted part 

of the visual field, called the receptive field. RFs in the retina and dLGN are classically 

described by a center-surround structure, where a visual stimulus that falls in the 

center of the receptive field tends to activate or suppress the cell, while stimuli that fall 

outside of this central region tend to act oppositely on the activity of the cell (Blakemore 

and Tobin, 1972; Hubel and Wiesel, 1959; Van den Bergh et al., 2010). Besides these 

classical RF properties, several extra-classical RF properties have been described. 

Stimuli located outside of classical RF may exert a suppressive effect on a neuron, 

known as surround suppression (Blakemore and Tobin, 1972; Hubel and Wiesel, 

1968), and contrast and orientation of visual stimuli presented in the RF surround have 

also been shown to modulate neural responses (Glickfeld et al., 2013; Nienborg et al., 

2013). In the retina and dLGN, RFs tend to be small and circular. Moving along the 

visual pathway, RFs increase in size and change shape, often becoming elongated or 

even more complex (Figure 1.2). 

 

1.2.1.3 Orientation and Direction Tuning 

Classical RFs in the cortex exhibit responses evoked by stimuli with a preferred 

orientation or direction and are suppressed by stimuli with orientations or directions 

orthogonal to the preference. Orientation tuning was first described in cat V1 in 

seminal papers from David Hubel and Torsten Wiesel in 1959 and 1962 (Hubel and 

Wiesel, 1962, 1959). They found that neurons strongly responded to bars or edges 

presented at specific orientations in visual space (the preferred orientation, or PO), 

with decreasing responsivity to orientations rotated away from the PO. Further, some 

cells were specifically responsive to oriented edges that moved in a direction 

perpendicular to their orientation (the preferred direction, PD). For example, a cell that 

preferentially responds to a vertical black bar moving exclusively to the right exhibits 

orientation selectivity, but also is considered direction selective, where a different cell 

that responds to the same vertical bar moving to either the left or the right is only 

orientation selective. The strength of orientation and direction tuning is assessed by 
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metrics known as the orientation or direction selectivity index (OSI and DSI, 

respectively). The OSI is calculated either using the circular variance of the tuning 

curve, or as the ratio of response between the PO and the orientation perpendicular 

to the PO, while DSI is calculated as the ratio of responses to the PD and the direction 

directly opposite (see Methods 2.2.10.4.3).  

In higher mammals, neurons with similar orientation preference tend to cluster 

together, forming columns of orientation selectivity through all cortical layers 

(Bonhoeffer and Grinvald, 1991; Hubel and Wiesel, 1968, 1962). This organization is 

not observed in mice, however. While many mouse V1 neurons are both orientation 

and direction selective and have tuning curves similar to those observed in other 

species (Dräger, 1975; La Chioma et al., 2020; Métin et al., 1988; Niell and Stryker, 

2010, 2008), there is instead a mostly random “salt and pepper” topographical 

organization of orientation and direction tuned cells (Kondo et al., 2016; Ohki et al., 

2005), although some local spatial clustering has been reported (Ringach et al., 2016). 
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1.2.2 Nonvisual Stimulus Coding 
 

1.2.2.1 Nonvisual Connectivity of V1 

Neurons in V1 are responsive to features of visual stimuli, but their responses are not 

limited to just features of the visual scene. Such responses are not unexpected, as 

mouse V1 is highly interconnected, receiving afferent projections from more than 24 

brain regions (Figure 1.3 A, Froudarakis et al., 2019). This includes the classical visual 

areas, including higher visual areas and thalamic nuclei like the dLGN, the lateral 

dorsal nucleus (LD) and LP (which itself receives afferent projections from the SC) 

(Benavidez et al., 2021; Seabrook et al., 2017a). 

Non-visual areas are also connected to V1, including the motor and anterior cingulate 

cortices, retrosplenial cortex, orbitofrontal areas (including the olfactory and gustatory 

Figure 1.3 Nonvisual projections to V1 and overlap in areas representing vision, navigation, 
and motion | A. Map of afferent projections to V1. TH – thalamic nuclei; LD lateral dorsal nucleus of 
the thalamus; LP – lateral posterior nucleus of the thalamus; AMC – anterior cingulate and secondary 
motor areas; RSP – retrosplenial areas; ORB – orbital areas; TMP – temporal areas and entorhinal 
cortex; AUD – auditory cortex; SS – somatosensory cortex. Reprinted with permission from 
Froudarakis et al. (2019). B. (Upper) Schematic of brain regions involved in visual processing and 
navigation. (Lower) Overlap in brain areas part of the vision, space, and head direction systems. 
ANT – anterior group of the dorsal thalamus; HR – hippocampal region; ENT – entorhinal cortex; 
LEC – lateral entorhinal cortex; MEC – medial entorhinal cortex; HVAs – higher visual areas; VN - 
vestibular nuclei. Reprinted with permission from Saleem and Busse (2023). 
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cortices, which interact with the amygdala), temporal areas such as the entorhinal 

cortex (which have access to the hippocampus), and the auditory and somatosensory 

cortices (Morimoto et al., 2021; Oh et al., 2014; Weiler et al., 2024). For a 

comprehensive review of the connectivity of rodent V1, see Froudarakis et al. (2019).  

Taken together, V1 has access to information from all sensory modalities, as well as 

motor, navigational and spatial information. 

  

1.2.2.2 Interactions of Position and Self-Motion with Visual Responses 

The integration of non-visual variables in V1 is thought to help flexibly represent the 

landscape that an organism navigates, allowing it to respond to constantly evolving 

situations. Indeed, a large body of work now shows that vestibular, self-motion, and 

posture signals are found ubiquitously the brain and have a modulatory effect on the 

thalamus (Erisken et al., 2014; Orlowska-Feuer et al., 2022) and neocortex 

(Keshavarzi et al., 2023; Mimica et al., 2023; Musall et al., 2019; Salkoff et al., 2020; 

Stringer et al., 2019; West et al., 2022; Zagha et al., 2022), although the types of 

encoded movements seem to vary in a region-specific manner (Wang et al., 2023). 

 

1.2.2.2.1 Position 

The integration of allocentric position and visual input was thought to occur later in the 

visual processing pathway, in higher visual areas (Glickfeld and Olsen, 2017; Saleem, 

2020). As mentioned above, retinotopy – the representation of visual space from an 

‘eye-centric’ view - is considered a fundamental coding property in the early visual 

system. Accordingly, responses recorded in V1 to the same visual stimulus in the same 

part of the visual field should be invariant to the location of the animal in space. 

However, recent work has shown that V1 differentially responds to the very same 

visual stimulus depending on the allocentric location of a mouse in a virtual reality 

arena (Diamanti et al., 2021; Fiser et al., 2016; Saleem et al., 2018) or the distance 

travelled in a virtual corridor (Fournier et al., 2020). This work builds on previous 

studies which suggested that responses in rodent visual cortex may be modulated by 

allocentric position (Haggerty and Ji, 2015; Ji and Wilson, 2007), challenging the 

classical view that the early visual system exclusively uses a retinotopic frame of 

reference.  
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1.2.2.2.2 Locomotion  

Early studies of visual processing in awake mice quickly demonstrated that V1 

responses are strongly modulated and even driven by locomotion (Andermann et al., 

2011; Keller et al., 2012; Niell and Stryker, 2010; Reimer et al., 2014). V1 neurons are 

selective for locomotion speed and visual stimulus size, with size selectivity dependent 

on speed (Ayaz et al., 2013; Saleem et al., 2013). Locomotion speed and drift speed 

of the visual stimulus were shown to be linearly summed in V1 neurons, integrating 

visual and locomotion-related signals, presumably for visually-guided navigation (Ayaz 

et al., 2013; Keller et al., 2012; Saleem et al., 2013). The gain amplification observed 

in V1 neurons driven by locomotor initiation was later found to be linked to activity in 

the mesencephalic locomotor region (Lee et al., 2014).  

Mismatch signals, where motor activity and visual input are decoupled, were shown to 

elicit strong responses, consistent with ideas of predictive processing (Keller et al., 

2012; Keller and Mrsic-Flogel, 2018; Vasilevskaya et al., 2023) (although see Muzzu 

and Saleem (2021) for arguments against the predictive processing model). The 

predictive processing model posits that the brain distinguishes between external and 

self-generated sensory input by passing a copy of a motor command (called an 

efference copy) through an internal generative model to predict the sensory input 

resulting from the movement. This requires transforming the efference copy from 

motor space into sensory space, where the transformed efference copy is then called 

corollary discharge. Mismatches between the expected self-generated sensory input 

and the experienced input are then used to update the internal model to minimize 

future prediction errors. 

 

1.2.2.2.3 Head and Eye Movements in Mice 

During active behavior, eye movements have been found to be mostly compensatory 

for head movements, working to stabilize the visual gaze to the horizontal plane, 

maintain the binocular FOV, and keep tracked objects in the part of the visual field with 

the least optic flow (Holmgren et al., 2021; Meyer et al., 2020, 2018; Parker et al., 

2022b; Wallace et al., 2013). Active eye movements generated by an animal to change 

the visual scene on the retina (like saccades or gaze shifts), reflexive eye movements 

used to stabilize the visual scene on the retina (like the optokinetic and vestibulo-
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ocular reflexes) and head movements are robustly represented in rodent V1 both in 

the light and the dark (Bouvier et al., 2020; Guitchounts et al., 2020; Meyer et al., 2018; 

Miura and Scanziani, 2022; Parker et al., 2023, 2022b; Rancz et al., 2015; Vélez-Fort 

et al., 2018), consistent with earlier work done in primates (Felleman and Van Essen, 

1991; Herrington et al., 2009; Martinez-Conde et al., 2000).  

Head movements were shown to have luminance dependent modulatory effect on V1 

responses, with head rotations suppressing V1 activity in darkness (Bouvier et al., 

2020; Guitchounts et al., 2020). In the light, head orienting movements (HOMs) 

enhance V1 activity during both passive, restrained rotations and free behavior 

(Bouvier et al., 2020; Guitchounts et al., 2020; Vélez-Fort et al., 2018). Guitchounts et 

al. (2020) also report that populations of cells that encode HOMs are largely 

independent between illumination conditions. Interestingly, these effects seem to be 

layer dependent, with layer 6 cells showing consistent response enhancement to 

HOMs in both the light and the dark (Bouvier et al., 2020; Vélez-Fort et al., 2018) while 

layer 2/3 cells that were suppressed by HOMs in the dark were later enhanced by 

HOMs in the light (Bouvier et al., 2020; Guitchounts et al., 2020; Vélez-Fort et al., 

2018). 

Recent work by Parker et al. (2023), where V1 was recorded simultaneously with head 

and eye movements in freely moving mice, is particularly relevant. In this study, mouse 

V1 neurons were shown to respond to gaze-shifting eye movements, where both the 

head and eyes moved in the same direction to change the visual scene, but not to 

gaze-stabilizing head movements. These responses followed a temporal sequence, 

with early and late positive responses followed by biphasic and then negative 

responses, that were only present when mice moved through an illuminated arena. 

The temporal sequence showed preference for increasing spatial frequency, perhaps 

indicating a mechanism for course-to-fine visual processing in mouse V1.  

Taken together, the connectivity and observed modulation and drive of V1 neurons by 

nonvisual inputs points towards sensorimotor integration as an essential property of 

V1. 
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1.3 Optical Interrogation of Neural Activity in vivo During 

Free Behavior 

From the above, it is clear that achieving a full understanding of information processing 

in the brain requires mapping cortical circuits with fine spatial and temporal resolution 

in vivo. While electrophysiological recordings offer precise temporal measurement of 

neural activity of individual cells, the number of cells that can be simultaneously 

recorded is generally low. Multi-electrode extracellular recordings, such as those from 

Neuropixels probes (Jun et al., 2017; Steinmetz et al., 2021), overcome the problems 

of small populations by sampling hundreds of cells simultaneously. However, these 

methods are limited in their ability to localize recorded cells, have increased 

uncertainty of recording from the same cell as experimental durations extend to days 

or weeks, and cannot distinguish individual cell types without more advanced 

biological methods. Over the past two decades, developments in optical methods, like 

single- and multi-photon microscopy, together with advances in fluorescent reporters 

of neural activity such as calcium, glutamate, serotonin, or voltage sensors (Dimitrov 

et al., 2007; Dinarvand et al., 2019; Hires et al., 2008; Nakai et al., 2001; St-Pierre et 

al., 2014), have delivered powerful new tools for visualizing the activity of large 

numbers of neurons with high temporal fidelity over extended periods of time.  

 

1.3.1 General Principles of Calcium Imaging in vivo 

Ideally, imaging approaches would directly record changes in membrane potential with 

voltage indicators. However, limitations in currently available voltage indicators, 

including phototoxicity, small fluorescence changes, and short response durations, 

have limited their adoption (Lin and Schnitzer, 2016). Instead, calcium imaging has 

found widespread popularity for visualizing neuronal activity. 

 

1.3.1.1 Calcium Indicators 

Calcium imaging relies on the use of calcium indicators, which are molecules that 

modify their fluorescence properties upon binding calcium. Calcium is a secondary 

messenger involved in membrane depolarization and neurotransmitter release. 

Calcium ions (Ca2+) enter neurons via several routes during the depolarization phase 
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of an action potential (AP) or with synaptic input to dendrites, generally with fast rise 

and slow decay kinetics (Grienberger and Konnerth, 2012). Intracellular Ca2+ 

concentrations increase with synaptic input or depolarization (i.e. APs), and the 

inflowing calcium binds to the calcium indicator, causing a modulation in fluorescence 

(Paredes et al., 2008; Tian et al., 2012). As the concentration of intracellular calcium 

returns to baseline, the fluorescence of the indicator molecules also returns to 

baseline. The binding of Ca2+ to some calcium indicators is relatively slow compared 

to fluctuations in the electrical activity of neurons, and so detectable changes in 

fluorescence may comprise multiple APs. Further, the fluorescence change of most 

calcium indicators is nonlinearly linked to changes in intracellular Ca2+ concentration, 

and may saturate when intracellular Ca2+ remains consistently high, such as during a 

sustained spike train (Akerboom et al., 2012; Paredes et al., 2008). Therefore, it is 

important to note that changes in the fluorescence of calcium indicators serve as a 

proxy for neural activity as opposed to a direct readout. 

For more than a decade, the most widely used calcium indicators have been 

genetically encoded calcium indicators (GECIs), particularly those from the GCaMP 

family (Lin and Schnitzer, 2016; Tian et al., 2012). GCaMP is a fusion protein 

consisting of a modified green fluorescent protein (GFP) and the calcium-binding 

protein calmodulin (CaM) (Nakai et al., 2001). Upon binding calcium, the conformation 

of GCaMP molecules changes such that the emission intensity of the GFP domain 

increases (Akerboom et al., 2009). GCaMP proteins are encoded by DNA and can be 

directly expressed in neurons through electroporation of single cells, gene transfer via 

viral transduction, or via transgenic animal lines (Nevian and Helmchen, 2007; Tian et 

al., 2009). When combined with cell-type-specific or activity-dependent promoters, 

GECIs can be expressed in specific cell populations in vivo. A variety of GCaMPs exist, 

with faster or slower temporal dynamics, and with modifications that allow the molecule 

to be targeted to parts of the cell, such as the cell membrane, nucleus, soma, or even 

ribosomes (Chen et al., 2020; Erofeev et al., 2023; Kim et al., 2014; Shemesh et al., 

2020). The most recent versions of GCaMP have optimized for speed and signal to 

noise ratio, with rise times on the order of 10 ms, and are capable of reliably detecting 

single APs in spike train frequencies up to 50 Hz (Yan Zhang et al., 2023). 

 



Introduction | Optical Interrogation of Neural Activity in vivo During Free Behavior 

 

17 

 

1.3.1.2 Single and Multi-Photon Fluorescence Microscopy 

In fluorescence microscopy, contrast is created when a fluorophore is excited by the 

absorption of one or more photons, typically in the ultraviolet (UV) to blue spectrum. 

Excitation photons carry enough energy to force electrons in the fluorophore to jump 

from a ground state to an excited state, which then upon return to ground sate emits 

a photon of lower energy and thus a longer wavelength (typically within the green to 

infrared (IR) spectrum) and lower energy.  

Single photon imaging approaches excite the fluorophore of interest with one photon 

of sufficiently high energy (shorter wavelengths, typically in the blue spectrum), which 

can come from light sources ranging from simple light emitting diodes (LEDs) to pulsed 

lasers. One photon imaging excites fluorophores in a “column” of light passing through 

the sample, which leads to the collection of fluorescence signals that lie outside the 

focal plane of the imaging system. As the brain is both a highly non-transparent 

medium and scatters light, one photon imaging is limited to relatively shallow depths 

below the imaging surface without the addition of more advanced optical approaches 

(e.g. confocal microscopy). 

Multiphoton approaches, such as two- or three-photon imaging, leverage a property 

of some fluorophores by which the near-simultaneous absorption of lower energy 

(longer wavelength) photons will deliver the requisite energy to excite the fluorophore 

(Göppert-Mayer, 1931). For two photon imaging, the wavelength of light used to excite 

a fluorophore is approximately double the wavelength of that used in one photon 

approaches; three photon imaging works analogously. The probability of the coincident 

absorption of two or more photons to excite the fluorophore is extremely low (Denk et 

al., 1990; Hell et al., 1996). As the intensity of a focused light beam is highest at its 

focus and decays at a rate of 1/𝑧2 (where 𝑧 is the axial distance from the focus), 

multiphoton excitation is confined to a small volume around the focal point and out-of-

focus fluorescence is drastically reduced. To achieve a photon density sufficient for 

multi-photon effects, light must be produced by a focused laser beam from a pulsed 

(femtoseconds) laser to maintain high intensity with low average power. Multiphoton 

imaging allows for imaging deeper into brain tissue, as longer excitation wavelengths 

are less affected by scattering and are less likely to be absorbed by endogenous 

chromophores in the brain.  
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1.3.2 Miniaturized in vivo Microscopy (Miniscopes) 

The study of the visual system with optical methods is traditionally limited to 

experiments where the subject is (at least partially) restrained. Most functional 

microscopy techniques require a large tabletop apparatus and demand the subject to 

remain still to prevent excessive motion of the brain and subsequent recording 

artifacts. This can be overcome by with anesthesia or paralytics, but anesthesia has 

severe effects on neural activity, such as reduction in overall activity levels, changes 

in stimulus-specific tuning properties, or the synchronous activity at the population 

level (Durand et al., 2016; Niell and Stryker, 2010; Ruiz-Mejias et al., 2011). Further, 

neither anesthesia nor paralytics remove motion artifacts resulting from heartbeat or 

(in the case of paralytic usage) ventilation, and such techniques are obviously 

inappropriate for studies in awake, moving animals.  

Since it is somewhat futile to ask a monkey or mouse to sit still for an experiment, head 

restraint is widely practiced in visual neuroscience. Contemporary tabletop imaging 

approaches allow for mice to walk or run on air-suspended balls, platforms, or 

treadmills, and even pseudo-burrow (Fink et al., 2019) during a head-restrained 

experiment. Such methods allow the examination of more complex and somewhat 

naturalistic behaviors, yet still suffer the problem of being potentially stressful to the 

animal (Juczewski et al., 2020) (although voluntary head fixation strategies mitigate 

much of the stress caused by head restraint, see Aoki et al., (2017) and Rich et al., 

(2023)). However, as described above, self-motion signals, especially signals related 

to head motion, are ubiquitous in sensory cortex, and any head fixation preparation 

will be unable to fully capture their contributions to neural activity.  

The idea of miniaturizing microscopes for in vivo functional microscopy in freely 

moving animals originated over twenty years ago (Helmchen et al., 2001). There has 

been a recent flurry of development of miniaturized one photon miniscopes from both 

commercial sources and the open-source community (de Groot et al., 2020; Ghosh et 

al., 2011). Many of these miniscopes carry on-board LED excitation sources and 

complementary metal-oxide-semiconductor (CMOS) imaging sensors to record the 

emitted florescence and have FOVs on the order of hundreds of microns, allowing 

animals equipped with miniscopes to roam while minimally encumbered by fiber optic 

and data cables. The miniscope used in this study was the UCLA version 3 miniscope 
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with a wireless recording attachment (Ghosh et al., 2011), which introduces a battery 

to power the LED and CMOS sensor and SD card for on-device data saving. The 

wirefree UCLA V3 miniscope was chosen specifically such that no cables were present 

to distort the visual stimulus and to remove weight and torquing forces caused by cable 

slack that would cause excessive load on the mouse. Despite the additional weight 

introduced by the battery, the wirefree miniscope allows an acclimated animal to 

behave freely without any tethers. 

Very recent technological developments have also delivered upon the dream of 

commercially available miniature two photon (mini-2P) (Zong et al., 2022) and even 

early-stage miniaturized three photon (mini-3P) microscopes (Klioutchnikov et al., 

2023; Zhao et al., 2023). While the mini-2P and mini-3P microscopes exhibit the 

imaging benefits of their tabletop counterparts, they are complex to build, have 

relatively limited FOVs, and still require expensive tabletop lasers to generate the 

multi-photon effect. The reliance on tabletop lasers means he mini-2P and mini-3P 

microscopes will always be cabled, barring the invention of miniaturized femtosecond 

lasers. 

 

1.4 Visual Stimulation During Free Behavior 

 

1.4.1 Visual Stimulation in Head Restrained Animals 

Knowing exactly where a stimulus falls in visual space is crucial for understanding 

visual processing. Visual stimuli, such as drifting gratings, sparse noise, or random dot 

stereograms, are typically presented to animals on liquid crystal display (LCD) 

computer screens positioned at a known distance and position from the animal’s eyes 

(Figure 1.4 A). To mimic the spherical nature of the natural visual field, such stimuli 

are often corrected to reproduce the experience of viewing the stimulus of interest on 

the inside surface of a sphere. This preserves the size and spatial frequency of the 

visual stimulus on the retina regardless of where it is presented in the visual field. A 

different but analogous approach is to project visual stimuli onto a toroidal screen with 

a projector and hemispherical mirror (Figure 1.4 B, (Dombeck et al., 2010; Harvey et 

al., 2009; Hölscher et al., 2005)). Such toroidal projection setups cover a larger portion 
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of the animal’s FOV, yet potentially suffer from lower contrast than stimuli rendered on 

LCD screens.  

 

1.4.2 Virtual Reality Environments in Neuroscience 

The rise of advanced three-dimensional (3D) computer graphics in the late 1980’s and 

early 1990’s revolutionized experimental psychology, particularly in the fields of spatial 

cognition, sensory perception, and social interaction (Loomis et al., 1999). In these VR 

environments, subjects can interact with objects or other individuals in a simulated 

environment that could be manipulated in ways that are not restrained by the limits of 

physical reality. Virtual environments are presented to subjects either by wearing a 

headset equipped with small computer screens, or by employing small empty room 

where each surface serves as a projection screen (so-called Cave Automatic Virtual 

Environments – CAVE, Cruz-Neira et al., 1992). In the latter, subjects are tracked as 

they move through an experimental space, and their position in the virtual space 

adjusted accordingly. 

In nonhuman behavioral neuroscience, simple VR environments were quickly added 

to the experimental toolkit. While coupling animal motion and sensory stimuli is not a 

new concept (Hassenstein and Reichardt, 1956), VR systems occupy a middle ground 

between classically laboratory experiments and field studies (Thurley, 2022). In 

awake, head fixed experimental protocols, animals typically are allowed to run on a 

running wheel, an air-suspended Styrofoam ball, or treadmill to decrease the level of 

stress experienced (Figure 1.4 A). With minimal modification, these apparatuses can 

be modified as inputs to a VR environment, creating closed-loop systems. For 

example, coupling the direction and speed of restrained running to the movement or 

size of a visual stimulus was used to examine optic flow, while the development of 

simple virtual T-mazes was used to explore spatial coding in the hippocampus (Figure 

1.4 B, (Dombeck et al., 2010; Harvey et al., 2009; Hölscher et al., 2005)). 
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Freely moving VR environments for non-human subjects posed challenges that, until 

recently, were not addressable with existing VR technology. Namely, VR headsets are 

large, heavy, and designed for subjects with two forward-facing eyes. While some 

progress has been made towards developing VR headsets for rodents (Isaacson et 

al., 2023; Pinke et al., 2023), such technology still requires head fixation. The zebrafish 

neuroscience community has also developed simplified VR paradigms by which 

Figure 1.4 Example systems for delivering visual stimulation to head fixed and freely 
behaving animals | A. Visual stimuli are presented to a head fixed mouse on an LCD screen as the 
animal walks on an air-suspended Styrofoam ball. Reprinted with permission from Goltstein et al. 
(2018). B. (Left) Schematic of the head fixed VR and 2P imaging system described in Harvey et al. 
(2009) and Dombeck et al. (2010). A head fixed mouse runs on an air-suspended Styrofoam ball. 
Locomotion is measured by an optical computer mouse. Visual stimuli are rendered in a computer 
graphics engine and presented via a projector to an angular amplification mirror, which reflects onto 
a toroidal screen. (Right) Photograph of the system and schematic of the virtual corridor. Reproduced 
with permission from Dombeck et al. (2010). C. Images of the VR system presented in Stowers, et 
al. (2017). Freely moving animals are tracked by an array of cameras, and their position is fed to a 
computer graphics engine to produce perspective-correct visual stimuli. Reproduced with 
permission. D. Schematic of the ratCAVE system, reproduced with permission from Del Grosso et 
al. (2017). An array of motion-tracking cameras tracks the position and rotation of a marker fixed to 
the animal’s head. These coordinates are fed to a custom graphics engine that renders perspective-
correct visual stimuli. A modified version of the ratCAVE system is used in this study. 
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zebrafish interact with virtual avatars or virtual prey (Huang et al., 2020; Larsch and 

Baier, 2018; Štih et al., 2019), however these are either limited to interactions in a two-

dimensional space or require immobilizing the animal.  

Modified CAVE environments have provided the most fruitful avenue forward for freely 

moving VR experiments for several species, including zebrafish, fruit flies, and 

rodents. Two recent projects (Del Grosso et al., 2017; Del Grosso and Sirota, 2019; 

Stowers et al., 2017) developed immersive 3D virtual environments in which animals 

can interact with virtual objects, scenes, or avatars. These systems utilize either 

computer vision or motion capture techniques to track the position of one or more 

animals with low latency, feeding the position and rotations of the animal(s) to a 

computer graphics and physics engine to render the visual VR environment from the 

animal’s perspective as they move about the virtual environment (Figure 1.4 C & D).  

The studies from Del Grosso et al. and Stowers et al. have demonstrated that 

immersive virtual environments elicit naturalistic behaviors in animals interacting with 

VR, such as avoiding larger drops in a virtual elevated zero maze or wall avoidance. 

While these systems represent a major advancement in the tools available for visual 

stimulation during free behavior, they are not without limitations. While either system 

can track multiple animals simultaneously, both naturally lack the ability to render 

perspective-correct visual stimulation for more than one animal at a time. Further, they 

are at present not optimized for visual stimuli outside the light spectrum visible to 

humans, and cannot recreate specific properties of natural visual scenes, such as light 

polarization. Arguably the largest limitation is the inability to render visual stimuli 

directly above the animal, leaving a portion of the animal’s FOV open to the visual 

scene present in the experimental room. For a commentary on how “real” VR systems 

are, see Minderer et al. (2016). 

In this study, I used a modified version of the ratCAVE environment developed by del 

Grosso, et al., equipped with the commercial video game development platform 

Unity3D as a physics and graphics backend (Guggiana Nilo et al., in preparation). This 

choice was made both from technical consideration, since the ratCAVE system 

operates with the lowest detection-to-image latency of any published immersive VR 

system, and out of practicality, as del Grosso and colleagues were close by in the LMU 

Department of Neurobiology and available for discussion and consultation. 
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1.5 Study Aims 

This thesis addresses two main questions: (1) does tuning to visual orientation and 

direction remain stable in V1 neurons as a mouse freely behaves, and (2) how do 

representations of self-motion interact with the representation of visual stimuli in V1 

neurons in the mouse? To answer these questions, I first built upon the ratCAVE VR 

visual stimulation system, making it suitable for use with simultaneous optical 

recordings in freely moving mice. By recording the activity of V1 neurons to the same 

visual stimulus set during consecutive freely moving or head fixed sessions on the 

same experimental day, I examined how representations of visual stimulus features 

and self-motion interact within single cells and across the neural population. 
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2 Materials and Methods 
 

2.1 List of Materials  

 

2.1.1 Plasmids 

Plasmid Resistance Supplier Reference 

pAAV-Syn-SomaGCaMP7 ampicillin Addgene, 158759 
Shemesh et al. 
(2020) 

pAAV-hSyn-FLEX-SomaGCaMP7-WPRE ampicillin In house  

pENN.AAV.CamKII 0.4.Cre.SV40 ampicillin Addgene, 105558  

 

2.1.2 Viruses 

Virus 
Titer 
(GC/ml) 

Supplier Reference 

AAVdJ.Syn-SomaGCaMP7 10 x 1012 
VectorBuilder GmbH, (Neu-Isenburg, 
Germany) 

Custom 

AAVdJ-hSyn1-FLEX-
SomaGCaMP7-WPRE 

7.2 x 1012 
VectorBuilder GmbH, (Neu-Isenburg, 
Germany) 

Custom 

AAV2/1.CamKII0.4.Cre.SV40 1.15 x 1010 
Uni. Pennsylvania Vector Core 
(Philadelphia, PA, USA) 

James M. Wilson 

 

2.1.3 Antibodies and Staining Solutions 

Antibody Dilution Supplier 

DAPI 1:1000 D3571, Thermo Fisher Scientific 

Mouse anti-GFP 1:500 20R-GR011, Fitzgerald Industries 

Rabbit anti-somatostatin 1:500 T-4103, BMA Biomedicals 

Guinea Pig anti-parvalbumin 1:2000 GP72, Swant 

Alexa 488 anti-mouse 1:200 A28175, Thermo Fisher Scientific 

Alexa 594 anti-rabbit 1:200 A11012, Thermo Fisher Scientific 

Alexa 647 anti-guinea pig 1:200 A21450, Thermo Fisher Scientific 

 

2.1.4 Chemicals and Pharmaceuticals 

Name/Description Supplier 

Isopto-Max (eye cream) Alcon Pharma GmbH (Freiburg, Germany) 

70% Ethanol  

Braunol® 7.5 (iodine solution) B. Braun Melsungen AG (Melsungen, Germany) 

Mikrozid® AF (disinfectant) Schülke & Mayr GmbH (Norderstedt, Germany) 

Ultrasound gel P.S. Dahlhausen & Co. GmbH (Köln, Germany) 

Histoacryl (cyanoacrylate glue) B. Braun Melsungen AG (Melsungen, Germany) 

Cyanoacrylate glue  

Paladur (dental cement) Kulzer GmbH (Hanau, Germany) 

Kwik-Sil (silicone adhesive) World Precision Instruments Germany GmbH (Friedberg, Germany) 
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Fentanyl HEXAL AG (Holzkirchen, Germany) 

Midazolam Ratiopharm (Ulm, Germany) 

Medetomidine Vetpharma 

Atipamezole Veyx-Pharma GmbH 

Flumazenil HEXAL AG (Holzkirchen, Germany) 

Naloxon Ratiopharm (Ulm, Germany) 

Xylocain® Pumpspray (lidocaine) AstraZeneca GmbH (Wedel, Germany) 

Rimadyl® (carprofen) Zoetis Deutschland GmbH 

D-Mannitol Sigma-Aldrich Chemie GmbH (Taufkirchen, Germany) 

Silk Fibroin  Sigma-Aldrich Chemie GmbH (Taufkirchen, Germany) 

 

2.1.5 Equipment, Instrumentation, and Hardware  

Name/Description Part Number & Supplier 

Surgical Equipment  

Hardened Fine Scissors 14090-09, Fine Science Tools GmbH (Heidelberg, Germany) 

Scalpel Handle 10007-12, Fine Science Tools GmbH (Heidelberg, Germany) 

Scalpel Blades #11 10011-00, Fine Science Tools GmbH (Heidelberg, Germany) 

Dumont #5/45 Cover Slip Forceps 11251-33, Fine Science Tools GmbH (Heidelberg, Germany) 

Dumont #7 Curved Forceps 11271-30, Fine Science Tools GmbH (Heidelberg, Germany) 

Dumont #5 Straight Forceps 11255-20, Fine Science Tools GmbH (Heidelberg, Germany) 

Vannas Spring Scissors – 2 mm 15000-04, Fine Science Tools GmbH (Heidelberg, Germany) 

Sugi® Sponge Points, triangular 
Kettenbach Medical/Questalpha GmbH & Co. KG (Eschenburg, 
Germany) 

Cotton tips, 15 cm Medical care & serve® (Wurmlingen, Germany) 

Homeothermic blanket with rectal probe Harvard Apparatus (Holliston, MA, USA) 

Dry Bead Sterilizer STERI 350, Simon Keller AG (Burgdorf, Switzerland) 

500 μl syringes Omnican® 50, B. Braun Melsungen AG (Melsungen, Germany) 

3 ml syringes Omnifix®-F, B. Braun Melsungen AG (Melsungen, Germany) 

Headbar (46 x 14 mm, aluminum) MPI-BI machine shop (Martinsried, Germany) 

Headbar Holder MPI-BI machine shop (Martinsried, Germany) 

Disposable Biopsy Punch, 2 mm 
Kai Europe GmbH (Solingen Germany)/pfm medical AG (Köln, 
Germany) 

Stypro® Haemostypticum Curasan AG (Kleinostheim, Germany) 

GRIN Lens Holder Custom made 

Vacuum Pump P 7010, ATMOS MedizinTechnik GmbH (Lenzkirch, Germany) 

Flaming/Brown Micropipette Puller P-97, Sutter Instruments Co. (Novato, CA, USA) 

Picospritzer® III INTRACEL (Shepreth, UK)/Parker Hannifin (Hollis, NH, USA) 

Hydraulic Micromanipulator M0102R, NARISHIGE International Ltd. (London, UK) 

Borosilicate Glass Capillaries 3.3, Hilgenberg GmbH (Malsfeld, Germany) 

Infra-red lamp Glamox Luxo GmbH (Bremen, Germany) 

Heat Plate Hot Plate A3, Labotect (Göttingen, Germany) 

  

Intrinsic Optical Imaging   

sCMOS camera Pco.edge 4.2 LT, Excelitas Technologies (Göttingen, Germany) 

Fiber-Coupled LED, 530 nm M530F3, Thorlabs (Dachau, Germany) 

Fiber-Coupled LED, 740 nm M740F2, Thorlabs (Dachau, Germany) 
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4x/0.28 NA objective Olympus (Tokyo, Japan) 

  

Miniscope Imaging  

UCLA version 3 Miniscope (Ghosh et al., 
2011) 

v3.2, LabMaker GmbH (Berlin, Germany) 

Wire-free miniscope kit Open-Ephys (Lisbon, Portugal) 

NA 0.52 GRIN lens 64-519, Edmond Optics GmbH (Mainz, Germany) 

NA 0.52 GRIN lens GT-IFRL-180-inf-50-NC, Inscopix (Mountain View, CA, USA) 

  

Virtual Reality Arena  

Wooden Arena MPI-BI carpentry (Martinsried, Germany) 

ORACAL® 631 PVC Film ORAFOL Europe GmbH (Oranienburg, Germany) 

Retroreflective Tape 3M Deutschland GmbH (Seefeld, Germany) 

High Speed Color Projector PROPixx, VPixx Technologies (Saint-Bruno, Quebec, Canada) 

Optitrack Prime 17W Cameras NaturalPoint, Inc. (Corvallies, OR, USA) 

USB 3 CMOS Cameras DCC3240C, Thorlabs (Dachau, Germany) 

800 nm Long Pass Filter FEL0800, Thorlabs (Dachau, Germany) 

Lenses 18R0011984/CG603NC51, Navitar (Rochester, NY, USA) 

200-1100 nm Photodetector/Amplifier DCC3240C, Thorlabs (Dachau, Germany) 

780 nm Infrared Torch PDA10A2, Thorlabs (Dachau, Germany) 

Rotary Encoder MA3-A10-125-N, US Digital (Vancouver, WA, USA) 

DAQ BNC-2110, National Instruments (Austin, TX, USA) 

Head Tracker Custom made in-house 

  

Miscellaneous  

3D Printer Ultimaker 3 Extended, Ultimaker (Utrecht, Netherlands) 

Rat Cages and running wheel GR900, Techniplast (Buguggiate, Italy) 

Mouse Treats 1811442, TestDiet (Richmond, IN, USA) 

 

2.1.6 Software 

Name Version(s) Developer/Reference 

Python 3.8, 3.9 https://www.python.org/ 

Unity3D 
2018.2.17f1, 
2020.3.11f1 

Unity Technologies (San Francisco, CA, USA) 

Motive 2.0.0 NaturalPoint, Inc. (Corvallis, OR, USA) 

Unity Projection Mapping N/A https://github.com/andrewmacquarrie/UnityProjectionMapping 

ratCave 1.0 (Del Grosso and Sirota, 2019) 

Miniscope SD Card Reader 1.0 https://github.com/daharoni/wire-free-miniscope 

MiniAn 1.2.1 (Dong et al., 2022) 

CaImAn 1.10.0 (Giovannucci et al., 2019) 

DeepLabCut 2.2.3 (Lauer et al., 2022; Mathis et al., 2021, 2018; Nath et al., 2019) 

MATLAB R2016a The Mathworks (Natick, MA, USA) 

MATLAB Psychophysics 
Toolbox 

3 (Brainard, 1997; Kleiner et al., 2007; Pelli, 1997) 

IOS Acquisition Software 1.0 
(Goltstein et al., 2021) 
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2.2 Methods 

 

2.2.1 Ethics 

All experimental procedures were conducted in compliance with the institutional 

guidelines of the Max Planck Society (Max-Planck-Gesellschaft) and the Bavarian 

government (Regierung von Oberbayern).  

 

2.2.2 Animals and Animal Housing 

All experiments were conducted with male wildtype C57/Bl6J mice. Mice were kept on 

a 12-hour reversed light-dark cycle (10:00 - 22:00) with ad libitum access to food and 

water. Animals were co-housed with littermates in standard rat cages (Techniplast, 

GR900) with maximal four animals per cage and provided with environmental 

enrichment (running wheels, wooden and plastic blocks and tubes). A total of eight 

animals were used in this study.  

 

2.2.3 Freely Moving Virtual Reality (VR) System 

The VR system used in this study was a modified version of the ratCAVE system 

presented in (Del Grosso et al., 2017; Del Grosso and Sirota, 2019). The major 

modification was the replacement of the Python-based 3D graphics engine (Del 

Grosso and Sirota, 2019) with commercial video game software (Unity 3D, Unity 

Technologies). See Methods 2.2.3.4 and (Guggiana Nilo et al., in preparation) for a 

comprehensive overview. 

 

2.2.3.1 Computing Hardware 

A Windows 10 PC equipped with an Intel® Xeon® E5-1650 CPU, 64 GB RAM, and 

Nvidia® GeForce® GTX 1080Ti graphics card with 11 GB VRAM was used for all VR 

experiments. Instrumentation triggers were recorded or sent via a National 

Instruments DAQ (BNC-2110) and processed with custom Python software.  
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2.2.3.2 VR Arena 

The 50 cm x 100 cm VR arena with angled walls (60º, 50 cm tall) was constructed 

from wood, painted white, and the inner surfaces coated with a matte white PVC lining 

(ORACAL® 631, Orafol) to reduce reflections from the overhead projector. A high-

speed LED color projector (ProPixx, VPixx Technologies) was mounted 2 m above the 

arena, facing downwards. Projector frame triggers were captured by recording the bit 

value of the blue channel from the first pixel in the projection. Six wooden spheres 

covered in retroreflective tape were glued to the top edge of the arena (two on each 

long edge, one on each short edge) for tracking by the motion capture system. 

 

2.2.3.3 Motion Capture System 

The position and rotation of the mouse’s head and the VR arena were captured by an 

array of 12 motion capture cameras (Optitrack Prime 17W, NaturalPoint, Inc.) at 360 

frames per second and processed by the commercial motion capture software Motive 

(version 2.0.0, NaturalPoint, Inc.). The cameras were equipped with an array of 20 

NIR LEDs each for illumination and an IR filter for marker detection. To achieve high 

tracking speeds, the Optitrack system detects IR light reflected by retroreflective 

markers and uses on-camera image processing to localize the bright points in the 

captured field of view before transmitting object location, size, and roundness to 

Motive, where the objects are triangulated to find the 3D position and orientation of a 

given set of markers. The tracking system was regularly calibrated to achieve a 3D 

spatial tracking resolution of approximately 100 μm. Two tracking cameras were 

mounted directly above the arena flanking the projector for top-down image capture, 

while the remaining 10 cameras were mounted 1 m above the floor of the arena and 

rotated so their combined FOVs covered the entire arena. In six cameras, the IR filter 

was removed for 3D modelling of the arena. 

To track the head of the mouse during freely moving experiments, a custom head 

tracker was 3D printed (Ultimaker 3 Extended) and retroreflective tape applied to the 

ends of each of the four prongs. After calibrating Motive, the tracker was placed into 

the arena and “rigid bodies” (collection of tracked points with fixed spatial 

arrangement) were created to represent both the head tracker and the top edge of the 

arena, respectively. The rigid body representing the head tracker was modified so that 
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the forward vector in Motive aligned with the forward direction of mouse locomotion. 

To guarantee the accurate representation of rotations of the mouse head, the pivot 

point of the head tracker was translated such that it fell approximately between the 

eyes of the mouse. During head fixed experiments, tracking the mouse head was 

unnecessary, but to properly orient displayed visual stimuli, wooden spheres covered 

with retroreflective tape were glued to a custom-made head bar holder mounted above 

a running wheel. As with the head tracker, a rigid body was created in Motive and 

modified to match the desired forward vector and pivot point. 

 

2.2.3.4 VR Visual Stimuli 

All visual stimuli were created with the commercial video game engine software 

Unity3D (v2020.3.11f1, Unity Technologies), and experiments and peripheral 

hardware were controlled by custom Python software. Unity3D was chosen for its 

compatibility with the Optitrack system, rich development community, and ease of 

extensibility with peripheral equipment. Unity3D scenes can be modified with C# 

scripts to control virtual objects within the scene and to interface with peripheral 

hardware and software. Further, it offers low-level access to customize GPU shaders 

to render arbitrary visual stimuli. The Unity scene used to render visual stimuli is 

available at https://gitlab.mpcdf.mpg.de/mpibi/bonhoefferlab/rigs/vr-rig/vr-platform. 

 

2.2.3.4.1 3D Model of the VR Arena 

To create an immersive visual environment, it was necessary to accurately model the 

VR arena within the Unity3D scene. The 3D model was created using a utility function 

in the ratCAVE package. Briefly, a grid of white circles was projected onto the VR arena 

surface and was moved around while the projected points were captured by the motion 

tracking cameras without the IR filter. The captured volume was then saved as a 3D 

object file representing the internal surface of the VR arena.  

The arena model was imported into Unity and all faces of the model aligned using the 

ProBuilder extension. To correctly orient the arena model with the tracked VR arena, 

the pivot point of the arena model was modified using ProBuilder to match the pivot 

point of the VR arena rigid body tracked by Motive.  

https://gitlab.mpcdf.mpg.de/mpibi/bonhoefferlab/rigs/vr-rig/vr-platform
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2.2.3.4.2 Projection Mapping 

While scenes developed in Unity3D are three dimensional, the image rendered by the 

projector is strictly two dimensional. To achieve an immersive 3D effect from a 2D 

image, it was necessary to map the projection onto the 3D arena and modify it 

depending on the head motions of the animal. Mapping a 2D projection onto a 3D 

surface is possible if one has a sufficiently high-quality 3D model of the object on which 

to project the image, as the vertices of the physical object can be mapped onto the 

vertices of the 3D model.  

Projection mapping was accomplished using the open-source Unity Projection 

Mapping package (https://github.com/andrewmacquarrie/UnityProjectionMapping) 

with Unity3D v2018.2.17f1. The previously acquired 3D arena model was imported 

and modified as before, then seven points on the virtual arena (the four bottom corners 

and three top corners) were mapped to their corresponding vertices on the physical 

arena. A projection matrix containing the point mapping was then saved, and later 

imported at runtime during experiments to warp the projection to match the dimensions 

of the physical arena. 

 

2.2.3.4.3 Rendering Stimuli from the Mouse Point of View (Cube Mapping) 

Cube mapping (Greene, 1986; Nvidia Corporation, 1999) is a computer graphics 

method for representing the textures and reflections in a 3D scene on the faces of an 

imaginary cube surrounding an object. To render the visual stimuli from the point of 

view of the tracked mouse, a custom script was employed to map all objects in the 

scene to a cube centered on the head tracker position. The cube map was generated 

dynamically on a frame-by-frame basis and rendered on the inner surface of the virtual 

arena. When viewed from the perspective of the head tracker, the visual scene 

appeared as if rendered on a screen directly in front of the tracker, despite the angled 

walls of the arena. 

 

2.2.3.4.4 3D Drifting Gabor Patches 

A sphere model with a radius of 30 cm was centered on the head tracker position and 

a custom shader was written to generate spherically corrected, drifting sinusoidal 

stripes with user-adjustable color, spatial frequency (sf), temporal frequency (tf), and 

https://github.com/andrewmacquarrie/UnityProjectionMapping
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direction. A secondary custom shader was applied to the sphere to create a Gaussian 

alpha mask with user-defined mask color and width (by default middle gray; subtended 

visual angle: 60°) centered at 0° azimuth and 0° elevation. The entire sphere was then 

rotated to 30° elevation from the tracker’s horizontal plane to place the center of the 

Gabor patch within the putative binocular visual field of the mouse (Samonds et al., 

2019; Scholl et al., 2013). The position of the Gabor sphere moved with the position 

of the animal’s head, but the rotation was consistently locked to the tracked horizontal 

plane of the head to maintain a constant position in visual space and drift direction 

relative to the head. 

For all experiments, 10 repetitions of 12 grating directions (evenly spaced between 

±180°; black and white; tf: 2 cycles/s, sf: 0.04 cycles/º) were presented for 5 seconds 

with a 6 second inter-trial interval.  

 

2.2.3.4.5 Latency Tests 

Closed-loop system latency (from marker position detection to stimulus rendering) was 

tested by affixing a head tracker to a running PC cooling fan and projecting a black dot 

on the arena floor next to the tracked position. The position of both the head tracker 

and the projected dot were captured with a single tracking camera. The difference in 

distance between the marker and projected dot on each frame was measured to 

determine system latency, as this difference translates directly into time knowing the 

frame rate of the camera.  

 

2.2.3.4.6 Peripheral Equipment 

To capture overhead video for pose estimation during freely moving experiments, a 

CMOS camera (DCC3240C, Thorlabs) with an 800 nm long pass filter (FEL0800, 

Thorlabs) was mounted 2 m above the arena, and recorded video at 30 frames per 

second. During head fixed experiments, an identical camera setup was used to record 

eye movements from the right eye. The eye was illuminated by a 780 nm IR torch 

(M780L3, Thorlabs). To track the running activity of the head fixed mouse, a plastic 

running wheel was mounted on a rotary encoder (MA3-A10-125-N, US Digital), and 

the output voltage signal converted to rotational distance and running speed in 

software post-hoc.  
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2.2.4 Molecular Cloning, Virus Preparation, and Viral Strategy 

The GECI SomaGCaMP7 (Shemesh et al., 2020) was delivered in-vivo either by 

injection with glass capillary needles or via silk fibroin film mixtures deposited onto the 

surface of the implanted gradient refractive index (GRIN) lens (Jackman et al., 2018). 

SomaGCaMP7f acted as a functional reporter of neural activity. The localization of 

GCaMP7f to the soma was desired to avoid excessive diffuse background 

fluorescence from dendrites and axons in the imaging volume. 

The following plasmid was designed by Drago Guggiana Nilo and Claudia Huber and 

then cloned in-house by Claudia Huber using standard molecular biology protocols: 

pAAV-hSyn-FLEX-SomaGCaMP7-WPRE 

Backbone: pAAV-hSyn1-FLEX-mRuby2-GSG-P2A-GC6s-WPRE 

Insert: pAAV-Syn-SomaGCaMP7 (Addgene #158759) 

This plasmid as well as pAAV-Syn-SomaGCaMP7 were packed into AAVs by 

VectorBuilder, Inc. with the following serotypes, pseudotypes, and titers: 

1. AAVdJ-hSyn1-FLEX-SomaGCaMP7-WPRE; titer 5.85 x 1013 gc/ml 

2. AAVdJ.Syn-SomaGCaMP7; titer 6.26 x 1013 gc/ml 

 

Two viral strategies were used to transduce V1 cells with SomaGCaMP7 – one to 

localize somaGCaMP expression to excitatory neurons, and a second to target all 

neuronal subtypes. To induce sparse expression of SomaGCaMP7 in excitatory 

neurons, a mixture of AAV2/1.CamKII0.4.Cre.SV40 (University of Pennsylvania, Lot 

CS1128) and AAVdJ-hSyn1-FLEX-SomaGCaMP7-WPRE was used. 

AAV2/1.CamKII0.4.Cre.SV40 was diluted with PBS to a final concentration of 1.15 x 

1010 gc/ml, and AAVdJ-hSyn1-FLEX-SomaGCaMP7-WPRE was diluted to a final 

concentration of 7.2 x 1012 gc/ml. Here, AAV2/1.CamKII0.4.Cre.SV40 transfected 

excitatory cells under the CamKII promotor to express Cre, while AAVdJ-hSyn1-FLEX-

SomaGCaMP7-WPRE transfected all neural subtypes. To express SomaGCaMP7f 

across all neuronal subtypes, AAVdJ.Syn-SomaGCaMP7 was diluted with PBS to a 

final concentration of 10 x 1012 gc/ml.  
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2.2.4.1 Preparation of Capillary Needles 

Prior to surgery, borosilicate glass capillaries were pulled on a pipette puller to form a 

sharp tip. Tips were clipped using forceps under a stereoscopic microscope to achieve 

an outer diameter of approximately 30 μm and beveled to 60º under positive internal 

pressure on a custom beveling device made from a diamond-dust coated hard disk. 

Tip sharpness, diameter, and beveling quality were assessed under a standard 

transmission light microscope. Needles were front filled under negative internal 

pressure with the AAV2/1.CamKII0.4.Cre.SV40 and pAAV-hSyn-FLEX-

SomaGCaMP7-WPRE mixture, and stored at 4 ºC until use.  

 

2.2.4.2 Preparation of Silk-Fibroin Film Coated GRIN Lenses 

Lenses were prepared following a previously described protocol (Jackman et al., 

2018). The day prior to surgery, 1.8 mm diameter x 4.31 mm long GRIN lenses were 

sterilized in 70% EtOH and cleaned with lens tissue, then mounted in a petri dish using 

modelling clay. Silk fibroin (Sigma Aldrich, 5154) was mixed 1:1 with the final dilution 

of AAVdJ.Syn-SomaGCaMP7. A total of 1.5 ml of the silk fibroin-virus mixture was 

pipetted onto the surface of each GRIN lens in 300-500 μl drops, taking care to restrict 

the spread of the mixture to the center of the lens and avoid the formation of bubbles. 

Lenses were air dried at room temperature for 1 hour, then transferred to a vacuum 

chamber and vacuum desiccated at 4 ºC overnight. Coated lenses were stored at 4 

ºC until use.  

 

2.2.5 In-Vivo Transduction of GECIs and GRIN Lens Implantation 

GRIN lenses were implanted over the right hemisphere of binocular visual cortex in 

mature C57/Bl6J mice (age 8-10 weeks at time of surgery). Mice were anesthetized 

by intraperitoneal (i.p) injection of a mixture of 0.05 mg/kg Fentanyl, 5 mg/kg 

Midazolam, and 0.5 mg/kg Medetomidine (henceforth FMM). Analgesia was supported 

by a subcutaneous (s.c.) injection of carprofen (Rimadyl, 4 mg/kg) immediately before 

the start of surgery. Body temperature was maintained at 38 ºC using a heating pad, 

and eye cream (Isopto-Max) applied to the corneas to protect the eyes. Hair on the 

scalp was removed with an electric hair trimmer, and the scalp disinfected with 

alternating applications of 70% EtOH and iodine solution (Braunol® 7.5).  
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Mice were mounted in a stereotactic apparatus, a 10% lidocaine solution (Xylocain®) 

applied to the scalp, and a rostro-caudal incision was made with scissors from 

between the ears to the height of the eyes. Skin was removed to the right of the 

midline, and the skull cleared of hairs and connective tissue with cotton tips. The skin 

margins were secured with Histoacryl, and the surface of the skull was roughened with 

a scalpel blade around the area of the craniotomy. A rectangular aluminum head bar 

(chamber type, 46 x 14 mm, custom made) was secured to the skull with cyanoacrylate 

glue and fixed with dental cement, with care taken not to cover the target craniotomy 

site.  

To determine the location of binocular V1, mice were removed from the stereotaxic 

device and transferred to an intrinsic optical signal (IOS) imaging setup, and the 

acquired response profile and vascular pattern were used to functionally determine 

the target craniotomy location (see Methods 2.2.5.1). After IOS imaging, the animal 

was returned to the stereotaxic apparatus in the surgery room. A subcutaneous 

injection of a 15% D-mannitol solution (10 μl/g body weight) was given just before the 

craniotomy to minimize brain swelling. A circular craniotomy was made over binocular 

V1 with a 2 mm biopsy punch, and the dura carefully removed with a syringe and iris 

scissors. 

If delivering virus with capillary needles, virus was injected at four sites spaced 

approximately 200 μm apart with a volume of 120 nl per injection. Following virus 

injection, a GRIN lens was fixed in a custom micromanipulator apparatus, centered 

above the craniotomy, and lowered until the lens sat flush to the cortical surface. The 

lens was then slowly lowered another 200-300 μm and secured with cyanoacrylate 

glue. If using a silk-fibroin film coated GRIN lens instead of injections, the same 

procedure was used to implant the lens. Dental cement was applied to further fix the 

GRIN lens and head bar, and to cover any exposed areas of the skull. A silicone 

polymer (Kwik-Sil) was applied to encapsulate the GRIN lens, and a thin layer of dental 

cement was then applied over the silicone to prevent ingestion or damage by cage-

mates. Anesthesia was reversed by intraperitoneal injection of a mixture of 2.5 mg/kg 

Atipamezole (Veyx-Pharma GmbH), 0.5 mg/kg Flumazenil (B. Braun Melsungen AG), 

and 1.2 mg/kg Naloxone (Ratiopharm) (henceforth AFN).  
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Immediately after surgery, mice were kept under a heating lamp and under 

observation. Mice recovered overnight in the home cage (separated from non-

surgerized cage mates by an acrylic barrier), where floor temperature was maintained 

at 37 ºC with a heat plate. Carprofen was administered subcutaneously for at least 

three days after the procedure for analgesia. 

 

2.2.5.1 Intrinsic Optical Signal Imaging 

IOS imaging (Bonhoeffer and Grinvald, 1991; Bonhoeffer and Hübener, 2016) was 

used to localize binocular V1 in all experiments. Mice were fixed under the microscope 

and the optical axis aligned with the chamber of the head bar. An image of the blood 

vessel pattern was first acquired by illuminating the exposed section of the skull with 

a 530 nm LED and used as a landmark reference for the subsequent craniotomy. For 

IOS imaging, the exposed skull was evenly illuminated from both sides with two 740 

nm LEDs, and the imaging plane set to 400-450 um below skull surface. Intrinsic 

signals were identified as a decrease in reflected light caused by cortical activation 

following visual stimulation. Images were collected with a 4x air objective (NA 0.28, 

Nikon) using a sCMOS camera. Images were collected at 15 Hz with 3 x 3 px spatial 

binning and 3 frame temporal averaging. Acquired signals were bandpass filtered from 

400-700 nm. Custom MATLAB scripts were used for image acquisition and signal 

analysis. 

 

2.2.5.1.1 Visual Stimulation During IOS Imaging 

Visual stimuli (spherically corrected drifting square wave gratings, eight directions, sf: 

0.04 cycles/°, tf: 2 cycles/°) (Jaepel et al., 2017; Rose et al., 2016) were generated 

using the MATLAB Psychophysics toolbox (Brainard, 1997; Kleiner et al., 2007; Pelli, 

1997) and presented on a gamma-corrected LCD computer monitor centered on the 

visual field of the mouse. The monitor was rotated to match the head tilt of the mouse 

and positioned 16 cm in front of the mouse. 
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2.2.6 Miniscope Baseplate Implantation 

Miniscope baseplates were implanted three to four weeks following GRIN lens and 

head plate implantation. Mice were anesthetized by i.p. injection of FMM and body 

temperature maintained at 37 ºC using a heating pad. Mice were placed into a custom-

made fixation apparatus, and eye cream applied to the eyes to prevent injury from 

dental cement debris. The dental cement and silicone cap covering the GRIN lens 

were carefully removed, and the surface of the GRIN lens cleaned with 70% EtOH and 

lens tissue. Excess dental cement surrounding the base of the GRIN lens was carefully 

removed with a dental drill. The head bar was then cleaned of any debris with 70% 

EtOH and cotton tips. 

The aluminum miniscope baseplate was affixed to a UCLA V3 miniscope (Ghosh et 

al., 2011), and the miniscope was then attached to a micromanipulator with a custom 

3D-printed miniscope holder. A suitable region of interest displaying somaGCaMP7-

expressing neurons was located after lowering the miniscope above the GRIN lens. 

Once satisfied with the region of interest, the baseplate was secured to the head bar 

with cyanoacrylate glue, the miniscope removed, and the baseplate further secured 

with dental cement. The final imaging plane was determined by placing a wire-free 

miniscope into the micromanipulator and finding a focal plane displaying the most in-

focus neurons by adjusting the miniscope focus tube. Once satisfied with the imaging 

plane, the focus set screw was tightened, and the final position of the focus tube 

recorded. A lens cap was placed to protect the GRIN lens from damage in the home 

cage. Mice were awakened by an intraperitoneal injection of AFN and allowed to 

recover in a separate cage for one hour before returning to the home cage. 

 

2.2.7 Animal Habituation 

Two weeks after head bar and GRIN lens implantation, or upon reaching a body weight 

of 28 grams, mice were habituated to the experimenter, the experimental room and 

setup, and the miniscope for one week. For the first three days, mice were only 

habituated to the experimenter and the setup in two sessions. On the first day, mice 

were carefully held in the experimenter’s hands and allowed to walk from hand to hand 

for one minute, repeated twice. On the second day, handling occurred the same as 

the previous day, and acclimation to head fixation was introduced by briefly grabbing 
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the edges of the head bar while the mouse was allowed to walk on a flat running wheel. 

On the third day, acclimation remained the same, but the duration of the head fixation 

period was increased to 30 seconds. During the second session on days 1-3, mice 

explored the virtual reality arena with a small number of treats (TestDiet, 1811442) for 

10 minutes.  

On days 4-7, mice were further habituated to head restraint by being fixed in a custom 

head bar holder and running on a flat running wheel. Fixation times increased from 1 

minute to 10 minutes in three-minute steps on each day.  

Days 4-6 also introduced acclimation to the miniscope and tracker. Since the wirefree 

miniscope, head tracker, and head bar combined weigh 6.45 g, gradual acclimation 

was necessary. Mice were acclimated to the weight by affixing custom 3D printed 

weights to each side of the head bar (total mass: 3 g, 4.8 g, 9.7 g) and allowing the 

mice to run around the VR arena for two sessions lasting up to 15 minutes. Mice were 

kept under constant observation during the acclimation period. Acclimation was ended 

early if mice displayed signs of distress or if body weight reduced. The second session 

on day 6 introduced the wirefree miniscope without a battery (5.30 g), on the final day, 

the wirefree miniscope with battery was used. If mice struggled with the weight of the 

miniscope on day 7, acclimation was continued until the mouse could carry the 

miniscope for 15 minutes. 

 

2.2.8 Miniscope Imaging 

A 5.8 g miniaturized fluorescence microscope (UCLA version 3 miniscope) equipped 

with a wirefree modification system and 3.7 V, 45 mAh battery was used (Ghosh et al., 

2011). An integrated 470 nm LED light source excited neurons transfected with 

somaGCaMP7f. Emitted green light passed through a 535/50 nm bandpass filter and 

was focused onto an integrated CMOS image sensor (838 x 640 px, cropped and 

down sampled to 320 x 320 px). A 1.8 mm diameter GRIN lens with NA 0.52 (Edmond 

Optics 64-519) was used as the objective lens and acquired fields of view of 

approximately 450 x 450 μm. Images were acquired at 20 frames per second and 

saved to an on-board SD card. Miniscope imaging was synchronized with visual stimuli 

and head tracking information by detecting the initial LED emission with an amplified 

photodetector (Thorlabs, PDA10A2) and then aligning frame timestamps extracted 
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from the acquired frames with a custom Python script. Imaging parameter modification 

and data saving were done through the Miniscope SD Card Reader package 

(https://github.com/daharoni/wire-free-miniscope). 

Mice underwent two imaging sessions every day for at least 10 experimental days. 

During one session, mice were head fixed on a running wheel while receiving visual 

stimulation. During the second session, mice were allowed to freely move about the 

arena while presented with visual stimuli. During freely moving sessions, the mice 

were provided with water and a small number of treats. The order of head fixed and 

freely moving sessions was reversed on each experimental day. Sessions lasted 

approximately 23 minutes each, although variability in battery capacity shortened 

some sessions.  

To further explore the effect of visual stimuli and luminance in V1 neurons, mice 

underwent experiments where the VR arena was illuminated but no visual stimulus 

was shown, or the arena was fully darkened with no visual stimulus. To control for 

state-dependent effects on neural activity, a subset of mice underwent experiments 

where they received visual stimulation during consecutive head fixed and consecutive 

freely moving sessions. 

 

2.2.9 Perfusions and Immunohistochemistry 

At the end of the experimental protocol, all animals were sacrificed by transcardial 

perfusion. Mice were anesthetized with an intraperitoneal injection of 1.5x the normal 

dose of FMM. After approximately 20 minutes, the toe pinch pain reflex was tested on 

all paws to ensure deep anesthesia had been reached. Mice were then fixed to a 

perfusion stage and transcardially perfused first with 15 ml of a PBS solution 

containing lidocaine (0.1%) and heparin (0.1%) followed by 20 ml of a 4% 

paraformaldehyde (PFA) solution. Brains were removed from the skull and stored in a 

4% PFA solution at 4°C until slicing. 

Brains were sliced into 300 μm thick coronal sections with a microtome (Thermo 

Fischer Scientific) and washed three times for twenty minutes in PBS. Slices were 

permeabilized (PBS with 2% Triton X-100) at 4°C on a shaker. The next morning, slices 

were transferred to room temperature blocking buffer (PBS containing 10% goat 

https://github.com/daharoni/wire-free-miniscope


Materials and Methods | Methods 

 

39 

 

serum, 2% Triton X-100, 0.2% sodium azide) for eight hours. After removal from 

blocking buffer, slices were incubated overnight in antibody buffer (PBS containing 1% 

goat serum, 0.2% triton X-100, 0.2% sodium azide) with primary antibodies (1:1000 

DAPI, 1:500 mouse anti-GFP, Fitzgerald, 1:500 rabbit anti-somatostatin, BMA, 1:2000 

guinea pig anti-parvalbumin, Swant) at room temperature, then transferred to a shaker 

where incubation continued at 4°C for two days. Slices were then washed on a shaker 

at 4°C overnight in washing buffer (PBS with 3% NaCl, 0.2% Triton X-100), transferred 

to the secondary antibody solution (antibody buffer with 1:200 Alexa 488 anti-mouse, 

1:200 Alexa 594 anti-rabbit, and 1:200 Alexa 647 anti-guinea pig) and incubated on a 

shaker for two days at 4 °C. Slices were again washed on a shaker overnight in 4°C 

washing buffer. The following morning, slices were washed three times for twenty 

minutes in PBS. Finally, the slices were cleared by incubation in 350 μl RapiClear 1.47, 

then mounted on spacer slides for fluorescence and confocal microscopy.  

 

2.2.10 Data Analysis 

All data were analyzed with custom Python scripts. Code is available at 

https://gitlab.mpcdf.mpg.de/mpibi/bonhoefferlab/analysis_code/prey_capture. 

 

2.2.10.1 Miniscope Source Extraction 

Miniscope data were registered and source extracted using the MiniAn pipeline (Dong 

et al., 2022). The MiniAn pipeline is composed of five steps: (1) preprocessing, (2) 

motion correction, (3) initializing seeds for potential neurons, and (4-5) iterative spatial 

footprint identification and temporal signal extraction. 

During the preprocessing step, vignetting (bright center and dark edges) is reduced 

and an estimate of the background (out of focus fluorescence and tissue 

autofluorescence) is created. The background estimate is created via a process of 

morphological erosion, whereby bright features smaller than a particular window 

(15px, or roughly the size of a neural soma in the FOV) are removed to estimate the 

background. This is followed by a morphological dilation, where the maximum value 

of the 15 px window is used to fill the window (Lu et al., 2018). Together, these steps 

remove any bright features in the image smaller than the window size, leaving only 

putative cell bodies.  

https://gitlab.mpcdf.mpg.de/mpibi/bonhoefferlab/analysis_code/prey_capture
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In the motion correction step, the stack is registered through an iterative cycle of 

template matching on subsets of frames within the imaging stack. The subsets 

exponentially increase in size until the whole stack is registered at once. 

In the final steps, MiniAn uses the constrained nonnegative matrix factorization 

(CNMF) algorithm for source extraction (Giovannucci et al., 2019; Pnevmatikakis et 

al., 2016). The CNMF algorithm modeled cellular activity in the input video as the 

product of spatial and temporal matrices with additional contributions from background 

and random noise, defined as: 

 𝒀 =  𝑨𝑪 +  𝑩 +  𝑬  (2.1) 

where 𝑌 is the input image stack, 𝐴 is the cellular spatial footprint matrix, 𝐶 is the 

cellular temporal activity matrix, 𝐵 is the spatiotemporal fluctuation of the background 

fluorescence, and 𝐸 is a noise term. This is carried out in iterative spatial and temporal 

update steps as explained below.  

The CNMF algorithm requires initial estimates of the locations of potential neurons 

and their activity. MiniAn generates these estimates, or seeds, by iteratively finding the 

local maxima of maximum intensity projections computed on subsets of frames in the 

imaging stack. This produces an over-complete set of seeds, which are then refined 

by keeping seeds that have a significantly high peak-to-noise ratio in their temporal 

trace and pass a Kolmogorov–Smirnov test. Seeds are merged if they are sufficiently 

close together and their temporal traces are sufficiently correlated, resulting in a single 

seed per putative cell. Initial spatial and temporal matrices are estimated from these 

seeds, which represent initial spatial footprints of putative cells and their temporal 

traces. The spatial footprint and temporal trace of the background are also calculated, 

as they are needed in the next steps. 

During the spatial update, the absolute difference between the input stack at a given 

pixel, the spatial matrix (across all putative cells) and the background contribution are 

calculated per pixel and minimized. A sparseness term offsets contribution from noise. 

The spatial footprint matrix and the background footprint matrix are then updated. In 

the temporal update step, the temporal activity of each spatial footprint is calculated, 

and contributions from neighboring overlapping footprints subtracted. Spiking “activity” 

is then inferred from the calcium traces using an autoregressive process, and the 
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temporal matrix is updated. The spatial and temporal updates are then repeated. 

Finally, putative cells that are spatially close together and have temporal traces that 

are correlated above a certain threshold (e.g. 0.85) are merged. The final output 

contains terms for the spatial footprints of identified cells, their inferred spiking activity, 

and their fluorescence activity.  

 

2.2.10.2  Cell Matching 

Single neurons were matched between consecutive imaging sessions on the same 

day within animals using the cell matching function register_multisession from 

the open-source toolbox CaImAn (Giovannucci et al., 2019). Cell spatial footprints 

extracted from each recording were first filtered based on size and circularity to 

eliminate putative non-neuronal footprints extracted by MiniAn. The remaining 

footprints and maximum fluorescence projections from each imaging stack were given 

as inputs to register_multisession. The function aligns the maximum projections 

to estimate an affine transform, which is applied to each footprint before matching. 

Then an intersection over union metric and the Hungarian algorithm for optimal 

matching are used to find putative footprint matches. Footprints were considered 

matched if the centroids of putative matches were separated by less than 8 pixels 

(roughly the radius of a cell in the imaging setup used). 

 

2.2.10.3 Pose Estimation and Eye Tracking 

During freely moving experiments, nine points were tracked offline on each mouse 

using DeepLabCut (version 2.2.3) (Lauer et al., 2022; Mathis et al., 2021, 2018; Nath 

et al., 2019). The snout, left and right sides of the head bar, top and base of the 

miniscope, three points along the spine, and the tail base were labeled, as well as the 

corners of the VR arena. During head fixed experiments, a separate DeepLabCut 

network was trained to label eight points along the edge of the pupil, the reflection of 

the IR LED illumination source, the corners of the eye, and a single point on the upper 

and lower margins of the eyelid.  

For each network, 10 frames taken from 10 videos were labelled, with 95% of the 

frames used for training. An EfficientNet-b0 based neural network was used, with an 

imgaug augmenter for two training iterations validated with three shuffles. For the 
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freely moving network, the test error was: 2.12 pixels, train: 0.98 px (image size 1280 

px x 1024 px), with a p-cutoff of 0.85. For the eye tracking network, the test error was: 

2.39 px, train: 0.83 pixels for 1280 px x 1024 px images, with a p-cutoff of 0.6. 

 

2.2.10.4 Analysis of Visual Stimulus Responses 

Unless otherwise stated, neural activity was defined as the area under the curve 

(AUC) of the deconvolved fluorescence trace for the stated time window. 

 

2.2.10.4.1 Visual Stimulus Responsivity  

Neurons were considered responsive to visual stimuli if their activity during visual 

stimulus trials was greater than the activity during the preceding 5 seconds of the 

inter-trial interval period as determined using a 1-sided Mann-Whitney U test (p < 

0.25). This p-value was determined by manual inspection of deconvolved 

fluorescence traces (Supp. Figure 1). 

 

2.2.10.4.2  Preferred Direction and Orientation and Tuning Curve Fits 

Direction tuning curves were calculated as the mean activity across trials for each 

presented direction stimulus. For direction tuning curves, a double von Mises function 

(circular double Gaussian) was least-squares fitted to the mean direction response 

tuning curve. The preferred direction (PD) was defined as the peak of the fitted tuning 

curve. Orientation tuning curves were calculated by wrapping the responses in 

direction space [0°, 360°) onto the [0°, 180°] domain, and taking the mean activity for 

each orientation shown. Preferred orientation (PO) was calculated by least-squares 

fitting a von Mises function to the mean orientation response tuning curve and finding 

the corresponding peak.  

 

2.2.10.4.3  Direction and Orientation Selectivity 

Preferred direction was calculated by finding the presented direction corresponding to 

the peak of the double von Mises fit. Single neurons were considered direction 

selective if they were determined to be visually responsive (see Methods 2.2.10.4.1) 

and had a direction selectivity index (DSI) ≥ 0.5, defined as: 
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𝐷𝑆𝐼 = 1 −

𝑅(θ𝑛𝑢𝑙𝑙)

𝑅(θ𝑝𝑟𝑒𝑓)
 

(2.2) 

where 𝜃𝑝𝑟𝑒𝑓 was the preferred direction, 𝜃𝑛𝑢𝑙𝑙 = 𝜃𝑝𝑟𝑒𝑓 + 180∘, and 𝑅(θ) was the mean 

response to stimulus θ (Lien and Scanziani, 2018).  

Single neurons were counted as orientation selective if they were determined to be 

visually responsive and had an orientation selectivity index (OSI) ≥ 0.5, defined as: 

 
𝑂𝑆𝐼 =

𝑅(θ𝑝𝑟𝑒𝑓) − 𝑅(θ𝑛𝑢𝑙𝑙)

𝑅(θ𝑝𝑟𝑒𝑓) + 𝑅(θ𝑛𝑢𝑙𝑙)
 

(2.3) 

where 𝜃𝑝𝑟𝑒𝑓 was the preferred orientation, 𝜃𝑛𝑢𝑙𝑙 was the mean of the responses to 

orientations orthogonal to 𝜃𝑝𝑟𝑒𝑓: 

 θ𝑛𝑢𝑙𝑙 = mean(θ𝑝𝑟𝑒𝑓 ± 90∘) (2.4) 

and 𝑅(θ) was the mean response to stimulus θ (Zhao et al., 2013). 

 

2.2.10.5 Locomotion Modulation 

The effect of locomotion on neural activity was determined by calculating the difference 

in mean neural activity per cell during running and still periods within experiments. 

Running periods were identified by fitting a Gaussian mixture model with two 

components to the running wheel speed or locomotion speed trace of each 

experiment. Cells were considered modulated by running activity if the difference in 

running-dependent activity fell outside of the 95% confidence interval of the distribution 

of all running-dependent activity differences across all cells.  

 

2.2.10.6 Self-Motion Tuning Curve Calculation 

To determine if a given cell carried information related to one of the measured self-

motion variables, a method to create a tuning curve analogous to classical visual 

tuning curves was desired. However, since the measured self-motion variables 

occurred continuously, computing trial-average tuning for a given stimulus was not 

possible. The following approach approximated the responses of cells with the 

magnitude of the measured self-motion variable. The inferred spike activity for each 

cell below the 8th percentile was set to zero. Then the range of each self-motion 
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variable was split into 20 bins. The self-motion tuning curve was calculated by finding 

the mean inferred spike activity within each of the range bins. 

Responsivity, quality, and consistency scores were calculated for each tuning curve. 

The responsivity of the cell to the variable of interest was calculated as the mutual 

information score of the tuning curve (Stefanini et al., 2020), defined as: 

 𝑆𝐼 = ∑ 𝑝𝑖

𝑟𝑖

𝑟

𝑁

𝑖=1

log
2

𝑟𝑖

𝑟
 (2.5) 

where 𝑖 indexes the range bins, 𝑝𝑖 is the probability of occupancy (number of 

occurrences) for a given bin, 𝑟𝑖 is the mean inferred spike rate (the tuning curve) for 

bin 𝑖, and 𝑟 is the overall mean inferred spike rate for the cell. 

Tuning curve quality was calculated as the Spearman’s R between the real inferred 

spike activity and reconstructed neural activity predicted by the tuning curve. A 

consecutive temporal 70-30 train-test split was applied to the activity of each cell (𝑟𝑡𝑟𝑎𝑖𝑛 

and 𝑟𝑡𝑒𝑠𝑡) and the self-mot ion trace of interest (𝑎𝑡𝑟𝑎𝑖𝑛 and 𝑎𝑡𝑒𝑠𝑡). A tuning curve was 

calculated as above for the training set. A predicted neural activity trace (𝑟𝑝𝑟𝑒𝑑) was 

created by first binning 𝑎𝑡𝑒𝑠𝑡 according to the range bins calculated for 𝑎𝑡𝑟𝑎𝑖𝑛, and 

assigning the training set tuning curve value corresponding to the assigned range bin 

for each timepoint in 𝑎𝑡𝑒𝑠𝑡. 

 ρR(𝑟𝑡𝑒𝑠𝑡),R(𝑟𝑝𝑟𝑒𝑑) =
cov (R(𝑟𝑡𝑒𝑠𝑡), R(𝑟𝑝𝑟𝑒𝑑))

σR(𝑟𝑡𝑒𝑠𝑡)σR(𝑟𝑝𝑟𝑒𝑑)

 
(2.6) 

Tuning curve consistency was calculated by first splitting the self-motion trace into two 

temporal halves, calculating the self-motion tuning curve as above for each half, then 

finding the correlation coefficient matrix 𝑅 between the two: 

 𝑅1,2 =
𝐶1,2

√𝐶2,2𝐶2,2
 (2.7) 

where 𝐶 is the covariance matrix. The consistency score was defined as the value of 

the correlation matrix at the initial time lag. 

Cells were considered responsive or to have sufficient quality if their respective 

responsivity and quality values exceeded the 95th percentile of a bootstrapped 

distribution and were considered consistent if their consistency score was nonzero and 
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exceeded the 70th percentile of a bootstrapped distribution. Cells were considered 

tuned to a particular self-motion variable if they met criteria for both responsivity and 

quality.  

 

2.2.10.6.1 Bootstrapping 

To preserve short time-scale correlations in the bootstrapped distributions of 

responsivity, quality, and consistency, self-motion traces were temporally binned, and 

the bins shuffled 100 times. Bin size was determined by splitting the self-motion traces 

across all experiments into 10 s windows and finding their autocorrelation. The initial 

zero crossing of the mean window autocorrelation was taken as the bin length for 

bootstrap shuffling. 

 

2.2.10.7 UMAP Embedding 

To visualize the tuning index vector for each cell, the UMAP (Uniform Manifold 

Approximation and Projection) method (McInnes et al., 2020) was used to embed the 

high-dimensional tuning index vector into 2-dimensional space. For cells re-identified 

between consecutive sessions, the tuning vector comprised the quality index of each 

self-motion variable recorded for both sessions, and the DSI and OSI values recorded 

from both sessions. For cells not re-identified between consecutive sessions, the 

tuning vector comprised the quality index to each self-motion variable from the relevant 

experiment, and the DSI and OSI values. The tuning vectors were then formed into a 

matrix and processed with UMAP to produce the plots in the thesis. 

 

2.2.10.8 Statistics 

Results are reported as mean ± standard deviation (std). All statistics on circular data 

were conducted with the PyCircStat toolbox (Berens, 2009). The consistency in OSI 

or DSI between repeated or consecutive sessions (Figure 3.12 and Supp. Figure 3) 

was reported at the Pearson’s correlation, and differences in means were evaluated 

with a Kruskal-Wallis test. For assessing changes in PO or PD (Figure 3.13 and Supp. 

Figure 4), consistency values are reported as the circular correlation using the, which 

is equivalent to the Pearson’s R for circular data:  



Materials and Methods | Methods 
 

46 

 

 
R =  

sin(x − 𝑥̅) sin(y − 𝑦)

√∑ sin(x − 𝑥̅)2  ∑ sin(y − 𝑦)
2  (2.8) 

 

where x and y are the POs or PDs in the two sessions, and 𝑥̅ and 𝑦̅ are the mean POs 

or PDs. For testing differences in the means of PO or PD, the Watson-Williams test 

(the circular equivalent to a T-test or one-way ANOVA) was used. 

To test for significance in fractions of cells per experiment tuned to visual or self-motion 

variables across animals and days, Kruskal-Wallis tests followed by Dunn post-hoc 

tests with Bonferroni correction for multiple comparisons were used. When comparing 

distributions with uneven sample sizes (as in Figure 3.8 and Figure 3.15), 

distributions were bootstrapped 1000 times. P-values of the bootstrapped distributions 

are reported as the upper bound of the 95% confidence interval of the post-hoc 

corrected, bootstrapped p-values.  
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3 Results 

 

3.1 Establishment of a Freely Moving VR Visual 

Stimulation Paradigm 

To study the interplay between the representations of visual stimuli and self-motion in 

V1 cells, it was necessary to develop a visual stimulation paradigm that delivered tight 

control over the spatial and temporal dynamics of a visual scene delivered to a freely 

moving mouse. To consistently present the visual stimulus within the mouse’s visual 

field, this paradigm required the ability to track the position of the mouse at high spatial 

and temporal resolutions and to generate the visual stimulus with minimal latency. To 

fulfill these criteria, I used a modified version the ratCAVE immersive virtual reality 

paradigm (Del Grosso and Sirota, 2019) in which the position of the mouse’s head 

was tracked by an array of motion capture cameras and visual stimuli were created in 

a physics engine (Guggiana Nilo et al., in preparation). The visual stimulus was 

centered on the tracked position of the mouse’s head, and cube-mapped onto the 

walls of a virtual arena object, which matched the dimensions of the real arena. The 

cube-mapping step allowed for the visual scene, designed in the physics engine as a 

3D space, to be “perspective correct” from the mouse’s point of view when projected 

onto the VR arena with angled walls (Figure 3.1 A and Methods). For position 

tracking, mice were equipped with a custom 3D printed, four-pronged head tracker 

and tracked with commercial motion capture software (Figure 3.1 B). A spatial 

resolution of 10 μm at a temporal resolution of 360 frames per second (FPS) was 

achieved, and the closed-loop latency from position detection to stimulus projection 

was measured at 18 ms (Methods 2.2.3.4.5), allowing for stimulus presentation at 

frame rates of up to 55 FPS (Guggiana Nilo et al., in preparation).  

To probe the effect of self-motion on the representation of direction and orientation in 

V1, I created a VR analog to the classical two-dimensional Gabor stimulus (Granlund, 

1978). I rendered drifting sinusoidal black and white stripes (spatial frequency 0.04 

cycles/ º, temporal frequency 2 Hz) on a virtual sphere (30 cm radius) centered on the 

tracked position of the mouse’s head. A Gaussian alpha mask was overlaid on the 

stripes to limit the grating stimulus to a circle subtending 60º of visual angle. The entire 

“Gabor sphere” was then rotated and fixed at 30º elevation and 0º azimuth from the 
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horizontal plane of the tracked mouse head to align the center of the visual stimulus 

with the binocular visual field. As the mouse moved about the arena, the position and 

rotation of the Gabor sphere were locked with the position and rotation of the mouse’s 

head, maintaining the presentation of the stimulus at the same position in the visual 

field regardless of animal motion. For visual stimulation, twelve evenly spaced 

directions in the range [-180º, 180º] were presented in 5 s trials for 10 repetitions with 

a 6 s inter-trial interval (Figure 3.1 D). The trial number was limited to 120 trials by the 

45 mAh miniscope battery, which could deliver adequate current to the excitation LED 

for approximately 25 minutes.  

The activity of V1 neurons was recorded from the right hemisphere of eight adult male 

C57Bl6/J mice using the UCLA V3 miniscope (Ghosh et al., 2011) with the wireless 

attachment. Using a 0.52 NA GRIN lens, I gained optical access to a 450 x 450 μm 

FOV in superficial layer 2/3 of V1. To limit out-of-focus fluorescence from passing 

axons and dendrites, I employed the GECI somaGCaMP7 to restrict the virally 

Figure 3.1 Immersive VR system and wire free miniscope imaging in freely moving VR | A. The 
virtual reality arena, tracking cameras and projector. B. A mouse equipped for a freely moving 
experiment with the UCLA V3 wire free miniscope and custom head tracker. C. Maximum projection 
image from an example FOV. Green shading: probability map of neuronal ROI spatial footprints found 
by CNMF. D. Schematic of experimental trial structure and visual stimulus parameters. E. Image from 
a head fixed experiment. The mouse is head fixed on a running wheel while the right eye is recorded 
by a CMOS camera. Red lines: internal arena dimensions. Note that the distortion of the grating is due 
to the photo position and angle differing from the head tracker. F. Same as E, but from a freely moving 
experiment. 
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mediated expression of GCaMP to cell bodies. To limit the expression of GCaMP to 

the area immediately below the GRIN lens imaging surface and to optimize for 

recording in-focus cellular activity, I mixed the GCaMP virus dilution with silk fibroin to 

form a biocompatible film (Jackman et al., 2018). This film was applied to the surface 

of the GRIN lens touching the brain, and transduced cells primarily in layer 2/3, but in 

some cases labelling extended to layer 5 (see Methods 2.2.4.2). On each 

experimental day, mice were imaged in one head fixed and one freely moving session. 

The order of head fixed and freely moving experiments was reversed on subsequent 

days to minimize systematic effects of the experimental order. During head fixed 

Figure 3.2 Example head fixed experiment ethogram and FOV | A. Maximum projection of the 
recorded FOV from an example head fixed experiment. Scale bar = 100 μm. B. Same FOV as A. 
Red shaded areas are regions of interest corresponding to ROIs detected by MiniAn. C. Normalized 
deconvolved fluorescence traces from 8 cells and all recorded self-motion or postural variables. D. 
Enlarged view of the fluorescence traces and ethogram highlighted by the red box in C. Gray boxes 
are visual stimulus trials. 
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experiments, I recorded neuronal activity with the miniscope, as well as the velocity of 

the running wheel via a rotary encoder and the ipsilateral eye with an IR camera 

(Figure 3.1 D, E and Figure 3.2). I post-hoc calculated the position and diameter of 

the pupil using DeepLabCut. During freely moving experiments, I similarly recorded 

neuronal responses with the miniscope. I additionally measured twelve self-motion or 

postural variables by aligning head position and rotation data collected from the head 

Figure 3.3 Example freely moving experiment ethogram and FOV | A. Maximum projection of 
the recorded FOV from an example freely moving experiment. Scale bar = 100 μm. B. Same FOV 
as A. Blue shaded areas are regions of interest corresponding to ROIs detected by MiniAn. C. 
Normalized deconvolved fluorescence traces from 8 cells and all recorded self-motion or postural 
variables. D. Enlarged view of the fluorescence traces and ethogram highlighted by the red box in 
C. Gray boxes are visual stimulus trials. 
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tracker with estimated pose measurements derived from DeepLabCut tracking of the 

mouse with an overhead camera. These included the position and rotations of the 

head about all three axes, the head direction relative to the body, heading direction, 

and linear and angular velocity (Figure 3.1 D, F and Figure 3.3 A). Overall, cells 

responded to both visual stimuli (Figure 3.3 B, upper) and postural and self-motion 

variables (Figure 3.3 B, lower).  

 

3.2 Responses to Visual Stimuli and Running Onset 

In both head fixed and freely moving experiments, I observed neural responses during 

the presentation of visual stimuli (Figure 3.4 A, cells 6, 8 and Figure 3.4 B, cells 2, 8), 

during the offset of visual stimuli (Figure 3.4 A, cells 2, 4) and cells that exhibited 

responses that were not clearly locked to the visual stimulus. Several factors could 

explain the observed stimulus offset responses. Some offset responses may be 

caused by the release of inhibition due to the presentation of a non-preferred stimulus 

in the neuron’s RF. Since receptive field mapping was not conducted, the visual 

stimulus presentation location may have fallen outside the classical RFs of these 

neurons and suppressed their activity. Alternatively, the release of contrast-dependent 

suppression from the surround may have driven the offset responses. 

Running and quiescent periods were detected by fitting a Gaussian Mixture Model with 

two components to either the running wheel speed trace or mouse locomotion speed 

trace for each experiment (Figure 3.5 A, B, upper). While single running bouts 

occasionally evoked responses, cells did not show consistent responses to running 

onset.  
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Figure 3.4 Neurons display visually evoked responses to drifting grating Gabor stimuli in VR | 
A. Visually evoked deconvolved fluorescence responses to all visual stimuli from eight cells from an 
example head fixed experiment. Black lines – single trial responses, red line – trial average response, 
gray shaded area – visual stimulus trial. Cells are the same as in Figure 3.2. B. Responses of the 
same cells in A in a subsequent freely moving experiment. Cells are the same as in Figure 3.3. Note 
that cells shown here were re-identified between head fixed and freely moving sessions (see Supp. 
Figure 5). 120 visual stimulus trials were presented, with 10 trials for each of 12 directions. 
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Figure 3.5 V1 neurons do not exhibit responses consistently locked to locomotion onset | A. 
(Upper) Running wheel speed during an example experiment. Red dots are running bouts as fit by a 
Gaussian Mixture Model with two components. (Lower) Running evoked fluorescence responses from 
eight cells from an example head fixed experiment. Vertical black line – running onset, gray lines – 
single trial responses, red line – trial average response. Cells are the same as in Figure 3.2. B. 
Responses of the same cells as in A in a subsequent freely moving experiment. Cells are the same 
as in Figure 3.3. 
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3.3 Visual Responsivity, Orientation and Direction Tuning 

I next evaluated the direction and orientation tuning of recorded cells with methods 

commonly used in the visual neuroscience literature – namely the responsivity of cells 

and their orientation and direction selectivity indices (Lien and Scanziani, 2018; 

Wörgötter and Eysel, 1987; Zhao et al., 2013). Cells were considered visually 

responsive if their activity during visual stimulus trials was greater than that during the 

inter-trial intervals (see Methods 2.2.10.4.1). Cells were considered significantly 

orientation or direction tuned if they were classified as visually responsive and their 

orientation or direction selectivity indices (OSI, DSI, ranging between 0 and 1) were 

greater than 0.5.  

 

3.3.1 Visual Responsivity is Similar Between Head Fixed and Freely 

Moving Sessions 

As expected, V1 cells exhibited a variety of tunings to the VR Gabor sphere stimulus 

presented during head fixed experiments (Figure 3.6). Some cells exhibited clear 

orientation (Figure 3.6 B, cells 3-5) or direction preference (cells 1 and 2), while others 

exhibited broad responsivity to visual stimuli (cells 6-8). 

As with head fixed experiments, I also observed a variety of responses to the 

orientation and direction of grating stimuli during freely moving sessions, including 

strong orientation or direction tuning, as well as cells with poor visual responsivity 

(Figure 3.7, cells re-identified from Figure 3.6).  
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Figure 3.6 Example orientation and direction tuning curves during a head fixed experiment | A. 
(Upper) Deconvolved fluorescence traces from eight example cells by grating direction. Black lines – 
single trial responses, red line – trial average response, gray box – visual stimulus trial. Cells are the 
same as in Figure 3.2. B. Polar direction tuning plots for the cells in A. Black line – mean area under 
the curve (AUC) across trials ± std, blue line – double Von Mises function fit to the mean, red line – 
preferred direction. 
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Figure 3.7 Example orientation and direction tuning curves during a freely moving experiment | 
A. (Upper) Deconvolved fluorescence traces from eight example cells by grating direction. Black lines 
– single trial responses, red line – trial average response, gray box – visual stimulus trial. Cells are the 
same as in Figure 3.3. B. Polar direction tuning plots for the cells in A. Black line – mean AUC across 
trials ± std, blue line – double Von Mises function fit to the mean, red line – preferred direction. 
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The fraction of visually responsive cells per experiment was similar between head 

fixed and freely moving sessions (mean = 27.8 ± 20.1% and 27.3 ± 23.1%, 

respectively; Figure 3.8 and Table 1); however, the fraction of cells tuned to visual 

stimulus orientation or direction was significantly greater in head fixed experiments 

(Table 1), with around 10% of cells classified as orientation selective (mean = 9.4 ± 

9.1%). In comparison, less than 5% were orientation selective during freely moving 

experiments (mean = 4.4 ± 11.2%, statistics: Table 1). The fraction of cells that were 

direction tuned was also significantly different between sessions, at 9% and 6% 

Figure 3.8 Orientation and direction tuned neurons are more prevalent in head fixed 
configurations | A. Distributions of fraction of cells per experiment that were visually responsive, White 
circles – median, black dots – single experiments. Yellow - distributions from head fixed or freely moving 
control experiments where the VR arena was illuminated but without visual stimuli. Gray – control 
experiments conducted in the dark. Cells were considered visually responsive if the AUC of the 
deconvolved fluorescence trace during visual trials was statistically greater than the preceding 5 
seconds of inter-trial interval (Mann-Whitney U test, p < 0.25). Control experiments without the visual 
stimuli were conducted to evaluate the likelihood of a cell being considered visually responsive, 
orientation selective, or direction selective in the presence of the trial structure but absence of visual 
input. B and C. Distributions of fraction of cells per experiment that were considered orientation or 
direction selective, respectively. Statistics: Kruskal-Wallis tests and Dunn post-hoc test with Bonferroni 
correction for multiple comparisons. As the number of experiments differed between the main 
experiment and control experiments, all statistics were bootstrapped continued…  



Results | Visual Responsivity, Orientation and Direction Tuning 
 

58 

 

respectively (head fixed mean = 9.1% ± 13.0%, freely moving mean = 6.4 ± 9.4%, 

statistics: Table 1). The fraction of orientation or direction tuned cells reported here is 

lower than expected from previous literature and will be discussed later (see 

Discussion 4.2). It is important to note that these data are reported as fraction of cells 

per experiment. As longitudinal cell matching within mice was not done, all cells were 

treated independently, and many are likely repeatedly represented in the dataset. 

 

3.3.2 V1 Neurons Exhibit Orientation and Direction Selectivity in 

Freely Moving VR 

To test if the V1 neuronal activity I observed during visual stimulus experiments was 

indeed being driven by the visual stimulus, I ran a series of control experiments. These 

experiments were identical to the primary experiment, except that there was no visual 

stimulus (VR Gabor) present. These control experiments were conducted either in the 

VR arena under illumination conditions identical to the main experiments or in 

complete darkness. To assess the likelihood of my metric for considering a cell to be 

visually responsive due to spontaneous or self-motion-related activity and then 

assigning orientation or direction tuning, these experiments maintained a trial structure 

identical to the main experiment, as orientation and direction tuning curves and indices 

rely on trial-averaged activity. I observed significantly fewer visually responsive cells 

during all control sessions, with less than half the fraction of cells identified as visually 

responsive, and less than 1% of cells classified as orientation or direction selective 

(Figure 3.8 and Table 1). No significant difference was observed in the fraction of 

visually responsive cells between illumination conditions in control experiments under 

head restraint (illuminated mean = 12.8 ± 28.1%, dark mean = 4.4 ± 4.6%, statistics: 

Table 1) or during free behavior (illuminated mean = 8.7 ± 5.0%, dark mean = 8.5 ± 

5.4%, statistics: Table 1). During control experiments in the head fixed configuration, 

there was no significant difference between the fraction of cells identified as orientation 

or direction tuned between illumination conditions (illuminated vs. dark: orientation 

selective means: 0.1 ± 0.3% vs. 0.1 ± 04%, direction selective means: 0.6 ± 1.3% vs. 

1.1 ± 1.9%), indicating that the VR Gabor stimulus was needed to elicit strong 

1000-fold. Reported statistics are the upper bound of the 95% CI of the bootstrapped, post-hoc 
corrected p-value distributions. n = 92, 12, and 15 experiments across 8 mice for main experiment, 
illuminated control, and dark control, respectively.  
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responses to stimulus orientation or direction. Interestingly, there was a slight but 

significantly greater fraction of cells that were classified as orientation or direction 

tuned during illuminated, freely moving control experiments compared to those 

conducted in darkness (orientation selective means: 0.6 ± 0.8% vs. 0.3 ± 0.5%, 

direction selective means: 2.0 ± 2.2% vs. 1.2 ± 2.2%). This may indicate that V1 activity 

may by chance be classified as orientation or direction selective even without a visual 

stimulus in the presence of a trial structure due in part to the structure of the visual 

scene above the VR arena.  

 

3.4 Comparison of Visual Tuning Curves and Properties 

Between Consecutive Sessions 

Having established that the VR Gabor sphere stimulus indeed drives responses in V1 

during head fixation and free behavior, I sought to compare the orientation and 

direction tuning of cells re-identified between imaging sessions conducted on the same 

day. One would expect that the visual tuning properties of neurons imaged in 

consecutive sessions of the same type (either head fixed or freely moving) would be 

similar. To test this, I further conducted a series of control experiments in which animals 

underwent either repeated head fixed or repeated freely moving imaging sessions and 

then manually re-identified a subset of neurons between consecutive imaging 

sessions on the same day. These experiments were conducted back-to-back, with 

approximately 10 minutes between sessions, identical to experiments with 

consecutive freely moving and head fixed experiments. Neuronal footprints were 

matched between sessions using CaImAn (Giovannucci et al., 2019) and then a 

subset manually evaluated to minimize false matches. Considering only cells that were 

classified as visually responsive during both experimental sessions on the same day, 

I evaluated the consistency of the OSI and DSI, as well as the preferred orientation 

(PO) and preferred direction (PD) of these cells. Comparing the PO and PD of cells 

considered orientation or direction tuned during only one of the two sessions may 

seem counterproductive, as the PO or PD of an untuned cell is random. It is important 

to note, however, that the OSI or DSI cutoffs for considering a cell to be orientation or 

direction tuned are somewhat arbitrary. I use a cutoff value of 0.5, while others have 

used lower values (e.g. OSI > 0.25 in Schumacher et al. (2022) and Weiler et al. (2023) 



Results | Comparison of Visual Tuning Curves and Properties Between Consecutive Sessions 
 

60 

 

and > 0.3 in La Chioma et al. (2019)). Thus, for the sake of comparison to studies 

using different tuning cutoffs, all visually responsive cells were included in the PO and 

PD comparisons. Consistency in OSI and DSI was evaluated as the Pearson’s R 

between sessions, and consistency in PO and PD was calculated as the circular 

correlation between sessions. 

 

3.4.1 Visual Tuning Properties are Consistent Between Repeated 

Head Fixed Sessions 

During repeated head fixed sessions, re-identified cells exhibited similar tuning curves 

(Figure 3.9). In the deconvolved fluorescence traces, I occasionally observed early 

and late peak responses during the visual stimulation period (Figure 3.9 A, cell 2, 

Figure 3.9 B, cells 1 and 2). As the phase of the grating stimulus was reset to zero 

before each stimulus trial, it is unlikely that these observed peaks are the result of 

systematically different positions of the grating relative to the RFs of these cells. 

Rather, they could potentially be caused by eye movements or differences in attention 

levels during individual trials. 

OSI and DSI measurements in cells re-identified between repeated head fixed 

sessions were significantly positively correlated (Figure 3.12 A and B, left; OSI: R = 

0.510, p = 0.0017; DSI: R = 0.494, p = 0.0026), indicating that cells generally 

maintained their selectivity. Regarding stimulus preference, PO was consistent 

between repeated head fixed sessions and exhibited an average change of only 3.4° 

± 32.9° (Figure 3.13 A, left, R = 0.683, p = 4.9 x 10-4). PD was either consistent (falling 

along the unity line) or changed by approximately ±180° (Figure 3.13 B, left, R = 

0.414, p = 0.049). Such cases appeared mostly amongst cells that were direction 

tuned during only one session, likely due to response variability between sessions. 
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Figure 3.9 Example re-identified cells from repeated head fixed imaging sessions | A. Max 
projection FOVs of both sessions with re-identified ROIs. Example re-identified ROIs were initially 
matched using CaImAn and manually curated. Scale bar = 100 µm. B. Deconvolved fluorescence 
traces from the re-identified cells in A. C. Polar direction tuning curves for the cells re-identified in 
A. D-F. Same as A-C from a different mouse.  
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3.4.2 Visual Tuning Properties are Variable Between Repeated 

Freely Moving Sessions 

During repeated freely moving sessions, the consistency seen in repeated head fixed 

sessions was generally not observed. Re-identified cell responses were very different 

between sessions (Figure 3.10). Early and late responses to visual stimuli were also 

observed in the consecutive freely moving experiments (Figure 3.10, all cells). As the 

visual stimulus grating phase was reset after every trial, as in repeated head fixed 

sessions, grating phase-dependent RF reactivation was unlikely. It is possible that late 

RF stimulation occurred if a mouse looked above the edge of the VR arena at the 

beginning of a trial and then moved his head down, causing the grating to appear only 

later in the trial, since such trials were not excluded from this analysis.  

The selectivity indices were broadly scattered and showed no significant relationship 

(Figure 3.12 A and B, middle, OSI: R = -0.021, p = 0.960; DSI: R = -0.145, p = 0.731). 

Similarly, neither PO nor PD was significantly correlated between consecutive 

sessions (Figure 3.13 A, middle; R = -0.029, p = 0.939), although the ±180° change 

in PD observed during repeated head fixed sessions was again present (Figure 3.13 

B, middle; R = 0.023, p = 0.950). The fact that visual tuning seemed much more 

variable in repeated freely moving sessions while it appeared rather consistent under 

head fixed conditions indicates that neuronal activity in V1 of the freely moving mouse 

is heavily influenced by factors other than visual stimuli. This will be addressed further 

below. 
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Figure 3.10 Example re-identified cells from repeated freely moving imaging sessions | Same 
as Figure 3.9 for repeated freely moving experiments. A-C, D-F, and G-I are experiments from different 
mice.  
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3.4.3 PO is Consistent, While OSI, DSI, and PD are Variable Between 

Consecutive Head Fixed and Freely Moving Sessions 

It was possible to re-identify cells between head fixed and freely moving sessions, and 

tuning curves for several hand-selected example cells are presented in Figure 3.11. 

The example cells from the experiments described in Figures 3.1 – 3.6 are shown in 

Supp. Figure 5. While ideally one would start by comparing response properties only 

during periods of quiescence between head fixed and freely moving configurations, 

this was precluded by the distribution of locomotion during freely moving sessions. 

Mice tended to move consistently throughout freely moving sessions, while during 

head fixed sessions, longer periods of stillness were observed (Supp. Figure 2 A). 

In general, cells exhibited large changes in their tuning properties between sessions. 

Cells gained or lost orientation and direction selectivity (Figure 3.11, cells 1-7; Supp. 

Figure 5, cells 2, 7, 8) or shifted their preferred orientation or direction (Figure 3.11, 

cells 1, 4, 6, 8; Supp. Figure 5, cells 3 and 4). Some cells maintained their selectivity 

indices between sessions (OSI: Figure 3.11, cell 8; DSI: Figure 3.11, cells 3 and 8). 

OSI values were significantly greater during the head fixed sessions (Figure 3.12 A, 

right, p = 6.9 x 10-8, Kruskal-Wallis), but values were not significantly correlated 

between sessions (R = 0.105, p = 0.399). DSI values did not exhibit clear changes 

between head fixed and freely moving sessions (R = 0.183, p = 0.139). 

While selectivity varied across sessions, stimulus preference displayed a somewhat 

different pattern. The PO in re-identified cells was significantly correlated between 

head fixed and freely moving experiments (Figure 3.13 A, right, R = 0.317, p = 0.019). 

Interestingly, these cells seemed to show a small but consistent counterclockwise 

rotation in their PO during freely moving sessions (see Figure 3.11 B and Figure 3.13 

A, right, dashed line; mean: 16.0° ± 60.5°). Although this PO change was not 

significant (p = 0.317, Watson-Williams), it differs from the naïve expectation that PO 

changes would be evenly distributed. Potential origins of this rotation will be discussed 

later. Changes in PD were variable, exhibiting broad scattering (Figure 3.13 right, R = 

-0.093, p = 0.421). 
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Figure 3.11 Tuning curves from hand-selected example re-identified neurons between head 

fixation and free behavior | A. Deconvolved fluorescence traces from eight cells re-identified 

between consecutive head fixed and freely moving sessions. B. Polar direction tuning curves for the 

cells in A. Black line – mean trial AUC ± std, blue line – double Von Mises function fit to the mean. Red 

line – preferred direction. N = 4 mice. 
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As the number of manually re-identified cells that was visually responsive in both 

sessions was low, I repeated this analysis for automatically re-identified cells. For 

changes in OSI and DSI, the results were similar (Supp. Figure 3). Changes in PO 

and PD were more scattered across all experimental configurations (Supp. Figure 4), 

although repeated head fixed sessions still showed greater consistency than sessions 

with free behavior. The decrease in consistency across all experiment types potentially 

arises from incorrect re-identifications using the automatic cell matching algorithm. 

 

 

Figure 3.12 Orientation and direction selectivity indices are consistent in repeated head fixed 
sessions, but not in experiments with free behavior | A. OSI consistency in re-identified cells 
between repeated head fixed, repeated freely moving, or consecutive head fixed and freely moving 
experiments. Colored dots are cells with OSI ≥ 0.5 during consecutive experimental sessions 
(orientation tuned in both sessions). Labelled dots correspond to the cells shown in Figure 3.9, Figure 
3.10, and Figure 3.11 for repeated head fixed, repeated freely moving, and head fixed – freely moving 
experiments. B. Same as A for DSI. Repeated head fixed sessions: n = 35 cells from 3 mice. Repeated 
freely moving sessions: n = 8 cells from 4 mice. Consecutive head fixed – freely moving sessions: n = 
67 cells from 6 mice. 



Results | Comparison of Visual Tuning Curves and Properties Between Consecutive Sessions 

 

67 

 

 

 

 

 

 

 

 

Figure 3.13 Preferred orientation and direction are consistent in repeated head fixed sessions, 
but not in experiments with free behavior | A. Preferred orientation stability in re-identified cells 
between repeated head fixed, repeated freely moving, or consecutive head fixed and freely moving 
experiments. Colored dots are cells that were orientation tuned in both experiments (OSI ≥ 0.5, same 
as from Figure 3.12). Labelled dots correspond to the cells shown in Figure 3.9, Figure 3.10, and 
Figure 3.11 for repeated head fixed, repeated freely moving, and head fixed – freely moving 
experiments. B. Same as A for the preferred direction. Dashed lines: ±180°. Repeated head fixed 
sessions: n = 35 cells from 3 mice. Repeated freely moving sessions: n = 8 cells from 4 mice. 
Consecutive head fixed – freely moving sessions: n = 67 cells from 6 mice. 
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3.5 Self-Motion Tuning in V1 Neurons 

Activity in sensory cortex is known to be correlated with, and even driven by self-

motion and body position (Niell and Stryker, 2010, Keller et al., 2012, Stringer et al. 

2019, Mimica et al., 2023). Since the analysis of self-paced, unstructured behavior is 

inherently difficult given the lack of clear task-oriented objectives, I chose to calculate 

tuning curves to the self-motion variables measured during head fixed and freely 

moving experiments according to the method in Stefanini et al. (2020). Briefly, the 

range of the self-motion trace for a given variable was binned and the mean inferred 

spike rate for each range bin was used to construct the self-motion tuning curve 

(Figure 3.14 A and Methods). Cells exhibited several responsivity characteristics. 

Some exhibited moderate responsivity to one self-motion variable with weak to 

moderate responsivity to others (Figure 3.14 B, cell 2), while others were moderately 

responsive to variables recorded during freely moving sessions, but not during head 

fixed sessions (cell 3). Other cells showed weak responsivity to all kinematic variables 

(cell 6), while still others were unresponsive to kinematic variables (cell 8). Cells were 

considered significantly tuned to a self-motion variable if they passed both responsivity 

and quality tests (see Methods 2.2.10.6). Across the population of recorded cells, all 

self-motion variables were represented (Figure 3.15), although not all variables were 

represented in single cells (Figure 3.15). For most variables, approximately 10-20% 

of cells exhibited significant tuning on average. Data are reported as mean percentage 

of cells tuned per experiment.  

During head fixed sessions, pupil diameter was represented in the V1 population 

(mean = 21.3 ± 11.0%, Figure 3.15 A), in line with previous results linking increases 

in pupil diameter with increases in arousal and neuronal activity (Joshi et al., 2016; 

McGinley et al., 2015; Reimer et al., 2014). Running wheel speed during head fixed 

experiments was only very weakly represented (mean = 4.9 ± 10.3%). 

Locomotion speed during freely moving experiments was represented more strongly 

than running wheel speed during head fixation (mean = 19.5 ± 16.3%). Despite finding 

that cells rarely exhibited consistent running-evoked responses (Figure 3.5), neural 

activity was modulated by locomotion, and the fraction of modulated cells was similar 

between head fixed and freely moving experiments (mean = 62.6 ± 29.4% and 70.8 ± 

20.3%, respectively).  
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Figure 3.14 Self-motion tuning schematic and example self-motion tuning curves | A. Schematic 
illustrating the computation of self-motion tuning curves. Self-motion variables are binned according to 
their range, and the corresponding neural activity is used to construct the tuning curve (see Methods 
2.2.10.6). Schematic courtesy of Drago Guggiana Nilo. B. Self-motion tuning curves from four re-
identified cells. Blue and red traces are tuning curves calculated on the first and second half of the 
experiment, respectively. Yellow traces are tuning curves calculated on the entire experiment. 
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The 3D position of the mouse head was represented similarly across the three axes 

(x: 8.2 ± 9.2%, y: 10.1 ± 16.6%, z: 12.2 ± 11.7%), as were rotations of the head about 

the x and z axes (head roll = 8.5 ± 8.3%, head yaw: 7.8 ± 8.0%). Interestingly, head 

pitch was more strongly represented (mean = 29.2 ± 18.4%) compared to other head 

rotations. The angular head speed, head-body angle, and overall mouse heading were 

all weakly represented (mean = 3.5 ± 4.0%, 4.9 ± 5.7%, and 8.9 ± 13.0%, respectively). 

 

3.5.1 Self-Motion Tuning is Mostly Consistent During Experiments 

without Visual Stimuli 

The fraction of cells tuned to self-motion was generally similar between the head fixed 

and freely moving experiments and control experiments conducted without visual 

stimuli (Figure 3.15 yellow and gray, Table 2 and Table 3). 

During head fixed experiments, there was no significant difference in the fraction of 

cells tuned to wheel speed nor in the fraction of cells modulated by running between 

experiments with visual stimuli and illuminated or dark controls (Figure 3.15 and Table 

2, Supp. Figure 2). There was also no significant difference in the fraction of cells 

tuned to the pupil dimeter between experiments with visual stimuli and control 

experiments in the illuminated arena; however, a strong difference was observed 

compared to controls conducted in darkness. 

During freely moving experiments, the fraction of self-motion tuned cells was more 

similar between the main experiment and the darkness control experiment than 

between the main experiment and the controls conducted in the illuminated arena 

(Figure 3.15 B and Table 3), with illuminated control experiments typically showing a 

slight but significantly greater fraction of cells tuned to self-motion or postural 

variables. 
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Figure 3.15 All self-motion and postural variables are represented across the V1 population | 

A. Fraction of cells per experiment significantly tuned to self-motion or postural variables during head 

fixed (red) experiments compared to controls without visual stimuli conducted either in light (yellow) or 

darkness (gray). White circles – median, black dots – single experiments. B. Same as A, but for freely 

moving experiments (blue). n = 92, 12, and 15 experiments across 8 mice for full experiment, 

illuminated control, and dark control, respectively. 
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3.6 Multimodal Representation of Visual and Self-Motion 

Stimulus Information 

Since single V1 cells exhibited tuning to both visual stimuli and self-motion/postural 

variables as well as activity not directly explained by either variable class, I sought to 

visualize the co-representation of visual and self-motion tuning across the population 

of imaged V1 neurons. I created a tuning vector consisting of the tuning index for each 

self-motion variable and the DSI and OSI for each cell and used the UMAP method to 

embed the tuning vector in a low-dimensional space (Figure 3.16). Cells recorded 

during head fixed and freely moving sessions were embedded into different UMAP 

spaces, but with the same parameters. As previously mentioned, longitudinal cell 

matching within mice was not done, all recordings were treated independently, and the 

same cells may be repeatedly represented in the dataset. Additionally, it is 

acknowledged here that all interpretations derived from the UMAP visualization must 

be confirmed via direct experiments or further analyses. 

 

3.6.1 Visual Stimulus Variables 

The population of cells recorded during both head fixed and freely moving experiments 

(Figure 3.16 A and B) appeared as banded structures for OSI and DSI in the UMAP 

space, with bands of moderately to strongly tuned cells grouping together, but 

separated by a band of weakly-tuned cells. The population did not exhibit a smooth 

gradient of tuning that spanned the entire UMAP space, suggesting subpopulations of 

cells that have varying degrees of visual tuning. Interestingly, OSI and DSI groups 

were visually perpendicular to each other in both experimental types. While a small 

number of cells with both high OSI and DSI values overlapped (Figure 3.16 A, bottom 

right corners, and Figure 3.16 B, upper left corners), there was greater overlap 

between moderately orientation selective cells and moderately direction selective 

cells, suggesting that cells are either strictly orientation or direction tuned, or otherwise 

more generally responsive.  
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3.6.2 Self-Motion Variables 

In the population of cells recorded during head fixed experiments, cells tuned to pupil 

diameter appeared as two distinct, non-overlapping groups, likely corresponding to 

states of pupil dilation and constriction. Cells tuned to running wheel speed appeared 

with a similar structure with two separated, non-overlapping groups (Figure 3.16 A). 

One group of cells was strongly tuned to both pupil size and running wheel speed, 

potentially representing the known link between running speed and pupil dilation 

(McGinley et al., 2015; Niell and Stryker, 2010; Reimer et al., 2014). 

Figure 3.16 Groups of cells with strong visual selectivity do not overlap with strongly self-motion 
tuned groups | A. UMAP embedding of tuning vectors for all cell observations (n = 5940) recorded 
across all head fixed experiments. Tuning vectors were constructed from the tuning indices to all self-
motion and postural variables and the DSI and OSI for a given cell. The color map refers to tuning 
strength for the listed variable. B. Same as A for all cell observations recorded across 8 mice during all 
head fixed and freely moving experiments (n = 7438). 
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In the neuronal population recorded during the freely moving experiments (Figure 3.16 

B) cells strongly tuned to self-motion and postural variables, particularly the position, 

rotations (especially head pitch), and direction of the head, as well as locomotion 

speed, generally appeared nearby or overlapped with each other, with some strongly 

tuned cells scattered throughout. Cells tuned to head roll and the angular velocity of 

the mouse did not appear in distinct groups, but rather were more evenly distributed 

across the UMAP space. Much like the cells tuned to running wheel speed in the head 

fixed sessions, cells tuned to free locomotion speed appeared in two groups of strong 

tuning. 

Interestingly, groups of cells strongly tuned to self-motion variables appeared to have 

limited overlap with cells moderately to strongly tuned to visual variables. Rather, 

clusters with weak to moderate visual tuning tended to overlap more with groups of 

cells moderately to strongly self-motion tuned.  

 

3.6.3 Multimodal Representations in Re-Identified Cells 

To test if the population of cells re-identified between head fixed and freely moving 

imaging sessions was consistent with the broader population, I embedded just the re-

identified cells into UMAP space with a tuning vector consisting of all 16 visual and 

self-motion variables (Figure 3.17).  

Given the smaller number of re-identified cells, groupings were less distinct than with 

the overall population but exhibited similar overlap patterns. During head fixed 

experiments, cells with a strong OSI or DSI appeared with a banded structure, with 

overlap in moderately to strongly tuned cells (Figure 3.17 A and B), like the overall 

population (Figure 3.16 A and B). However, during the freely moving experiments, the 

re-identified cells no longer exhibited the visually perpendicular grouping observed in 

the entire population embedding. Rather, a structure more like that observed in the 

head fixed sessions was apparent, with overlap in moderate to strongly tuned cells. 

Interestingly, several cells that previously displayed low to mid-range OSIs or DSIs 

during head fixation displayed high OSI and DSI values during free behavior. 

Much like the embedding of the entire population, re-identified cells appeared as two 

distinct running wheel speed groups (Figure 3.16 A and Figure 3.17 A), and at least 

one distinct group of cells strongly tuned to pupil diameter, with overlap between the 
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pupil diameter and one of the running wheel clusters (Figure 3.17 A). Cells strongly 

tuned to head pitch, position and direction, and locomotion speed appeared as groups 

that were small but distinct and found near one another (Figure 3.17 B). Other 

variables, like the yaw, roll, and angular speed of the head did not display clear 

organization (Figure 3.17 B). As with the entire population, when groups of cells 

strongly tuned to self-motion or posture were present, they did not overlap with cells 

showing strong orientation or direction selectivity in either the head fixed or freely 

moving condition, but rather corresponded to cells with moderate visual tuning. 

 

 

 

Figure 3.17 Re-identified cells exhibit separation between visual and self-motion, but larger 
overlap between orientation and direction selective cells | UMAP embedding of tuning vectors as 
in Figure 3.16 for all re-identified cell observations across 8 mice during the corresponding (A) head 
fixed and (B) freely moving experiments (n = 1747). 
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4 Discussion 

To determine how self-motion is represented and influences orientation and direction 

tuning in binocular V1 cells, I recorded neural activity with wireless 1P miniscopes as 

mice moved freely in an immersive VR arena. This study is, at the time of writing, the 

first description of orientation and direction selectivity in freely moving mice. The main 

results from this study are: (1) the development of a methodology to study visual tuning 

properties and multisensory integration in mice during free behavior, (2) that self-

motion and posture are widely represented in the V1 population, (3) that orientation 

and direction selectivity and preference are consistent between repeated head fixed 

experiments, (4) but that orientation and direction selectivity are not consistent 

between repeated freely moving or consecutive head fixed and freely moving 

conditions, although (5) the PO between consecutive head fixed and freely moving 

experiments is correlated and exhibits a consistent counterclockwise rotation. These 

findings are likely due to interactions with representations of self-motion and posture.  

 

4.1 Calcium Imaging of V1 Neurons During Visual 
Stimulation in Freely Moving VR 

Immersive VR systems are powerful tools for studying freely moving responses. 

Systems such as those presented by Stowers et al. (2017) and Del Grosso et al. 

(2017) are built on open-source software (OSS), custom-written 3D graphics and 

physics engines. The ratCAVE system from Del Grosso et al. (2017) was modified, 

replacing the custom Python and OpenGL graphics engine with the commercially 

available video game development software Unity3D (Guggiana Nilo et al., in 

preparation). Using the Unity3D backend, a detection-to-projection latency of 18 ms 

was achieved (Guggiana Nilo et al., in preparation), which was only slightly longer than 

the 15 ms reported by Del Grosso et al. (2017). However, as mice rarely reached 

locomotion speeds exceeding 50 cm/s (corresponding to a distance of about 1 cm 

between detection and projection) during freely moving experiments (Supp. Figure 

2), consistent with the rat locomotion speeds reported by Del Grosso et al. (2017), it 

is unlikely that mice experienced any latency-related visual distortions in the VR arena. 

The VR system allowed for tight spatial and temporal control over the presentation of 
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visual stimuli to freely moving mice while maintaining flexibility for varied stimulus and 

experimental design.  

To approximate classical visual neuroscience experiments designed to probe 

orientation and direction tuning, I developed a spherically corrected, sinusoidal drifting 

grating Gabor stimulus which maintained its position and rotation relative to the 

mouse’s head. Using wirefree miniscopes, I recorded calcium activity from tens to over 

100 cells per animal and re-identified the same imaged cells during visual stimulus 

trials in head fixed and freely moving experiments on the same day. Combining the 

tracked position and orientation of the mouse head with pose estimation data from 

recorded videos, I measured a variety of self-motion and posture related variables, 

which when combined with the miniscope recordings, allowed me to observe both 

visually driven and self-motion related activity in V1 neurons. 

Cells in V1 showed expected, clear responses to visual stimuli during head fixed 

sessions and during free behavior. The activity of some cells was clearly locked to 

stimulus onset, while others exhibited more distributed response onsets and non-

visually evoked activity. Some cells were more responsive in the freely moving session 

compared to the head fixed session. The increase in activity was not necessarily 

visually driven, likely due to overall increases in body movement, although other cells 

showed more visual responsiveness during free behavior. Stimulus offset responses 

were also observed in both sessions. These may reflect the tendency of V1 neurons 

to exhibit off responses in the central binocular visual field (Williams et al., 2021), or 

may be due to eye movements shifting the stimulus outside of the RF of the cell.  

V1 neurons also showed expected locomotion-related activity during head fixed and 

freely moving sessions. Cells occasionally responded just before locomotion onset, in 

line with the predictive processing interpretation of visual processing (Keller and Mrsic-

Flogel, 2018). Neural activity was generally elevated during locomotion, regardless of 

if the mouse was head fixed or not, and the vast majority of cells were modulated by 

running in both conditions, consistent with previous reports (Andermann et al., 2011; 

Guitchounts et al., 2020; Keller et al., 2012; Niell and Stryker, 2010). 
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4.1.1 Technical Considerations, Limitations, and Suggested 

Improvements 

The decision to exchange the OSS backend from the ratCAVE system and replace it 

with a commercial software was made for two reasons – ease of setup and future 

extensibility. Unity3D is easy to install and supports a range of plugins for rapid 

graphics development and interfacing, such as official support for the motion tracking 

system used in this work. Further, it has a rich development community with extensive 

documentation and is freeware for non-commercial projects. OSS projects often suffer 

from opaque documentation, a lack of development with software and computing 

hardware updates, or are abandoned as developers move on to other roles 

(Nowogrodzki, 2019). By choosing a commercially available game engine as a 

backend, projects developed using this system are more likely to be compatible with 

future updates.1  

In this iteration, the VR system exhibits a few technical limitations. Since all visual 

stimuli are presented with a projector, the contrast available in the visual scene is less 

than that of a computer monitor, as parts of the scene rendered in black will receive 

ambient reflections from the lit portions of the visual scene. For the experiment 

presently discussed, the contrast was sufficient to drive strong visually evoked 

responses in V1 but may pose problems when presenting smaller or low contrast 

visual stimuli. The walls of the arena are also relatively low (50 cm) and there are no 

means to present stimuli directly above the subject. Since rodents maintain an 

overhead binocular visual field (Wallace et al., 2013), a portion of their field of view will 

fall above the projection surface of the arena and will not receive the intended visual 

stimuli, but instead see elements of the experimental room. To address this concern, I 

only analyzed trials where at least half of the presented Gabor stimulus was visible on 

the walls of the arena. For experiments where overhead visual stimuli are needed (e.g. 

overhead looming stimulus experiments), other arena designs must be developed. 

 
1 This is not a rebuke of open-source projects in general, as much of the work in this thesis relies on open-source 

projects such as MiniAn, CaImAn, DeepLabCut, the UCLA miniscope, and utilities from the ratCAVE project. 
Instead, I wish to point out the reality that maintaining OSS is typically more work than one expects and should not 
be understated. For example, the OSS NumPy library for array computations in Python (Harris et al., 2020) has 29 
active maintainers, staffs a large team overseeing documentation and testing, and is actively funded. At the time 
of writing, the ratCAVE project is labelled as “abandonware” and is no longer actively developed or supported, while 
the GitHub repository for the system described in Stowers et al. was last updated in 2022.  
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The choice of using the wirefree UCLA miniscope V3 was motivated by the desire to 

(1) avoid excessive cable drag, since a commutator would need to be installed 2 m 

above the arena floor due to the projector, and (2) avoid distortions of the visual 

stimulus caused by shadows cast by the cable. The apparatus that the mouse needed 

to carry (head bar, tracker, and miniscope) weighed a combined 5.8 g, with most of 

the weight located at the end of the miniscope in the battery. This caused significant 

torquing forces, and while I chose adult male mice that weighed at least 28 g, they 

required at least one week of acclimation before experiments were conducted. The 

reliance on battery power also limited the number of trials that could be shown to a 

mouse during a given experiment. The 40 mAh battery delivered sufficient current for 

approximately 25 minutes, enough for 10 repetitions of 12 stimulus directions with one 

spatial and temporal frequency. Finally, the UCLA V3 miniscope uses a GRIN lens as 

its image forming lens, with a working distance of 200 µm, limiting the depth of imaging 

to superficial layer 2/3. 

Since experimental work on this project began, several new tools and methods were 

released that address most of the technical concerns I raised previously. The 

NINscope, a lighter-weight (1.6 g) version of the UCLA V3 miniscope (de Groot et al., 

2020), offers the option to implant more than one miniscope for multi-region imaging 

with simultaneous optogenetic stimulation while recording. The UCLA version 4 

miniscope delivers lighter weight (2.6 g) and a lower profile, a larger FOV (1 x 1 mm), 

electronic focal adjustment, an integrated inertial measurement unit (IMU), and 

requires less excitation power. The latter no longer requires imaging through GRIN 

lenses, but instead can achieve cortical imaging through glass coverslips, as with 

conventional 2P imaging. Together with newly available, ultra-thin (0.3 mm) power, 

data, and communications cables, these 1P miniscopes enable longer experiments 

with more trial repetitions and less load on the mouse, without significant shadows 

cast by the cable. However, the reliance on cabling for these miniscopes necessitates 

having a commutator, which still introduces cable drag and stimulus distortion despite 

the lighter weight of the systems. 

Imaging through a cranial window also would allow for collecting 2P imaging stacks of 

the cells found in the 1P FOV for post-hoc structural registration with a “ground truth” 

measurement of visual stimulus tuning. Alternatively, using a commercially-available 

mini-2P (Zong et al., 2022) or newly developed mini-3P (Klioutchnikov et al., 2023; 
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Zhao et al., 2023) microscopes would allow for cellular and sub-cellular imaging into 

deeper layers of cortex during free behavior. Both microscopes are of comparable 

weight to the UCLA V4 miniscope (< 3 g) and have similar FOVs as the UCLA V3 

miniscope used in this study (~400 µm x 400 µm). However, both require an external 

tabletop laser, which adds additional operational and cost constraints, and more 

intensive cabling, which may interfere with finer visual stimulation. 

Utilizing lighter weight optical hardware also introduces the option for adding eye and 

facial movement tracking during free behavior. The systems introduced by (Meyer et 

al., 2018; Sattler and Wehr, 2021) weigh just over one gram and can record one or 

both eyes, as well as the visual environment from the mouse point of view. These can 

be used to measure receptive fields during free behavior, as in (Parker et al., 2022b), 

or be used during ethologically relevant behaviors to monitor gaze, arousal states, and 

whisking behavior. 

 

4.2 Visual Tuning Properties are Measurable in Both Head 

Fixed and Freely Moving Configurations 

Orientation and direction selective cells were observed during both head fixed and 

freely moving sessions, and the fraction of visually responsive, orientation selective, 

and direction selective cells found per experiment during either session was 

significantly greater than during control experiments without visual stimuli, indicating 

that these responses were indeed driven by the visual stimulus. I observed similar 

fractions of visually responsive cells between head fixed and freely moving sessions, 

although there was a significantly greater fraction of orientation or direction tuned cells 

in head fixed versus freely moving sessions. This could be due to a number of factors. 

During freely moving sessions, trials were discarded if the head pitch of the mouse 

rose such that more than half of the Gabor stimulus was outside of the upper edge of 

the arena. Hence, undersampling of trial responses may be an issue. Another 

contributing factor may lie in the calculation of the OSI and DSI. During freely moving 

sessions, cells considered visually responsive also strongly responded to self-motion 

related variables both outside of and during the visual stimulus periods, and those 

contributions were largely independent. Thus, although fewer cells could achieve a 

high enough OSI or DSI to be considered tuned to orientation or direction given the 
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strong self-motion activity responses during freely moving behavior, the cells 

considered tuned exhibited clear selectivity and preference. 

The fraction of cells found to be orientation selective during head fixed experiments 

was approximately four to eight times lower than previously reported (10% here vs. 

35-45% in (Fahey et al., 2019) and 75% in (Niell and Stryker, 2008)), and only 8% of 

recorded neurons were direction selective. This may be due to a combination of 

factors, including imaging depth, recording mixed excitatory and inhibitory populations, 

and how visual responsivity and selectivity indices were calculated. With the wirefree 

miniscope, I was able to image superficial layer 2/3 of V1, achieving a maximum 

imaging depth of 200 µm below the brain surface. V1 is known to have depth-

dependent and cell-type specific tuning properties. In upper layer 2/3, approximately 

50% of cells are visually responsive (O’Herron et al., 2020; Weiler et al., 2023) and 

exhibit an average OSI of 0.4 - 0.7 when measured with 2P imaging (O’Herron et al., 

2020; Weiler et al., 2023) or 0.9 when measured with silicon probes (Niell and Stryker, 

2008). Direction tuning has also been shown to increase with cortical depth (Niell and 

Stryker, 2008; O’Herron et al., 2020), which may partially explain the low fraction of 

direction selective cells in my data. 

In half of the animals used in this experiment, I expressed GCaMP7 in all cell types, 

while in the other half GCaMP7 expression was restricted to excitatory cells. Excitatory 

cells are generally strongly and more sharply tuned, while inhibitory cells are typically 

more broadly tuned or unresponsive (Niell and Stryker, 2008). Breaking down my 

results into cohorts with only labelled excitatory cells and pan-neuronal GCaMP 

expression may reveal a difference in the fraction of cells considered tuned. As the 

aim of this study was to establish a method by which visual tuning properties could be 

compared between head fixed and freely moving sessions, these questions were not 

pursued but should be explored in future work. 

Finally, my metric for determining visual responsivity (Methods 2.2.10.4.1) required 

that the activity of visually responsive cells be consistently greater during trials than 

inter-trial intervals. While this guaranteed that cells considered visually responsive 

indeed responded primarily to the visual stimulus (Supp. Figure 1), it excluded cells 

that showed both visual responses and off-target activity, for example due to 

locomotion or head movements.  
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4.3 Visual Tuning Properties are Less Consistent Between 

Consecutive Head Fixed and Freely Moving Sessions 

than in Repeated Head Fixed Sessions 

To test the consistency of orientation and direction tuning during both head fixed and 

freely moving sessions, I re-identified cells found in FOVs collected from consecutive 

sessions conducted on the same day. ROIs were automatically re-identified in an 

unsupervised fashion using CaImAn, and a subset of cells manually re-identified for 

further analysis.  

During repeated head fixed sessions, neural responses to visual stimuli and visual 

tuning curves were very similar, and I observed strong consistency in selectivity 

indices, PO, and PD. These results are expected as the time between repeated 

sessions was less than 30 minutes and serve as proof of principle for the VR visual 

stimulation method. Minor differences between sessions, like small changes in OSI or 

DSI values, may be explained by changes in locomotion, arousal, or behavioral or 

attentional state. Mice, like other mammals, display visual selective attention during 

tasks (Kanamori and Mrsic-Flogel, 2022; Lehnert et al., 2023; Wang and Krauzlis, 

2018), and both neural responses in visual cortex and eye movements are modulated 

by behavioral and attentional state (McAdams and Maunsell, 1999; McGinley et al., 

2015; Myers-Joseph et al., 2024; Niell and Stryker, 2010).  

During repeated freely moving sessions, I observed large changes in OSI/DSI and 

PO/PD between sessions, with no clear trend in their magnitude. I also observed large 

changes in DSI and OSI during consecutive head fixed and freely moving sessions, 

although selectivity indices were expectedly greater during head fixed sessions than 

during free behavior. While PD also exhibited large and non-systematic changes 

between head fixed and freely moving sessions, the PO exhibited a small but 

consistent counterclockwise rotation during free behavior.  

Eye movements and vestibular inputs may also play a role in the observed changes 

in PO and PD between repeated freely moving or consecutive head fixed and freely 

moving experiments. As previously mentioned, many theories of visual processing 

assume invariance in the neural representation of visual stimuli, and one example of 

this is the reliable perception of the visual scene in world-centric coordinates, with the 

gravity vector defining the vertical axis. Classical work in anesthetized cats described 
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over- and undershooting errors (shifts) in the orientation preference of V1 neurons with 

sustained side-to-side head tilt, showing that vestibular signals can at least partially 

compensate for head position to maintain an upright representation of the visual scene 

(Denney and Adorjanti, 1972; Horn and Hill, 1969), with roughly three-quarters of 

recorded cells exhibiting selectivity closely aligned with the head-tilt axis (Tomko et al., 

1981). More recent work in macaques suggests that reflexive ocular torsion 

movements that compensate for head roll rotate the retina, and shift visual RFs and 

orientation preference in V1 (Daddaoua et al., 2014), and as previously discussed, 

eye and head movements in rodents have a number of modulatory effects on V1 

activity. Vestibular signals are known to enter the visual system at the level of the 

thalamus in primates, cats, and rodents (see Keshavarzi et al. (2023) for an overview) 

and specifically enter rodent V1 via retrosplenial cortex (RSP) inputs to layer 6 cortico-

thalamic cells (Rancz et al., 2011; Vélez-Fort et al., 2018, 2014) and via projections 

form the secondary motor cortex (M2) via the RSP (Guitchounts et al., 2020; Rancz et 

al., 2015). It is conceivable that the observed changes in orientation and direction 

selectivity and preference originate from a combination of signals representing gaze-

stabilizing compensatory eye movements and saccadic suppression generated 

through gaze-shifting eye movements (Parker et al., 2023). 

These compensatory effects may also explain the observed PO rotation between head 

fixation and free behavior. Mice have been shown to maintain head pitch parallel to 

the ground plane or tilted downwards by approximately 4° during normal locomotion 

and up to 10° while tracking prey (Holmgren et al., 2021; Meyer et al., 2018; Michaiel 

et al., 2020). While care was taken to maintain neutral head pitch during head fixation 

and to adjust the rotation of the head tracker to compensate for head bar implantation 

angle during free behavior, offsets in head pitch during head fixation or changes in the 

head pitch during free behavior due to the miniscope likely drive torsional eye rotations 

and eye movements that affected the rotation of the retina relative to the horizontal 

plane, thus changing the apparent PO. 

In addition to the putative biological causes stated above, mismatches during re-

identification of ROIs may contribute to the observed changes in selectivity and 

preference. While care was taken to manually evaluate algorithmic re-identifications, 

CNMF-based neural activity extraction algorithms require spatiotemporally correlated 

activity to define a ROI. In the FOVs I recorded with the miniscope, not all cell bodies 
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were readily identifiable by eye, as the imaging volume collected signals from ~200 

µm in cortical depth. While the CNMF method takes temporal activity correlation into 

account, it is nonetheless possible that cells overlapping in depth but with different 

temporal activity patterns could be matched together. The CNMF method also 

occasionally detected blood vessels as cells, split single cells into multiple ROIs, or 

merged correlated but unique cells into large ROIs. During manual cell re-

identification, it is also possible that cells found at different depths, but with overlapping 

ROIs in the X-Y plane, may be matched. Adopting new imaging methods such as those 

previously mentioned, together with more optimal calcium data extraction methods for 

1P fluorescence data, may improve cell detection and re-identification. Deep-learning 

based methods optimized for extracting neuronal activity from widefield fluorescence 

data, such as DeepWonder (Zhang et al., 2023) are promising alternatives that may 

improve true cell detections while increasing computational efficiency. 

 

4.4 Self-Motion and Postural Variables are Represented 

Across the V1 Population 

My results corroborate previous findings that behavioral state, self-motion, and posture 

strongly affect activity in the visual cortex and the neocortex in general (Bouvier et al., 

2020; Guitchounts et al., 2020; Keller et al., 2012; Meyer et al., 2018; Mimica et al., 

2023; Miura and Scanziani, 2022; Musall et al., 2019; Niell and Stryker, 2010; Reimer 

et al., 2014; Saleem et al., 2013; Salkoff et al., 2020; Stringer et al., 2019; Vélez-Fort 

et al., 2018; Wang et al., 2023; West et al., 2022; Zagha et al., 2022). Every measured 

variable, encompassing running state and speed, allocentric position and orientation, 

and egocentric posture, was represented in the imaged V1 population.  

During head fixed sessions, I observed cells with activity modulated by pupil diameter, 

and locomotion was also found to strongly modulate the activity of V1 neurons, 

regardless of arena illumination or visual stimulus presence, consistent with 

established results (Andermann et al., 2011; Keller et al., 2012; Niell and Stryker, 

2010). Approximately 20% of V1 cells were found to be sensitive to locomotion speed 

during freely moving experiments, which matches the fraction of cells sensitive to 

planar body motion as reported by (Mimica et al., 2023). A much lower fraction (5%) 

of cells was found to be tuned to running speed on the running wheel during head 
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fixed experiments. This is unexpected, as V1 neurons recorded in head fixed mice 

have been previously reported to exhibit speed-dependent activity (Saleem et al., 

2013). Mice exhibited a start-stop locomotion speed profile during head fixed 

experiments, with much of the time spent in stillness followed by bouts of high-speed 

running, while during freely moving sessions, the locomotion speed profile was 

unimodal and centered on moderate locomotion speeds (Supp. Figure 2). The 

kinematic tuning curve calculation used in this study binned neural activity based on 

the range of the observed kinematic variable (Equation (2.5) and Stefanini et al. 

(2020)). Since running wheel speeds fell into a multimodal distribution, it is likely that 

moderate speeds were underrepresented, while slower and higher speeds were 

overrepresented. A different evaluation of the range bins that ensures even numbers 

of samples in each bin (as in Saleem et al. (2013)) would potentially be more suitable 

for evaluating head fixed speed tunings. 

V1 cells were tuned to the allocentric position and rotations of the mouse head and 

angular head velocity, as shown previously (Bouvier et al., 2020; Guitchounts et al., 

2020; Meyer et al., 2018; Miura and Scanziani, 2022; Parker et al., 2023, 2022b; 

Rancz et al., 2015; Vélez-Fort et al., 2018). Head pitch was particularly strongly 

represented, more so than head roll or yaw, which exhibited similar fractions of tuned 

cells. This differs from data shown in Mimica et al. (2023), where head yaw was most 

strongly encoded in visual areas, while head pitch and roll were most strongly 

represented in auditory areas. One explanation for this may be the additional torque 

exerted by the wirefree miniscope, which may have exaggerated any up-down head 

movements while leaving head azimuth and roll relatively the same. Future 

experiments using newer, lighter miniscopes such as the NINscope or UCLA V4 

miniscope (de Groot et al., 2020; Dong et al., 2022) will be better suited to examine 

the responses to head rotations. 

During freely moving experiments, I also observed a greater similarity in the fraction 

of self-motion tuned cells between the experiments with visual stimuli and controls 

conducted in darkness than between the experiments with visual stimuli and controls 

in the illuminated VR arena without visual stimuli. Controls conducted in the light 

exhibited larger fractions of cells tuned to head position and rotations than did controls 

conducted in darkness, supporting reports of luminance-dependent enhancement of 
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neural responses during passive and active head rotations (Bouvier et al., 2020; 

Guitchounts et al., 2020), where V1 neurons showed increased activity during head 

rotations in the light, but suppression during head rotations in the dark.  

The similarity in tuning to head position and rotation in the presence of drifting gratings 

and in the dark during freely moving sessions may partially be due to saccadic 

suppression. Full-field drifting grating stimuli are commonly used to study the 

optokinetic reflex (OKR), which is defined by biphasic eye movements – a smooth 

pursuit phase where the eyes track the motion of the drifting grating, and a resetting 

saccade phase, where rapid eye movements reset the gaze to center the eye (Purves 

et al., 2001). Freely moving mice exhibit saccade-and-fixate eye movements, which 

combined with head movements, can be categorized as either gaze-stabilizing or 

gaze-shifting (Meyer et al., 2018; Michaiel et al., 2020). Parker et al. (2023) 

demonstrated that V1 neurons preferentially respond to gaze-shifting head-eye 

movements, characterized by groups of cells with enhancement, suppression, or 

biphasic responses. Notably, cells suppressed by gaze-stabilizing movements were 

found in superficial V1. It is possible that during freely moving sessions, the mouse’s 

eyes track the direction of movement of the drifting grating stimulus. Instead of 

resetting the eyes to the center of the visual FOV, as would be the case during a head 

fixed experiment, the mouse makes a gaze-shifting movement to center the head and 

eyes on the center of the drifting grating, resulting in suppression of V1 neurons.  

To separate the effects of gaze-shifting behavior during freely-moving drifting grating 

stimulation from free behavior without visual stimulation, future experiments should 

examine head and eye movements while simultaneously recording V1 activity, as in 

Meyer et al. (2018) and Parker et al. (2023, 2022b), and compare activity during visual 

stimulus trials and the inter-trial intervals. Due to the weight of the wirefree miniscope, 

head bar, and tracker in my experiments, adding an additional eye tracking apparatus 

was not feasible. 
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4.5 Multimodal Representation of Visual Stimulus Features 

and Self-Motion in V1 

To visualize the organization of visual stimulus and self-motion tuning across the V1 

population, I embedded tuning vectors from each recorded cell observation into a 2D 

UMAP space for all cells and for cells re-identified in between consecutive head fixed 

and freely moving recordings. In the general population embedding, I observed distinct 

groups of visually tuned and self-motion tuned cells. Cells showing tuning to different 

self-motion variables were typically found close together in UMAP space. This was 

especially notable during head fixed sessions, where cells strongly tuned to running 

wheel speed formed two distinct groups, as did cells tuned to pupil diameter. One 

group of cells was highly tuned to both running wheel speed and pupil diameter and 

overlapped with a number of visually tuned cells, potentially reflecting a subpopulation 

encoding arousal state (McGinley et al., 2015; Niell and Stryker, 2010; Reimer et al., 

2014). During freely moving sessions, cells tuned to mouse heading, egocentric head 

direction, locomotion speed, and allocentric head position and rotation generally 

overlapped or were found nearby one another in UMAP space, potentially reflecting a 

subpopulation of V1 cells sensitive to self-motion and posture.  

During both head fixation and free behavior, strongly orientation or direction tuned cells 

formed banded patterns in UMAP space, with bands of strongly selective cells 

separated by a region of weakly tuned cells. In both head fixed and freely moving 

configurations, groups of weakly orientation selective cells largely overlapped with 

groups of weakly direction selective cells; however, strongly selective cells showed 

lesser overlap, with many strongly orientation selective cells exhibiting low direction 

selectivity and vice versa. 

In re-identified cells, the tuning vector comprising both head fixed and freely moving 

variables was embedded into the same UMAP space, allowing for comparison of the 

visual tuning properties of these cells between head fixed and freely moving sessions. 

For visual variables, the UMAP embedding of re-identified cells exhibited a different 

grouping pattern from the general population. While the banded structure of OSI and 

DSI was again observed for both head fixed and freely moving configurations, cells 

with high OSI or DSI values largely overlapped, perhaps indicating that these were 

simply the most visually responsive cells, and thus easier to re-identify with CNMF-



Discussion | Multimodal Representation of Visual Stimulus Features and Self-Motion in V1 
 

88 

 

based extraction methods. Interestingly, the location in the UMAP embedding of cells 

with strong OSI and DSI during the head fixed session differed from that of cells with 

strong OSI and DSI during the freely moving session, with only a small number of re-

identified cells exhibiting strong tuning in both sessions. This could be a state-

dependent result or arise from eye-movement related artifacts, as previously 

discussed.  

In both the general and re-identified populations, groups of cells strongly tuned to 

visual variables typically did not overlap with groups of cells exhibiting strong tuning to 

self-motion or posture, while cells with weak tuning to any variable exhibited more 

overlap. These results may be explained in the framework of mixed selectivity (Fusi et 

al., 2016; Tye et al., 2024), which posits that some neurons represent multiple 

variables simultaneously and in a context dependent manner. This complexity is 

thought to help the neural population increase the separability of different task-related 

variables, allowing for greater computation flexibility and power. In the context of the 

work presented here, this could mean that while some layer 2/3 V1 neurons are 

exclusively and strongly tuned to visual features or to one self-motion variable, the 

majority are sensitive to both visual stimulus features and self-motion. This type of 

signal interaction is reminiscent of predictive coding models of visual processing 

(Keller and Mrsic-Flogel, 2018), where efference copies of motor commands are used 

to generate top-down predictions about the effects of self-motion on sensory inputs, 

and mismatch signals are used for bottom-up comparisons between sensory input and 

the predicted input. By mixing bottom-up visual inputs with top-down self-motion 

related signals, V1 could already produce a representational space that provides the 

visual system with information about the movement of the head and body in relation 

to a visual stimulus, allowing for better visual processing during bouts of self-motion. 

From the data presented here, it is not possible to determine how the mixed selectivity 

and predictive processing models interact to explain the overlap in visual and self-

motion representations. Further work, such as modelling the neural response to the 

visual stimulus and self-motion, is needed to disentangle how cells are multiplexing 

visual and self-motion information. In particular, approaches that can separate linear 

and non-linear contributions of variables in the model, such as the one presented by 

Costabile et al. (2023), are well suited to model the contributions of different sensory 

and motion-related variables.  
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4.6 Conclusions and Future Directions 

The work presented in this thesis developed a method to examine the interaction of 

visual stimulus representation and self-motion in the freely moving mouse and 

presents the first descriptions of direction and orientation selectivity during free 

behavior. Two main conclusions were reached: 

1. Tuning to self-motion and posture is present across the V1 population, with 

many cells exhibiting tuning to both visual and self-motion variables, 

strengthening the view that the neocortex inherently represents multisensory 

and sensorimotor information. 

2. Orientation and direction tuning are measurable during both head fixed and 

freely moving experiments. Orientation and direction selectivity indices and 

preferred direction are variable between consecutive head fixed and freely 

moving sessions, but preferred orientation exhibits correlated counterclockwise 

offsets.  

This thesis corroborates many findings from previous literature, like the representation 

of signals driven by head and eye movements, locomotion, and posture in V1, and for 

the first time describes orientation and direction selectivity in the freely moving mouse. 

However, this work is primarily descriptive and does not causally show how such 

signals are integrated during free behavior. An improved description of visual stimulus 

tuning could be achieved by coupling longer recordings (for example with wired 

miniscopes) with more stimulus presentations and eye tracking, similar to Parker et al. 

(2022b). By both controlling the visual stimulus and recording eye movements, a full 

visual scene reconstruction would allow for simultaneous RF mapping and evaluations 

of orientation or direction preference. The VR system can also be easily extended to 

test spatial and temporal frequency tuning under the same conditions.  

To further disambiguate the contributions of visual stimulus driven activity and self-

motion representations in V1, opto- or chemogenetic manipulation studies, like 

silencing the RSP to V1 layer 6 projection during active viewing of drifting gratings in 

VR, could decouple how vestibular inputs and eye movements influence V1 activity 

during free behavior. A more technically involved option would be to utilize all-optical 

interrogation methods like holography (Emiliani et al., 2015; Russell et al., 2022; 
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Zhang et al., 2022, 2018), for example by using a mini-2P (Zong et al., 2022) or mini-

3P (Klioutchnikov et al., 2023; Zhao et al., 2023) system, to selectively activate or 

inactivate cells that show tuning to particular self-motion variables and observe the 

corresponding changes to behavior.  

An exciting future direction would be to characterize the tuning properties of V1 cells 

systematically during head fixed and free behavior and see how those cells later 

contribute to naturalistic behaviors like prey capture. Work in the mouse SC has shown 

that wide-field and narrow-field neurons contribute differently to prey capture behavior 

based on their known visual stimulus preferences (Hoy et al., 2019), and mice have 

been shown to keep prey in the part of the visual field with the least optic flow 

(Holmgren et al., 2021). Perhaps V1 neurons tuned to particular spatial or temporal 

frequencies, or stimulus direction or orientation, differentially contribute to prey 

localization and capture, or have responses preferentially enhanced during prey 

capture bouts.  
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Supp. Figure 1 Examples of cells filtered by distribution-based visual responsivity metric | 
Deconvolved fluorescence traces for cells considered visually responsive during a head fixed 
experiment. Gray boxes – visual stimulus trials. Cells were considered visually responsive if the AUC 
of the deconvolved fluorescence trace during visual trials was greater than the preceding 5 seconds of 
inter-trial interval (Mann-Whitney U test, p < 0.25). The threshold of 0.25 was determined by visual 
inspection of the deconvolved fluorescence traces.  
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Supp. Figure 2 Distributions of running wheel and locomotion speeds | A. Distributions of 

running wheel or locomotion speeds during head fixed or freely moving experiments. Speed traces 

were averaged in 200 ms bins. Histograms use 50 evenly logarithmically spaced bins. B and C. 

Same as A, but for control experiments without visual stimuli conducted in the light or dark, 

respectively. 
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Supp. Figure 3 Orientation and direction selectivity indices for visually responsive, 
automatically re-identified cells | Same as Figure 3.12, but for automatically re-identified cells that 
were classified as visually responsive during both sessions. Repeated head fixed sessions: n = 30 cells 
from 3 mice. Repeated freely moving sessions: n = 224 cells from 5 mice. Consecutive head fixed – 
freely moving sessions: n = 136 cells from 6 mice. 
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Supp. Figure 4 Preferred orientation and direction for visually responsive, automatically re-
identified cells | Same as Figure 3.13, but for automatically re-identified cells that were classified as 
visually responsive during both sessions. Repeated head fixed sessions: n = 30 cells from 3 mice. 
Repeated freely moving sessions: n = 224 cells from 5 mice. Consecutive head fixed – freely moving 
sessions: n = 136 cells from 6 mice. 
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Supp. Figure 5 Tuning curves of example, hand-picked re-identified neurons change between 
head fixation and free behavior | A. Fields of view from example head fixed and freely moving 
experiments. Scale bars = 100 µm. B. Polar direction tuning curves for the cells re-identified in A. Black 
line – mean trial AUC ± std, blue line – double Von Mises function fit to the mean. 
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Appendix B: Statistics 
 

Fraction Visually Responsive     

Head Fixed       

Head Fixed Ctrl. Light 3.23 e -7      

Head Fixed Ctrl. Dark 1.03 e -9 0.421    

Freely Moving 0.449       

Freely Moving Ctrl. Light     1.24 e -6    

Freely Moving Ctrl. Dark     1.32 e -7 0.535   

 

Head 
Fixed 

Head Fixed 
Ctrl. Light 

Freely 
Moving 

Freely Moving 
Ctrl. Light 

Freely Moving 
Ctrl. Dark 

  
    

Fraction Orientation Tuned 
    

Head Fixed   
    

Head Fixed Ctrl. Light 2.64 e -19      

Head Fixed Ctrl. Dark 3.91 e -16 0.553    

Freely Moving 6.88 e -7       

Freely Moving Ctrl. Light     3.20 e -3    

Freely Moving Ctrl. Dark     5.61 e -7 0.005   

 

Head 
Fixed 

Head Fixed 
Ctrl. Light 

Freely 
Moving 

Freely Moving 
Ctrl. Light 

Freely Moving 
Ctrl. Dark 

  
    

Fraction Direction Tuned 
    

Head Fixed   
    

Head Fixed Ctrl. Light 1.38 e -10      

Head Fixed Ctrl. Dark 1.45 e -6 0.213    

Freely Moving 0.104       

Freely Moving Ctrl. Light     1.48 e -3    

Freely Moving Ctrl. Dark     8.28 e -9 0.03   

 

Head 
Fixed 

Head Fixed 
Ctrl. Light 

Freely 
Moving 

Freely Moving 
Ctrl. Light 

Freely Moving 
Ctrl. Dark 

 

Table 1: P-values corresponding to Figure 3.8. Values are the result of a Kruskal-Wallis test followed 
by a Dunn post-hoc test with Bonferroni correction for multiple comparisons. For comparisons between 
distributions with different sample sizes (i.e. between the main experiment and controls), distributions 
were bootstrapped with 1000 repetitions, and the reported p-value is the upper bound of the 95% 
confidence interval of the distribution of post-hoc corrected, bootstrapped p-values. 
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Running Wheel Speed 

Head Fixed     

Head Fixed Ctrl. Light 0.247    

Head Fixed Ctrl. Dark 0.065 0.315   

 Head Fixed Head Fixed Ctrl. Light Head Fixed Ctrl. Dark 

    

Running Modulated 

Head Fixed     

Head Fixed Ctrl. Light 0.665    

Head Fixed Ctrl. Dark 0.693 0.603   

 Head Fixed Head Fixed Ctrl. Light Head Fixed Ctrl. Dark 

    

Pupil Diameter 

Head Fixed     

Head Fixed Ctrl. Light 0.397    

Head Fixed Ctrl. Dark 5.62 e -8 4.76 e -7   

 Head Fixed Head Fixed Ctrl. Light Head Fixed Ctrl. Dark 

 

Table 2: P-values corresponding to Figure 3.15 A. Statistics calculated identically to Table 1. 
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Locomotion Speed 

Freely Moving     

Freely Moving 
Ctrl. Light 

0.211    

Freely Moving 
Ctrl. Dark 

0.572 0.222   

 

Freely Moving 
Freely Moving 

Ctrl. Light 
Freely Moving 

Ctrl. Dark 

Angular Speed 

Freely Moving     

Freely Moving 
Ctrl. Light 

0.070    

Freely Moving 
Ctrl. Dark 

0.522 0.1   

 Freely Moving 
Freely Moving 

Ctrl. Light 
Freely Moving 

Ctrl. Dark 

    

Running Modulated 

Freely Moving     

Freely Moving 
Ctrl. Light 

0.438    

Freely Moving 
Ctrl. Dark 

0.048 0.113   

 Freely Moving 
Freely Moving 

Ctrl. Light 
Freely Moving 

Ctrl. Dark 

    

Mouse X Position 

Freely Moving     

Freely Moving 
Ctrl. Light 

0.029    

Freely Moving 
Ctrl. Dark 

0.274 3.30 e -3   

 Freely Moving 
Freely Moving 

Ctrl. Light 
Freely Moving 

Ctrl. Dark 

Mouse Y Position 

Freely Moving     

Freely Moving 
Ctrl. Light 

0.069    

Freely Moving 
Ctrl. Dark 

0.302 9.09 e -3   

 Freely Moving 
Freely Moving 

Ctrl. Light 
Freely Moving 

Ctrl. Dark 

 
 
 
 
 
 

continued... 
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Head Height 

Freely Moving     

Freely Moving 
Ctrl. Light 

0.067    

Freely Moving 
Ctrl. Dark 

0.409 0.217   

 Freely Moving 
Freely Moving 

Ctrl. Light 
Freely Moving 

Ctrl. Dark 

    

Head Direction 

Freely Moving     

Freely Moving 
Ctrl. Light 

1.63 e -3    

Freely Moving 
Ctrl. Dark 

0.515 6.94 e -4   

 
Freely Moving 

Freely Moving 
Ctrl. Light 

Freely Moving 
Ctrl. Dark 

    

Head Pitch 

Freely Moving     

Freely Moving 
Ctrl. Light 

0.054    

Freely Moving 
Ctrl. Dark 

0.505 0.070   

 Freely Moving 
Freely Moving 

Ctrl. Light 
Freely Moving 

Ctrl. Dark 

Head Yaw 

Freely Moving     

Freely Moving 
Ctrl. Light 

5.84 e -5    

Freely Moving 
Ctrl. Dark 

0.546 1.43 e -5   

 Freely Moving 
Freely Moving 

Ctrl. Light 
Freely Moving 

Ctrl. Dark 

Head Roll 

Freely Moving     

Freely Moving 
Ctrl. Light 

2.24 e -3    

Freely Moving 
Ctrl. Dark 

0.413 3.90 e -4   

 Freely Moving 
Freely Moving 

Ctrl. Light 
Freely Moving 

Ctrl. Dark 

 
 
 
 
 
 
    continued...  
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Heading 

Freely Moving     

Freely Moving 
Ctrl. Light 

0.147    

Freely Moving 
Ctrl. Dark 

0.021 3.68 e -4   

 Freely Moving 
Freely Moving 

Ctrl. Light 
Freely Moving 

Ctrl. Dark 

 

Table 3: P-values corresponding to Figure 3.15 B. Statistics calculated identically to Table 1. 
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