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Abstract
Throughout the last decades, we could observe the tremendous advancements in flu-
orescence microscopy not only in sample preparation, but also in the development of
instrumentation. This has made it possible to discover and understand cellular pro-
cesses better. But every new discovery also raises new unanswered questions to be
solved. This makes it mandatory to improve existing methods as well as to develop new
techniques in this field.
A quite specialized and sophisticated subfield of fluorescence microscopy is Single Particle
Tracking, providing high spatiotemporal information of the trajectories of individual
particles. With this data, velocities and motion types of can be determined to describe
transport mechanisms in biological systems. Extending the toolbox of existing particle
tracking methods, leads to even better understanding of such processes.
3D Orbital Tracking is one tool of this box. By carrying out a correlation analysis on the
obtained trajectories from living zebra fish larvae, it is possible to distinguish between
active and passive transport. The big advantage of this approach lies in the intrinsic
accessibility of the threshold, which distinguishes between the transport types, in the
data. The corresponding details are described in the first part of the thesis.
The second part of the thesis will describe the redesign of the 3D Orbital Tracking soft-
ware increasing the efficiency of data acquisition, enabling to perform particle tracking
in solution with multichannel detection. With this, it is possible carry out dual color
particle tracking as well as single particle tracking with simultaneous probing of FRET
at 40 MHz resolution. By post processing of the FRET data, accurate FRET values are
obtained.
In case of samples that cannot be fluorescently labeled, label free microscopy techniques
have to be used. The final part of the thesis describes the software development for a
Stimulated Raman Scattering microscope. The new software not only allows for scans
but also for automatic spectra acquisition of selected points in the field-of-view. Fur-
thermore, the scanning can be carried out in combination with single photon counting
detection based on time correlated single photon counting arising from photolumines-
cence. The successful implementation of the software is proven by the investigation of
the quality of graphene samples.
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Chapter 1

Introduction
Thanks to the development of highly sensitive devices, novel analysis tools and easy
access to databases during this epoch of Industry 4.0, scientific investigations and de-
velopments have gained speed in obtaining results compared to several decades ago.
A remarkable example is the pandemic outbreak of SARS-CoV-2, where scientists de-
signed a novel messenger ribonucleic acid (mRNA) vaccine within a few months. Those
drug development processes involved multiple complex steps such as the isolation of the
SARS-CoV-2 virus from the infected organic tissue, purification/sequencing of its spike
protein and finally the design and synthesis of the corresponding mRNA. Just a few
years ago, such a rapid progress in developing a medical drug was just utopia.
However, the majority of cellular processes are still poorly understood or even unknown.
Hence, a lot of efforts are devoted to their investigations. For example, it is mandatory to
understand the cellular processes involved for the treatment of different diseases such as
cancer, HIV or Morbus Alzheimer. Nowadays, scientists have access to multiple excellent
methods, e.g. atomic force microscopy (AFM), nuclear magnetic resonance (NMR)
spectroscopy, X-Ray crystallography or cryo electron microscopy (cryoEM), which enable
the detection and structural analysis of (bio)molecules. However, these methods are not
applicable in vivo. For example, experiments in X-ray crystallography require single
crystals of the sample, which is not only extremely time as well as cost-consuming, but
it cannot be guaranteed that the discovered structure is identical to the one in a cell
or in solution. In cryoEM, the specimen is measured at cryogenic temperatures below
−150 ◦C, which is way below the temperatures those molecules function at.
This is where fluorescence microscopy plays a major role, bridging the in vivo gap.
Classical microscopy exploits the physical properties of fluoresence (see subsection 2.1.1)
as imaging contrast. If the system of interest is not able to fluoresce it needs to be
labeled with fluorescent emitters, such as organic fluorophores, in order to visualize it.
In addition to these small organic molecular markers, Shimomura’s discovery of the green
fluorescent protein (GFP) in the jellyfish aequorea victoria (Shimomura, Johnson, and
Saiga, 1962) demonstrated the ability of proteins to autonomously become fluorescent.
Big efforts have been spent on improving the fluorescent properties and expanding the
spectral coverage of fluorescent proteins as well as developing labeling and expression
techniques for them. For example, decades of such work made it possible to decode the
dynamic processes of HIV-1 Gag (Qian et al., 2022).
Parallel to the development of fluorescent probes, considerable efforts have been put into
the improvement of microscopy techniques - and it is still ongoing. Nowadays, in fluo-
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Chapter 1 Introduction

rescence microscopy, detecting single molecules is state-of-the-art. A standard method
is the illumination of immobilized, fluoresceently labeled species using a total internal
reflection (TIR) geometry. In this configuration, the signal of dyes in a certain field-
of-view (FOV) is recorded by an electron multiplying charge-coupled device (EMCCD)
or a complementary metal-oxide-semiconductor (CMOS) sensor. Extending the micro-
scope to multiple excitation and detection sources allows for investigating molecular
interactions based on single molecule assays, such as Förster Resonance Energy Trans-
fer (FRET), protein induced fluorescence enhancement (PIFE) or quenching, with high
throughput (Lerner et al., 2016; Smit et al., 2019). Furthermore, it is possible to monitor
long fluorescent traces on the order of seconds to minutes of each single molecule in the
FOV. However, careful interpretation of the obtained data is needed. The immobilized
molecules are hindered in their degrees of freedom regarding rotation, which can bias
their interaction. A second standard approach, which can monitor such fast transitions in
solution, uses confocal microscopes equipped with avalanche photodiode (APD). Promi-
nent methods are µs-alternated laser excitation (ALEX), ns-ALEX or pulsed interleaved
excitation (PIE) - multiparameter fluorescence detection (MFD) (Kapanidis et al., 2005;
Müller et al., 2005; Widengren et al., 2006; Kudryavtsev et al., 2012). Compared to TIR
fluorescence setups, PIE with MFD microscopes have higher time resolution due to the
pulsed excitation sources, fast point detectors and time correlated single photon count-
ing (TCSPC) logic. With this approach, it is possible to extract multiple parameters
from the obtained data such as fluorescent lifetime or anisotropy. However, PIE - MFD
data does not consist of long fluorescent traces of individual fluorophores but of bursts
representing snapshots of an ensemble of molecules. For investigating biological sam-
ples on the the single molecule level, it is necessary to combine those two microscopy
techniques to obtain a full picture of the system. It would be beneficial to combine the
advantages of the described approaches for monitoring long FRET traces in solution
within one experiment. For this, it is necessary to follow a particle of interest on the
fly. A sub field in fluorescence microscopy which is capable of doing so is single particle
tracking (SPT) (see subsection 2.2.3).
One technique in this subfield is three dimensional (3D) Orbital Tracking microscopy, a
feedback based approach (see subsection 2.2.4). The hereby acquired high resolution data
allows for accurate analysis of particle movement. This will be presented in chapter 3
where a correlation of trajectories is performed on moving mitochondria in living zebra
fish larvae.
Chapter 4 of this thesis will highlight the improvement of the existing 3D Orbital Track-
ing microscope. First, I will explain the redesign of the software to use the queued
message handler (QMH) architecture increasing the performance and enabling the im-
plementation of further features. Next, results of dual-color tracking experiments in
solution, including the first successful simultaneous tracking of two individual particles
using a feedback approach, will be presented. The last part of this chapter will describe
the results of 3D single particle tracking while probing FRET in solution using the novel
orbit point single photon counting (OPSPC) data acquisition algorithm.
When studying molecules that are similar in size or even smaller than the fluorescent
label, fluorescent labeling can strongly interfere with their biological function. In this
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case, fluorescence cannot be exploited for imaging contrast. Here, label-free imaging
techniques play a major role. One of them is Stimulated Raman Scattering (SRS)
microscopy. In chapter 5 of this thesis, the novel measurement software for carrying out
SRS experiments will be presented. Its architecture is based on the QMH design, which
allows for executing fast scans and can be combined with photon counting in parallel
using TCSPC, followed by automated spectra acquisition.
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Chapter 2

Theoretical Background and Concepts
When enjoying a glass of gin tonic on a hot and sunny summer day, it might be observed
that the drink glows in a pale blue color. Exactly this phenomenon was first described
by Sir John Frederick Gabriel Herschel in 1845 (Herschel, 1845). Today the source
of that ”magical“ behavior is known. It is the light emitted from quinine molecules
that are ingredients in tonic water. The phenomenon, known as fluorescence, is the
basis of modern fluorescence microscopy. With this technique, it is not only possible
to investigate biological processes in vitro for developing new drugs, it is furthermore a
standard method in laboratories to detect diseases in biological tissues by target specific
labeling.
In the following chapter, the theoretical background for techniques used in this thesis
will be highlighted. Starting with the interaction of light and matter in the first two
sections, a discussion follows on confocal microscopy. With those sections being the
theoretical basis for modern microscopy, SPT, a subfield of fluorescence microscopy, will
be highlighted in detail. Here, the main focus will be set on 3D Orbital Tracking, which
is a confocal feedback based SPT technique.

2.1 Interaction of Light and Matter
2.1.1 Fluorescence
Absorption and Emission Processes

Herschel’s observation of “glowing” tonic water led to further investigation of this phe-
nomenon. Today, it is well known that the process of fluorecsence is based on the
interaction of fluorescent materials with light. In this case, molecules absorb photons
and undergo a transition to an energetically excited state. The energy of the photon
has to match the energy gap between two electronic states of the molecule and can be
calculated by Planck’s law

E = hc

λ
(2.1)

where h is Planck’s constant, c the speed of light and λ the wavelength of the cor-
responding photon (Planck, 1900). The molecule aims to reach back to its energetic
ground state, i.e. the absorbed energy has to be released again. In figure 2.1, example
spectra for absorption and emission of the fluorescent dye ATTO647N are shown.
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Chapter 2 Theoretical Background and Concepts

Figure 2.1: Absorption and emission spectra of ATTO647N.1Due to the Stokes shift, the emis-
sion spectrum is shifted to higher wavelengths compared to the absorption spectrum.

The processes responsible for the spectra in figure 2.1 can be described by a Jablonski
diagram developed by Aleksander Jablonski and published in 1935 (Jablonski, 1935). In
this representation, the nuclei coordinates of the molecule are neglected and not shown
in the diagram. This convention results from the Born-Oppenheimer approximation
which states that the motion of heavy (nuclei) and light (electrons) particles takes place
on different time scales (Born and Oppenheimer, 1927). This assumption allows for
the separate treatment of the wave functions of nuclei and electrons. An example of a
Jablonski diagram is given in figure 2.2. Here, only the ground state S0 as well as the
first excited states S1 and T1 are shown which is a consequence of Kasha’s rule that will
be discussed later on. In general, electron transitions between electron states of different
energies are represented by vertical arrows. After the excitation of an electron from the
ground state to a higher electronic state, it reaches a vibronic state of S1 by Internal
Conversion followed by vibrational relaxation to vibronic ground state of S1. From this
point on, several pathways for the electron to reach back to S0 exist. In general, they
can be split into non-radiative and radiaive processes. In the lowest vibrational state
of S1, the system again can undergo Internal Conversion, an iso-energetic transition,
reaching a highly energetic vibronic level S0 from which the electron relaxates to the
vibronic ground state. Other non-radiative pathways which are worth to be mentioned
are quenching, solvent relaxation or FRET. The process of FRET will be discussed in
more detail on page 8.
Furthermore, it is possible that an electron reaches back to the electronic ground state by

1from: https://www.atto-tec.com/ATTO-647N.html (22.12.2022)
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2.1 Interaction of Light and Matter

Figure 2.2: Jablonski diagram. By absorbing a photon, a fluorophore is excited from the ground
state to a higher vibronic state of S1 (blue arrow, kex). By vibrational relaxation (black
dashed line, kvr) the electron moves to the vibronic ground state of S1 from where the
electron can return to S0 by emitting a photon (green arrow, kfl). A non-radiatve pathway
(gray dashed arrow, kIC) with constant spin multiplicity is the process of Internal Con-
version, an iso-energetic transition to a higher vibronic state of S0 followed by vibrational
relaxation to the ground state. Furthermore, an iso-energetic transfer with a change of
spin multiplicity to a higher vibronic state of T1 can occur (black horizontal arrow, kISC).
The lifetime of this state is on the order of seconds due to spin-forbidden emission of a
photon (red arrow, kph).

emitting a photon. As mentioned before, the Jablonski diagram illustrated in figure 2.2
only shows the energetic ground state and the first excited state. The reason for this
is Kasha’s rule, an empiric rule which states that spontaneous emission processes only
occur from the lowest excited state to the ground state of same multiplicity (Kasha,
1950). When comparing the energies of absorbed and emitted photons, an important
fact arises. Due to vibranional relaxation, the emitted photon is always lower in energy.
In honor of Sir George Gabriel Stokes, this red shift is termed the Stoke’s shift (Stokes,
1852).
A third pathway is the process of Intersystem Crossing. Similar to Internal Conversion,
the system undergoes an iso-energetic transition. However, the spin multiplicity does
change here, meaning that the system switches from the ground state of S1 to a higher
vibronic state of the first excited triplet state T1. After vibrational relaxation to its
vibronic ground state, the system remains in T1. Since the emission of a photon is spin
forbidden, the life time of the triplet state can be on the order of seconds. This type of
emission is also known as phosphorescence.
Radiative and non-radiative processes are always in competition with each other. To
obtain a measure for which of the processes is dominant, the quantum yield Φ can be
taken into account. This is the ratio of emitted and absorbed photons of a molecule.
As shown in Equation 2.2, it can be calculated from the the rates k of the different
pathways
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Chapter 2 Theoretical Background and Concepts

Φ = kfl

kfl +∑
knr

(2.2)

where kfl is the rate of fluorescence and knr rates of non-radiative pathways, e.g. kIC and
kISC. It is desirable, that the quantum yield of fluorophores is as high as possible.

Förster Resonance Energy Transfer

As described in the previous subsection, one non-radiative pathway is FRET. This
phenomenon was theoretically described by Theodor Förster (Forster, 1946; Förster,
1948). After exciting a fluorescent emitter (donor), the energy can be transferred to a
second molecule (acceptor) by dipole-dipole interactions. The acceptor can now emit
a photon of wavelength that is not covered by the emission spectrum of the donor. A
corresponding Jablonski diagram describing the involved processes is given in figure 2.3.

Figure 2.3: Jablonski diagram illustrating the processes of FRET. By absorbing a photon,
the donor is excited from the ground state to a higher vibronic state of S1 (blue arrow,
kex). After vibrational relaxation (black dashed line, kvr) to the vibronic ground state of
S1, the donor can return to S0 by emitting a photon (green arrow, kfl) or by non-radiatve
decay (gray dashed arrow, knr) as discussed in subsection 2.1.1. It is further possible, that
the energy is transferred to the acceptor by dipole-dipole interactions (black horizontal
arrow, kT), exciting the electron of the acceptor to a higher vibronic state of S1.

Without photon absorption, the acceptor is now in the excited state S1 and, as described
in subsection 2.1.1, several pathways are available to return the system back to the
electronic ground state. For FRET to occur, there needs to be an overlap of the donor’s
emission spectrum with the acceptor’s excitation spectrum. As can be seen in the
Jablonski diagram, a new parameter, kT, which is the energy transfer rate, is introduced.
It can be calculated by
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2.1 Interaction of Light and Matter

kT = 1
τD

(
R0

R

)6
(2.3)

with τD being the lifetime of the donor in the absence of an acceptor, R the distance
between the FRET pair and R0 the Förster radius, which is the characteristic distance
between two fluorophores at which the efficiency of energy transfer is 50 %. Instead of
the energy transfer rate, the FRET efficiency is a more intuitive measure. It can be
calculated using Equation 2.4:

E = kT

kT + kfl + knr
(2.4)

Together with equations 2.3 and 2.4, the FRET efficiency E can be rewritten as a
function of distance.

E = R6
0

R6
0 + R6 (2.5)

As can be seen, it is strongly dependent on the distance R between both dyes and
the Förster radius R0, making it suitable for measuring molecule interactions on the
nanometer scale. Furthermore, R0 depends on the surrounding of the dyes and can be
calculated as follows

R6
0 = 9000(ln(10))κ2J(λ)ΦD

128n4π5NA
(2.6)

with κ being a function of the relative orientation of the dipole, J(λ) the overlap integral,
ΦD the quantum yield of the donor, NA Avogadro’s constant and n the refractive index
of the medium.
The uncorrected FRET efficiency, E∗, known as the proximity ratio is experimentally
accessible by measuring the fluorescent intensities F XY of the dye pair, respectively. In
the notation of F XY, F is the background corrected fluorescence intensity measured with
X laser excitation detected in channel Y. The proximity ratio can then be calculated
usind Equation 2.7.

E∗ = F DA

F DA + F DD
(2.7)

However, the value of E∗ is biased. Hence, it is not suitable for calculating R and can
lead to wrong values and misinterpretation of the results. The correct distance of a dye
pair is only accessible by correcting the E∗ for direct excitation α, spectral crosstalk β
and the detection efficiency γ. All correction factors are intrinsically present in the data
of PIE-MFD (Müller et al., 2005; Kudryavtsev et al., 2012) or ALEX (Kapanidis et al.,
2004) experiments. They can be calculated with the following formulas

α = F
Aonly
DA

F
Aonly
AA

, β = F
Donly
DD

F
Donly
DA

, γ = ΦAηA

ΦDηD
(2.8)
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Chapter 2 Theoretical Background and Concepts

in which F
Aonly
XY represents the detected fluorescence signal of the acceptor in the absence

of the donor and F
Donly
XY detected fluorescence signal of donor in the absence of the

acceptor. With these correction factors, the proximity ratio E∗ from Equation 2.7 can
be extended to accurate FRET efficiency.

E = FDA − αFAA − βFDD

FDA − αFAA − βFDD + γFDD
(2.9)

2.1.2 Scattering of Light
Besides fluorescence discussed in subsection 2.1.1, another interaction of light with mat-
ter is scattering. This can appear in two different processes: elastically and inelastically.
In elastic scattering, which is termed Rayleigh scattering, the energy of the scattered
photon is preserved, i.e. incident and scattered light are of same wavelength λ (Strutt,
1871). During inelastic scattering, known as Brillouin and Raman scattering, energy
is exchanged between the incident photon and the scattering medium. In particular,
Raman scattering, i.e. scattering between light and optical phonons in the medium, is
isotropic and can can occur in a bidirectional manner (Raman and Krishnan, 1928). Its
mechanism is shown in figure 2.4.

Figure 2.4: Jablonski diagram illustrating Raman scattering processes. (A) Elastic or
Rayleigh scattering: during this process, the energy of the scattered photon is preserved.
(B) Red-shifted inelastic scattering (Stokes): the scattering medium is in the vibrational
ground state of the electronic ground state S0. Collision with a photon leads to an occu-
pation of a virtual state (left grey line). The energy is transferred from the photon to the
medium being then in the first vibrational state of S0. (C) Blue-shifted inelastic scattering
(Anti-Stokes): the scattering medium is in the first vibrational state of S0. Collision with
a photon leads to an occupation of a virtual state (right grey line). The energy is trans-
ferred from the medium to the photon with the system being in the vibrational ground
state of S0.
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2.1 Interaction of Light and Matter

Panel (A) illustrates the process of Rayleigh scattering in which the incident and scat-
tered photon are of same wavelength. Panels (B) and (C) sketch the two possibilities of
energy transfer between the incident photon and the molecule during Raman scattering.
In case (B), energy is transferred from the photon to the molecule with the result of
a spectral red shift of the scattered light. In panel (C), the molecule is already vibra-
tionally excited. During interaction with light, the molecule relaxes to the vibrational
groundstate, energy is released and the scattered light undergoes a blue shift. To align
with the naming convention in fluorescence, these energy shifts are called Stokes- and
anti-Stokes shift, respectively.
Generally, the cross section for Raman scattering (10−28 to 10−30 cm2) is magnitudes
of order smaller compared to Fluorescence (10−19 cm2), which means that this process
is very rare resulting in very low detection signals and/or elevated excitation powers
of the light sources (Tittel, Knechtel, and Ploetz, 2023). However, several techniques
exist to increase the signal of scattered light such as Tip-Enhanced Raman Scatter-
ing (TERS) (Fleischmann, Hendra, and McQuillan, 1974), Surface-Enhanced Raman
Scattering (SERS) (Pérez-Jiménez et al., 2020), Coherent Anti-Stokes Raman Scatter-
ing (CARS) (Zumbusch, Holtom, and Xie, 1999) or SRS (Ploetz et al., 2007; Freudiger
et al., 2008). As SRS will be employed later in this thesis, it will be discussed together
with spontaneous Raman in the following section.

Spontaneous Raman Scattering

As already mentioned, energy is exchanged between the incident photon and the molecule
during Raman scattering. This can be expressed as

ωRaman = ωex ± Ω (2.10)

where ωRaman as well as ωex denote the frequencies of the scattered and incident photons
and Ω the frequency of the molecular vibration. Depending on the sign of Ω, the scattered
photon (de-)excites vibrational state of the material. In a classical approach, this can be
described in bulk by two molecules representing a spring that oscillate with a frequency
Ω

q(t) = q0 cos(Ωt) (2.11)

where q is the distance between both centers of mass.
The incident photon can be expressed as an oscillating electric field

E(t) = E0 cos(ωext) (2.12)

that induces a microscopic dipole momentum µ(t) on the molecule

µ(t) = α(t)E(t) (2.13)

where α(t) is the polarizability of the electron cloud. It is distance dependent and can
be expressed as
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Chapter 2 Theoretical Background and Concepts

α(t) = α0 +
(

∂α

∂q

)∣∣∣∣∣
0

· q(t) (2.14)

In an ensemble of N “springs” the macroscopic polarization P (t) is given by

P (t) = Nµ(t) (2.15)

With equations 2.11 to 2.14, it can be rewritten to

P (t) = N ·
[
α0 +

(
∂α

∂q

)∣∣∣∣∣
0

· q0 cos(Ωt)
]

· E0 cos(ωpt) (2.16)

which contains three terms:

P (t) = N · α0 · E0 cos(ωext)

+ 1
2N ·

(
∂α

∂q

)∣∣∣∣∣
0

· E0q0 · cos(ωex + Ω)t

+ 1
2N ·

(
∂α

∂q

)∣∣∣∣∣
0

· E0q0 · cos(ωexp − Ω)t

(2.17)

The first term represents Rayleigh scattering without a change in polarizability and
no energy exchange. The last two terms describe Raman scattering with a frequency
shift ±Ω compared to the incident light. It is important to mention that this inelastic
scattering only occurs when the polarizability changes

(
∂α
∂q

)∣∣∣
0
.

Finally, the intensity of scattered Raman photons is proportional number of molecules
N as well as the intensity Iex of the excitation source. Furthermore, it scales with the
fourth power of the frequency ωRaman of the scattered light and with the square of the
change of polarizability.

IRaman ∝ N · Iex · ω4
Raman

Ω
(
1 − e− ℏΩ

kt

) ·
(

∂α

∂q

)∣∣∣∣∣
2

0
(2.18)

The Raman signal can be enhanced when the frequency of the incident photon is close
to the electronic transition of the material which will be discussed in the following for
SRS.

Stimulated Raman Scattering

Due to its very low cross section, spontaneous Raman scattering is a rare process re-
sulting in longer acquisition times. As shown in Equation 2.18, the Raman intensity is
proportional to the number of scatterers N as well as the laser intensity Iex and can be in-
creased when choosing higher concentrations and/or higher laser powers. However, high
concentrations are often not suitable when it comes to the investigation of biochemical
samples. This is also true for high laser powers since this applies photochemical stress on

12



2.1 Interaction of Light and Matter

the illuminated specimen. As briefly mentioned on page 11, several strategies to enhance
the Raman signal have been developed. One technique is SRS, which is a third-order,
non linear process. A detailed mathematical description of this mechanism is beyond the
scope of this thesis but can be found in literature, e.g. (Bloembergen, 1967; Penzkofer,
Laubereau, and Kaiser, 1979).
In brief, two pulsed laser sources are needed that fulfill the following requirements:

1. spatiotemporal overlap between both laser pulses in the specimen

2. match of samples’s vibrational transition Ω (see Equation 2.10) to the energy
difference, i.e. the difference in frequency, between both laser pulses

With both requirements fulfilled, signal enhancement of up to eight orders of magnitude
can be achieved. The mechanism during stimulated Raman scattering is depicted in a
Jablonski diagram in figure 2.5. First, the pump and Stokes beam coherently excite the
scattering material. The next pump beam then simulates the material to emit a Stokes
photon that is of the same frequency ωs as the Stokes laser pulse. When in resonance
with the transition, energy is transferred from the pump beam through the material
to the Stokes beam. This leads to an intensity increase of the Stokes beam, called
Stimulated Raman Gain (SRG), and to an intensity decrease of the pump beam, termed
Stimulated Raman Loss (SRL), shown in figure 2.6. With suitable instrumentation, i.e.
beam modulation by an acousto-optic modulator (AOM) and a lock-in amplifier (LIA),
the small energy differences in SRG or SRL can be detected by a photodiode. Here, the
LIA is the core hardware component for the detection of the SRS signal. In brief, it
receives two inputs: the acquired signal of the photodiode, which is a superimposition of
the Stokes beam and SRG or SRL as well as the periodic signal of the AOM. The second
input serves as the reference, allowing the LIA to filter the SRG or SRL component and
amplify it (Tittel, Knechtel, and Ploetz, 2023). At this point, it is worth mentioning that
SRS is a chemically sensitive and background free method due to the required frequency
difference between both pulses to a vibrational transition Ω of the sample.
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Figure 2.5: Jablonski diagram illustrating SRS on the Stokes side. Two spatiotemporally
overlapping laser pulses (Pump and Stokes) that have a frequency shift matching a vibra-
tional state Ω of the scattering medium lead to coherent excitation of the material. This
coherent excitation can be thought of as a transition from the vibrational ground state to
an excited vibrational level via a virtual state. If the next pump pulse arrives, the system
is stimulated to emit a Stokes photon (SRS).

Figure 2.6: Principles of SRL and SRG during SRS. Energy is transferred from the pump pulse
to the Stokes resulting in SRL in the intensity Ip of the pump beam and SRG in the
intensity IS of the Stokes beam.
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2.2 Light Microscopy
With the discussion of the physical background of fluorescence and scattering of light in
section 2.1, it is now worth having a closer look on the concepts of applications which
make use of these phenomena. The basis for all applications is a light microscope, which
can be grouped into three sections. Those are excitation source, sample illumination
and signal detection. The beauty here is that various samples can be investigated by
adjusting and harmonizing those three groups. This can range from a simple excitation
source with continuous spectrum with a simple camera for taking magnified pictures of
a sample to highly advanced excitation sources, such as (pulsed) lasers, that can be in
synchronization with a photo-diode allowing for chemically sensitive imaging based on
SRS or in combination with highly sensitive detectors, e.g. electron multiplying charge-
coupled device (EMCCD) cameras or avalanche photodiodes (APDs), allowing for the
detection of molecular interactions or the investigation of complex cellular mechanisms
on the single molecule level. Imaging experiments on the single molecule level are of-
ten based on fluorescence, naming this field Fluorescence Microscopy. By integrating
complex software in such instruments, it is today possible to develop customized micro-
scopes. Such customization can range from automized data acquisition procedures to
highly specialized techniques as SPT.
This chapter will first discuss the physical limitation of optical microscopy followed by
an “easy to implement” solution of circumventing this limitation. After the introduction
of the diffraction limit and confocal microscopy, a subfield of fluorescence microscopy,
single particle tracking (SPT), will be introduced. Here, the main focus will be set on
3D Orbital Tracking, a feedback based SPT technique allowing for tracking particles of
interest on the fly.

2.2.1 The Diffraction Limit
Until recently, all light microscopes were intrinsically limited in their resolution. This
means, if two point emitters are too close together, they cannot be distinguished anymore
but appear as one emitter. In 1873, Ernst Abbe published his theoretical work on
microscopes in which he could mathematically prove that the maximum resolution is
given by

∆x = λ

2NA
(2.19)

where λ is the wavelength and NA the numerical aperture (Abbe, 1873). The numerical
aperture is a dimensionless number that describes the goodness of resolution for an
objective. It is defined as

NA = n sin α (2.20)
with n being the refractive index between specimen and objective and α the maximum
half angle of the collected light. Today’s microscopes have reached this limit with a
resolution of 200 nm–300 nm.
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Methods have been developed to overcome the diffraction limit such as Stimulated Emis-
sion Depletion (STED) microscopy or photoactivated localization microscopy (PALM)
as well as Stochastic Optical Reconstruction Microscopy (STORM) (Hell and Wich-
mann, 1994; Dickson et al., 1997; Betzig et al., 2006; Rust, Bates, and Zhuang, 2006).
It is worth mentioning, that this breakthrough was awarded with the Nobel Price in
Chemistry in 2014 and has brought fluorescence microscopy to a new epoch known as
Nanoscopy. However, a drawback of these methods is the requirement of static samples,
i.e. biological samples such as cells need to be fixed. This means, their processes have
to be suppressed. Methods that can also circumvent the diffraction limit is SPT tech-
niques. The advantages here are, that those methods do not require static samples but
are capable of tracking moving particles (on the fly) which will be discussed in greater
detail in subsection 2.2.3. A lot of instruments are based on the confocal design which
will be described in the following.

2.2.2 Confocal Microscopy
An “easy to implement” approach of circumventing the diffraction limit of light and
hence increasing the resolution in images is the confocal design of a microscope. It was
patented by Marvin Minsky in 1961 (Minsky, 1961). The difference between a classical
microscope design is illustrated in figure 2.7.

Figure 2.7: Scheme of a confocal microscope. C: collimator, D: point detector, DM: dichroic
mirror, FP: focal plane, L: lens, LS: light source, O: objective, PH: pinhole, TL: tube
lens, blue: excitation beam, green: fluorescence signal in focus, yellow: out of focal plane
fluorescence, red: blocked fluorescence from focal plane.

Minsky introduced two pinholes (PH) which have to be in focus or confocal with the
focal plane. In contrast to a “classic” design, which suffers from a low signal-to-noise
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ratio (SNR) and blurry images due to photons emitted out of focus, the detection pinhole
blocks these. However, due to the pinholes only a single point in the specimen and not
an area is illuminated. To obtain an image, a certain area in the sample has to be
scanned point by point. Compared to a wide field image, the resulting confocal image
has a higher resolution, which is improved by a theoretical factor of 1√

2 . The definition
of the diffraction limit in Equation 2.19 can be now rewritten as

∆x = 0.37λ

NA
. (2.21)

Nowadays in a confocal microscope, the two pinholes are often replaced by two optical
fibers. With this “easy to implement” improvement of resolution, confocal microscopes
have become standard instrumentation in almost every microscopy laboratory.

2.2.3 Single Particle Tracking
With the concept of confocal microscopy introduced in the previous section, it is not
only possible to obtain scans with higher resolution, but it can also be the basis for the
development of highly advanced microscopy techniques such as single particle tracking
(SPT). Due to the development of highly sensitive detectors and optical elements, it
is state of the art to detect fluorescence on the single molecule level on surfaces or in
solution. Molecules in solution are measured as they diffuse through the confocal volume
yielding a burst of photons that are detected by single point detector such as APD or
photomultiplier tube (PMT), as bursts (Kudryavtsev et al., 2012). With improved
surface chemistry, molecules can also be immobilized on the surface and detected by a
EMCCD camera (Elbert and Hubbell, 1996; Lamichhane et al., 2010; Szkop, Kliszcz,
and Kasprzak, 2018). In both approaches the desired experiments are not carried out in
bulk and the study of single molecule interactions can be performed on the nanometer
scale (by using FRET) with high temporal resolution (Felekyan et al., 2005; Bartnik et
al., 2020). This makes it possible to investigate processes that would not be observable
in bulk. However, both methods have their drawbacks. In a classical burst experiment,
the detection of a single molecule in the confocal volume is very short (on the orders of
a millisecond). Hence, the investigation of processes of interest have to be carried out
by collecting snapshots of many particles diffusing through the confocal volume. In a
surface experiment, each particle can be detected on the order of minutes. However, due
to the immobilization of the particle, its rotation can be hindered which could influence
interaction processes. Furthermore, the time resolution of typical surface experiments
is lower, which means that very fast processes on the microsecond timescale cannot be
detected.
These drawbacks can be overcome by SPT approaches where the particle of interest free
to diffuse is tracked over time in the specimen. In contrast to the approaches mentioned
above, the particle trajectories make it possible to determine diffusion constants or
velocities as well as to investigate possible interactions with the environment by analyzing
the type of diffusion. Worth mentioning is the first SPT experiment carried out in 1971
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by Berg (Berg, 1971). Here, the movement of E.coli bacteria in solution was detected
using a feedback loop.
SPT methods can be split into two categories: post processing and feedback based SPT
approaches. The nature of both groups is different from each other and will be discussed
in greater detail on the following pages.

Post Processing SPT

For the post processing approach, the typical workflow consists of two steps. First, the
experiment is carried out and data is acquired. Generally, the data format is based on
video which was recorded by a EMCCD camera. The second step is running an algorithm
to detect particle movement and hence determine its trajectory. Examples of algorithms
for such trajectory extraction are the nearest neighbor algorithm or maximum likelihood
estimator (Mazzaferri et al., 2014; Enderlein, 1995). In case of very poor SNR, a wavelet
analysis can be carried out to identify the particles before the extraction of trajectories
(Olivo-Marin, 2002). The clear advantage of post processing approaches is the relatively
high throughput withing one dataset. Since this type of SPT is mainly based on video
recordings, high statistics due to the extraction of multiple particle trajectories from
a single movie is possible. However, this advantage also comes along with a major
drawback. In a standard installation, i.e. the imaging plane can not be shifted in
z-dimension by an piezo, the camera can only detect particle movement within the
focal plane. This means, the particle diffusion is restricted to be two dimensional (2D)
(lateral diffusion). To the cost of time resolution, the third dimension can be accessed by
recording z-stacks. Furthermore, trajectory extraction algorithms can suffer in localizing
particles, when multiple trajectories cross each other. This can be reduced by pre-
selecting a certain area in the video to be analyzed. Within the last years, several
methods have been developed to overcome this “third dimension problem”. Examples
are shown in figure 2.8 One technique is the so called defocused imaging. Here, the
diffraction pattern which is dependent on the axial position of the particle is used for
determining the axial position of the particle. An example is published by Speidel et al
(Speidel, Jonáš, and Florin, 2003). A second approach is point spread function (PSF)
engineering introduced by Moerner (Pavani et al., 2009). In general, a phase plate or a
spatial light modulator is implemented in the Fourier plane of the microscope modulating
the phase of the excitation beam. In Moerner’s case, this creates a double helix of the
PSF. A particle is then no longer imaged by a single Gaussian intensity spot, but by
two. The center of mass of both spots encodes the the lateral position of the particle.
The axial position is encoded in the relative orientation of the spots within the field of
view. Shechtman et al. took this idea and pushed it further by introducing the Tetrapod
increasing the axial detection range (Shechtman et al., 2015).
It is worth mentioning that intensive research in this field has made it possible to specif-
ically design phase plates and optimize data analysis for each experiments by using
artificial intelligence (Nehme et al., 2020).
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(a) (b)

(c)

Figure 2.8: Overview of SPT techniques using the post processing approach. (a) Off-focus
imaging by Speidel, et al. Depending on the size of the diffraction pattern, the particle can
be localized in all three dimensions. (b) Double-Helix PSF by Pavani, et al.. By changing
the shape of the PSF using a phase mask, the 3D position of the particle is encoded in the
detected shape of the fluorescent signal. The lateral position of particle can be extracted
by calculating the center of mass of the fluorescent spots. The axial position is directly
read from the relative orientation of one fluorescent pair withing the FOV. (c) Shechtman
improved this technique introducing the Tetrapod. With this, he could increase the axial
detection range that is covered by the engineered PSF. Adapted from (Speidel, Jonáš,
and Florin, 2003; Pavani et al., 2009) and (Shechtman et al., 2015).
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Feedback Based SPT

As already mentioned, Berg published the first SPT instrument in 1971 using a feedback
based approach (Berg, 1971). The original sketch of the micorscope is illustrated in
figure 2.9. Light reflected by bacteria floating around in a sample holder was collected
by three fiber pairs and detected by photomultipliers connected to each fiber. The pairs
were aligned to span the axes of a 3D coordinate system. By comparing the measured
intensities of two corresponding detectors, the particle movement along an axis could
be extracted. All signals were fed into an electromechanical transducer for repositioning
the sample holder. Hence, the 3D movement of E.coli was tracked on the fly.

Figure 2.9: Instrumentation of the first feedback based SPT setup by Berg. Three pairs
of fibers span a 3D volume in which the reflected light of a bacterium is detected. By
comparing the detected intensities of a corresponding detector pair, the diffusion along this
axis can be determined. The signal of all three axes str read in into a electromechanical
transducer, which was repositions the sample holder. Adapted from (Berg, 1971).

With this technique, Berg pioneered feedback based SPT pointing out the two major
steps that are still necessary today:

• position determination of the particle of interested

• repositioning the apparatus to the last known coordinates

With improving technology and more sensitive detectors, feedback based SPT has also
emerged in fluorescence microscopy. Generally, these approaches can be divided into
two types:

1. spanning the detection volume

2. beam steering
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In the first type, several detectors are aligned to span a 2D area or a 3D volume. Promi-
nent examples are the Tetrahedral tracking published by Werner et al., the TSUNAMI
approach by Perillo et al. or PIE-MINFLUX described by Masullo et al. illsutrated in
figure 2.10 (Lessard, Goodwin, and Werner, 2007; Perillo et al., 2015; Masullo et al.,
2021). In the Tetrahedral tracking, two fiber pairs are aligned in a way that they span a
tetrahedron. Analogous to Berg, each detector pair encodes the particle movement along
one coordinate axis. The axial position of the particle can be extracted by comparing
the intensities of both pairs against each other.
Similarly to Werner’s method, the TSUNAMI instrument also uses tetrahedral geometry
but for excitation. The excitation source is a pulsed light amplification by stimulated
emission of radiation (laser). The pulses for each excitation volume are delayed by 3.3 ns.
Using TCSPC electronics for detection, each photon can be assigned to the corresponding
excitation volume. Hence, in addition to the position information of the particle, the
lifetime information of the fluorescent species is also accessible. This approach was
recently extended to a second detection channel (Liu et al., 2020).
A pulsed laser source is also used in PIE-MINFLUX. Here, the laser pulse is split and
coupled into four fibers of different lengths delaying each beam. The four fibers are
adjusted to span a 2D excitation pattern. Using TCSPC detection, the photons can
be assigned to the corresponding excitation volume, and the lifetime information of the
fluorescent species is accessible. With a sophisticated localization algorithm, the particle
can be localized with very high accuracy.
For the second approach, the excitation beam is moved with a defined pattern to probe
a certain area for the presence of the particle of interest. Examples for SPT approaches
based on beam steering are the first attempt of MINFLUX by Balzarotti et al. or the
3D-DyPLoT by Hou et al., both published in 2017 (Balzarotti et al., 2017; Hou, Lang,
and Welsher, 2017). A third technique is the Orbital Tracking approach first described
by Enderlein in 2000 and realized by Kis-Petikova and Gratton in 2004 (Enderlein, 2000;
Kis-Petikova and Gratton, 2004). The concepts of these approaches are illustrated in
figure 2.11. In contrast to PIE-MINFLUX, the approach from Hell uses continuous
wave (cw) laser excitation. Furthermore, the excitation pattern is not defined by aligned
fibers, but the beam is steered using electro-optical deflectors (EODs) generating the
same pattern.
In 3D-DyPLoT, an EOD is used for steering the beam covering a 1 µm×1 µm area. This
area is scanned using the knight’s tour pattern. To obtain information from the third
dimension, a tunable acoustic gradient (TAG) lens is used for performing a fast z-stack
covering a range of 4 µm.
In Orbital Tracking (figure 2.11(c)), the the excitation beam is rotated in a circular
pattern, generating an orbit, using galvanometer driven mirrors. Axial information is
obtained by either scanning in different positions or detecting the signal in two different
planes. The Orbital Tracking approach will be discussed in greater detail on the following
pages.
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(a)

(b)

(c)

Figure 2.10: Overview of feedback based SPT approaches spanning the detection volume
for localizing the particle of interest (a) Tetrahedral tracking by Lessard et al.
Inspired by Berg’s work, two fiber pairs aligned in tetrahedral geometry are used to
localize the particle within the detection volume. (b) Similar to PIE-MINFLUX and
tetrahedral tracking, the TSUNAMI approach by Perillo et al. probes four distinct areas
in 3D for the particle position. (c) PIE-MINFLUX published by Masullo et al. using four
donut pulses to determine the partice position withing the provbed area. Adapted from
(Lessard, Goodwin, and Werner, 2007; Perillo et al., 2015) and (Masullo et al., 2021).

22



2.2 Light Microscopy

(a)

(b) (c)

Figure 2.11: Overview of feedback based SPT approaches that steer the excitation beam.
(a) MINFLUX approach by Balzarotti et al. With EODs, the excitation beam is moved
to four distinct positions in the scanning area. The position of the particle can be
determined from the detected intensities of each probing position. (b) 3D-DyPLoT by
Hou et al. A 1 µm by 1 µm area is scanned in the knight’s tour pattern using an EOD.
Axial information of the particle movement is obtained by scanning a z-stack (c) Orbital
Tracking approach by Kis-Petikova and Gratton. The excitation beam is rotated in a
circular shape around the particle by galvanometer mirrors generating an orbit. The
particle position withing the orbit is encoded in the detected fluorescent signal during
one orbit. Adapted from (Balzarotti et al., 2017; Hou, Lang, and Welsher, 2017) and
(Kis-Petikova and Gratton, 2004).
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2.2.4 3D Orbital Tracking Microscopy
As mentioned in the previous section, one feedback based SPT technique is the Or-
bital Tracking approach, which was theoretically proposed first for lateral diffusion of
molecules within a 2D membrane by Enderlein (2000). In brief, this technique is based
on a confocal microscope in which the excitation laser beam is rotated in a circle gener-
ating an orbit around the particle to be tracked. The particle position within the orbit
is directly encoded in the modulation of the detected signal as illustrated in figure 2.12.
The intensity of the maximum of the modulation encodes the distance of the particle
from the orbit center. The angular position of the particle in the orbit can directly be
read from the phase of the modulation, i.e. the position of the detected maximum with
respect to the orbit position.

(a) (b)

Figure 2.12: A simulatoin of the signal coming from a fluorescent particle for different
positions in the orbit. (a) Scheme of different particle positions (filled grey and blue
spheres) within one orbit (thick circle). The arrow defines the direction of rotation of
the PSF (transparent grey circle) and starting position of the orbit. (b) Corresponding
detected signals (same color coding) of the particles plotted against the orbit position.
The position of the amplitude encodes the angular position of the particle within the
orbit. The distance of the particle from the orbit center is obtained from the intenisty.

The first practical realization of this approach was published by Levi et al. in which
they could successfully track the 3D motion of a 500 nm sized sphere in agarose gel
(Levi et al., 2003). The axial information was accessible by moving the z-position of the
objective by a piezoelecric-nanopositioner. The axial position information was obtained
by alternating the orbit scan symmetrically above and below the last known position
of the particle. In this approach, the time critical factor for acquiring 3D trajectories
of moving particles is the response time of the nanopositioner, which is on the order
of kHz, as well as the scanning cycle for both planes. Since the internal response of a
piezoelectric device is slower compared to galvanometer driven system, the alternation
rate between the z-planes is a multiple n of the orbit time. The acquisition speed of the
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instrument could be increased by exchanging the nanopositioner by an electrical tunable
lens (Annibale, Dvornikov, and Gratton, 2015). Katayama et al. could overcome this
problem by scanning in the focal plane but simultaneously detecting the signal above
and below the focal plane using two detectors that were slightly misaligned spanning
symmetric 3D detection volume covering the focal plane (Katayama et al., 2009).

Theory
Lateral Localization
In general, two possibilities for determining the particle position within the orbit exist.
The first one is by a fitting based algorithm in which the position is geometrically
fitted from the intensity distribution detected during an orbit. Since this approach is
fairly time consuming, the particle diffusion should be slower than the orbit time. As
demonstrated, the detected fluorescent signal is periodic. Hence, the particle position can
also be obtained by calculating a fast Fourier transformation (FFT) of the fluorescence
signal (Berland, So, and Gratton, 1995; Kis-Petikova and Gratton, 2004).

Fitting Based Approach
Assuming an immobilized or a slowly diffusing particle on a surface, i.e. the motion
of the particle is on a time scale slower than the orbit rotation, the particle position
during one orbit can be estimated as constant. In this case, scanning is performed in
the same plane and the axial position does not change. The fluorescent intensity I(d) of
the particle with respect to the position of the PSF can than be described with an 2D
Gaussian model

I(d) = I0 e
−
(

2d2
w2

0

)
(2.22)

where I0 is the maximum fluorescent intensity, w0 the beam waist and d2 the square of
the distance between the center of the PSF and the center of the particle position as
illustrated in figure 2.13. In cartesian coordinates, the distance d is calculated as follows

d =
√

(X − x)2 + (Y − y)2 (2.23)

with (X,Y) being the coordinates the PSF and (x,y) of the particle. Since the excita-
tion beam is rotated in a circle, it is convenient to transform from cartesian into polar
coordinates with

r =
√

(x)2 + (y)2 (2.24)

and

R =
√

(X)2 + (Y )2 (2.25)

for the distances of the particle and the PSF to the center of the orbit (origin of coor-
dinate system at [0,0]). The corresponding angular positions can be calculated as
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φ = arccos
(

x

r

)
(2.26)

and

Θ = arccos
(

X

R

)
(2.27)

where Θ encodes the rotation frequency of the orbit described as Θ = 2πft.

Figure 2.13: Schematic for position determination of a particle (blue) in polar coordinates
during an orbit. The detected signal varies for every position of the PSF (grey) during
the orbit.

With Equations 2.24 to 2.27, Equation 2.23 can be rewritten as

d =
√

r2 + R2 − 2rR cos (Θ − φ). (2.28)

With this, Equation 2.22 can now be expressed as

I(Θ) = I0 e−
[

2(r2+R2−2rR cos (Θ−φ))
w0

]
(2.29)

where the beam waist w0, the maximum intensity I0 as well as the coordinates [R, Θ] of
the PSF are known. Hence by fitting the detected fluorescent signal to Equation 2.29,
the particle position within the orbit can be determined which was demonstrated on
immoblized particles (Kis-Petikova and Gratton, 2004). However, fitting algorithms are
time critical operations and several iterations are needed to obtain reasonable results.
Hence, this position determination approach is not practical for real time applications.

26



2.2 Light Microscopy

Fast Fourier Transformation Based Approach
Since the fluorescent signal during one orbit rotation is periodic, it is further possible
to extract the particle position by a Fourier analysis of the intensity. With the Fourier
transform, any time dependent signal f(t) can be represented in frequency space F (ω).

F (ω) = 1√
2π

∫ ∞

−∞
f(t) e−iωt dt (2.30)

Vice versa, any periodic signal F (ω) from the frequency space can be displayed in the
time domain.

f(t) = 1√
2π

∫ ∞

−∞
F (ω) eiωt dω (2.31)

For discrete signals,the integral in Equation 2.31 can be solved by a Fourier series

f(t) = a0

2 +
∞∑

k=1
(ak cos(kt) + bk sin(kt)) (2.32)

where ak and bk are the Fourier coeficcients (Fourier, 1822). In 1965, an efficient algo-
rithm for calculating the Fourier series in processors was published (Cooley and Tukey,
1965). With the fluorescent signal I(R, Θ) detected during one orbit, the particle posi-
tion can now be determined from the corresponding Fourier series

I(R, Θ) = a0(R)
2 +

∞∑
k=1

(ak(R) cos(kΘ) + bk(R) sin(kΘ)) (2.33)

by analyzing its Fourier coefficients. The average intensity is encoded in the zeroth
order coefficient a0. The particle position in the orbit can be obtained from a1 and b1.
A summary is listetd in table 2.1.

Table 2.1: Characteristics of the Fourier coefficients for the Orbital Tracking approach.
Fourier Coefficients Amplitude Phase
a0 average countrate during one orbit -
a1 & b1 distance to the orbit center angular position in orbit

In reality, the maximum signal intensity I0 can vary for different orders of magnitude.
Hence, the calculated modulation (Equation 2.34) has to be normalized to obtain rea-
sonable values.

Mod =

√
a2

1 + b2
1

0.5a0
(2.34)

The angular and radial coordinates [φ, r] are calculated from

φ = arctan b1

a1
(2.35)
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and

r = f(R, w0) · Mod (2.36)

where f(R, w0) is a calibration function that converts the modulation into real distances.
This scaling function depends on the orbit radius R and beam waist w0 and can be deter-
mined experimentally. To reduce computational workload during tracking experiments,
this function is incorporated in the tracking feedback loop as a look-up table (LUT).
After the calculation of the modulation, the corresponding distance can be read from
the LUT by applying a binary search algorithm, making the values accessible on the fly.

Axial Localization

(a) (b) (c)

Figure 2.14: 3D particle localization by Orbtial Tracking. (a) 2D projection onto the focal
plane of particle positions (small spheres) in the orbit. The PSF of a focused beam
(transparent gray circle) is rotated probing the fluorescence signal of the particle. The
gray particle is placed in the focal plane, the light blue above and the dark blue one
below the focal plane. (b) By shifting the detection maxima of two APDs symmetrically
out of the focal plane, a 3D detection volume is generated. (c) The modulated signal
during one orbit is now collected by two APDs. The amplitude of the modulated signal
is dependent on the axial position of the particle within the generated 3D detection
volume without influencing the phase. For obtaining a higher accuracy in lateral position
determination, it is convenient to calculate the position within the orbit by the sum of
both detectors. However, due to the axial position dependence of the fluorescence signal,
the particle position is now directly encoded in the signal ratio of both detectors and can
be calculated with Equation 2.37.

The described approach on page 27 does not include axial information. To obtain local-
ization in the third dimension, one possibility is to detect the fluorescence collected after
two pinholes that are symmetrically misaligned above and below the focal plane. This
spans a detection volume covering the excitation plane, hence splitting the fluorescence
signal between two detectors as illustrated in figure 2.14. The distance of the parti-
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cle with respect to the focal plane can directly be accessed by comparing the detected
intensities of both detectors

dz = f(dplanes, ωz)I1 − I2

I1 + I2
(2.37)

where f(dplanes, ωz) is a calibration function. It depends on the axial beam waist ωz and
the distance of dplanes of both detection planes. Analogous to the scaling function for
lateral position determination described on Equation 2.36, this scaling function is also
incorporated into the feedback algorithm as a LUT. Compared to the Orbital Tracking
approach of Levi et al. (2003) and the improvement by introducing an electrical tunable
lens by Annibale, Dvornikov, and Gratton (2015), the big advantage of a feedback
algorithm based on LUT is the immediate access of the particle’s z-position after one
orbit.

Orbital Tracking Setup

A sketch of the configuration of the Orbital Tracking microscope used throughout this
thesis is illustrated in figure 2.15. Detailed information is given in the corresponding
publication A.2. In brief, four laser lines are controlled electronically by two acousto-
optic tunable filters (AOTFs) and split by a 70:30 beam splitter (BS) before coupled
into two single mode fibers, each equipped with an collimator (Schäffter & Kirchhoff) at
the fiber output, respectively. One excitation beam path is then widened by a telescope
consisting of 50 mm and 180 mm lenses and guided into a 60x water objective, which
is mounted in the epi-direction on a piezo-nanopositioner for the wide field modality
(green box). The second beam path is guided through galvanometer driven systems into
the same objective. With these galvanometer driven mirrors, confocal scans and orbit
rotations are carried out. After passing the laser combining dichrioic mirror (DM), the
fluorescence signal is guided into the detection path of the confocal modality. This is
grouped into two detection channels each consisting of a pair of APDs. A long pass filter
separates fluorescence arising from 488 nm excitation and guides the emitted photons
into the first detection channel (blue box). A 50:50 BS is divides the signal before each
of both beams is focused into a multimode fiber connected to an APDs, respectively. For
the second detection channel, two configurations are possible. Due to the flexible design
of the second detection channel (yellow to red faded box), it can be aligned for carrying
out dual color tracking experiments or multicolor tracking experiments i.e. tracking with
simultaneous FRET detection. For dual color experiments, the second channel as the
same geometry as detection channel 1. For multicolor experiments, the BS is replaced
by a DM. In this configuration, detction channel 2 acts as the FRET channel while
tracking is executed in channel 1. Software implementation on the microscope and key
results of this novel modality will be discussed in the following chapter.
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Figure 2.15: Sketch of the Multicolor 3D Orbital Tracking instrument used for this thesis.
After passing a beam splitter, four laser lines are guided by a dichroic mirror onto a
2-axes galvo mirror system. Here, the 405 nm laser serves for photoactivation. The
galvo system rotates the beams and reflects them into the objective which is mounted
on a piezo-nanopositioner. The emitted photons from the specimen are collected by the
objective and split on two detection channels by a long-pass filter. Depending on the
experiment, the signal in each channel is either separated by a 50:50 beam splitter or
by a dichroic mirror. Furthermore, the three laser lines (488–633 nm) are reflected into
a wide-field geometry. Together with the EMCCD camera, they build up the wide-field
modality of the instrument that can be used for parallel imaging of the surrounding,
while tracking a particle. APD: avalanche photodiode; BS: beam splitter; DM: dichroic
mirror; FPGA: field-programmable gate array; M: mirror.30



Chapter 3

Trajectory data of antero- and
retrograde movement of mitochondria
in living zebrafish larvae
As described in subsection 2.2.4, Orbital Tracking is a feedback based SPT technique.
Nowadays, those approaches provide highly accurate 3D trajectories of moving targets
allowing for a very detailed analysis of the particle of interest. With the increase of
obtained information in feedback based SPT approaches, the data files become more
and more complex, making the documentation of the data structure an important topic.
This gains even more weight when data is publicly accessible, which is a currently a
trend towards open science. With this accessibility and documentation of several data
structures, a standard might be established in the SPT community in future. The first
part in the given chapter will provide a description of the data structure of the 3D
Orbital Tracking instrument. Next, a correlation analysis will be applied on example
data of moving mitochondria in living zebra fish larvae. With this correlation approach,
it is possible to robustly distinguish between active and passive transport states, which
are not accessible by camera based approaches.

3.1 Structure of Orbital Tracking Data File
The information contained in the data file during an Orbital Tracking experiment is
highly detailed. Several parameters are stored including the particle coordinates or
activation of the tracking algorithm. All the acquired data is written into a .txt file on
the hard drive for later analysis. An overview of the general file structure is listed in
table 3.1. In general, it consists of two parts: a file header and individual data points.
The file header stores meta data regarding the executed experiment. This includes the
time stamp, the selected orbit time and radius, the tracking threshold defining when
tracking is executed or the search algorithm is started and the number of delay orbits
in which the excitation laser is switched off and no particle detection is performed.
Furthermore, the Number of Particle row stores information regarding the number of
active detection channels. The Long Range entry indicates whether data was acquired
in long range tracking mode or not. Finally, the threshold for repositioning the sample
on the xy-stage is provided by the Long Range Threshold. The file header is followed by
the data section. All data acquired during an experiment is stored in eleven columns in

31



Chapter 3 Trajectory data of antero- and retrograde movement of mitochondria in
living zebrafish larvae

total. Each row of this table corresponds to one orbit rotation. The first five columns
contain particle as well as orbit information. The calculated particle coordinates after
each orbit for x, y and z are stored in columns 1 to 3, respectively. The corresponding
number of executed orbit and its time are written in columns 4 and 5. It is worth
mentioning that the orbit time takes delay orbits into account. Columns 6 and 7 provide
the detected signal after an orbit rotation of the detector pair. In case a wide-field video
is recorded during tracking, the camera frame corresponding to the executed orbit is
saved in column 8. This is followed by the indication whether the tracking or search
algorithm was engaged (Column 9). Finally, the last two columns store information if
the sample was repositioned during a long range tracking experiment.

3.2 Correlation Analysis
With the provided high resolution data described in the previous section, the trajectories
of mitohondriae in living zebra fish larvae can be analyzed to identify active and passive
states during moving. The high number of data points makes a classical mean squared
displacement (MSD) approach not applicable due to statistical degeneration along the
curve and the lack of identifying local changes in particle behavior. Furthermore, the
type of motion that is determined by the factor α is spoiled with uncertainties. Thresh-
olds of this factor for distinguishing different types of diffusion can not experimentally
be determined and vary for different conditions. Hence, a new correlation approach
was developed (Wehnekamp et al., 2019). Here, a sliding window is moved over the
trajectory, resulting in a correlation carpet

Cor(t, τ) = 1
n − τ

t+τmax−τ∑
i=t

ϕ(i)ϕ(i + τ) (3.1)

where t is the orbit time, τ the correlation lag time, n the number of data points,
τmax the size of the correlation window and ϕ the angle between two orbits along the
trajectory. The beauty of this approach is that the threshold separating both states
is not guestimated but can be calculated for each trajectory individually. For this,
the correlation is repeated for randomized angles ϕrand along the trajectory obtaining
Corrand. Taking the mean and standard deviation of Corrand into account, the threshold
T can be determined by searching for correlation amplitudes which deviate w (weighting
factor) times from the standard deviation using following equation.

T = M(Corrand) + w · σ(Corrand) (3.2)
Here, M is the mean value for a given set of Corrand and σ the corresponding standard
deviation.
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Table 3.1: Structure of Orbital Tracking data file including file header and data entries.
Entry/Column Number Description

File Header File Path original file path of raw data
Date date of data acquisition
Time time stamp of start
Orbit Time [ms] user defined orbit time
Orbit Radius [V] user defined orbit radius
Tracking Threshold [Hz] intensity limit for executing

tracking or search algorithm
Delay Orbits number of dark orbits
Number of Particles number of active detection chan-

nels during the experiment
(1: single color mode; 2: dual
color mode)

Long Range information regarding long range
tracking mode (0: disabled; 1: ac-
tivated)

Long Range Threshold [V] user defined threshold for auto-
mated repositioning of stage

Data 1 - 3 particle coordinates (x,y,z)
4 orbit number
5 calculated orbit time (including

delay orbits and long-range track-
ing events)

6 & 7 total detected signal of each de-
tector during the given orbit

8 camera frame for the wide-field
detection

9 tracking (0: inactive; 1: active)
10 & 11 repositioning information for ac-

tivated long-range tracking for x
(column 10) and y (column 11)
axis (0: no repositioning;
1: repositioning of sample)
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3.3 Key Results
The impact of a chosen set of parameters on the calculations is summarized in figure 3.1.
The calculations were carried out on subregion of the same mitochondrial retrograde
trajectory (zoom in panel (a)). Panel (b) illustrates the correlation carpets calculated
for three different sliding windows (τmax = [32, 64, 128]). As expected, the noise is
more dominant for smaller sliding windows. The influence of the weighting factor w
on the calculation of the threshold T is depicted in upper half of panel (c). For bigger
values of w, the threshold shifts to higher limits, influencing the detection of moving and
stationary phases. This is illustrated in the lower half of panel (c) in which the zoomed
fraction of the analyzed trajectory is colorized for both states. Here, red areas represent
stationary and green areas directed motion. It may be argued, that this threshold
can be actively moved to preferred values by choosing the weighting factor accordingly.
However, with this approach, the threshold between both phases is standardized for each
individual trajectory allowing for better statistical analysis and comparison.
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Figure 3.1: Correlation analysis of a mitochondrial retrograde trajectory. (a) An example
trajectory and zoom in of a moving mitochondrion in the retrograde direction with a time
resolution of 100 Hz. (b) Correlation carpets of the lateral angles ϕ(t) between consecutive
orbits with different sliding windows τmax. (c) The correlation amplitude determined from
the sum of the correlation function over a sliding window of 64 data points is plotted. Three
different weighting factors corresponding to thresholds of 3, 5, and 7 times the standard
deviation of the correlation function calculated from the randomized trace (Equation 3.2)
are shown in red. The lower plots show the influence of the different thresholds on the
separation of regions of directed transport (shown in green) and stationary phases (shown
in red) for the zoomed in region of the trace in panel (a).
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Multicolor 3D Orbital Tracking
Data obtained by 3D Orbital Tracking contains a large amount of information allowing
for detailed analysis of the detected particle. However, the vast majority of feedback
based single particle tracking (SPT) microscopes are designed for single color experi-
ments due to high hard- and software complexity. Even though some exceptions being
capable of dual color tracking exist presented by Keller et al. (2018), Liu et al. (2020),
and Kis-Petikova and Gratton (2004), most SPT, none of the presented techniques has
yet tackled the problem of tracking two individual freely diffusing particles in solution
using a feedback approach.
This chapter presents a successful implementation of multicolor Orbital Tracking modal-
ities on our setup. As briefly mention in subsubsection 2.2.4, the detection path of the
confocal modality consists of two detection channels. With both channels in tracking
configuration, dual color Orbital Tracking experiments are possible. In general, the type
of experiments can be grouped into two categories: dual color tracking of correlative
and independent diffusion. The first approach is suitable for particles that are in close
proximity (on the scale of orbit size) during the motion. Here, the tracking feedback
loop is activated for one detection channel. The second channel detects the fluorescence
signal of the second particle for an orbit rotation at the position of the previous orbit
without a lock-in on the current particle position. For individually freely diffusing par-
ticles, their separation can be larger than the orbit size and it cannot be assumed that
both particles are permanently present in the same orbit. Hence, the feedback loop is
enabled for both detection channels for the second category of dual color SPT. Now,
the lock-in is performed for both particles and tracking is carried out by switching orbits
between both particle positions.
Furthermore, one detection channel can be configured to detect the fluorescence of a
Förster Resonance Energy Transfer (FRET) pair. In this modality, tracking is carried
out in one channel while the fluorescence signal of a FRET pair is detected with the
novel OPSPC logic in the other channel. This chapter will first give a brief overview of
the microscope’s soft- and hardware design that is executing the the Orbital Tracking
program. After that, a detailed description of the new software architecture on the
host level will be given. In the next step, the software extensions that execute the
novel approach of combined tracking and FRET detection will be discussed. Here, the
main focus will be on data acquisition and transfer. After introducing the software,
key results of tracking experiments for each modality will be presented. For dual color
3D Orbital Tracking, two types of experiments will be discussed, serving as a proof of
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principle. In the first one, red fluorescent spheres labeled with green emitting dyes were
tracked to mimick correlative motion. This will be followed by individually tracking
of red and green fluorescent beads in solution. As last proof of principle, experiments
for the successful implementation of the combination of the 3D Orbital Tracking with
parallel FRET readout will be presented. Here, beads labeled with green emitting dyes
and a double stranded (ds) deoxyribonucleic acid (DNA) containing a FRET dye pair
were tracked in solution.

4.1 Orbital Tracking Software
In feedback based SPT experiments, the acquired data has immediately to be processed
in order to follow the particle of interest on the fly. Here, not all executions of the
software are of same priority, i.e. required for the tracking feedback loop. Hence, it
is crucial to identify such highly prioritized tasks. For instance, highly prioritized, or
time-critical, processes in SPT are the position calculation of the particle after one orbit
and the position update for the optical element to execute the next iteration. In contrast
to those examples, less prioritized, or non time-critical, tasks are the writing of acquired
data into files on disk or the visualization of it on screen. Delays in those processes do
not influence the feedback loop of the tracking algorithm. Present processors can han-
dle huge amounts of computational workloads in parallel. However, this parallelism is
managed by multi-threading, meaning that computational resources are shared between
active programs. Time slots for execution are assigned and scheduled to the programs.
Due to this scheduling performed on the ms time scale, we perceive these quasi-parallel
executions as parallel. However, those execution interruptions by multi-threading can
impact feedback based SPT algorithms. Consequently, it is convenient to separate time-
critical from non-time critical tasks and execute them on different hardware. In order
to be able to communicate with each other, a sophisticated connection between the
different hardware has to be configured. Figure 4.1 illustrates the hard- and software
design which is used on the Orbital Tracking setup. It consists of a deterministic and
a non-deterministic unit. The deterministic unit is hardware that guarantees the com-
plete and correct execution of code in a given time. In this case, it consists of a field
programmable gate array (FPGA) and real time (RT) processor. A non deterministic
unit is conventional computer scheduled by multi-threading as described above. Each
hardware component independently executes code which will be described in detail from
page 40 on. Communication between the hardware components is carried out via tag
communication and streaming. In general, variables are used for tag communication for
updating and displaying parameters. For transferring acquired data from the determin-
istic to the non-deterministic unit, streaming is the method of choice. Compared to to
variables, which can only store one value at a time, streaming allows (to a certain ex-
tend) for buffering of data points. On the 3D orbital Tracking setup, this is implemented
as first in - first out (FIFO) buffers and network streams.
The first program block, level (1), has the highest complexity and priority. It is executed
on a FPGA with a clock rate of 40 MHz. This code level is responsible for the exact
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Figure 4.1: Sketch of soft- and hardware architecture. The orbital tracking program is executed
on two independent hardware devices: a deterministic and a non deterministic unit for
separating the execution of time critical from non time critical tasks. Furthermore, the
software is split into three blocks of different complexity in terms of deterministic execu-
tion, decreasing in priority from (1) to (3).

hardware control and synchronization, i.e. applying the desired voltages on the control
board to tilt the galvanometer driven mirrors, trigger the AOTF with transistor-transitor
logic (TTL) pulses for alternating the lasers or sampling the TTL signals from the
detectors. Furthermore, it transfers the sampled data to the processor (code block (2))
of the RT-target using the FIFO logic.
Level (2) in the program architecture can be described as a bridge between the FPGA
and the non-deterministic unit. One important task is processing the transferred data
sampled on (1). In case of orbital tracking, this is the calculation of the FFT of the
detected intensity followed by the 3D position determination for each orbit rotation
(page 27). Afterwards, the coordinates (in [V]) are updated on the FPGA by tag com-
munication using a variable for the next orbit iteration. Furthermore, the received and
processed data is transferred to the non-deterministic unit in a ethernet network by a
network stream.
The code block of level (3) is the human machine interface (HMI). Here, the user can
define the settings for the measurement via the graphical user interface (GUI) which are
then updated by tag communication on the RT-target. Furthermore, it reads the data
from the network stream and writes it to the hard disk.
The basic functions of the software are based on Wehnekamp (2016). It is developed in
Laboratory Virtual Instrumentation Engineering Workbench (LabVIEW) 2018. How-
ever, for the implementation of 3D orbital tracking with FRET, two major changes of
the code were required:

• decoupling data logging from data updating on the GUI (level (3))

• implementing code logic for the detection of the raw photon stream(levels (1 - 3))
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The code structure for all levels will be discussed in detail in the following subsections.

4.1.1 Software Description: The Host
The software architecture on the non deterministic unit is based on the QMH template
(Baros et al., 2019). This design allows for the parallel execution and synchronization of
several tasks. In general, it consits of an event loop and a message handling loop. The
event loop detects user events such as mouse hovers or button presses that are triggers
for specific code executions. Those are scheduled and synchronized in the background
by the message handling loop. The synchronization is achieved by message queues,
which are data structures being capable of buffering objects in a defined order. The
advantage of this software architecture is the separation of different execution tasks
like the decoupling of data logging from data visualization. Furthermore, it is easily
extendable for new modalities. Figure 4.2 illustrates the event loop’s main GUI the
hierarchy of the QMH of the current Orbital Tracking software that consists of front-
and backend components. In brief, frontend defines part of program that is visible
for the user such as GUIs. Software components that are executed in the background
without the user’s perception are defined as backend. The current software consists
of six subvirtual instruments (VIs) (modules). For synchronizing execution tasks, a
dedicated queue is assigned to each module. A short summary of of each module and its
corresponding task is listed in table 4.1. Pressing one of the six buttons in figure 4.2(a)
triggers a message cascade in the message handling loop which opens the corresponding
frontend (more details in the Profile Settings Module (page 43) and in Confocal Module
(page 41) subsections).

Table 4.1: Overview of modules, their tasks and types used in the QMH architecture of the RT Tracker
software version 5.1.

Module Task Type
Profile Settings Module user profile management frontend
Confocal Module subGUI management frontend
Data Module data logging backend
Image Module image processing on GUI backend
Camera Module camera handling backend
Calibration Module instrument calibration frontend
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(a)

(b)

Figure 4.2: Main GUI and execution hierarchy of the RT Tracker software version 5.1. (a)
MainGUI of the RT Tracker 5.1 software. Pressing one of the six button launches the
corresponding subGUI. (b) Flow chart of the implemented QMH design. The interface
in panel (a) is the frontend of the Event Loop. The Message Handling Loop synchronizes
the execution of the modules by dedicated queues (solid arrows). In the background, the
modules can exchange data and triggers between each other (dashed arrows). The Data
Module is further connected via ethernet network to the deterministic unit (bold arrow).

Profile Settings Module

The Profile Settings Module manages measurement parameter settings for different user.
The specific data is stored in separate configuration files. After starting the the program,
a GUI appears, on which either a existing user profile can be selected from a dropdown
menu, deleted or a new file configured. When a profile is selected, the module loads
the corresponding configuration file and reads the data from it. The data is sorted
and updated in the variables accordingly. An overview is given in table 4.2. Most
variables are Clusters, which is LabVIEW specific data type. A cluster is a container
that can be individually configured by the developer. When creating a new user profile,
a second GUI opens, which shown in figure 4.3. Here, measurement parameters can be
configured. When closing the GUI, the data is written into the corresponding variables
from table 4.2 and is accessible for the other modules. This window can further be
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opened during execution of the program via the General Settings button of the main
GUI (figure 4.2(a)) When quitting the program, this module writes the current state of
the parameters into the corresponding configuration file.

Figure 4.3: General settings GUI launched by the Profile Module. The parameters are
grouped by the corresponding modalities of the program. The values are written into
global variables and updated in the remaining modules.
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Table 4.2: Overview of the variables used in the RT Tracker software version 5.1 listed in alphabetical
order.

Variable Name Data Type
Acquire Intensity Cluster
Camera Settings Cluster
Confocal Settings Cluster
Plot every nth orbit I32
Scaling Factors Cluster
Temp File Path File Path

Confocal Module

The Confocal Module is the main frontend code block of the software as it stores all
GUIs of the subroutines that carry out different measurement modii. An overview of the
implemented subVIs is listed in table 4.3. They can be launched by pressing a button in
the mainGUI (figure 4.2(a)). When a subroutine is launched, all necessary parameters
are read from the global variables (table 4.2 on page 43) and updated on the GUI. Each
subVI is programmed in the event based state machine design (Lynch and Tuttle, 1989).
State machines are suitable for small programs and allow for dynamic orders of code
executions execution. For every GUI, this module is highly synchronized with the Data
Module. When a task requires other modules, the synchronization will be automatically
executed by the backend.

Table 4.3: Overview of subVIs, its tasks managed by the Confocal Module.

GUI Trigger Button Task(from figure 4.2(a))
Acquire Intensity Acquire Intensity Readout of count rates(page 43)

Acquire PSF Acquire PSF Image scan(page 44)
Mapping Mapping Image calibration for camera and

scan coordinates(page 45)
Tracking Tracking Execute Orbital Tracking code(page 47)

Tracking/FRET Tracking/FRET Execute combined Orbital
Tracking/FRET code(page 47)

Acquire Intensity
When starting the RT Tracker software version 5.1, this GUI (figure 4.4) is automatically
loaded after processing the profile tasks in the Profile Settings Module. Here, the detected
count rate for all APDs, which are automatically grouped according to the detection
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channel, is displayed in kHz. The user can activate the channels and define binning time
[ms] for data acquisition.

Figure 4.4: GUI of the Acquire Intensity subVI. In this interface, the count rates of both
detector pairs are displayed. The user can define the binning time parameter and activate
the channels.

Acquire PSF
In this subVI, PSF scans along the three coordinate axes can be carried out. The
corresponding GUI is shown in figure 4.5. When starting this subroutine, the coordinates
of the last tracked particle are extracted in the background. The user can define the
PSF parameters, i.e. number of data points, binning time in [ms] and scan range in
[µm]. Using drop down menus, the channel as well as the coordinate axis can be chosen.
The focus is then symmetrically steered over the defined range around the corresponding
coordinate of the chosen axis using the galvanometer mirrors for the lateral and the piezo-
nanopositioner for the axial PSF. The detected intensity is displayed on the screen for
the corresponding APDs of the chosen channel in real time. This module is designed for
detector alignment, especially for separating the detection volumina in z to obtain axial
information of the particle pisition (see page 28).
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Figure 4.5: GUI of the PSF scan subVI. In this subroutine, detection channel and coordinate
axis on which the PSF scan is performed can be chosen. Furthermore, the number of
data points per scan, binning time [ms] and scan range [µm] can be defined. The scan is
displayed on screen in real time.

Mapping
The mapping subVI is used for the alignment of the wide field image, acquired from
the EMCCD camera, with the image acquired in a confocal scan. It synchronizes itself
in the background with the Camera Settings and Image Module. For carrying out the
coordinate transformation, the back reflection of the laser on the surface of the coverslip
is imaged on the camera. The galvano mirrors move the laser on a defined pattern to nine
different points that span two orthogonal lines. The corresponding pixel coordinates of
each laser reflection are extracted by center of mass analysis of the intensity distribution.
A fitting routine then determines the transformation factors for both axes that are used
for the calculation of the image transformation. To avoid high inaccuracies due to the
low number of data points, the process is repeated until the difference of the determined
rotation angle φ between the last two executions is less than 0.3◦. Detailed information
regarding the math of this mapping routine is given in Wehnekamp (2016).
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Tracking
In this subVI, “classical” Orbital Tracking measurements (single or dual color SPT) are
carried out. The corresponding GUI is shown in figure 4.7. When this sub-application
is started, all required parameters are extracted from the global variables and updated
in the background. If adjustments need to be done, the user can change the values of
the corresponding parameters which are then written into the respective variable. After
a confocal scan, which is displayed in the white panel in figure 4.7, the user can acti-
vate the tracking routine. By clicking into the scanned FOV, the tracking algorithm
is started. The corresponding message is sent by the Data Queue to the Data Module.
During tracking, the trajectory information, i.e. fluorescence count rate, orbit modu-
lation, particle velocity and particle coordinates of the corresponding tracking channel
are plotted in real time on the right. Furthermore, after tacking a particle of interest,
the microstage can be controlled from this GUI to move the specimen and scan the next
FOV. This subVI is further communicating with the Image Module as well as the Cali-
bration Module. When recording a video during the SPT, the tracking VI is additionally
synchronizing with the Camera Module. A newly implemented feature of this GUI is
the automated trajectory saving function. After completing a track, the data acquisi-
tion of a trajectory is quit by the user, the corresponding file is automatically saved in
the background to a user-defined file destination. For every trajectory file, the program
concatenates the pre-defined filename with consecutive numbers to exclude overwriting
of data.

Tracking/FRET
This subVI is newly implemented into RT Tracker 5.1. Its GUI is illustrated in figure 4.8.
The sub-program is able to carry out SPT in 3D with simultaneous FRET probing. Here,
the user can choose between FRET and ALEX mode. In the FRET mode, only the donor
excitation is activated. In the ALEX, the acceptor and donor excitation are alternated.
The tracking procedure is implemented as mentioned above. However, two restrictions
currently apply that should be mentioned:

1. SPT is defined for only 488 nm excitation.

2. The FRET pair needs to be suitable for 561 nm/633 nm excitation.

For optimizing the efficiency of data acquisition during time critical experiments, the
equivalent trajectory parameters as well as the intensity traces of the FRET pair are
plotted in real time. When the tracked particle does not contain the FRET pair or both
dyes are photobleached, data acquisition can be stopped by the user. If the automated
trajectory saving is enabled, the data is then saved in the background as explained above.
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Chapter 4 Multicolor 3D Orbital Tracking

Data Module

The Data Module is responsible for the communication between the non-deterministic
and the deterministic unit executing in the background. When the user starts data
acquisition in one of the subVIs presented before, the Confocal Module sends the corre-
sponding message via the Data Queue to this module for executing the required code.
The module then reads the required data for the data acquisition mode from the global
variables. If necessary, the parameters are converted into fixed-point (FXP) representa-
tion to be processed by the RT target. Next, the values are written into the corresponding
network variable and sent to the deterministic unit followed by a starting trigger for data
acquisition. Afterwards, the Data Module reads the data from the network stream which
is processed before being saved on the hard drive. The data is also streamed by the con-
focal queue to the Confocal Module to be displayed in the GUI. When data acquisition
is ended, i.e. the user aborts the measurement or the data acquisition time is elapsed,
the Data Module stops reading the network streams and sends a trigger command to
the RT unit to stop the task. A general sketch of the three main execution blocks are
illustrated in figure 4.9.

Figure 4.9: Main principle steps performed by the Data Module during data acquisition.
After receiving the data acquisition message from the Confocal Module, the correspond-
ing case is executed. First, the required parameters are read from the global variables,
translated and written into network shared variables to be updated on the deterministic
unit. In step 2, it reads the acquired data from the network stream, which is then pro-
cessed, written on the hard drive and streamed by the Confocal Queue the to GUI to be
displayed on screen. This loop is executed until either the user quits this process or the
measurement time is elapsed. In the last step, the Data Module sends a trigger command
to the deterministic unit to end the task.

This module executes two special tasks when starting and closing the RT Tracker soft-
ware version 5.1, i.e. activating/sending the deterministic unit from/to standby and
creating/destroying three network streams between the host and the RT target. Three
network streams are required due to the newly implemented Tracking/FRET mode,
which will be discussed in more detail on pages 52 to 54.
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4.1 Orbital Tracking Software

The main advantage of the new software architecture is the separation of data logging
from the GUI in which the data is visualized on the screen. In general, the visualization
is very resource intensive and will consequently lead to interruptions of time critical
tasks, which are crucial for feedback based SPT. From the four following steps being
iteratively executed by feedback based SPT software,

1. read-out of the network stream

2. data processing

3. data logging

4. displaying on screen

the last step would be the bottleneck and slows down steps 1–3. In worst case, the buffer
of the network stream could overflow. Newly acquired data can then not be written into
the network stream and is lost. Furthermore, with the QMH design, it is possible not to
stream all acquired data, but to send snapshots of it. As the human eyes and brain can
process image data at rate of roughly 30 Hz, there is absolutely no need to stream at a
higher update rate and hence sacrifice resources of the central processing unit (CPU).
Another new implementation worth mentioning, is the automatic restart of the RT target
after three unsuccessful attempts to establish the network streams.

Image Module

The Image Module handles the RGB images of the two detection channels as well as of
the widefield image recorded by the EMCCD camera. It updates the the image panel in
the corresponding GUI. During confocal scans, the Data Module updates this module by
tag communication, ensuring that the complete image data is transferred after the scan.
Furthermore, it scales the received image data into intensity and extrapolates the image
to 512 × 512 pixels if the scan was carried out at lower resolution. This module updates
the reference in the corresponding GUI in real time by tag communication, i.e. the scan
image is built up on the fly. If a video is recorded in parallel, the image transformation
is calculated in this module. During tracking, this module updates and displays the
crosshair with the current lateral coordinates of the particle diffusion in the FOV.

Camera Module

This backend module carries out the camera control. It updates the specified settings,
e.g. exposure time, gain or operating temperature, on the device. The corresponding
functions are stored and implemented in this module by a dynamic link library (DLL).
When the camera is activated during a measurement, the Camera Module receives a
start trigger from the Confocal Module. It then activates the RT unit for external
camera triggering.
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Chapter 4 Multicolor 3D Orbital Tracking

Calibration Module

The Calibration Module triggers the deterministic unit to move the xy-Piezo controller
- and hence the specimen - in precised steps that are defined by the user while orbiting
at the same position. This is useful for generating the LUT (see page 27). Furthermore,
it can send a command to the RT unit to apply a sine-patterned voltage on the Piezo
controller to simulate particle motion. This module can only be called from the Tracking
and Tracking/FRET GUIs.

4.1.2 Software Description: The RT-Target
The program code on the RT target is implemented as an executable. The device is held
in standby until it receives the start trigger from the host, which is sent by the Data
Module. This action initializes the implemented code. First, the bitfile that contains
the compiled code for the FPGA is loaded on it. After that, a connection to the host
is established using three network streams. Furthermore, the required communication
ports to the desired hardware components are opened. The algorithm is designed by
two state machines depicted in figure 4.10, which run independently of each other.

(a) (b)

Figure 4.10: State machines implemented on the RT target. (a) The camera state machine
executes the synchronization necessary for external triggering of the EMCCD camera.
(b) The confocal state machine receives trigger commands from the Data Module of the
non-deterministic unit. It updates the parameters on the FPGA, receives the acquired
data and transfers it via network connections to the host.

The camera state machine communicates with the FPGA, sending the parameters for
external camera triggering. The confocal state machine bridges the FPGA with the host
for data exchange during the experiment. When the user has selected a certain measure-
ment type, the corresponding trigger sent by the Data Module of the non-deterministic
unit is read first. The state that is connected to this trigger is selected and executed. In
general, the basic steps of tasks for the states are the same as illustrated in figure 4.11.
In step one, the required parameters are extracted from the shared network variables
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4.1 Orbital Tracking Software

to load them on the FPGA. After accomplishing this, a trigger command for data ac-
quisition is sent. In step two, the data is read from the FIFO buffer for processing.
If the measurement type requires active feedback, the processed values are updated on
the FPGA by tag communication. In parallel, the data is written into the buffer of the
corresponding network stream and sent to the host. When acquisition is finished, the
FPGA task is stopped by a trigger command.

Figure 4.11: Main principle steps of the state machine RT target during data acquisition.
After receiving a data acquisition command from the host, the corresponding case of
the state machine is executed. In step one, the required parameters are read from the
corresponding network shared variable and loaded onto the FPGA followed by a start
trigger for data acquisition. After the initialization, the streaming loop that can be
grouped into three code blocks is executed. First, the acquired data is read from the
FIFO and processed in the second step. In the third code block, this data is written into
the corresponding network stream and transferred to the non-deterministic unit. If the
feedback loop is active on the FPGA, the position data is updated by tag communication.
When the streaming loop is terminated, the RT unit sends a stop trigger to the FPGA.

The already implemented functions are explained in Wehnekamp (2016). Only the
new extensions will be discussed in detail on the following pages. As already shortly
mentioned, three network streams listed in table 4.4 are established for connecting the
deterministic and the non deterministic units.

Table 4.4: List of all implemented network streams between the deterministic and non-
deterministic units. Each stream sends different data independently.

Name Data Type Task
Tracking U64 tracking data transfer
Raw Photon U64 RPS data transfer from the FRET pair
Binned FRET Intensity U32 binned intensity transfer from the FRET pair

The implementation of three network streams is necessary because the sampling fre-
quency for each type is different. In a typical SPT experiment, the orbit is rotated
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at 200 Hz. However, for obtaining maximum time resolution in the raw photon stream
(RPS), this data is sampled on the maximum clock rate of the FPGA, which is 40 MHz
(see detailed description on page 54). Due to the nature of fluorescence, neither the
photon absorption nor the emission can be predicted in time. Hence, it is theoretically
possible that photon emission and orbit completion can occur at the same point of time.
In this case, it would not be possible to transfer both values simultaneously from the
FPGA to the RT target to be streamed. If the binning time of the binned FRET inten-
sities is a multiple of the orbit time, the same problem would occur between these two
data streams.
A new implemented feature in the confocal state machine on the RT target is the Track-
ing/FRET state executing the following tasks. Here, SPT with simultaneous FRET
readout is executed. The 3D position of the tracked particle is calculated as explained
on page 25. By tag communication, the last coordinates are transferred to the FPGA.
In parallel, the photon data is read from the RPS-FIFO and written into the Raw Pho-
ton network stream. Furthermore, another FIFO that is sending binned intensity data
from the FRET pair is read after every loop iteration. In case of available data, it is
written into the Binned FRET Intensity network streaming, which will be explained in
the following chapter in more detail.

4.1.3 Software Description: The FPGA
Three independent loops are programmed on the FPGA, which are executed in parallel.
One loop consists of a simple data polling design. It executes the calibration routine
for the LUT determination and the sine patterned voltages on the xy-Piezo scanner.
Similar to the RT unit, the two remaining loops handle the camera triggering and the
different measurement modes. Both are based on the state machine design sketched in
figure 4.12.
A new implemented state into the confocal state machine is the Tracking/FRET feature.
Here, the FPGA triggers the hardware necessary for performing SPT with 488 nm ex-
citation combined with FRET readout for a 561 nm and 633 nm suitable dye pair. The
tracking algorithm is the same as explained in Wehnekamp (2016). In brief, the FPGA
controls the galvanometer mirrors, which rotate the laser beam in a circular pattern
defined by 16 points in a given time. For each orbit point, the fluorescence intensity is
detected by both APDs and transferred to the RT unit by a target to host direct mem-
ory access (DMA) FIFO. The theoretical maximum achievable time resolution would be
here 1

16 of the chosen orbit time. To obtain the maximum time resolution for the FRET
pair, the following changes have been implemented into the software. First, the excita-
tion is alternated to prevent spectral crosstalk from the tracking fluorophores into the
FRET channel. It is possible to choose between two excitation patterns represented in
figure 4.13. Second, both channels are decoupled from each other, i.e. the SPT feedback
algorithm is only enabled for 488 nm excitation and deactivated for the remaining laser
lines. This means, the instrument tracks the particle of interest, stays at the last position
while orbiting with one of the two remaining wavelengths for the FRET measurement
before performing another position update.
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(a) (b)

Figure 4.12: State machines implemented on the FPGA. (a) The camera state machine triggers
the AOTF for the lasers in the widefield channel as well as the EMCCD camera. (b) The
confocal state machine receives trigger commands from the RT target. It controls/triggers
the required hardware, samples for new data and streams it by FIFO to the RT target.
The colored state is a new implemented feature into the software.

(a) (b)

Figure 4.13: Implemented laser excitation schemes for the new Tracking/FRET mode. (a)
FRET mode: the laser excitation alternates between 488 nm for tracking and 561 nm for
the FRET measurement. Each block represents one orbit rotation. (b) ALEX mode:
the laser excitation alternates between 488 nm for tracking and 561 nm/633 nm in the
shown pattern for FRET measurements while alternating the laser excitation between
the donor and acceptor fluorophores. Each block represents one orbit rotation.

Third, a new detection logic based on TCSPC is introduced for detecting photons in
the FRET channel with the maximum time resolution of 40 MHz and referred to as
orbit point single photon counting (OPSPC). For this, a producer-consumer design
pattern, which consists of two single-cycle timed loops, is implemented as illustrated in
figure 4.14. The single-cycle timed loops guarantee the deterministic execution of the
implemented logic. When a photon is detected by one of the two APDs of the FRET
channel, the received trigger is written into one of the two the corresponding target
scoped (TS)-FIFO buffer, which are optimized for data streaming on the FPGA. A
third TS-FIFO transfers additional information, i.e. the current excitation wavelength,
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the number of performed orbit as well as the current laser position on the defined circular
points. To avoid tremendous network traffic during data transfer as well as huge data
files, only photon signals from the FRET pair are streamed to the RT target and non-
deterministic unit. For acquiring OPSPC information from the tracking fluorophores,
the source code has to be adapted accordingly. The second single-cycle timed loop counts
clock cycles at 40 MHz, representing the photon microtime. Furthermore, it constantly
reads the values from the two detector- and the information FIFOs. As soon as this
loop receives a photon trigger, which is a boolean TRUE, the counted photon microtime
together with additional information are then multiplexed into a U64 integer as listed
in table 4.5. This value is transferred by a second DMA-FIFO to the RT target. After
that, the corresponding microtime counter is set to zero for the next iteration. This new
OPSPC design allows reconstruction of the FRET trace of each tracked particle.

Table 4.5: Overview of multiplexed photon information stored as a U64 integer. Each piece
of information is stored in the reserved part of a boolean array that is then converted into
a U64 integer.

Start Index Length of Sub Array Information
0 1 Detector
1 1 Timed out?
2 2 λex

4 1 Mode
5 5 #Orbits
10 22 Orbit Point
32 32 Microtime

In parallel to the OPSPC logic, this loop bins the detected photons for both laser lines.
Every 50 ms, the U32 integer values of both detectors are converted into boolean arrays,
concatenated and reconverted into an U64 integer. This value is transferred by a third
target to the host DMA-FIFO to the RT target that transfers the data to the non-
deterministic unit as described in subsection 4.1.2. Here, the data is displayed in the
GUI in real time, giving current information regarding the dye pair to the user. If
desired, the user can change this binning time in the program.
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(a)

(b)

Figure 4.14: Producer-consumer design of the OPSPC approach for the Tracking/FRET
state. The dashed rectangles represent timed loops at 40 MHz execution. (a) In the
tracking loop, first the lasers are triggered according to the chosen excitation scheme.
Then, the galvanometer mirrors are positioning the laser on the current orbit point.
Afterwards, the signals of all four APDs are sampled for the specified binning time ( 1

16 of
orbit time). If the tracking laser is active, the data of the tracking APDs are streamed by
the tracking DMA FIFO to the RT target for position determination. For the activation of
a non tracking laser, the Donor/Acceptor APDs are sampled. The signals are streamed by
the corresponding TS-FIFOs to the OPSPC loop. In parallel, a third FIFO transfers the
photon information including orbit number, point and excitation source to the consumer
loop. (b) The OPSPC loop acts as a photon microtime counter. It measures the time
interval between two consecutive photons of the same excitation source. If a photon is
detected, the microtime and all information are multiplexed into an U64 integer and
streamed by the RPS DMA-FIFO to the RT target. In parallel, the detected photons are
binned in a specified time window, multiplexed and streamed by another DMA-FIFO to
the target for displaying the current count rate on screen.
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4.2 Key Results
To highlight the implementation of an additional detection channel on the setup as
well as the new capabilities upon software, two types of experiments were carried out:
dual-color tracking and tracking combined with FRET. Furthermore, the dual-color
tracking experiments can be divided into two types. The first one is tracking of two
independently moving particles, the second one the so called correlative tracking. In
the first type, the sample contained a mixture of red and green fluorescent beads, which
were tracked independently. To mimick correlative diffusion, red fluorescent beads were
labeled with ATTO488 fluorophores. The feedback loop of the tracking software was
activated for the red emission of the bead while the presence of ATTO488 signal was
probed by orbiting with a deactivated feedback loop around the last position of the
bead. The detected intensities, trajectories as well as the calculated distance between
the trajectories of both experiments are given in figure 4.15.
Panels (A-C) of figure 4.15 illustrate the detected intensities of two independently tracked
beads, their 3D trajectories and the distance between them during the track. The
independent diffusion of both particles can be observed in the well distinguishable traces.
The grey, spiral shaped motion at roughly 3.25 ms and 3.75 ms indicates the activation
of the search algorithm in the red channel due to loss of the corresponding bead. This
independent motion is further confirmed by the calculated distance between the beads,
which is not constant but varying over time. In this example, the maximum distance
between both particles was more than 20 µm (figure 4.15 panel C). Furthermore, a MSD
analysis revealed that the diffusion is not dominated by Brownian motion but flow with
an average flow parameter of 1.7 µm s−1 for both particles. This flow was expected due
to the harsh mixing of the beads in the sample chamber generating turbulences. Both
beads showed a slightly different diffusion coefficient of 0.84 ± 0.04 µm2 s−1 for the blue
and 1.03 ± 0.05 µm2 s−1 for the red particle.
The corresponding plots of a red fluorescent bead labeled with ATTO488 for correlative
motion are given in panels (D-F). As expected, both trajectories are identical, which is
also confirmed by the constant distance of ≲ 100 nm between both tracking channels.
The offset is explained by the temporal delay of 5 ms between alternating orbits. Ad-
ditionally, a MSD analysis of the quasi identical trajectories revealed Brownian motion
with identical diffusion constants of 0.11 µm2 s−1.
In general, it was observed that the tracking duration for two independent particles
was shorter than that for single particle tracks and dual-color measurements in correl-
ative mode. The reason for this is the continuous switching of the instrument between
two different locations after each orbit which leads to a higher probability of loosing a
particle. This higher probability is mainly caused by the response time of the z-Piezo
nanopositioner for the objective. Hence, the axial position of the particle may not be
perfectly matched, leading to a faster loss of the particle.
In the next step, silica beads were labeled with ATTO488 and DNA containing a FRET
pair. In this configuration, the tracking channel of the red fluorescent bead from previous
experiments served as the FRET detection channel with the donor and acceptor signals
split between the detectors. The 3D trajectories and the detected fluorescent intensities
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Figure 4.15: Dual color tracking of beads. Dual-Color Tracking of beads. A–C) Independent
motion: A) fluorescence intensities, B) 3D trajectories, and C) relative distance between
the two independently diffusing particles. The beginning of the trajectories is indicated
by the arrow in panel (B). The particles exhibit separations of up to 20 µm. The blue
intensity and blue-to-green color-coded trace correspond to the particle excited at 488 nm.
The red signal and the black-to-red colorcoded track correspond to the bead excited at
633 nm. The grey data points in panels B and C indicate regions where the red particle
was not detected within the orbit. D–F) Correlative motion: D) fluorescence intensities
of the red and blue signals corresponding to the fluorescent emission of the bead (with
633 nm excitation) and dye (with 488 nm excitation). To make it more visible, a factor of
four has been applied to the intensity of the blue channel. E) A 3D correlated trajectory
of a red-emitting bead labeled with ATTO488. The red trace represents the position
of the red particle and the blue cloud surrounding the trace depicts the localization of
ATTO488 probed during tracking of the red particle. F) The distance between emission
from the red particle and the ATTO488 probed signal (grey). The solid lines represent a
sliding window average of 50 orbits for the correlative tracking (black) and for consecutive
orbits of the tracking channel (i.e., the red channel in this case shown in red).

of three representative particles containing FRET pairs of different distances are shown
in panels (A-F) of figure 4.16. The corresponding FRET histograms are given in panels
(G-I).
The trajectories show the expected Brownian motion. A MSD analysis of all tracked
particles showed diffusion coefficient a centered at 0.17 µm2 s−1.
The blue traces in the intensity plots correspond to the tracking channel, originat-
ing from ∼ 25–30 ATTO488 molecules bound to the surface of the bead. The purple
traces indicate the acceptor emission after 633 nm excitation. The orange and red traces
correspond to the ATTO565 (donor) and ATTO647N (acceptor) signals after 561 nm
excitation, respectively. After background correction, the traces were further corrected
for direct excitation (α = 0.47), spectral crosstalk (β = 0.21) and detection efficiency
(γ = 0.70). The obtained FRET efficiencies were 25.7 %, 63.1 % and 80.6 % for the
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Figure 4.16: Single-molecule FRET measurements on diffusing DNA molecules. Single-
molecule FRET measurements on diffusing DNA molecules. While tracking the reference
beads marked with ATTO488 dyes in solution panel (A–C), we monitored the signature
of single DNA-based FRET standards panel (D–F) that were attached to the particle via
a biotin-streptavidin interaction. The dsDNA oligos were double-labeled with ATTO565
and ATTO647N. The donor dye was positioned at three different distances with respect
to the acceptor dye. The resulting oligos are characterized by a G) low FRET value of
≈ 26 % (DNA1), H) an intermediate FRET value of 63 % (DNA2), and I) a high FRET
value of 81 % (DNA3).

low, intermediate and high FRET constructs. The low and intermediate FRET values
are well in line with the results obtained from accessible volume (AV) calculations and
control experiments by PIEMFD. Although the high FRET efficiency deviates about
11 % from PIE-MFD results, it is clearly distinguishable from the other two species.
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Chapter 5

Software Development for Correlative
Imaging by Stimulated Raman
Scattering and Photoluminescence
Despite the great power of the fluorescent-based techniques, not all systems can be
investigated using fluorescence as different artifacts can occur due to size or required
concentration of the labels (fluorescent quenching). For studying such systems, label
free Raman scattering can be the technique of choice. This chapter will describe the
novel software for a laser microscope that is capable of carrying out simultaneous imaging
by SRS and photoluminescence including TCSPC logic. The microscope is based on the
previously published design (Fuchs et al., 2022) and extended by a LIA, a photo diode
and a cRIO-9074 (components listed in table 5.1) that synchronizes data acquisition.

Table 5.1: Implemented modules in the cRIO-9074 device.
Module Name Type Task

NI 9402 Digital Generation of modulation signal
NI 9215 Analog In Acquisition of analog detection signal
NI 9263 Analog Out Generation of output voltage for hardware control

The general task of the software is the control and synchronization of multiple electronic
devices through different communication ports during measurements. Here, the hard-
and software design is chosen to separate time critical from non time critical tasks as de-
scribed in detail in section 4.1. A simplified sketch illustrating the different executions
on the deterministic and non-deterministic units is provided in figure 5.1, The deter-
ministic unit consists of a RT processor and a FPGA. The measurement software on
both hardware components consists of two independent state machines that are respon-
sible for data acquisition and signal modulation necessary for the detection of SRS and
TCSPC signals. Communication and data transfer are realized by tag communication
and streaming, accordingly, as described on pages 38 and 39.
The non-deterministic unit is the human machine interface (HMI) receiving the acquired
data, providing the graphical user interface (GUI) that is visualizing the data and pro-
viding possibilities for the user to define measurement parameters. Additionally, it
communicates with the laser and the TCSPC card (TimeHarp260), realized by TPC/IP
protocols (direct via ethernet cable) and a dynamic link library (DLL), accordingly.
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In the following sections, the implemented software on each hardware level will be dis-
cussed.

Figure 5.1: Sketch of soft- and hardware architecture for the confocal microscope capable
of synchronous SRS imaging and photon-based microscopy. The instrument con-
sists of deterministic and a non-deterministic unit to separate execution of time critical
from non time critical tasks. The deterministic unit consists of a RT unit and a FPGA with
two independent state machines, which are responsible for data acquisition and generation
of a modulated TTL signal, implemented on each. Communication between both devices
is realized by tag communication and the acquired data is streamed from the FPGA to
the RT processor by a FIFO. The non-deterministic unit performs three major tasks:
loging/visualization of the data received from the deterministic unit via network stream,
control of the laser via TCP/IP protocols and of the TCSPC card by commands called
from a DLL.

5.1 Software Description: The Host
Similar to the Orbital Tracking software described in section 4.1, the software architec-
ture is based on the QMH design consisting of several modules that communicate with
each other by queues. A list of all modules including the corresponding queues and
tasks is provided in table 5.2. The corresponding main GUI of the program illustrated
in panel (a) of figure 5.2, is the main entry point for the user to select different modes
and change settings. It also displays if a connection to the laser and TimeHarp260 card
is established, which is indicated by the two Laser and TimeHarp LEDs. The corre-
sponding execution hierarchy of the software design is sketched in figure 5.2(b). The
message handling loop communicates with each module indicated by the black arrows.
Additionally, some modules use tag communication for triggers and value updates of
variables in the backend (dashed arrows). Measurement parameter updates are handled
by global variables listed in table 5.3. A detailed description of each module will be
given in the following.
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(a)

(b)

Figure 5.2: Main GUI and execution hierarchy of the SRS software. (a) MainGUI of the SRS
software. Pressing one of the four buttons launches the corresponding subGUI. (b) Flow
chart of the implemented QMH design. The interface in panel (a) is the frontend of the
Event Loop. The Message Handling Loop synchronizes the execution of the modules by
dedicated queues (solid arrows). In the background, the modules can exchange data and
triggers between each other by tag communication (dashed arrows). The Data Module is
further connected via ethernet network to the deterministic unit (bold arrow).
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Table 5.2: Overview of modules, their tasks and types used in the QMH architecture of the SRS
software.

VI Task Type
General Settings Module Parameter/user management frontend

Visualization Module SubGUI management for different data
acquisition modes frontend

Data Stream Module Data logging backend
Beam Modulation Module AOM trigger frontend
Toptica Module Laser handling backend
TimeHarp Module TCSPC card handling backend

5.1.1 Settings Module
The Settings module manages experimental parameters based on user profiles. The
user profile data is stored in separate text files. After starting the the program, a GUI
appears, on which either an existing user profile can be selected from a dropdown menu,
deleted or a new profile configured. When a profile is selected, the module loads the
corresponding text file and reads the data from it, which is then stored and updated in
the corresponding variables. An overview is provided in table 5.3. Most variables are
defined as clusters (detailed description on page 41), which groups several parameters.
Figure figure 5.3 illustrates the GUI that appears when a new user profile is created.
Here, measurement parameters can be configured, which are written into the corre-
sponding variables from table 5.3 when closing the GUI. It can further be opened by
the General Settings button of the main GUI (figure 5.2(a)). Furthermore, this module
writes the current values of the parameters into the corresponding text file, when closing
the program.

Table 5.3: Overview of the variables used in the SRS software listed in alphabetical order.
Name Type Task

Modulation Variables Cluster Storage of Modulation parameters
Data Acquisition Variables Cluster Storage of Acquisition parameters

TH260 Variables Cluster Storage of TCSPC parameters
Laser Variables Cluster Storage of laser parameters
TempFilePath Path Folder path to temporary files
TCSPC-CR U64 Detected count rate of TCSPC card
LoopSync Boolean Loop synchronization between modules
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Figure 5.3: General settings GUI of the SRS software. The setting parameters are categorized
by different execution tasks of the program. The values are written into global variables
and updated in the corresponding modules.
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5.1.2 Visualization Module
The Visualization Module is the main frontend code block of the program as it stores all
GUIs of the subroutines, which are responsible for different tasks in the backend. Table
5.4 lists all implemented subVIs that can be launched by pressing the corresponding
button in the mainGUI (figure 5.2(a)).

Table 5.4: Overview of subVIs, the corresponding trigger buttons and their tasks managed by the
Visualization Module.

GUI Trigger Button Task(from figure 5.2(a))
Acquire Intensity Acquire Intensity Readout and plot of acquired SRS signal(page 66)

SRS Scan (page 69) SRS Scan
GUI for carrying out SRS scans
with/without parallel TCSPC logging
and acquiring of SRS spectra after scan

Acquire Intensity

In this subVI, the detected electronic signal of the LIA, which is proportional to SRS
scattering of a selected vibrational mode in the sample, is plotted against time. The
corresponding GUI is shown in figure 5.4. When starting a measurement by pressing
the Start Acquisition button, a trigger is automatically sent to the Data Stream Mod-
ule. Furthermore, the GUI displays the current position of the laser’s delay stage. The
position can be changed in the Move Delay Stage input at any time. After terminating
the data acquisition by the Start Acquisition button, which triggers the start and termi-
nation of data acquisition, the acquired data can be saved in a text file. A second subVI
can be opened by pressing the Measure Spectrum button for measuring a temporal SRS
spectrum, which will be explained on page 68 in more detail.

SRS Scan

The SRS Scan module is the most sophisticated module of the software and hence the
most advanced GUI, which is shown in figure 5.5. It synchronizes the acquisition and
storage of SRS scattering detected by a photodiode and a LIA as well as the simultaneous
detection of the photon-based signature via TCSPC technology during raster scan of
the specimen. Therefore, the module deals with the largest number of communications
and synchronizations with respect to other modules (Data Stream, Time Harp and
Toptica Module) within the software. The graphical interface is vertically split into two
categories, of which the left part manages the SRS data acquisition and the right part
the TCSPC signals of the TimeHarp260. The left side contains a panel where the image
of the SRS scan is built up line by line during data acquisition, which is written into a
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Figure 5.4: GUI of the Acquire Intensity subVI. The electronic signal detected by the LIA is
plotted over time in this interface. The binning time parameter can be changed by the
operator on the fly. Furthermore, the delay stage of the laser can be moved independently
from the data acquisition. Another GUI can be launched via the Measure Spectrum button,
in which temporal SRS spectra can be measured.

tiff and text file. Below this docker, several inputs are provided to the user to define the
scan settings. The size and the resolution of the scanned image are in the Range Scan
[µm] and Lines Plane, respectively. The software automatically calculates the number
of pixels by taking the square of the Lines Plane parameter. The acquisition time for
each pixel is adjusted in the Bin Time [µs] input. It further defines the scan time
for the whole image, which is automatically calculated by the software and displayed.
The number of images to be scanned is set in the Lines Perpendicular parameter. For
each scan, the image data is written into extra files that are named with consecutive
numbers. Furthermore, a set of images can be acquired as a 3D stack defined in the
Range Perpendicular [µm] input (value greater zero). All permutations for 3D stacks
on the three room axes are possible. The type of the 3D scan is chosen in the drop
down selection of the Scanning Type input. Furthermore, the piezo stage can be moved
to new coordinates in two different ways. In the first option, the values are defined in
the three Piezo Position [µm] inputs. By pressing the Move Piezo button, the stage
moves to the new positions. In the second option, the user can click into the image. The
corresponding inputs of the lateral coordinate pair are automatically updated by the
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values. After activating the Move Piezo button, the stage moves to the new positions,
defining the center of the image.
On the right side of the GUI, the data acquisition of the dual channel time harp is en-
/disabled by the corresponding button. In the enabled state, the software automatically
acquires TCSPC signals from two APDs during a scan. In addition to the two SRS files,
the photon data is automatically written into a third ptu file, a standard file format
that can be processed by the in-house developed analysis software PAM (Schrimpf et
al., 2018).
The last modality of this subVI is the acquisition of SRS spectra. The corresponding
GUI (further details on page 68) is launched by the Measure Spectrum button. In this
case, the spectrum is measured at the center of the image. Furthermore, the software is
capable of automatically acquiring a set of spectra at different coordinates of a scanned
image. For this, several positions have to be selected by clicking into the image. The
Measure Spectra button then triggers a routine consisting of three steps: moving to the
selected coordinates, acquiring the spectrum and saving the data into a dedicated text
file. These steps are repeated until all spectra are measured for all positions. A detailed
description of the SRS spectrum acquisition will be given in the next section.

Measure Spectrum

With this subVI , SRS spectra from the current sample are acquired. It is launched from
the Acquire Intensity (page 66) and SRS Scan (page 66) GUIs. In case of a series of
spectra scans, the GUI is automatically launched and closed for each execution. During
data acquisition, the subVI communicates and synchronizes itself with the Data Stream
(page 72) and Toptica (page 72) modules. The detected electronic signal of the LIA is
plotted in Volts against the laser’s delay stage position in the upper half of the GUI shown
in figure 5.6 after the data acquisition is finished. The corresponding data is written
into a text file that it can be saved for later analysis. Below the plot, several inputs
are available, which define the settings for the spectrum acquisition. The Delay Stage
Start and the Delay Stage End input parameters define the range on the stage that the
step motor of the laser is moved during the spectrum acquisition. These dimensionless
numbers are later translated into wave numbers during the analysis. The resolution of
the spectrum is controlled by the Number of Steps parameter, which sets the step size
for the movement of the stage. Furthermore, it is possible to click into the spectrum
and move the stepping motor to the selected position. With this feature, the signal can
be maximized for each sample by a simple fine tuning of the system.
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Figure 5.5: SRS scan GUI of the SRS software. The graphical interface is vertically categorized
into two groups. On the left side, the image of the scan is built up line by line in the
gray container. Below this, the input parameters for the scan, which can be adjusted
by the user, are located. The parallel acquisition of the TCSPC signal originating from
photoluminescence can be en- or disabled on the right side. When enabled, the count rate,
acquired by the TCSPC card, is plotted over time in the intesity chart.
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5.1.3 Beam Modulation Module
The modulation frequency for the AOM of the laser and the LIA can be adjusted with
this subVI. It is executed independently from the other modules and can be launched at
any time. As shown in figure 5.7, the GUI consists of three input parameters: Modulation
Frequency, Offset and Signal Amplitude. The frequency input values are defined in [kHz],
which are automatically converted to the corresponding period T and the number of clock
cycles on the FPGA by the software. Since the input frequency can only be adjusted by
a multiple of 40 MHz, the theoretical value will be rounded to the nearest multiple of the
FPGA clock frequency that is then used for the TTL signal generation. All calculated
values are displayed in the GUI. The offset parameter defines the time in [ms] that
delays the start of the modulation. The Signal Amplitude regulates the output power
of the laser by applying the input value in [V] to the AOM. Finally, the modulation is
switched on/off by the Beam Modulation button.

Figure 5.7: Beam Modulation GUI of the SRS software. Three parameter inputs, which can
be set by the user, are located on the left side of this GUI: Modulation Frequency, Offset
and Signal Amplitude. The corresponding period T of the input frequency is calculated
and converted to a multiple of the FPGA clock cycle at 40 MHz. These theoretical values
are rounded to the nearest multiple of this clock cycle. An offset for the start of the
modulation can be set in the corresponding input, if desired. The laser power in [V] is
regulated by the Signal Amplitude input. The modulation is then triggered with the Beam
Modulation button.
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5.1.4 Toptica Module

The Toptica Module is a backend subVI of the QMH architecture that communicates
with the laser through a direct ethernet connection and the TCP/IP protocol. When
the software is started, this module automatically tries to establish the connection to
the device. During data acquisition, it sends or reads parameters such as hardware state
or the delay stage position by remote commands called from a DLL.

5.1.5 TimeHarp Module

The TimeHarp Module is the interface to the TCSPC card, a TimeHarp 260 model,
in the backend of the software. The communication is carried out by commands that
are called from a DLL. When starting the SRS software, the module automatically
initializes the TCSPC card with the parameters loaded from the selected user profile
(page 65). When the TCSPC mode is enabledin the SRS Scan Module described on
page 66, the TimeHarp Module receives a start trigger when a scan begins. The software
then generates a ptu file in which the acquired photon data including line and frame
triggers are written. This is a standard file format that can, for example, be processed
by the in-house developed analysis program PAM to reconstruct the scanned images
from the photon arrival times as well as the corresponding triggers (Schrimpf et al.,
2018). For displaying the currently acquired count rates of both APDs during a scan,
the corresponding values are read from the TimeHarp and sent via tag communication
(two global variables) to the SRS Scan Module where they are plotted on the left chart
shown in figure 5.5. After completion of the scan, the subVI receives a stop trigger and
generates a text file containing meta data, which is necessary for the processing in PAM.
When the software is closed, the module cancels the connection to the TCSPC card.

5.1.6 Data Stream Module

The Data Module is the interface to the deterministic unit in the backend. When the
program is started, it triggers the real-time unit from stand-by to the active state. It
contains all algorithms for the different data acquisition modes originating from SRS
presented in subsection 5.1.2. The general execution scheme for each case is illustrated
in figure 5.8. During the Initialization step, the required parameters are read in from
the Data Acquisition Variable (see table 5.3). If needed, the parameters are converted
into a FXP representation before being written into the corresponding network shared
variables. Then, a start trigger is sent to the RT unit, followed by starting the Streaming
Loop. This loop iteratively reads data from the network stream, writes it into the
corresponding data file and streams the values to the active GUI of the Visualization
Module until it receives a stop trigger (cancellation by user) or no data is anymore
available on the network stream. A stop trigger is then sent to the RT unit to quit the
execution of the current state.
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Figure 5.8: Main execution steps of the Data Stream Module during data acquisition. After
receiving a data acquisition command from the Visualization Module, the corresponding
case of the state machine is executed. First, the required parameters are updated on the
RT unit via network shared variables followed by a start trigger. Then, the streaming
loop is executed that reads data from the network stream, writes it into the corresponding
data file and streams the values to the currently active GUI of the Visualization Module.
After data acquisition, a stop trigger is sent to the RT target.

5.2 Software Description: The RT Target
The software on the RT unit, a cRIO-9074, is implemented as an executable. After
launching the measurement software on the non-deterministic unit, the executable leaves
the stand-by mode and loads the corresponding bitfile onto the FPGA. This initializes
the program on the chip. The code of the executable consists of two independent blocks,
the Modulation State Machine and the Acquisition State Machine, that run in parallel.
The state machine diagrams are provided in figure 5.9(a) and 5.9(b), respectively.
The Modulation State Machine consists of four states and is responsible for the modu-
lated signal generation for the laser and the LIA. After initialization, it waits in the Idle
state until it receives a trigger for Analog Modulation or Digital Modulation. Currently,
the Analog Modulation is unused and can be programmed in the future, if needed. In
the Digital Modulation state, the parameters are read from the network shared variable
and updated on the FPGA, which is then triggered by a start command to execute
the generation of the modulated signal. The state machine stays in this state until it
receives a stop trigger from the non-deterministic unit. It then terminates the signal
generation on the FPGA and switches back to the Idle state, waiting for the next start
trigger. When closing the program on the non-deterministic unit, it executes the shut
down procedure of the state machine in the Stop state.
The Acquisition State Machine state machine is responsible for receiving the acquired
data from the FPGA and transferring it to the non-deterministic unit. It consists of
eight states. After receiving the start trigger, the Init state is executed that establishes
a network stream to the non-deterministic unit. After that, it switches to the Idle state
and waits to receive execution commands for one of the remaining six states. In general,
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(a) (b)

Figure 5.9: State machines of the SRS software implemented on the RT unit. (a) The Beam
Modulation State Machine manages the generation of the modulated TTL signal. (b) The
Data Acquisition State Machine schedules all different data acquisition modes.

the execution of the state specific code can be categorized into three steps that are listed
below:

1. Initialization

2. Code execution

3. Termination on FPGA

In step one, the required data is read from the network shared variable Acquisition
Loop Variables and updated on the FPGA. During step two, the state specific code is
executed until terminated. In the third step, the execution on the FPGA is terminated.
The remaining six states will be discussed below in detail.

5.2.1 Move Piezo
This state is executed when the piezo stage is moved by the operator in the SRS Scan GUI
as explained on page 66. The corresponding parameters are sent to the FPGA, which
applies the voltages on the stage controller. Afterwards, the state machine switches back
to Idle.

5.2.2 Point Intensity
The Point Intensity state is executed during spectrum acquisition carried out by the
Measure Spectrum Module of the non-deterministic unit described on page 68. Every
time the step motor of the laser’s delay stage shall be moved to a new position, a trigger
for this state is sent to the RT unit. The corresponding acquisition time is updated
on the FPGA, which is then sampling the data. As soon as the data is available in
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the FIFO, the buffer is read out and the data is transferred via network stream to the
non-deterministic unit. Further details regarding data transfer from the FPGA to the
RT processor is given in section 4.1. Afterwards, the state machine switches back to the
Idle state.

5.2.3 Acquire Intensity
The non-deterministic unit sends a trigger for the execution of this state when the
operator starts the data acquisition in the corresponding GUI described on page 66.
After receiving and updating the required measurement parameters on the FPGA, the
execution of the corresponding code logic is triggered. In the next step, a while loop
is started that constantly reads the acquired data from the FIFO, when available, and
writes it into the network stream for the transfer to the non-deterministic unit. This
is carried out until the the operator terminates the data acquisition in the GUI, which
sends a stop trigger to this state. This stop trigger is further transferred to the FPGA.
After this, the state machine goes back to the Idle state.

5.2.4 Confocal Scan
The state machine switches to the Confocal Scan state when a SRS scan is started on
the non-deterministic unit (page 66). After the update of all required parameters on
the FPGA, a while loop is executed that reads the data for each pixel from the FIFO
and sends it via the network steam to the non-deterministic unit. The loop execution is
either stopped the data of all pixels within the image(s) is received from the FPGA or
when the operator terminates the scan in the GUI. In the later case, the stop trigger is
also sent to the FPGA. The state machine then switches to the Idle state.

5.2.5 Error
Whenever an error occurs during the execution of the presented states, the processes
are terminated and the state machine automatically switches to the Error state, which
receives the error and reads it out to inform the operator. The error is cleared and the
state machine goes back to Idle in order to start a new attempt for data acquisition.

5.2.6 Stop
The Stop state is executed when the user quits the program on the non-deterministic
unit. In this state, the network stream is destroyed, the bit file is flushed from the FPGA
and the execution of the state machine is terminated.
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5.3 Implementation: Field Programmable Gate Array
Analogous to the implemented code on the RT, the software on the FPGA level consists
of two independent state machines illustrated in figure 5.10. Compared to the state
machines on the RT, they are less complex in design, which results in a lower amount
of states. The Modulation State Machine (figure 5.10(a)) consists of three states: Idle,
Analog Modulation and Digital Modulation. When loading the compiled bitfile onto
the FPGA, the state machine is launched in the Idle state and waits for triggers. As
mentioned for the RT target (page 73), the Analog Modulation state is currently not in
use. The Digital Modulation state is executed upon receiving the start trigger from the
RT processor. After updating all required variables, a wait function is called with the
defined delay time (it has no effect when the delay time is set to zero) and the defined
voltage is applied on the AOM in the laser before the modulation loop is executed. This
is a single-cycle timed loop with a clock rate of 40 MHz (further details are given in
subsection 4.1.3). This loop generates TTL pulses with the frequency that is defined by
the operator in the Beam Modulation GUI discussed in subsection 5.1.3. The modulation
loop is terminated by a stop trigger. Afterwards, the TTL output is disabled and 0 V is
applied to the AOM. The state machine then switches back to the Idle state.

(a) (b)

Figure 5.10: State machines of the SRS software implemented on the FPGA. The state
machines are less complex compared to the state machines of the RT unit. (a) The
Beam Modulation State Machine manages the generation of the modulated TTL signal.
(b) The Data Acquisition State Machine schedules all different data acquisition modes.

The Acquisition State Machine (figure 5.10(b)) of the FPGA consists of five states and
is also initialized in the Idle state when the bitfile is loaded onto the chip. The algorithm
in all states, except for the Move Piezo state, can be categorized into three steps:

• Parameter Update

• Data Acquisition

• Data Transfer
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A detailed description of the states will be given in the following.

5.3.1 Move Piezo
This state is executed when triggered by the user in the SRS Scan GUI discussed on
page 66. After updating the corresponding parameters, the NI 9263 module, listed in
table 5.1, applies the new voltages to the controller of the piezo stage. Afterwards, the
state machine goes back to the Idle state.

5.3.2 Point Intensity
This state is performed during during the acquisition of a SRS spectrum and obeys the
same execution pattern as described on page 74. After parameter update, two loops
are started. The first loop reads the analog signal from the NI 9215 module, listed
in table 5.1, for every iteration and adds the values. The stop condition of this loop
is controlled by the second one, a single-cycle timed loop. This loop automatically
terminates when reaching the defined bin time and stops the acquisition loop. In the
next step, the average voltage is calculated as

V =
∑n

i=0 Vi

n
(5.1)

where Vi is the sampled voltage at loop iteration i and n is the number of total iterations.
The value is then transferred by a FIFO to the RT unit. The state machine switches
then back to the Idle state.

5.3.3 Acquire Intensity
The state machine is sent to this state when the data acquisition in the in the Acquire
Intensity GUI described on page 66 is started. First, the corresponding parameters are
updated. Next, an acquisition loop that executes the same logic as described above is
started. This loop is active until it receives a stop trigger from the RT unit. Afterwards,
the state machine goes back to the Idle state.

5.3.4 Confocal Scan
When a SRS scan is started in the corresponding GUI (discussed on page 66), the state
machine switches to this state. After initialization of the parameters, the scanning
routine starts, which consists of three nested loops listed in table 5.5. Several attributes
exist such as an Abort Trigger, a Loop Counter and the Position Update, which are
common for each loop as illustrated in figure 5.11. The Abort Trigger, which is initiated
by the operator in the SRS Scan GUI, terminates the data acquisition before the scan
has finished. In the Line Scan Loop, the piezo stage is moved on the corresponding axis
pixel by pixel and the signal sampled using the same algorithm as explained before in
the Point Intensity state. The Loop Counter automatically terminates this loop when

77



Chapter 5 Software Development for Correlative Imaging by Stimulated Raman
Scattering and Photoluminescence

Table 5.5: Names and corresponding tasks of the nested loops within the scanning routine.
Loop Name Task

Line Scan Horizontal position update in scan and data acquisition for
each pixel on the current line

Number of Lines Vertical position update in scan for the next line

Frame/Axial Position update in third dimension (when range is greater
than zero) and number of frames counter

the execution cycle is equal to the number of defined pixels for the scan. The step size
is calculated from the scan range and number of pixels. The Number of Lines Loop
triggers the execution of the Line Scan Loop. After each complete line scan, the Number
of Lines Loop moves the piezo to the new start position of the next line on the defined
axis. After this, a Line Trigger is sent as a TTL pulse to the TCSPC card. This trigger
is necessary for reconstructing the corresponding image from the photon arrival times. A
new line scan is then started. This loop automatically terminates when its loop counter
is equal to the execution cycle, which corresponds to a fully scanned image. In case of a
series of image scans, the Axial/Position Loop automatically triggers the start of a new
image scan. When a range for a 3D stack is defined, the piezo stage is first moved on
the corresponding axis to the new position. Then, a Frame Marker, which indicates the
start of a new image is sent to the TCSPC card followed by the start of the Number
of Lines Loop. When the execution cycle of this loop is equal to the loop counter, it
is terminated and the the scan routine completed. The state machine is then switched
back to the Idle state.
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Figure 5.11: Simplified scheme of the implemented scanning routine. It consists of three
nested while loops, each controlling an axis of the piezo stage. Every loop either ter-
minates automatically when the corresponding loop counter is equal to the execution
cycle or when the scan is terminated by the operator. The Line Scan Loop moves the
piezo stage pixel by pixel horizontally on the image. After each position update, data is
acquired with the same logic as explained for the Point Intensity state on page 77. This
loop is further controlled by the Number of Lines Loop. After the vertical position is
updated on the image, a line marker is sent to the TCSPC card before the next line scan
is carried out. When the defined number of lines are scanned, the data acquisition of the
image is complete. The Frame/Axial Loop coordinates the acquisition of a (3D) set of
images. In the event that a third dimension is scanned, the position on the corresponding
axis is updated on the piezo stage. A frame marker is then sent to the TCSPC card and
the next image scan is triggered.
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5.4 Software Proof of Concept on Graphene
With its outstanding physical properties, graphene is highly interesting as a material
as well as in life sciences for single molecule applications. Since the physical properties
strongly depend on the number of graphene layers, it is mandatory to benchmark the
material before any further assay and experiment. Due to the linear behavior of the
scattering intensity of SRS, different amounts of single graphene layers can be easily
identified by the ratio of two bands in the spectrum. Figures 5.12 and 5.13 show example
data acquired by the newly developed software. The first image contains a widefield
image (subpanel 5.12(a)), a SRS (subpanel 5.12(b)) and acquired spectra (subpanel
5.12(c)) of the same FOV. While graphene is hardly recognized in the widefield image,
the scan clearly reveals areas with graphene of different amounts of layers indicated
by the variety of intensities. As explained on page 68, spectra were measured after
scanning the FOV in automatic mode. As expected from the different areas of varying
intensities, the ratio of the two graphene bands on those areas vary when comparing to
each other, further proving the existence of different numbers if graphene layers. Scans
were repeated on a different sample in the combined SRS/TCSPC mode illustrated in
figure 5.13. The image acquired by TCSPC logic (panel (5.13(b)) perfectly matches with
the scattered image (panel (5.13(c)). Furthermore, the trend is in line with figure 5.12
where areas of different intensities show different spectra. Interestingly, in some areas,
the material tends to coil up or have defects indicated by very high intensities on very
small areas. With these preliminary experiments, a successful implementation of the
software for acquiring simultaneous SRS and TCSPC data with the option of spectrum
acquisition is shown.
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(a) (b)

(c)

Figure 5.12: Images and spectra of graphene obtained by the novel SRS software. (a)
Widefield image of the sample. (b) SRS scan. (c) SRS spectra taken at different positions
of the FOV in (b). Samples provided by Lars Richter (AK Tinnefeld); measurements
carried out together with Fabian Knechtel (AK Lamb/Ploetz).
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(a) (b)

(c)

(d)

Figure 5.13: Images and spectra of graphene obtained by the novel SRS software in com-
bined scattering/TCSPC mode. (a) Widefield image of the sample. (b) TCSPC
scan. (c) SRS scan. (d) SRS spectra taken at different positions of the FOV in (c).
Samples provided by Dr. Izabela Kaminska (AK Tinnefeld); measurements carried out
by Fabian Knechtel (AK Lamb/Ploetz).
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Chapter 6

Conclusion and Outlook
In this thesis, three main projects were presented:

1. impact of correlation analysis on trajectories of living zebra fish larvae

2. development of multicolor 3D Orbital Tracking Microscopy

3. software development for combined SRS scanning with parallel TCSPC readout

In the first part of this thesis, impact of a correlation analysis on interpretation of
trajectories acquired in living zebra fish larvae was highlighted. By correlating the
angles between two orbits along the trajectory, it is possible to distinguish between
active transportation and stationary states. The big advantage of this approach is that
this threshold is not globally set to a single value but is accessible by the trajectory data
and can be calculated for each one individually.
With the redesign of the data acquisition software of the existing, in-house developed
3D Orbital Tracking microscope, the efficiency of data acquisition has been increased.
This allows for carrying out two types of dual-color tracking experiments in solution:
tracking two individual particles independently from each other and correlative motion.
Here, the active feedback loop is activated in one tracking channel while the presence
of the second particle is probed in the second channel with deactivated feedback loop.
In the next step, the software was extended for carrying out tracking experiments with
simultaneous, live probing of FRET in solution by alternating the corresponding exci-
tation lasers. With the novel OPSPC algorithm, photons emitted from the FRET pair
are tagged and detected with 40 MHz time resolution. This tagging allows for the recon-
struction all fluorescence intensity traces of the dye pair. In a post-processing step, the
intensities can be corrected to obtain accurate FRET values. This new software feature
was demonstrated on freely diffusing beads in solution that were labeled with ATTO488
and a dsDNA containing a FRET pair. In these proof of principle experiments, dif-
ferent FRET distances were observed with low, intermediate and high accurate FRET
efficiencies. Promising dual-color preliminary experiments were done in living HUH7
RAB5-GFP cells during endocytosis, indicating the robustness of the described tracking
modalities for performing experiments in in living cells. With the successful proof of
concept experiments for combined tracking and FRET, the time resolution of detected
FRET photons can further be increased by upgrading the system with TCSPC elec-
tronics and pulsed excitation sources, allowing the detection of fast dynamics in the
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investigated system. Additionally, it will give access to lifetime information of fluo-
rophores. The corresponding TTL signals arising from the OPSPC algorithm can be
used as photon markers for the TCSPC cards, which can then measure the photon ar-
rival times without interrupting the tracking algorithm. Due to the QMH design of the
data acquisition software, the implementation of these cards is relatively easy to handle.
The third part of this thesis highlights the software development of a data acquisition
program for scanning SRS images and automated acquisition of spectra at selected points
in an image. Scans can further be combined with single-photon-counting detection
arising from photoluminescence using TCSPC electronics. This allows for simultaneous
imaging of SRS and two photon-counting channels during the same scan. An example
implementation of this software was the investigation of sample quality of graphene.
Due to the QMH design of the program, the software could be extended in the future
by the implementation of Orbital Tracking features on the SRS channel. This would be
the first label-free SPT approach using the Orbital Tracking technique.
All in all, highly sensitive instruments, which can be nowadays purchased in a ready
to use soft- and hardware bundle from suppliers out of the shelf, already obtain ex-
traordinary data. However, the executed software is often not capturing the maximum
performance of the hardware. Additionally, those bundles can normally not be modified
by the end user, limiting the flexibility of usage. In-house developed instruments can
tackle these problems. Great care has to be taken not only in choosing the correct elec-
tronic devices, but also in planning and developing a proper software for it. While the
first part is fairly straightforward, software development is normally more challenging.
It is true that coding small applications is fast in the beginning, often leading to a loss of
focus on software design. With the implementation of further features, the complexity of
the software increases, which can then result in an “organic grown”, unhandy program.
Hence, when developing highly sensitive instruments, it should always be kept in mind,
that the best hardware never works without the appropriate software and vice versa.
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a b s t r a c t

Recently, a large number of single particle tracking (SPT) ap-
proaches have been developed. Generally, SPT techniques can be
split into two groups: ex post facto approaches where trajectory
extraction is carried out after data acquisition and feedback based
approaches that perform particle tracking in real time [1]. One
feedback approach is 3D Orbital Tracking, where the laser excita-
tion beam is rotated in a circle about the object, generating a so
called orbit [2,3]. By calculating the particle position from the
detected intensity after every orbit in relation to its center, this
method allows the microscope to follow a single object in real
time. The high spatiotemporal resolution of this method and the
potential to optically manipulate the followed object during the
measurement promises to yield new deep insights into biological
systems [4e7]. By upgrading this approach in a way that the
specimen is recentered by a xy-stage on the center of the micro-
scope, particle tracking with this long-range tracking feature is no
longer limited to the covered field-of-view. This allows for the
observation of mitochondrial trafficking in living zebrafish em-
bryos over long distances. Here, we provide the raw data for
antero- and retrograde movement of mitochondria labelled with
photo-activatable green fluorescent protein (mitoPAGFP). It relates
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to the scientific article “Nanoresolution real-time 3D orbital
tracking for studying mitochondrial trafficking in vertebrate axons
in vivo” [8]. By applying a correlation analysis on the trajectories, it
is possible to distinguish between active transport and pausing
events with less biasing compared to the mean squared displace-
ment approach.

© 2020 The Authors. Published by Elsevier Inc. This is an open
access article under the CC BY license (http://creativecommons.

org/licenses/by/4.0/).

1. Data description

Single particle tracking has become a powerful technique for investigating the dynamics of bio-
molecules and complexes [1]. Here, we focus on data collected using three-dimensional orbital
tracking [2,3], which provides a high temporal and spatial resolution and has already yielded new
biological insights (see e.g. [4e7]. In this feedback based approach, the trajectory of the particle is

Specifications Table

Subject Biochemistry, Genetics and Molecular Biology, Biophysics, Neuroscience
Specific subject area Fluorescence Microscopy, Single Particle Tracking
Type of data Table

Figure
How data were acquired Hardware: inhouse built confocal microscope based on a Zeiss Axiovert 200 M. For details,

see Refs. [8,9]
Software: inhouse developed real-time tracking software (LabVIEW)

Data format Raw
Analyzed

Parameters for
data collection

Zebrafish larvae (mutant zebrafish line Roy) were embedded in low melting agarose gel.
Labelling was carried out by injecting desired UAS construct into eggs immediately after
fertilization.

Description of
data collection

Data was collected at three days post fertilization at 25 �C in low melting agarose gel. The
mitochondrion of interest was photoactivated with 405 nm laser excitation and afterwards
tracked using 488 nm excitation. The orbit time was set to 5 ms followed by one 5 ms dark
orbit where the specimen was not illuminated. The long-range tracking threshold was set to
a threshold of 0.5882 V or 10.18 mm.

Data source location Department of Chemistry, Ludwig-Maximilians-Universit€at München, Munich, Germany
Data accessibility Repository name: Zenodo

Data identification number: 10.5281/zenodo.2815430
Direct URL to data: https://zenodo.org/record/2815430#.Xfnk-PwxmUk
Analysis Program:
Repository name: Gitlab
Direct URL: https://gitlab.com/frmie/Orbital-Tracking-Zebrafish2019

Related research article F.Wehnekamp, G. Pluci�nska, R. Thong, T. Misgeld, D. C. Lamb, Nanoresolution real-time 3D
orbital tracking for studying mitochondrial trafficking in vertebrate axons in vivo, eLIFE,
https://doi.org/10.7554/eLife.46059.001 [8].

Value of the Data
� The data provide long traces (up to 111,538 data points and displacements of up to 100 mm) with high spatiotemporal

resolution including stationary and directed motion of different velocities.
� The data can be used for developing more detailed models of mitochondrial transport and looking at the transition

mechanisms between different motional behaviors.
� Research on neurological diseases may benefit from a detailed analysis of mitochondrial transport as the transport speed

and transition probabilities may be affected.
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written to disk during the measurement. Trajectories of individual mitochonria being transported in
the axon of sensory neurons in zebra fish embryos are the data we provide in this article (see [8] for
details). The trajectories contains a wealth of information regarding the behavior of the particles that
can extracted using various analysis methods. The dataset represents the raw data of several tracked
mitochondria in the antero- and retrograde directions. Each .txt file includes all information with
respect to one tracked mitochondrion. The file header contains information about the experimental
settings, i.e. defined orbit time and -radius, number of delay orbits in which the sample was not
illuminated with light and long-range tracking events where the sample is recentered on the micro-
scope (0: disabled; 1: activated) with the corresponding border at which the repositioning is per-
formed. The information available in the .txt files is listed in Table 1.

The first three columns from the data entries provide the particle position information for each co-
ordinate axis. Thedistances havebeenupdated for any long-range trackingevents. In the fourth andfifth
columns, the orbit number aswell as the orbit time for each orbit during themeasurement are saved. For
experiments where the particle of interest is moving slowly in comparison to the maximum tracking
speed of the setup, darkorbits can be introducedwhere the excitation laser is turned off during the orbit.
This allows the particle to be tracked over longer times with less photobleaching, but at a reduced
temporal resolution. Dark orbits are not included in the data file as they do not contribute any new
tracking information (but are given an orbit number, which will bemissing in the file) and the timing of
the dark orbit is included in the determination of the calculated orbit time. In these experiments, data
were collected at 5msper orbitwith every secondorbit being a dark orbit, leading to anoverall temporal
resolution of 10 ms. The detected intensity of each detector per orbit is listed in columns six and seven.
When a simultaneouswide field image ismeasured, the camera frame number is given in column eight.
In column nine, information is given of whether a particle is being actively tracked in this orbit. For
example, in the beginning of the experiment, when the instrument is looking for a particle, this will be
zero. Also,when the intensity of the particle drops belowa given threshold indicating photobleaching or
that a particle has left the orbit, this will be zero. In the last two columns, information regarding the
status of long-range tracking is given. When long-range tracking is enabled, particles that reach a pre-
defined distance from the center of the field of view are recentered on the microscope. The orbital

Table 1
Overview of raw date file including file header and data entries.

File Header

Entry Description

File Path Original file path of raw data
Date Date when experiment was carried out
Time Begin of experiment
Orbit Time [ms] User defined time of orbit rotation
Orbit Radius [V] User defined size of orbit
Tracking Threshold [Hz] Threshold for distinguishing between the execution of tracking or search algorithm
Delay Orbits Number of dark orbits
Number of Particles Number of tracking channels in the experiment
Long Range Information regarding activation of long range tracking mode (0: disabled; 1: activated)
Long Range Threshold [V] User defined threshold at which the repositioning of stage is to be executed during a

long-range tracking experiment

Data Entries

Column Description of entry

1 e 3 Position information (x,y,z)
4 Orbit number
5 Calculated orbit time (including delay orbits and long-range tracking events)
6 & 7 Total detected signal of each detector during the given orbit. Two detectors are used to

provide the z-position given in column 3
8 Camera frame for the wide-field detection
9 Tracking (0: inactive; 1: active)
10 & 11 When long-range tracking is enabled, this provides information on whether the sample

is being tracked or the microscope stage is being repositioned in x (column 10) and y
(column 11) (0: repositioning is inactive; 1: sample is being repositioned)
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tracking is performed by adding an offset to the orbiting galvanometer mirrors, which allows fast
feedback of the system. Hence, the laser tracks the particle. The quality of tracking decreases as the
particlemoves farther from the center of the field of viewwhere everything is optimally aligned. Hence,
upon reaching a predetermined threshold, the microscope stage is repositioned to place the particle at
the center of the field-of-view and the galvanometer mirrors are also recentered. This takes 30e70 ms,
which is typically much longer than the time of a single orbit. Hence, these columns indicatewhether a
reposition event in x (column 10) or y (column 11) is taking placed during the recorded orbit.

All position values including the particle position (columns 1e3), orbit radius (file header) and long
range threshold (file header) are stored as voltages in the corresponding hardware. To transform this
information into the trajectory of the particle, the particle position needs to be multiplied by the
determined scaling factors (lateral: 17.30 mm/V; axial: 10.00 mm/V).

2. Experimental design, materials, and methods

2.1. Sample preparation and data acquisition

A mutated zebrafish line (Roy) was used in these experiments [10e13]. Labelling with mitoPAGFP
was carried out by injecting UAS constructs into fertilized eggs [14]. For tracking measurements on the
microscope, animals were embedded in low melting agarose gel. The temperature was set to 25 �C
during the experiments. The mitoPAGFP of single mitochondria was activated by scanning a region in
the vicinity of the particle with 405 nm light and then tracked with 488 nm excitation. As we were
tracking moving mitochondria, the mitochondria quickly moved away from the photoactivated area
and we did not have problems with multiple photoconverted mitochondria interfering with the
tracking algorithm. During tracking experiments with enabled long range tracking, the specimen was
automatically recentered in the field of view by a xy-stagewhen themitochondrionwas crossing a pre-
defined position threshold of 0.5882 V or 10.18 mm. Detailed information regarding sample preparation
and data acquisition is provided in the related paper [8].

2.2. Correlation analysis

To distinguish between active transport and stationary states, we performed a correlation analysis
on the angle between consecutive positions. The idea behind the analysis is that stationary states will
have a random distribution of angles where as directed transport will have a preferred direction of
motion. If the reader wishes to compare their analysis of the trajectories with what we published
(Figure 2in Ref. [8]), we provide a short description of how we analyzed the data. The axis for the
correlation was determined by a line connecting the position between the beginning and end of the
trajectory in the x, y plane. The displacement in z was small in comparison to the lateral displacement
for the trajectories and was ignored. The lateral angle between two orbitsFðtÞwas calculated along the
trajectory. The correlation of the lateral angle was then calculated along the trajectory:

Corðt; tÞ¼ 1
ðn� tÞ

Xtþtmax�t

i¼t
FðiÞFðiþ tÞ (1)

where t is the correlation lag time, t the time along the orbit, n the number of data points and tmax the
size of the correlationwindow. An example of the correlation analysis is shown in Fig.1 for a retrograde
mitochondrial trajectory obtained at 100 Hz (Fig. 1a). The correlation carpets for the zoomed in region
of the trajectory were calculated according to equation (1) for three different correlation windows
tmax ¼ 32, 64 and 128 data points (Fig. 1b). As shown, the noise as well as the sensitivity are strongly
dependent on the size of tmax. For our analysis, we choose a time window of tmax ¼ 64 data points. For
determining the threshold between active transport and stationary states for each trajectory, the an-
gles were randomized and the correlation analysis was repeated for the randomized lateral anglesFrand

obtaining a Corrand. As the distribution of angles in a trajectory with a large total displacement already
contains a bias, we added a negative copy of the trajectory to the data before performing the
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randomization. The threshold T was set by looking for a correlation amplitude that deviated by more
than five standard deviations (the weighting factor w below) from the average of the randomized
correlation function, calculated with following equation

T ¼MðCorrandÞþw*sðCorrandÞ (2)

where M is the mean of Corrand and s the corresponding standard deviation. Fig. 1c illustrates the
influence of three different weighting factors w to determine the threshold T. In the lower plot, the
zoomed in region of the trajectory in Fig. 1a is separated into stationary phases (shown in red) and
transport (shown in green) respectively. As described in the main paper, the weighting factorwwas set
to five [8]. Each region of the trajectory above the threshold was treated as a single, directed transport
event in which the distance, duration and velocity could be determined. The code for this correlation
analysis was written in Matlab and is available online: https://gitlab.com/frmie/Orbital-Tracking-
Zebrafish2019. It is also worth mentioning the software package of Christoph Gohlke [15], who has

Fig. 1. Correlation analysis of a mitochondrial retrograde trajectory. (a) An example trajectory and zoom in of a moving mito-
chondrion in the retrograde direction with a time resolution of 100 Hz. (b) Correlation carpets of the lateral angles F(t) between
consecutive orbits with different sliding windows tmax. (c) The correlation amplitude determined from the sum of the correlation
function over a sliding window of 64 data points is plotted. Three different weighting factors corresponding to thresholds of 3, 5, and
7 times the standard deviation of the correlation function calculated from the randomized trace (Equation (2)) are shown in red. The
lower plots show the influence of the different thresholds on the separation of regions of directed transport (shown in green) and
stationary phases (shown in red) for the zoomed in region of the trace in panel (a).
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written a Python library to analyze data generated by SimFCS [16]. To analyze our raw data with
Chirstoph Gohlke's software, it is currently necessary to write a read-in function.
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active feedback loops. In post-processing 
approaches, the lateral information of 
the particle is directly encoded in the 
pixels covering the field of view (FOV). 
The axial position of the emitter can be 
obtained by recording images of sev-
eral planes (z-stacking),[2] imaging the 
diffraction pattern of out-of-focus par-
ticles,[3] or by engineering the point 
spread function (PSF).[4,5] In the case 
of 3D active feedback tracking, popular 
approaches include tetrahedral detec-
tion,[6] TSUNAMI,[7] 3D-SMART,[8] and 
(PIE-)MinFLUX.[9,10] Real-time tracking 
approaches are low throughput but have 
the advantage of typically higher tem-
poral resolution and the ability to follow 
a single particle over longer periods 
of time. As the microscope system 
is directly focused on the particle of 
interest, more advanced spectroscopic 
information can also be collected on 
the particle during tracking.[11] This ena-

bles more elaborate analyses of the tracked particle and its 
measured motion.[12]

In this paper,  we  focus on orbital tracking, which was pro-
posed theoretically for two dimensions by Jörg Enderlein in 
2000[13] and realized experimentally in three dimensions by 
Enrico Gratton.[14] In orbital tracking, the excitation laser is 
rotated in a circular pattern or “orbit” around the tracked object. 
This real-time SPT approach combines high spatial resolution 
(xy: ≈3 nm; z: ≈20 nm) with fast response times (≈5 ms) over 
large distances (>100 µm) and time ranges (up to 10 min). In 
combination with photoactivation, this method provides unique 
insights into biological systems, e.g., by tracking cargo trans-
port in vivo or mitochondrial trafficking in zebrafish larvae,[12,15] 
measuring the metabolism in lysosomes by detecting solvent-
dependent intensity fluctuations[16] or monitoring heterogenei-
ties on surfaces.[17] Furthermore, slow conformational changes 
can be probed in solution, which are not accessible by conven-
tional fluorescence correlation spectroscopy while tracking.[18]

Single-particle tracking provides super-resolution informa-
tion in living dynamic systems. However, often not only subdif-
fractional resolution is required, but a methodology that addi-
tionally allows for investigating the interaction of two particles 
with high temporal and spatial resolution. This requires the 
existence of a second channel for SPT and the capability of syn-
chronized tracking. While dual-color SPT is relatively straight-
forward for camera-based approaches,[19–21] feedback-based, 
dual-color SPT methods have only been developed to track par-
ticles in close vicinity (<500 nm) or read out the spectral proper-
ties during tracking. Using two-photon excitation, Gratton and 

Feedback-based single-particle tracking (SPT) is a powerful technique for 
investigating particle behavior with very high spatiotemporal resolution. 
The ability to follow different species and their interactions independently 
adds a new dimension to the information available from SPT. However, only 
a few approaches have been expanded to multiple colors and no method is 
currently available that can follow two differently labeled biomolecules in 4 
dimensions independently. In this proof-of-concept paper, the new modali-
ties available when performing 3D orbital tracking with a second detec-
tion channel are demonstrated. First, dual-color tracking experiments are 
described studying independently diffusing particles of different types. For 
interacting particles where their motion is correlated, a second modality is 
implemented where a particle is tracked in one channel and the position of 
the second fluorescence species is monitored in the other channel. As a third 
modality, 3D orbital tracking is performed in one channel while monitoring its 
spectral signature in a second channel. This last modality is used to success-
fully readout accurate Förster Resonance Energy Transfer (FRET) values over 
time while tracking a mobile particle.
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1. Introduction

Since the first publication of a single-particle tracking (SPT) 
instrument for tracking biological samples in 1971 by Berg,[1] 
the field of SPT approaches has tremendously grown. Today, 
SPT is typically split into two approaches: camera-based 
measurements where movies are collected and trajecto-
ries   extracted afterward, and real-time techniques using 

© 2023 The Authors. Small published by Wiley-VCH GmbH. This is an 
open access article under the terms of the  Creative Commons Attribu-
tion-NonCommercial License, which permits use, distribution and repro-
duction in any medium, provided the original work is properly cited and 
is not used for commercial purposes.
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co-workers demonstrated spectra collection while performing 
orbital tracking[11] and have shown that distances between two 
closely spaced particles can be measured with nm accuracy.[22] 
Liu et  al. tracked conformational changes of tandem partners 
using two-photon excitation with the TSUNAMI approach.[23] 
Werner and co-workers extended their tetrahedral tracking 
technique by a second detection volume allowing for the meas-
urement of apparent FRET during tracking.[24] In the later dual-
color approach, the active tracking is carried out in the donor 
channel while probing the acceptor signal in parallel. However, 
none of these approaches have demonstrated the tracking of 
two particles independently nor of probing accurate FRET.

In this paper,  we  developed a 3D orbital-tracking system[12] 
for multi-color tracking: It allows for dual-channel tracking 
of independently as well as correlatively moving particles and 
provides multi-color detection to enable single-molecule spec-
troscopy of diffusing particles. First, individual beads emit-
ting at different spectral ranges were tracked independently. 
A diffusion analysis of the individual 3D trajectories allows 
for characterization of the motion of particles and moni-
toring of particle interactions while diffusing in the medium. 
Here, the position and distance between the particles can 
be monitored in real time with nanometer resolution. In 
the next step,  we  demonstrate its capabilities by dual-color  
tracking of double-labeled beads in solution mimicking co-
diffusive motion. Using two detectors per tracking channel in 
the presented 3D orbital tracking approach,  we  employ one 
detector pair for SPT while using the other detector pair to 
localize the second fluorescence signal. Alternatively, in a third 
approach,  we  use the second detection channel to perform 
single-molecule spectroscopy. In particular, we performed accu-
rate, single-pair FRET (spFRET) measurements on diffusing 
particles. This allows us to monitor the position as well as the 
time trajectories of FRET efficiency of the freely moving parti-
cles simultaneously.

2. Experimental Section

2.1. Materials and Preparation Procedures

Chemicals were purchased from Sigma–Aldrich and used 
without further purification, if not stated otherwise, including 
bovine serum albumin (BSA), catalase (Asp. niger), ethylene-
diamine-tetraacetic acid (EDTA), glucose, glucose oxidase (Asp. 
niger Type VII), glycerol, phosphate-buffered saline (PBS), Tris 
base, Tris HCl, Trolox, and sodium chloride.

For image calibration experiments, multifluorescent beads 
purchased from Spherotec Inc (FP-0557-2) were used. For 
dual-color tracking experiments of independently moving 
beads, we used two suspensions of coated, fluorescently labeled 
polystyrene particles 0.1% (w/v) purchased from Kisker Biotech: 
1) Streptavidin-coated particles (named “yellow”/PC-SAFY-0.5; 
Kisker) emitting between 460–540  nm and having an average 
diameter of 450  nm and 2) Avidin-coated particles (named 
“purple’/PC-AFU-0.5; Kisker) emitting between 580–650  nm 
with a diameter of 560  nm. For dual-color tracking meas-
urements on co-diffusing labeled objects, the avidin-coated,  
‘purple” particles (PC-AFU-0.5; Kisker) were employed, and 

they were labeled with a biotinylated Atto488-dye (AD 488;  
Atto-Tec GmbH). Dual-color surface localization experiments of 
the same bead samples were used for verification of the preci-
sion of the image calibration procedure (Figure 3B).

Tracking experiments with spFRET readout of dsDNA oligos 
were carried out on labeled streptavidin-coated silica beads 
(480  nm, CS01000-2; Polysciences Europe GmbH) with bioti-
nylated dsDNA oligos and Atto488. Labeling as well as mixing 
of particles was carried out in PBS.

Single-stranded DNA 40-mers containing the desired modi-
fications were obtained commercially (Scheme  1). Bottom 
strands were labeled at the B6, B12, and B18 positions with the 
donor fluorophore Atto565 and purchased from Metabion. The 
top strand was purchased from IBA, biotinylated at the 3′-end 
and contained the acceptor dye Atto647N at position T27. The 
complementary DNA strands were annealed in 500 mm NaCl, 
20 mm TRIS, and 1 mm EDTA at pH 8. After heating the mix-
ture to 95 °C, the temperature was held for 3 min and cooled 
down to 4 °C at a rate of 1 °C min−1.

If not mentioned otherwise, all samples were measured in 
8-well chamber slides (Nunc LabTek I, Thermofisher) that had 
been passivated with 1 mg mL−1 BSA in PBS for 10 min before 
the measurement. MFD-PIE experiments[25] were carried out 
on freely diffusing dsDNA molecules at 25–50  pm in PBS at 
room temperature (20 °C).

2.2. Cell Culture

An HuH7 cell line  stably expressing Rab5-GFP had been 
validated and tested negative for mycoplasma contamina-
tion. HuH7 Rab5-GFP were cultured in high-glucose DMEM 
(Gibco) with 10% foetal bovine serum, 100  U  mL−1 Penicillin, 
100  µg  mL−1 streptomycin, and 400  µg  mL−1 geneticin (G418, 
Gibco) with 5% CO2 at 37 °C. Cells were plated at 80,000 cells 
per well in a LabTek II chambered coverglass (Nunc, Ther-
mofisher). Twenty-Four hours after seeding, the medium was 
exchanged with a DMEM red phenol free medium, and the pre-
viously described “purple” beads were added half an hour prior 
to the observation.

2.3. Orbital Tracking Setup

2.3.1. Instrument

The general microscope design was based on a previously 
developed confocal setup for one-color 3D Orbital-Tracking,[12] 
which was extended for multi-channel, dual-color tracking. 

Small 2023, 19, 2204726

Scheme 1. DNA sequences used in Tracking/spFRET experiments. The 
top strand (T) contained the donor fluorophore (Atto565), while one of 
three different bottom strands (B) containing the acceptor fluorophore 
(Atto647N) was annealed to the top strand.
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Three lasers were used as excitation sources (Sapphire 488-20 
CDRH; Coherent/Jive CDRH CW 561; Cobolt/05-LHP-151; 
Melles Griot) at 488, 561, and 633 nm, respectively. The lasers 
were guided through an acousto-optical tunable filter (TF525-
250-6-3-GH19A, Gooch & Housego) to control the excitation 
cycles of the three light sources. Afterwards, they were coupled 
into a single-mode fiber (QPMJ-A3A,3A-405/650-3/125-3-5-1; 
Oz Optics) to clean up the beam profile and decouple the exci-
tation path from the microscope. The excitation and detection 
path of the microscope were combined by a quad-band poly-
chroic mirror (zt405/488/561/640rpc; AHF), which transmits 
the fluorescence emission and reflects the laser beams onto 
a two-axis galvanometric mirror system (GVSM002/M; Thor-
labs). A telescope system (80 and 250  mm achromatic lenses, 
Thorlabs) was used to image the output of the galvanometric 
mirrors unto the back aperture of the objective and the laser 
beam was focused by the objective onto the sample (PlanApo 
VC 60x/1.20WI; Nikon). The fluorescent signal was collected 
by the same objective. After passing the quad-band polychroic 
mirror, a long pass dichroic mirror (H560 LPXR, AHF) reflects 
the emission triggered by the 488  nm excitation laser. The 
fluorescence emission was filtered by an emission bandpass 
filter (525/50 Brightline HC; AHF) and then directed onto the 
two detection paths by a 50:50 beam splitter (#F21-020; AHF). 
Afterwards, it was focused by a lens (AC254-050-AB; Thorlabs) 
onto two 50  µm multimode fibers (M42L01, Thorlabs), which 
act as confocal pinholes, which guide the light to the sepa-
rate avalanche photodiode detectors (APD, CountBlue; Laser 
Components).

The second detection channel was constructed identically. It 
shared the same geometry as channel one but employed two 
different focusing lenses (AC254-075-AB; Thorlabs) and APDs 
(SPCM-CD 3017; Perkin Elmer). For the dual-color tracking 
modality, the fluorescent signal was split onto two detectors by 
a 50:50 beam splitter (#F21-020; AHF) and spectrally filtered 
by an emission filter (685/70; Thorlabs). For parallel spectro-
scopic readout (in this case FRET), the 50:50 beam splitter was 
exchanged by a dichroic mirror (zt640rdc; Chroma) separating 

the donor from the acceptor signal. Each beam was cleaned up 
by an additional emission filter (593/40 and 685/70; Thorlabs, 
respectively).

2.3.2. Tracking Software

The experimental setup was controlled using a Field Program-
mable Gate Array (FPGA) controlled via LabVIEW2018. The 
software was executed on two different levels, consisting of a 
non-deterministic and a deterministic execution (Figure  1), to 
achieve exact hardware triggering during the orbital tracking 
experiment, as described previously.[12] In brief, the self-written 
program was executed on two systems: the host computer and 
a deterministic processing unit (cRIO 9082; National Instru-
ments), combining a real-time processor and a FPGA. The 
real-time unit synchronizes all hardware components, executes 
the tracking algorithm, and streams the data to the host com-
puter. It synchronizes, in particular, the execution of the hard-
ware via TTL pulses, receives the incoming TTL signals from 
the detectors, and generates the voltages for repositioning the 
galvanometric mirrors to generate the rotating orbit of the 
exciting lasers. Each orbit was divided into 16 segments. The 
FPGA bins the photon detected for each orbit segment, stores it 
in a direct memory access first-in-first-out (DMA-FIFO) buffer, 
and streams it to the real-time processor for calculating the par-
ticle position within the orbit (see Section 2.3.3, Tracking algo-
rithm). This was done for both detectors within the detector 
channel, i.e., the real-time processor receives 32  bins in total. 
After determining the lateral position of the particle from the 
summed data of both detectors, the value was transferred back 
to the FPGA for the next rotation period provided the binned 
signal exceeds a user-defined threshold (typically 5 kHz). When 
the signal falls below the given threshold, the particle was 
considered to be outside of the orbit and a search algorithm 
is started. In parallel, the data were streamed to the host com-
puter (non-deterministic unit) via a gigabit Ethernet connection 
and written to a solid-state disc as a text (.txt) file. The text file 

Small 2023, 19, 2204726

Figure 1. Flow chart of data acquisition for the Tracking/spFRET modality.
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contains the 3D position information and intensities for each 
channel.[26] In addition to receiving the data, the host computer 
generally controls the real-time unit, i.e., it defines experi-
mental settings, starts and stops the tracking algorithm, and 
visualizes the received tracking data during the experiment.

The above-described procedure summarizes the overall 
software architecture for one tracking channel. For dual-color 
experiments, both tracking channels were read-out indepen-
dently. One .txt file was generated per each tracking channel, 
in which the data per detector-pair were written. Here, the real-
time unit alternates the data acquisition and streaming to the 
real-time processor for each tracking channel resulting in a 
decrease of time resolution by a factor of 2–10 ms for the exper-
iments here. The software discriminates between the three 
tracking modalities described in this publication as follows:

1) For independent dual-color, real-time tracking experiments, the 
unit treats each tracking channel independently. The real-time 
processor calculates the position of each particle and transfers 
the information to the FPGA, i.e., the instrument switches 
between both particle positions alternatingly. When the fluo-
rescence intensity of a particle in one channel falls below the 
tracking threshold, the search algorithm is executed in the cor-
responding channel while the second particle is still tracked.

2) When probing correlative motion, one tracking channel is 
defined as the “leading channel”. After orbiting around the 
particle in the leading channel, the data are streamed to the 
real-time processor for position calculation and the feedback 
algorithm applied. The next orbit is performed at the updated 
position with the excitation laser of the second channel. The 
data from the second orbit are transferred to the real-time 
unit, which directly streams it to the host without a position 
update. Now, the next orbit is executed for the “leading chan-
nel”. In this mode, the search algorithm is only started when 
the detected count-rate is below the threshold of the leading 
channel.

3) In the tracking/FRET modality, one tracking channel is set 
as the leading channel for position determination while the 
other channel monitors the fluorescence signal of the tracked 
FRET pair. The data acquisition, streaming, and position up-
date are the same as described above in the case of correlative 
motion. After performing an orbit for the tracking channel, 
a spatially identical orbit is performed for either direct donor 
or acceptor excitation according to the ALEX sequence. One 
complete cycle comprises: tracking channel, acceptor excita-
tion, tracking channel, donor excitation.

The TTL signal of each detector was acquired with the 
40  MHz time resolution given by the onboard clock of the 
FPGA. In addition to the micro-time, which was given as the 
number of clock cycles since the last photon was detected, each 
detected photon was tagged with further information regarding 
the orbit number, orbit segment, detector number, and exci-
tation laser. All information was multiplexed into a 64-bit 
unsigned integer and transferred in separate data FIFO1 to 
the real-time processor (Figure 1). To have a live update of the 
FRET signal on the host computer, the detected photons during 
donor and acceptor excitation are also binned in user-defined 
time intervals and the values were transferred using a FIFO2 
and network stream (visualization stream, Figure 1). This data 

transfer was executed independently from the tracking algo-
rithm on the FPGA. On the host, the received data from the 
FRET stream was written into a binary sidecar file consisting of 
the same name as the .txt file. The binned count-rate received 
from the visualization stream was monitored to inform the 
user about the presence of the FRET pair.

2.3.3. Tracking Algorithm

The implemented 3D tracking algorithm separates the position 
determination for the lateral and axial localization. The total 
intensity from both detectors was used to calculate the lateral 
position. This signal was measured along the orbit and binned 
into 16 different positions and expressed as a Fourier series 
with coefficients up to the 16th order ( = 16k ):

∑ϕ ϕ ϕ( ) ( ) ( )( ) ( ) ( )= + +
=

,
2

( cos sin )0

1

16

I r
a r

a r k b r k
k

k k
 (1)

The lateral position of the particle with respect to the center 
of the orbit is encoded in the zero- and first-order coefficients 
obtained from a Fast Fourier Transformation. The angular posi-
tion, ϕ, and the radial distance, ′dr , from the orbit center can be 
calculated from the zero- and first-order coefficients as follows:

ϕ
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 where orbitr  is the radius of the orbit and ( )f r  is a theoretically 
determined scaling function that converts the modulation of 
the signal to a distance. The axial localization is accessible by 
comparing the difference in signal between one detector pair. 
The particle position ′dz with respect to the focal plane can be 
calculated as follows

( )′ = ∆ −
+

· · 1 2

1 2

d z g z
I I

I I
z

APD APD

APD APD

 (3)

where ∆z is the distance between the detection planes of 
APD1 and APD2, which are positioned equidistantly above 
and below the actual focal plane, and ( )g z  is the corre-
sponding scaling function for z. Both scaling functions are 
implemented as lookup tables to decrease the computation 
time. Slight differences in the effective detection efficiency for 
the two detectors in a detection pair will lead to an offset in 
the position of the particle from the actual focal plane. How-
ever, this z-offset does not impact the determined trajectory 
and the z-feedback loop aims to equalize the counts between 
the two APDs. For two color tracking, the offset from the 
focal plane along with chromatic aberrations leads to an offset 
between the two tracking channels. As the objective is moved 
in the z-dimension using a piezo stage for the axial tracking 
routine, this offset is independent of the absolute z-position 
and is found to vary only slightly in the x-y plane (Figure S1, 
Supporting Information).

Small 2023, 19, 2204726
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2.3.4. Data Collection and Analysis

As described above, dual-color tracking experiments can be 
carried out in two different ways: 1) both tracking channels 
are treated independently, or 2) the software actively tracks the 
movement of one particle and probes its surrounding for the 
second particle. In both variations, the corresponding laser 
lines can either be simultaneously activated or alternated.

Image Calibration and Dual Color Localization Experiments: When 
measuring the position of multifluorescent beads that were detect-
able in both detection channels, it was evident that this microscope 
had a significant shift between the two channels. The main con-
tribution of this offset originates from the chromatic aberrations 
of the telescope optics between the galvanometer mirrors and 
the objective, which were crucial for good scanning and imaging. 
Hence, it was necessary to register the two detection channels to 
correct for the aberrations. The chromatic aberrations could also 
be minimized by purchasing optimized lenses, as it was shown 
recently for another microscope system.[27]

To register the positions of the two detection channels, 
a transition matrix was determined using multifluorescent 
beads. One hundred microliters of the stock solution (0.2%) 
of multifluorescent beads was diluted 100-fold in PBS, added 
to an untreated LabTek chamber and allowed to sediment for 
10  min. The beads were then tracked for 5,000–10,000 orbits. 
The red detection channel was defined as the leading channel 
for actively tracking one particle and the blue detection channel 
as the passive localization channel for determining the position 
from the second signal. Using the position reconstruction from 
the fluorescent signal of the blue channel, the coordinates were 
mapped onto the leading channel generating a transformation 
matrix. The geometric transformation function fitgeotrans from 
MATLAB was used to calculate the transformation matrix. The 
experiment was repeated with Atto488 labeled, red-emitting 
avidin coated beads. One hundred microliters of a 100-fold 
diluted 0.1% suspension was mixed with 100  µL of a 100  pm 
Atto488-biotin solution and incubated for 10 min. The mixture 
was then added to an untreated LabTek chamber. The beads 
were tracked with the same settings for 5,000 orbits each after 
10 min of sedimentation time. Whenever the spectral range of 
one of the tracking channels is changed, the transformation 
matrix needs to be redetermined.

Dual-Color 3D Orbital Tracking Experiments: Dual-color 
tracking experiments were demonstrated by using 488 and 
633  nm excitation to update the position of a particle in the 
leading channel first and consecutively localize the second par-
ticle (independent motion) or its emission (correlative motion). 
All experiments were carried out at laser powers of 0.32  µW 
for 488 nm and 0.42 µW for 633 nm laser excitation measured 
before the microscopy body. The orbit-time for each channel 
was set to 5 ms.

For independent dual-color tracking, two 0.1% particles sus-
pensions of ≈500  nm size beads were mixed (see Section  2.1, 
Materials and Chemical section for further details). Two micro-
liters of the “yellow” beads and 10  µL of “purple” beads were 
mixed with 188  µL PBS and directly added to the passivated 
LabTek chamber for the measurements.

For correlative dual-color tracking, a 100-fold diluted suspen-
sion of 0.1% “purple” particles was labeled with biotinylated 

Atto488. Here, 100  µL of the pre-diluted particle solution was 
added to 100 µL of a 100 pm Atto488-biotin solution and incu-
bated for 10  min. As the vast majority of the fluorophore is 
bound to the avidin-coated beads, no purification step was nec-
essary afterwards. The sample was then directly diluted with 
buffer to a final volume of 750  µL containing 1% (w/v) Glu-
cose, 10% (v/v) Glycerol, 1 mm Trolox, and 10% (v/v) Glucose-
Oxidase/Catalase system for photo-stabilizing the Atto488. This 
imaging mix was immediately added to a passivated chamber 
of an 8-well LabTek slide and sealed. Experiments were started 
after waiting for an additional 5 min for oxygen removal.

Tracking/spFRET Experiments: For 3D FRET-tracking, the 
microscope alternates between reading out the position in the 
tracking channel 1 (488  nm excitation) and probing the FRET 
signature of the sample in the second channel. ALEX exci-
tation was used at 633 and 561  nm with position determina-
tion, probed at 488 nm. For slowly diffusing objects, the donor 
and acceptor excitation times can be performed for an integer 
number of orbits before switching to 488  nm excitation for 
updating the position of the particle. 3D FRET/tracking meas-
urements were carried out using 12 µW for 488 nm, 88 µW for 
561 nm, and 18 µW for 633 nm excitation measured before the 
microscope body.

To extract the distance of fluorescent labels on diffusing 
dsDNA via FRET, the dsDNA oligos were attached to slowly dif-
fusing streptavidin-coated silica beads (#CS01000-2; Polysciences 
Europe GmbH). For this, 1 µL of the 146 pm bead suspension was 
added to 50 µL of 5 pm dsDNA and pre-incubated the mixture for 
5 min. During mixing, a few beads were bound with a high con-
centration of dsDNA but the majority of beads ended up with 
either one or no dsDNAs attached. Afterwards, 50 µL of 60 pm 
Atto488-biotin was added to the mixture and allowed to incubate 
for 5 min. For photostabilization, the prepared solution of 101 µL 
was filled to a total volume of 750 µL of PBS containing 1% (w/v) 
glucose, 10% (v/v) glycerol, 1 mm Trolox, and 10% (v/v) mixture 
of the glucose-oxidase/catalase system (6.25 µm glucose-oxidase 
in 40% glycerol and 2  mm TCEP; 400–800  nm catalase). This 
imaging mix was immediately added to a passivated chamber 
of an 8-well LabTek slide and sealed. First measurements were 
started after allowing 5 min for oxygen removal.

Data Analysis: The obtained data from dual-color tracking 
experiments were loaded and analyzed with home-written scripts 
in MATLAB2018a. The FRET data collected during tracking 
were analyzed with a home-written program developed in Lab-
VIEW2018. After loading the tracking and sidecar files, the full 
data were extracted and converted into time bins of 50 ms. Next 
to the information from the first tracking channel including inten-
sity and its 3D trajectory, the software extracts the donor as well 
as acceptor intensities and calculates the FRET efficiency for the 
second detection channel. Next, the extracted traces were manually 
inspected for active tracking in the tracking channel. Otherwise, 
the respective data files were excluded from further analysis.

1) Diffusion analysis

Theoretical diffusion coefficients of beads were calculated 
using the Stokes–Einstein Equation

πη
=

6
D

k T

r
B  (4)
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where kB is the Boltzmann constant, T  the temperature, η the 
viscosity of the buffer, and r the hydrodynamic radius of the 
particle.

Diffusion coefficients for the measured traces were deter-
mined using the mean squared displacement (MSD) approach

MSD t r t t r t
t

  2( )( ) ( )( ) = + ′ − ′
′

 (5)

where 


( )r t  is the 3D trajectory of the particle. For reliable results, 
the MSD was calculated over a quarter or an eighth of the tra-
jectory data, depending on the length of the trace. MSD plots of 
traces showing Brownian motion (correlative tracks) were fitted to

( ) = 6MSD t Dt  (6)

with t representing the lag time between data points and D the 
diffusion coefficient. MSD plots of traces exhibiting diffusion 
with a flow were fit using:

( ) ( )= +6 2MSD t Dt Vt  (7)

where V  is the flow velocity of the medium.
For motion in cells, one typically observes multiple types 

of diffusional behavior. To summarize directed transport, 
Brownian diffusion and anomalous diffusion, the MSD plots 
were fitted to a generic equation:

( ) = αMSD t b t D  (8)

where the exponent, αD, indicates the type of motion and b 
is related to the respective diffusion or velocity.[28] For αD, the 
MSD was interpreted as directed transport with = 2b V . For 
α ∼ 1D  and α < 1D , the motion in these regions of the trajectory 
was interpreted as normal diffusion or anomalous diffusion, 
respectively, with = 6b D.

2) SpFRET analysis

All trajectories were inspected and characterized as FRET 
traces when they exhibited either single-step photobleaching 
of the FRET pair or count rates compatible with single fluoro-
phores. Regions within the selected traces were then catego-
rized as: 1) FRET signal, 2a) donor only or 2b) acceptor only, 
and 3) as background. Bead specific background correction was 
performed when possible.

bg
n n

B tXY

1

1
XY

stop start start

stop

∑( ) ( )=
− +

 (9)

where BXY  is signal intensity of the background measured with 
X  laser excitation and Y  detected emission channel for the par-
ticular bead, and n represents starting and stopping data points 
for the selected region. Otherwise, tracked beads not exhibiting 
a DNA label were used to categorize the background due to 
scattering or impurities in the buffer. The average background 
values from non-labeled beads were calculated for each channel 
( XYB ). The calculated background was then subtracted from the 
measured fluorescence signal

F t F t bgC XY XY XY, ( ) ( )= −  (10a)

or

( ) ( )= −,F t F t BC XY XY XY  (10b)

After categorizing the corresponding intensity traces and 
applying background correction for each tracked particle, the 
correction factors for direct excitation α , spectral cross talk β, 
and detection sensitivity γ  were determined.[25,29] The molecule-
wise correction factor α  for direct excitation was derived from 
“acceptor only” traces according to

∑α ( )
( )
( )

=
− +

1

1stop start start

stop

n n

F t

F tt

t
DA

AA

 (11)

Similarly, the correction factor β for spectral cross talk was 
derived from “donor only” traces, by taking the ratio of:

∑β ( )
( )
( )

=
− +

1

1stop start start

stop

n n

F t

F tt

t
DD

DA

 (12)

In traces exhibiting acceptor photobleaching, the correction 
factor γ was derived by
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 (13)

where regions 1 and 2 are regions of the trace selected before 
and after acceptor photobleaching, respectively. For cases where 
bead-specific correction factors could not be calculated, the 
average value was used instead (i.e., α  for direct excitation, β  
for spectral cross talk, and γ  for detection efficiency). Using 
the determined correction factors, a corrected FRET efficiency 
value E was calculated:

α β
α β γ

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

= − −
− − +

E t
F t F t F t

F t F t F t F t
DA AA DD

DA AA DD DD

 (14)

A particle-wise averaged FRET efficiency was then calcu-
lated. The FRET efficiency and uncertainty of the different 
FRET constructs were given by the peak and standard deviation 
of a Gaussian fit to the spFRET histogram.

2.4. SpFRET PIE-MFD Experiments

Solution-based, spFRET experiments on dsDNA were per-
formed on an inverted, confocal microscope (Ecclipse Ti, 
Nikon, Germany) equipped with 565  nm (LDH-D-TA-560, 
PicoQuant, Germany), and 640  nm excitation (DH-D-C-640, 
PicoQuant, Germany). The average excitation intensities for 
dual color measurements were 80  µW at 565  nm and 30  µW 
at 640 nm. The resulting fluorescence was separated from the 
excitation beams via a polychroic mirror (zt405/488/561/633, 
AHF; Germany), passed through a confocal pinhole (75  µm) 
and separated via polarization using a polarizing beamsplitter 
(PBS251, Thorlabs, Germany). The fluorescence was then split 
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spectrally via additional dichroic mirrors (BS560 and 640DCXR, 
AHF; Germany) and cleaned up with the appropriate emis-
sion filters (ET525/50 for the blue channel; ET607/36, AHF, 
Germany for yellow detection; ET670/30, AHF, Germany for 
red detection). Photons were detected using photon-counting 
APDs (Count-100B, Laser Components, Germany; 2x SPCM 
AQR-14/2x SPCM AQR-16, PerkinElmer, USA) and registered 
by independent but synchronized time-correlated single-photon 
counting (TCSPC) hardware (HydraHarp400, PicoQuant, Ger-
many). The detector signal was recorded using a home-written 
program in C#.

The recorded data were evaluated using PAM[30] to char-
acterize the double-labeled dsDNA constructs. The FRET 
efficiency, labeling stoichiometry, fluorescence lifetime and 
anisotropy were determined. To calculate these various 
parameters, the detected fluorescence photons were sorted 
according to the detection channels (donor detection channel: 
D; acceptor detection channel: A) and excitation source, which 
is encoded in the photon arrival time. Burst selection was 
performed by considering detected photons to belong to a 
single burst as long as the local count rate within a sliding 
window exceeded a certain threshold (5 photons within 500 µs 
or 10  kHz for the experiments performed here). Only bursts 
with a minimum of 50 photons were further analyzed. After 
burst selection, the bursts were additionally filtered using a 
minimum of at least 150 photons and an ALEX-2CDE filter[31] 
between 0 and 30. After background subtraction, the uncor-
rected proximity ratio E* and labeling stoichiometry Sraw 
were calculated for each fluorescent burst characterized by 
three photon-streams, i.e., by its donor-based donor emission 
FDD, donor-based acceptor emission FDA and acceptor-based 
acceptor emission FAA.

=
+

∗E
F

F FF
DA

DD DA

 (15)

= +
+ +

rawS
F F

F F F
DD DA

DD DA AA

 (16)

While E* monitors the proximity between both fluorophores, 
Sraw describes the ratio of donor-to-acceptor intensities. After 
binning the detected bursts into a 2-D E*-Sraw histogram,[25,29] 
the contribution of direct excitation S S/(1 )AO

raw
AO
rawα ′ = −  is derived 

by the acceptor-only population (AO). Using the uncorrected 
proximity ratio ∗EDO of the donor-only population (DO) allows for 
determining the amount of spectral cross talk β′ = ∗EDO/(1- ∗ )EDO   
into the acceptor channel. After correction of spectral cross talk, 
direct excitation, as well as differences in detection sensitivities 
between the channels,[25] the corrected FRET efficiency E and 
stoichiometry S are given by

α β
α β γ

= − −
− − +

′ ′

′ ′E
F F F

F F F F
DA AA DD

DA AA DD DD

 (17)

α β γ
α β γ

= − − +
− − + +

′ ′

′ ′S
F F F F

F F F F F
DA AA DD DD

DA AA DD DD AA

 (18)

The fully corrected FRET efficiency is related to the distance 
between donor and acceptor r using:

=
+ 





1

1
0

6E
r

R

 (19)

where 0R  refers to the Förster radius, i.e., the distance between 
donor and acceptor fluorophores at which the FRET efficiency 
is 50%. The Förster radius for fluorophore pairs in this study 
(Atto565-Atto647N) was taken to be 69 Å.

3. Results

The multicolor 3D orbital-tracking setup developed in this 
work was implemented based on a previously described con-
focal microscope.[12] A schematic representation of the orbital 
tracking approach is given in Figure 2A. By circularly rotating 
the laser excitation volume of the confocal microscope around 
the diffusing particle, the fluorescence signal will be modulated 
differently depending on its position within the orbit. By per-
forming a fast Fourier transformation (FFT) on this signal, the 
phase and amplitude modulation of the emitted fluorescence 
can be determined, which encode the particle position with 
respect to the orbit center and allow for lateral tracking. To 
obtain axial information at the same time,  we  implemented a 
detector pair. The detected signal is split equally between both 
APDs via a beam-splitter (Figure 2B) and the detection volumes 
of both APDs are equidistantly positioned out-of-focus. They 
are positioned above and below the focal planes via two sepa-
rate lens systems and multimode fibers are used as confocal 
pinholes for defining the detection volume. The signal from 
both detectors is added together for lateral tracking while the 
intensity ratio is used for axial tracking (see Experimental Sec-
tion). With the 3D information at hand, a feedback loop is used 
to re-center the orbit of the microscope on the diffusing particle 
and enables single-color, real-time 3D orbital tracking.

To enable dual-color 3D orbital tracking and/or reading-out of 
the spectroscopic signatures of a tracked particle, the instrument 
is equipped with two pairs of detectors and three laser lines at 488, 
561, and 633 nm (Figure 2B). For generating the orbit of the laser 
beam, galvanometric mirrors are used. The system is also equipped 
with a wide-field modality to visualize the environment around 
the particle being tracked. Diffusing particles in the sample were 
tracked using orbit repetition rates of up to 200 Hz. After excita-
tion, the resulting emission of the sample was detected on the two 
pairs of APDs. Using this configuration, experiments with three 
different modalities can be performed: 1) the dual-channel tracking 
configuration in which both channels alternatingly measure the 
position of two independent particles (Figure  2C), 2) correlative 
motion where  we  actively track the particle in three dimensions 
in one channel while alternatively determining the position of the 
second fluorescent species in the second channel (Figure 2D), or 3) 
the tracking of channel 2 was modified for reading out the spFRET 
signature of the tracked molecule (Figure 2E).

3.1. Independent Dual-Color Tracking

Dual-color tracking experiments were carried out in two dif-
ferent configurations. We first targeted the independent motion 

Small 2023, 19, 2204726
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of two different emitters by alternatingly tracking their posi-
tion in two separated detection channels. This is similar to 
the multiplexing approach that allows multiple particles to be 
tracked simultaneously using orbital tracking[32] but with dif-
ferent spectral signatures. To benchmark our instrument and 
approach,  we  first checked how accurately  we  could localize 
stationary, multifluorescent beads on a coverslip (Figure 3A). A 
clear shift between detection channels is observed. This is to be 
expected because chromatic corrections over the large excitation 
and detection range (488–700 nm) need to be applied. However, 
even with a well chromatically corrected systems, a registration 
of the two channels will be necessary to optimize the precision 
of the data on the nm scale. After applying the transformation 
matrix (Figure  3A, right panel, see Experimental Section for 
details), we  could localize the beads in both channels with an 
accuracy of <5 nm and a precision of <15 nm (Figure 3B) in the 
x-y plane. We concentrate here on the axial mapping, as it is sig-
nificantly influenced by chromatic aberrations. The axial dimen-
sion has a chromatic shift of 47 nm, which is fairly independent 
of the lateral position (Figure  S1, Supporting Information).  

For the calibration experiments, typical count rates for the indi-
vidual beads were between 15 and 90 kHz in the blue channel, 
and between 35 and 400 kHz in the red channel.

In the next step, we mixed two kinds of fluorescent polysty-
rene beads and tracked them in solution. One kind of bead is 
450  nm in size and emits between ≈460 and 540  nm (meas-
ured with 488  nm excitation; blue detection channel). The 
second kind of bead is 560 nm in size and emits between 580 
and 650  nm (measured with 561  nm excitation; red detection 
channel). Representative data from two independently diffusing 
particles are shown in Figure  4A (blue trace). Further exam-
ples are provided in Figure  S2 (Supporting Information). The 
blue particle was constantly tracked over ≈5.0  s with a sensi-
tivity threshold of 5 kHz for position detection (Figure 4A). This 
threshold defines whether a particle is within the orbit or if the 
instrument switches to the search algorithm. The measured 3D 
trajectory is shown in Figure 4B, where the temporal informa-
tion is color-coded in the trace changing from blue-to-green.

Similarly, the red fluorescence (Figure  4A; red trace) was 
used to track the 3D position of the second particle. Its  

Small 2023, 19, 2204726

Figure 2. Dual-color, real-time 3D Orbital-Tracking: setup, theory, and excitation sequences for the implemented modalities. A) The principle of orbital 
tracking: left, the laser (grey shaded area) is rotated in an orbit (black circle) generating a fluorescence signal depending on the position of the emit-
ters (depicted as grey and blue spheres) with respect to the orbit. Right, a schematic of the modulated signal is shown for the corresponding positions 
shown in the left panel. B) Schematic of the instrument. Three excitation lasers are guided onto a galvanometer-driven, two-axis mirror system for 
generating the orbit. A 60x water objective focuses the beam into the specimen. The fluorescence signal is collected by the same objective and relayed 
to the detection pathway by a PM. The signal is spectrally separated between the two detection channels via a DM. In each detection channel, the light 
is either split into two focal planes or into additional spectral regions, and focused on multimode fibers, which act effectively as confocal pinholes 
and guide the light to the APDs for detection. The detectors are connected to a FPGA which repositions the laser beam via an active feedback loop. 
Abbreviations: APD, avalanche photondiode; BS, beam splitter; FPGA, field-programmable gate array; PM, polychroic mirror; DM, dichroic mirror; 
M, mirror; PH, multimode fiber acting as a pinhole. C–E) Multi-color 3D orbital tracking modalities. Spectrally different particles can be tracked  
C) independently, D) correlatively or E) with spectroscopic readout. The corresponding excitation sequences for the implemented modalities are depicted 
below. Each rectangle represents one full orbit of the corresponding laser wavelengths. For the worked presented here, an orbit-time of 5 ms was used.
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corresponding trajectory in solution is shown in Figure  4B. 
The spirally shaped motions at roughly 3.25 and 3.75  s 
(shown in light grey) indicate activation of the search algo-
rithm as the corresponding bead was lost by the microscope 
for a short period of time. This happens when the detected 
emission falls below the set sensitivity threshold, which 
occurs more frequently with the red beads due to their 
approximately fourfold lower intensity. The distance between 
both particles (Figure 4C) varies during the observation time 
by >20  µm. Due to the relatively fast motions of the freely 
diffusing beads,  we  only collect one orbit at the previously 
determined location when alternating between beads. This 
leads to the large fluctuations observed in Figure  4A. If the 
objects were moving more slowly or if faster opto-mechanics 
were utilized in the system, one could perform a few orbits to 
lock in accurately on the particle, which would decrease the 
intensity fluctuations. However, as the position of the particle 
is determined via the phase and modulation of the signal,  
the absolute intensity does not have a dramatic influence on 
the location accuracy.

An analysis of the relative movement of both beads clearly 
indicates that their motions are independent. This can also be 
seen by comparing the relative and absolute mean-square-dis-
placement (MSD) plots (Figure  S3A, Supporting Information). 
For independent motion, the relative distance has a higher dif-
fusion coefficient than the absolute displacement of either bead. 
In addition, the MSD (Figure S3A, Supporting Information) also 
reveals that their diffusion is not dominated by Brownian motion 
but by turbulence induced upon the addition of the nanoparti-
cles to the imaging buffer. Diffusion with flow is also observed 
for other example trajectories shown in Figure  S2 (Supporting 
Information). We verified that the turbulence is not introduced 
by the z-oscillations of the objective switching between particles 
by performing an MSD analysis on the xy-projected trajectories. 
Flow is still observable in planes orthogonal to the motion of the 
piezo. The 3D MSD analysis returned the same average flow rate 
of 1.7 µm s−1 for both particles but was found to decrease over the 
course of the trajectory. The blue particle has a diffusion coef-
ficient of 0.84 ± 0.04 µm2 s−1, while the red bead diffuses slightly 
faster with a diffusion coefficient of 1.03 ± 0.05 µm2 s−1. Using 

Small 2023, 19, 2204726

Figure 3. Image calibration and corrected registration of the two channels. A) Tracked positions of calibration beads covering the field of view. Red and 
blue circles represent the center of mass coordinates for the respective channel. The offset between the channels originating from chromatic aberra-
tions is shown in the middle panel. After performing the mapping procedure, the blue detection channel is corrected. B) Histograms of the measured 
distance between the blue and red signal from individual beads along the x- and y-axis are shown for red-fluorescent beads labeled with Atto488 after 
applying the image transformation.
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the Stokes–Einstein relation, a fixed temperature of 20 °C and the 
viscosity for pure PBS medium[33] at 20 °C of η = 1.0192 mPa-s, 
the hydrodynamical radius r of each particle can be estimated. 
For the blue particle, we found a radius of ≈350 nm (or 700 nm 
diameter), and a radius of ≈370 nm (740 nm diameter) for the red 
bead. Both values are larger than the average value radius pro-
vided by the supplier (Experimental Section) of 225 and 280 nm, 
respectively. We also measured the size distribution of the beads 
using scanning electron microscopy (SEM). The dried beads have 
a size distribution centered ≈200 nm radius (or 400 nm diameter, 
Figure S4, Supporting Information) with the blue beads having 
a slightly larger radius. The hydrodynamic radius determined 
from orbital tracking deviates from what is expected from the 
measured particle sizes. However, the absolute values are dif-
ficult to compare due to the distribution in bead sizes, protein 
coating and solvation shell, and uncertainty in the exact solvent 
composition. We consistently observe a slower diffusion coeffi-
cient on average for the larger beads and have the advantage of 
measuring the diffusion coefficient directly on the tracked bead 
of interest under the exact experimental conditions.

3.2. Correlative Dual-Color Tracking

Often, it is sufficient to measure the distances between two 
particles when they are interacting, in which case, a correlative 

dual-color tracking approach can be used. To implement 3D 
orbital-tracking of two emitters that show correlative motion, 
one channel is defined as the leading channel and used for 
actively tracking one of the particles where the second channel 
is used to passively localize the second particle. This pro-
vides higher localization accuracy with the same time-resolu-
tion when the two particles are within the laser orbit radius. 
Figure 4D,E depicts the intensity (left panel) and 3D trajectory 
(right panel) of streptavidin-covered red-emitting beads that are 
coated with biotinylated Atto488 (further examples are given 
in Figure  S5, Supporting Information). The gradient-coded 
trace (Figure 4E) represents the Brownian motion of the dual-
labeled bead. The blue clouds represent the detected emission 
of the attached Atto488 probed by alternating laser excitation. 
To verify that scattering is not the origin of this measured 
signal, control experiments were performed in the absence of 
Atto488 (Figure  S6, Supporting Information) where no signal 
was detected in the blue channel. As expected for dual-color 
particles, the distance between both emitters did not change 
during the tracking experiment (Figure 4F). The relative sepa-
ration between the particles was found to be ≲100 nm, which 
is explained by the temporal delay of 5  ms between the alter-
nating orbits. The quasi-identical trajectories share a common 
diffusion coefficient D of 0.11  µm2  s−1 derived from the MSD 
analysis (Figure  S3B, Supporting Information). The derived 
hydrodynamic radius r = 980 nm of the Atto488-labeled particle 

Small 2023, 19, 2204726

Figure 4. Dual-Color Tracking of beads. A–C) Independent motion: A) fluorescence intensities, B) 3D trajectories, and C) relative distance between 
the two independently diffusing particles. The beginning of the trajectories is indicated by the arrow in panel (B). The particles exhibit separations of 
up to 20 µm. The blue intensity and blue-to-green color-coded trace correspond to the particle excited at 488 nm. The red signal and the black-to-red 
color-coded track correspond to the bead excited at 633 nm. The grey data points in panels B and C indicate regions when the red particle was not 
detected within the orbit. D–F) Correlative motion: D) fluorescence intensities of the red and blue signals corresponding to the fluorescent emission 
of the bead (with 633 nm excitation) and dye (with 488 nm excitation). To make it more visible, a factor of four has been applied to the intensity of the 
blue channel. E) A 3D correlated trajectory of a red-emitting bead labeled with Atto488. The red trace represents the position of the red particle and 
the blue cloud surrounding the trace depicts the localization of Atto488 probed during tracking of the red particle. F) The distance between emission 
from the red particle and the Atto488 signal (grey). The solid lines represent a sliding window average of 50 orbits for the correlative tracking (black) 
and for consecutive orbits of the tracking channel (i.e., the red channel in this case shown in red).
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is significantly larger than the reported radius (290 nm) for the 
unlabeled red bead, which suggests we were tracking an aggre-
gate in this case.

We observed that the achieved tracking duration for two 
independent particles is generally shorter than for single-par-
ticle tracks as well as dual-color trajectory measured in cor-
relative mode since the instrument has to continually jump 
between the two particle locations between each orbit. The 
main limiting factor here is the response time of the z-Piezo 
nanopositioner for the objective. Hence, the axial position of 
the particle may not be perfectly matched, leading to a faster 
loss of the particle. This could be circumvented by decreasing 
the alternation frequency between the particles. However, this 
has to be balanced with the motional speed of the particle such 
that, upon returning to the previously known location, the dif-
fusing particle has a high probability of still being within the 
orbit.

For tracking correlative motion, the offset between both 
channels is mainly biased by two phenomena, diffusion and 
chromatic aberrations originating from the telescope system. 
Due to the delay between orbits with different excitation wave-
lengths, there is a shift in the position of the particle. This 
could be eliminated by combining orbital tracking with pulsed 
interleaved excitation.[34] Chromatic aberrations of the telescope 
system can also be corrected for to some extent via calibra-
tion and applying a mapping algorithm. In this case, specially 
designed telescope lens can be implemented to dramatically 
improve the overlap between the two channels as  we  have 
recently demonstrated on a laser scanning confocal microscope 
setup.[27]

3.3. Spectroscopic Readout during 3D Orbital Tracking

Next, we expanded our dual-color 3D orbital tracking approach 
to allow spectroscopic investigations in the second channel. In 
particular,  we  performed single-pair FRET measurements on 
diffusing particles. Here,  we  replaced the 50/50 beamsplitter 
used above with a dichroic mirror in the second channel such 
that we can measure single-molecule FRET while tracking the 
sample in the first channel (Figure 2B). For these experiments, 
double-labeled, double-stranded DNA (dsDNA) was linked to 
the surface of streptavidin-coated silica beads (0.48  µm diam-
eter), which were labeled with Atto488-biotin (at a ratio of 1:20). 
To minimize multiple DNA strands being bound to the same 
particle, an oligonucleotide concentration of 5  pm was used 
during incubation with the labeled bead. The Atto488 fluo-
rescence was used for tracking while spFRET was measured 
between the FRET pair Atto565 and Atto647N attached to the 
dsDNA.

3.3.1. Sample Characterization by MFD-PIE

Before performing the orbital tracking experiments, we charac-
terized the dsDNA samples in solution using multiparameter 
fluorescence detection[35] with pulsed interleaved excitation[34] 
(MFD-PIE; see Experimental Section).[25] Three dsDNA strands 
labeled at different positions were used to generate a low, inter-

mediate, and a high FRET signal (Figure 5A and Scheme 1). The 
top strand was labeled with an acceptor fluorophore Atto647N 
(at position 27) and was biotinylated at the 3′-end for immobili-
zation on the silica beads. The bottom strand carries the donor 
fluorophore Atto565 at either position 6 (DNA1), position 12 
(DNA2) or position 18 (DNA3). The accessible positions of the 
attached dyes along the DNA were determined using AV simu-
lations[36] (Figure S7, Supporting Information) and are depicted 
as red or green clouds along the DNA helix in Figure 5A.

According to the AV calculations, the theoretical FRET values 
for the three FRET constructs are 0.258 (DNA1; low), 0.670 
(DNA2; middle), and 0.927 (DNA3; high). Figure 5B shows the 
obtained, accurate FRET histograms of each species with effi-
ciencies of 0.257, 0.673, and 0.908. The predicted and measured 
values are in excellent agreement (Table 1).

3.3.2. Correlated 3D FRET-Tracking Experiments

Having calibrated the dsDNA constructs with MFD-
PIE, we then measured the FRET state of dsDNAs attached to 
beads diffusing in solution using 3D orbital tracking. For this 
modality, a four-orbit excitation/detection scheme was used 
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Figure 5. Characterization of dsDNA oligonucleotides serving as FRET 
standards. A) Depiction of location of the donor and acceptor fluoro-
phores using an AV simulation on double-labeled dsDNA. The red and 
green clouds along the helix mark the accessible positions of the acceptor 
Atto647N (base pair 27, top strand) and donor Atto565 (base pair 6, 12, 
18 on the bottom strand), respectively. The expected FRET efficiencies 
from the AV simulations are 0.258, 0.670, and 0.927 for the low, middle, 
and high FRET constructs respectively. B) An accumulative stoichiom-
etry versus FRET efficiency plot of the three dsDNA constructs. Accurate 
FRET efficiencies of 0.257, 0.673, and 0.908 were determined for the FRET 
constructs.

 16136829, 2023, 17, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/sm

ll.202204726 by C
ochrane G

erm
any, W

iley O
nline L

ibrary on [29/12/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



www.advancedsciencenews.com www.small-journal.com

2204726 (12 of 16) © 2023 The Authors. Small published by Wiley-VCH GmbH

(Figure 2E): 1) tracking orbit (488  nm excitation) with posi-
tion update, 2) the emission readout after acceptor excitation 
to probe the presence and photophysical state of the acceptor 
fluorophore (633  nm excitation) with no position update, 3) 
tracking orbit with repositioning (488  nm excitation) and 4) 
the FRET readout, i.e., dual-color emission after donor exci-
tation (with 561  nm) (see Experimental Section). With this 
approach,  we  gather the diffusion information as well as 

spFRET data with alternating laser excitation to monitor the 
presence and photophysical state of the acceptor.[29,37]

The trajectory of the diffusing particles (Figure 6A–C) showed 
the expected Brownian motion of the particles in solution. 
The determined hydrodynamic radius (≈800  nm), determined  
from the distribution of diffusion coefficients, is  centered 
around ≈0.17  µm2  s−1 (Figure  S8A, Supporting Information) 
and again slower than expected. Using fluorescence correlation 

Small 2023, 19, 2204726

Figure 6. Single-molecule FRET measurements on diffusing DNA molecules. While tracking the reference beads marked with Atto488 dyes in solution 
panel (A–C), we monitored the signature of single DNA-based FRET standards panel (D–F) that were attached to the particle via a biotin-streptavidin 
interaction. The dsDNA oligos were double-labeled with Atto565 and Atto647N. The donor dye was positioned at three different distances with respect 
to the acceptor dye. The resulting oligos are characterized by a G) low FRET value of ≈26% (DNA1), H) an intermediate FRET value of 63% (DNA2), 
and I) a high FRET value of 81% (DNA3).

Table 1. FRET values obtained from 3D Orbital Tracking, MFD-PIE experiments, and AV Simulations.

R0 = 68 [Å] FRET Efficiency 3D OT 3D OT (altern.) PIE-MFD AV Simulation

Gamma γ — 1.37 0.7 0.61 —

DNA 1 Low 0.151 0.257 0.257 0.258

DNA 2 Middle 0.473 0.631 0.673 0.670

DNA 3 High 0.632 0.806 0.908 0.927
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spectroscopy to study the diffusional behavior of the Atto488-
labeled silica beads alone (Figure  S8B, Supporting Informa-
tion),  we  could confirm these results and further show that 
labeled particles dispersed in imaging buffer also tend to aggre-
gate as seen from the tail at long lag times. This increased par-
ticle size due to the protein corona and glycerol was further 
observed in DLS experiments (Figure  S9, Supporting Infor-
mation). In addition, SEM reveals a substantial contribution 
of non-spherical joint silica particles with an extended length 
between 400 and 700  nm (Figure  S10, Supporting Informa-
tion), which would decrease the measured diffusion coefficient. 
Given the variety of characterization methods and sensitivities, 
these findings highlight the strength of our 3D Orbital tracking 
approach, which provides a direct readout on the diffusional 
properties of the individual particles being tracked.

The corresponding fluorescent intensities for the parti-
cles measured in Figure  6A–C are shown in Figure  6D–F. 
The blue intensities correspond to the tracking channel, the 
purple signal to acceptor emission after 633  nm excitation 
(ALEX channel or AA channel), and the orange (DD channel) 
and red intensities (DA channel) correspond to the Atto565 
(donor) and Atto647N (acceptor) signal after donor excitation, 
respectively. As seen in Figure 6D–F, the Atto488 signal in the 
tracking channel comes from ≈25 to 30 Atto488 molecules 
(estimated using an average brightness of 1.5 kHz per emitter) 
that are photobleaching over time while tracking the motion 
of the bead. The donor and acceptor signal intensities were 
examined from experiments where single-step photobleaching 
events were observed. These traces and those exhibiting a 
similar intensity range were further analyzed. This ensured 
that only a single dsDNA was present on the bead. The sig-
nals were then background corrected for Rayleigh scattering 
of the laser light, estimated from beads not containing dsDNA 
strands, and further corrected for direct excitation (α = 0.47), 
spectral cross talk (β  =  0.21) and the detection efficiency 
γ.[29,37–39] The correction against direct excitation and spectral 
cross talk (see Material Section) could be reliably carried out 
by applying the mean values α  and β  to all recorded FRET 
traces (Figure S11A,B, Supporting Information).

Determination of the detection correction factor γ , how-
ever, is more challenging. The obtained γ values are particle-
dependent and varied between 0 and 4 with an average value 
of 1.37 (determined from acceptor photobleaching steps, 
Figure  S11C, Supporting Information). However, this value 
is too large for the filters used in the instrument and leads 
to an underestimation of the FRET values by 15–30%. The 
difficulties in determining γ are due to several factors. Chro-
matic aberrations and geometric mismatch of the excitation 
volumes lead to biases in the detection efficiency and thus 
to a position-dependent γ factor. Scattering from the bead 
to which the dsDNA is attached depends on the position of 
the particle in the orbit as well as the size and morphology of 
the bead. Hence, correct subtraction of the scattering for the 
individual beads is challenging. Moreover, in contrast to PIE/
nsALEX[33,40] and µsALEX[37] single-molecule experiments, the 
5 ms alternating timescale of moving objects leads to a broad-
ening of the measured stoichiometry value, which makes it 
unusable for the determination of the detection correction 
factor γ .[29]

As an alternative,  we  used the γ factor from the MFD-
PIE instrument, which incorporates very similar filters and 
detectors (γ   =  0.7. Table  1). Using this detection correction 
factor, we obtained values of 25.7%, 63.1%, and 80.6% for the 
low, intermediate, and high FRET constructs. The low and 
intermediate FRET values are well in line with the MFD-PIE 
data and the expected results from AV simulations. The high 
FRET efficiency value deviates more than it should but is clearly 
distinguishable from the other two constructs.

4. Discussion

By expanding the number of fluorescence species that can be 
tracked at a time, the amount of information collected in a 
single experiment can be greatly enhanced. Using a second 
detection channel, 3D orbital tracking is capable of following 
the position and thereby distance between two spectrally dis-
tinct particles either independently or within the vicinity of 
one of the species. In addition, the second channel can also be 
used for performing spectroscopy (spFRET in this case) on the 
tracked particle.

In the first mode, we were able to track both particles inde-
pendently with separations of over 20 µm. Other recently pub-
lished dual-color approaches are only able to track two parti-
cles when they are within the detection volume of the micro-
scope.[23,24] From the 3D trajectories, the typical information 
such as the hydrodynamic radius of individual particles and 
diffusional kinetics can be monitored with time. However, 
the independent, dual-color tracks were generally restricted 
to shorter measurement times before being lost by the setup 
due to the repositioning of the optical devices. In particular, the 
piezo stage for the objective used to follow the z motion of the 
particle has a response time on the ≈10 ms timescale.

In the current configuration, the system is capable of 
robustly tracking molecules with diffusion coefficients up to 
≈1–2 µm2 s−1. For a diffusion coefficient of 1 µm2 s−1, there is a 
0.2% chance of the particle moving ≥500 nm (out of the orbit 
radius) within 10 ms, in which case the microscope will lose 
the particle in the lateral direction. The piezo stage used for 
moving the objective is the element in the system that limits 
the overall 3D tracking speed. Hence, the particle will be lost 
after a few seconds (Figure  S12, Supporting Information). 
When tracking a single particle, it is only necessary to move 
the objective by the distance the particle has moved in z. How-
ever, when independently tracking two particles, the objec-
tive needs to oscillate between the two different z positions. 
With the slow response time of the piezo combined with our 
orbit time of 5 ms, the system in its current implementation 
has difficulties following rapidly diffusing particles in three 
dimensions for long periods of time. This could be improved 
by replacing the piezo with an electronically tunable lens, as 
has been shown by Annibale et al.[41] Replacing a piezo nano-
positioner with an electronically tunable lens for z-tracking in 
3D orbital tracking has led to more than a tenfold increase 
in response time of the system. In this configuration, one 
could consider replacing the water objective with a high NA 
oil objective to collect more photons as the objective is not 
moving during tracking.

Small 2023, 19, 2204726
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When one is not pushing the temporal limits of the 
system, multiple orbits can be performed on each particle 
to properly “lock-in”, which would decrease the fluorescence 
fluctuations observed during tracking (e.g., in Figure  4A). 
However, the position of the particle is determined from 
the modulation of the signal during the orbit and the differ-
ence in intensity between the different z-planes. Hence, the 

tracking precision is much less affected by the fluctuations 
in intensity.

We would like to mention that the microscope was designed 
for measuring processes in live cells or organisms.[12,15] To dem-
onstrate this,  we  followed the endocytosis of “purple” fluores-
cent silica beads in HuH7 cells (Figure 7A). Figure  7B shows 
the trajectory of a bead uptaken by an early endosome and its 

Figure 7. Long-duration dual-color tracking of a bead during endocytosis. A) The principle of the experiment: polystyrene beads (Red, 633 nm laser 
excitation) are incubated with HuH7 cells expressing the fluorescently tagged marker Rab5-GFP for early endosomes (blue, 488 nm laser excitation) 
at room temperature. B) The corresponding trajectory is represented as a 3D plot showing a fast uptake followed by transport and diffusion within 
the cytosol over 22 min. C) The corresponding MSD plots obtained along the trajectory using a sliding window are plotted in 3D. The values of the 
αD-coefficient calculated with the equation (Equation 8) are encoded in color. The value characterizes the type of diffusion the particles exhibit: an Dα
-coefficient <1 indicates sub-diffusion, ≈1 for random diffusion, and >1 super-diffusion. Each value was determined by fitting the MSD function for every 
time point t. D) The chromatically corrected distances between the two particles were calculated along the trajectory as a function of time. A relative 
frequency histogram is plotted to the right. E) The distribution of Dα -coefficients is shown for the bead in red and the endosome in blue. F) For regions 
containing αD > 1.4, we plot the distribution of extracted velocities (See Experimental Section for details). The velocities are between 0.5 and 1 µm s−1, 
which is a typical range for transport processes in cells.
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transport within the endosome through the cell. The trajectory 
was collected over >20  min yielding more than 120,000 data 
points that were analyzed in both channels. By performing a 
sliding window MSD analysis along the trajectory,  we  could 
identify regions of directed transport interspersed with pauses 
or random motion (Figure  7C). We also investigated the sepa-
ration between the position of the endosome and the bead 
(Figure 7D). The typically separation is ≈20 nm with occasional 
fluctuations to larger distances. As  we  expect the two objects 
to colocalize, the separation of 20  nm can be interpreted as 
an upper limit of the precision of the independent tracking 
modality in a living cell. The distribution of determined expo-
nent, αD, and the velocities during transport are shown in 
Figure  7E,F (see Experimental Section for details). This pro-
vides a glimpse of the type of information the two-color, 3D 
orbital tracking system can provide in a cellular environment.

For most biological processes in living cells, the response 
time of the system is sufficient. In addition, the axial travel 
range of objects in cells tends to be limited.

For determination of the z position,  we  split the observation 
into two planes. As for any bi-plane technique, this leads to a trade 
off in photons detected in each focal plane for increased tem-
poral resolution. Alternatively, one can oscillate the objective and 
measure orbits above and then below the laser focus, as has been 
done previously using 2-photon excitation.[14] For determination 
of the x and y position, we sum the photons from both detectors 
together before calculating the radial position. Hence, the loss of 
sensitivity for x-y detection is minimal. Unfortunately, there is cur-
rently no convenient and efficient way of separating photons being 
emitted from two focal planes spaced ≈200 nm apart.

In the second mode, one spectral channel can be used for 
tracking while the fluorescence of another species is probed 
during alternating  orbits. This improves the robustness of 
tracking algorithm while the instrument is focused on fol-
lowing a single particle and not jumping between locations. 
This modality is similar to the extended TSUNAMI approach[23] 
with similar precision, and the spatial distance between both 
species encodes information regarding conformational changes 
of the tracked particle. For our system, there were no conforma-
tional changes and the distance was constant as expected.

By modifying the second tracking channel and the data collec-
tion software, we could successfully combine 3D orbital tracking 
experiments with single-molecule-sensitive FRET detection. In 
contrast to the tetrahedral approach,[24] by alternating the corre-
sponding laser lines and our novel detection algorithm, we could 
determine the FRET correction factors of the species and 
thereby calculate an accurate FRET efficiency. For the very high-
FRET construct,  we  did have discrepancies in the determined 
accurate FRET value. Measuring accurate FRET when the dyes 
are in very close proximity is very tricky. First of all, the signal 
from the donor fluorophore is low and accurate correction of the 
background signal is necessary for an accurate estimation of the 
FRET efficiency. At short distances, other phenomena such as 
Dexter transfer or dye-dye quenching can influence the FRET 
measurement. In addition, as  we  already discussed, the 10  ms 
delay between the FRET and the ALEX measurements biases 
the calculation of the correction factor for detection efficiency.

The three modalities united within one single setup repre-
sent an advanced and biophysical tool that opens the possibility 

to monitor the interaction of freely diffusing reaction partners, 
such as an endosome on a microtubule. In addition, spFRET 
can be accurately measured on an actively tracked object.
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