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Summary

One key issue in reading is to determine how printed words are recognised. For decades
researchers have tried to understand which sub-lexical units are more useful in reading.
Specifically, evidence accumulated around graphemes (letters or letter clusters associated with a
phoneme), syllables (a unit of pronunciation including one or more phonemes), and morphemes
(the minimal unit carrying meaning). However, it is not clear how reliance on sublexical units
changes according to specific languages. I investigate this topic by using a variety of
experimental procedures, which reveal that that three main aspects contribute to cross-linguistic
differences in sublexical processing: orthographic depth, morphological complexity, and syllabic

complexity.

In the first study, published in PlosOne (De Simone et al., 2021), I explore how
orthographic depth and the knowledge of letters to sounds mapping influence the reading of
nonsense words by introducing a relatively new mean to calculate pronunciation variability. The
study investigates four European languages (English, German, French, Italian) and examines
different age groups (adults, children in grades 2, 3, and 4) as well as linguistic backgrounds
(monolingual and bilingual children). Results indicated that pronunciation variability was greater

in the language with the most opaque orthography, i.e., English.

In the second study, published in the Quarterly Journal of Experimental Psychology (De
Simone, Moll, Feldmann, et al., 2023), I investigated the reliance on syllables and morphemes
when reading words embedded in sentences. In this case, I measured participants’ eye
movements and restricted my focus on one language, German. The study’s results suggested that
syllables are the preferred units of analysis of native German speakers when silently reading for

comprehension purposes.

In the third study, currently under review, I explored how morphological processing is
affected by morphological complexity and orthographic depth. I did so by contrasting two

languages that differ on both aspects: English, which has a scarce morphology but has an opaque
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orthography, and Italian, which has a rich morphology but a transparent orthography. The
findings of the study indicated that orthographic depth has a more profound impact on

morphological processing than morphological complexity.

The findings of these three experimental chapters show that orthographic depth, and
consequently, phonological processing, are the main cause of cross-linguistic differences in
reading behaviour. Reliance on units larger than letters in reading aloud and silent reading is
mostly driven by the specific orthography demands thus providing further evidence for the
Orthographic Depth Hypothesis (Katz & Frost, 1992) and the Psycholinguistic Grain Size
Theory (Ziegler & Goswami, 2005). Results are also discussed in terms of the Flexible-unit-size
Hypothesis of Brown and Deavers (1999), and implications for theoretical and computational

modelling are considered.
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Zusammenfassung

Eine zentrale Frage beim Lesen besteht darin, festzustellen, wie gedruckte Worter
erkannt werden. Seit Jahrzehnten versuchen Forscher zu verstehen, welche sublexikalischen
Einheiten beim Lesen niitzlicher sind. Insbesondere sammelten sich Beweise rund um Grapheme
(mit einem Phonem verbundene Buchstaben oder Buchstabencluster), Silben (eine
Ausspracheeinheit, die ein oder mehrere Phoneme umfasst) und Morpheme (die minimale
bedeutungstragende Einheit). Es ist jedoch nicht klar, wie sich die Abhéngigkeit von
sublexikalischen Einheiten je nach Sprache dndert. Ich untersuche dieses Thema mithilfe
verschiedener experimenteller Verfahren, die zeigen, dass drei Hauptaspekte zu
sprachiibergreifenden Unterschieden in der sublexikalischen Verarbeitung beitragen:

orthografische Tiefe, morphologische Komplexitdt und syllabische Komplexitit.

Zunichst aber stellt sich die Frage, warum Leser grof3ere Einheiten als Buchstaben zur
Worterkennung nutzen? Ich behaupte, dass drei Faktoren, die eine Quelle sprachlicher Vielfalt
sind, zur sublexikalischen Verarbeitung beitragen: orthographische Tiefe, morphologische
Komplexitit und Silbenkomplexitit. Daher untersuche ich diese drei Aspekte in einer
sprachvergleichenden Studie mit verschiedenen experimentellen Aufgaben

(Pseudowortbenennung, Eye-Tracking und lexikalische Entscheidung).

In der ersten Studie, verdftentlicht in der Fachzeitschrift PlosOne (De Simone et al.,
2021), untersuche ich, wie orthographische Tiefe und das Wissen iiber Graphem-Phonem-
Korrespondenzen (GPCs) die Benennung von Pseudowortern beeinflussen. Dazu bediene ich
mich der Methode der Entropie, um die Aussprachevariabilitit zwischen Teilnehmern zu
berechnen, die dieselbe Sprache sprechen. Die Studie untersucht vier Sprachen (Englisch,
Deutsch, Franzosisch, Italienisch) und unterschiedliche Altersgruppen (Erwachsene, Kinder der

2., 3. und 4. Klasse) sowie sprachliche Hintergriinde (einsprachige und zweisprachige Kinder).
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Die Ergebnisse zeigten, dass die Aussprachevariabilitdt (und die Entropiewerte) in der Sprache

mit der tiefsten Orthografie, d. h. Englisch, am GroBten waren.

In der zweiten Studie, veroftentlicht im Quarterly Journal of Experimental Psychology
(De Simone et al., 2023), untersuche ich die Verarbeitung von Silben und Morphemen beim
Lesen mehrsilbiger, multimorphemischer Worter, die in Sétzen eingebettet sind. Hier habe ich
die Augenbewegungen der Teilnehmer gemessen und meinen Fokus auf eine Sprache, Deutsch,
beschriankt, da diese sowohl syllabisch als auch morphologisch komplex ist. Ich war daran
interessiert, zu erforschen, wie phonologische und morphologische Verarbeitung die
Augenbewegungen beim Lesen modulieren. Die Ergebnisse der Studie deuten darauf hin, dass
Silben die bevorzugten Analyseeinheiten beim sinnerfassenden Lesen von deutschen

Muttersprachlern sind.

In der dritten Studie, das zurzeit unter Begutachtung ist, untersuche ich, wie die
morphologische Verarbeitung durch morphologische Komplexitit und orthographische Tiefe
beeinflusst wird. Dazu vergleiche ich zwei Sprachen, die sich in beiden Aspekten unterscheiden:
Englisch, das eine limitierte Morphologie, aber eine intransparente Orthographie aufweist, und
Italienisch, das eine umfangreiche Morphologie, aber eine transparente Orthographie aufweist.
Die Ergebnisse der Studie zeigten, dass die orthografische Tiefe einen groBBeren Einfluss auf die

morphologische Verarbeitung hat als die morphologische Komplexitit.

Die Ergebnisse dieser drei experimentellen Kapitel zeigen, dass die orthographische Tiefe
und folglich die phonologische Verarbeitung die Hauptursache fiir sprachiibergreifende
Unterschiede im Leseverhalten ist. Wie ich in der allgemeinen Diskussion darlegen werde, ist die
Abhingigkeit von Einheiten, die grofer als Buchstaben sind, beim lauten und leisen Lesen
hauptsédchlich auf die spezifischen orthografischen Anforderungen zuriickzufiihren. Die
Ergebnisse stiitzen die Orthographic Depth Hypothesis (Katz & Frost, 1992) und die

Psycholinguistic Grain Size Theory (Ziegler & Goswami, 2005) und werden hinsichtlich der



Flexible-Unit-Size-Hypothese von Brown and Deavers (1999) eingeordnet. Implikationen fiir

theoretische Modelle und Computermodellierungen werden diskutiert.

XV



Introduction

In the last decades, printed word recognition has received a great deal of attention by
reading researchers. One key issue in the domain is to determine how printed words are
recognised, and if readers rely on certain sublexical units (letters' groups smaller than words that
have psychological saliency and function, such as syllables). These units are thought to convey
orthographic, phonological or morphological information (Taft & Forster, 1975) — and therefore,

might be helpful in mapping the written word form onto its meaning and pronunciation.

Sublexical units, such as graphemes, syllables and morphemes, were thus called
functional units of word analysis (or more briefly, reading units), because of their supposed
facilitation role in retrieving meaning and sound from written, unfamiliar words. After a number
of studies in several alphabetic orthographies started reporting findings that these units were used
in reading (Bowey, 1990; Brand et al., 2007; Hasenicker et al., 2017; Healy, 1976; Prinzmetal et
al., 1986; Rey et al., 2000), a debate started around which units are most important in visual
word processing, and how reliance on such units might differ depending on languages’ specific
orthographies. These questions are of fundamental importance, as they inform about the
language-specific factors that contribute to cross-linguistic differences in visual word
recognition. While identifying language-specific reading mechanisms has its own merits, cross-
linguistic research is pivotal in pinpointing both, language-specific factors as well as underlying
universal reading behaviours (Bates et al., 2001). Therefore, further research comparing two or
more languages is needed to advance our understanding of psycholinguistics universals and
specific factors, especially considering the hegemony of Anglocentric findings in the field

(Leminen et al., 2019).

The present thesis follows this line of research: its primary focus will be to investigate
cognitive mechanisms involved in single written word recognition, either read in isolation (Study
1 and 3) or when embedded in sentences (Study 2), by examining sublexical processing

differences across four languages: English, French, German and Italian.



In this regard I will argue that cross-linguistic differences in reading arise from three
factors: (1) Orthographic Depth (Frost et al., 1987; Katz & Frost, 1992; Seymour et al., 2003;
Ziegler & Goswami, 2005), (2) Morphological Complexity (Beyersmann et al., 2020; Casalis et
al., 2015; Perfetti & Harris, 2013), and (3) Syllabic Complexity (Borleffs et al., 2017; Seymour

etal., 2003).

Orthographic Depth

Alphabetical languages vary in their orthographic depth, which in turn is determined by
language-specific phonological or morphological factors (Frost, 2005). On the surface,
orthographic depth is determined by the relation between graphemes (singular letters or letter
sequences, such as <ph> in the word “phone”) and phonemes (language sounds: <ph> read as /f/)
(Frost et al., 1987): the closer a given alphabetic orthography is to a one-to-one correspondence

between graphemes and phonemes, the more “shallow” or “transparent™ it is considered to be.

For example, graphemes are mostly associated with one phoneme in German, with few
exceptions: <a> is always pronounced /a/. However, in a language like English, this
correspondence is more intricate: the same grapheme can be read in several ways. For example,
the grapheme <a> in English can be associated with the phoneme /&/ (as in “banner”), /a:/ (as in
“cart”), /e1/ as in (as in “status”), /0:/ (as in “award”), /o/ (as in “woman”). Orthographies with
this feature are said to be “opaque” or “deep”. English is placed at the extreme end of the
orthographic depth continuum, where alphabetical orthographies are aligned next to each other
(Frost, 2005; Schmalz et al., 2015). For example, while Italian and German have mostly
transparent orthographies, Welsh and Finnish grapheme-to-phoneme correspondences are even
more consistent (Perfetti & Helder, 2022), and thus, are placed at the extreme transparent pole of
this continuum. But note, that even the most transparent orthographies might have some opaque

elements.

Orthographic depth is determined by how readily orthography changes when words’

pronunciations do. Ideally, when pronunciations change, spelling should adapt to these new



changes. However, orthography might be resistant to these changes when it tends to preserve
morphological information (Kemp & Treiman, 2022), a phenomenon called morpheme
consistency principle (Kargl & Landerl, 2018). Spellings that do not reflect phonology are useful
to indicate relations between words: for example, the letter cluster <gn> in “sign” and
“signature” is read respectively /n/ and /gn/, however, as the stem of the two words is the same,
the orthography tends to preserve it. The relative tendency of a given orthography towards
conveying synchronous pronunciations, or preserving morphological relations, determines its

depth. English, for example, adheres to the morpheme consistency principle.

A Multi-dimensional Approach to Orthographic Depth

Historically, the orthographic depth continuum has been regarded as a single scale, but
there are constructs that influence the orthographic depth of a language, such as incompleteness,
complexity, and unpredictability (Schmalz et al., 2016; Schmalz et al., 2015). Incompleteness
refers to the amount of phonological information not reported by the orthography: for example,
in German, the stress placement is not indicated in writing. Complexity, refers to the set of rules
needed, other than simple letter-to-sound rules, to correctly associate a phoneme to a grapheme.
It can arise from multi-letter graphemes (in French, <ou> read as /u/ in “souvenir”, for example)
or context-sensitive correspondences (in German, <d> is read /t/ at the end of the word, but /d/ in
other positions), however, once a reader learns these complex correspondences, their
pronunciation is entirely predictable. Unpredictability, instead, refers to the degree to which the
knowledge of GPC rules can be used to identify the correct pronunciation of novel words. For
example, while readers of English might be aware that <ch> is read /tf/ in front of some vowels
(as in “chips”) and /k/ in front of consonants (as in “chrome”), they might be ill-prepared when

they encounter the word “yacht” for the first time, where the <ch> grapheme is silent.

In some languages such as English, complexity and unpredictability might be difficult to
disentangle, since these two constructs tend to co-occur. However, in other orthographies they

are clearly separated. French represents a proto-typical case: while its orthography is highly
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complex, with many multi-letter and context-sensitive graphemes, a correct application of GPCs
predicts correct word pronunciation, since the orthography itself is quite predictable. These
concepts will be discussed in greater details in Chapter 2, where we identified pseudoword

pronunciation variability, as a source of cross-linguistic differences.

The Orthographic Depth Hypothesis

Orthographic Depth is believed to be responsible for cross-linguistic differences in
written word recognition. According to the Orthographic Depth Hypothesis (Frost et al., 1987,
Katz & Frost, 1992) readers of transparent orthographies tend to rely on their GPCs, which
provide a path to retrieve the correct pronunciation through a simple process of phonological
computation. For this reason, in a transparent orthography, like German and Italian, the
phonology of words is already activated at the pre-lexical level (i.e., it is available before
accessing the lexicon, Katz & Frost, 1992). Conversely, reading in opaque orthographies is
primarily supported by the use of larger reading units, because the use of GPCs does not
consistently lead to the correct pronunciation (Frost, 2005; Katz & Frost, 1992). In this case, the
phonology of the target word is retrieved “by referring to their morphology via the printed
word s visual-orthographic structure” (Katz & Frost, 1992, p. 71) or by using other sublexical
units such as syllables or syllabic bodies (Marinus & De Jong, 2008). For example, readers
might rely on the known pronunciation of the letter sequence <al> when encountering words
with that ending, such as “practical” or “magical”. Overall, the specific predictions from the
ODH focus on how a printed word's phonology is produced during the reading process, but they
also depend on the specific theory of skilled reading that is adopted, such as the dual-route

model.

Predictions from the Dual Route Cascaded Model and the Orthographic Depth Hypothesis
One reading aloud model that has been extensively investigated to explore the nature of

GPC mappings in reading is the Dual-Route Cascaded Model (Coltheart et al., 2001). The



computational model focuses on the processes of skilled reading. The DRC architecture (see
Figure 1) includes a non-lexical route, which applies GPC rules, and the lexical route, which
involves whole-word recognition, allowing the reader to retrieve known words’ pronunciation
from memory through a direct correspondence between the orthographic lexicon (which contains
the knowledge about the visual forms of the words, i.e., their spelling) and the phonological
lexicon (holding the knowledge about words’ pronunciations). Through the non-lexical route,
readers can read aloud regular words and unfamiliar words. Through the lexical route, they can
read regular words and irregular words that violate GPC rules, such as “blood” (which is read

/blad/ and not /blud/ as the GPCs would predict, Coltheart, 2006, 2014).



Figure 1

Dual-Route Cascaded Model of Visual Word Recognition and Reading Aloud
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Note. From "DRC: A Dual Route Cascaded Model of Visual Word Recognition and
Reading Aloud", by Coltheart et al. (2001), Psychological Review, 108, p. 214. Copyright 2001

by the American Psychological Association

After readers have recognised letters, printed stimuli are then processed parallelly
through the two routes. In the lexical pathway, the lexical entries are activated in the
Orthographic Input Lexicon which is connected to the Phonological Output Lexicon. This latter
contains the phonological codes of the known words and is connected to the Phoneme System,
which contains the word’s phonemes. The non-lexical procedure applies the GPC rules to
convert graphemes to phonemes serially (first letter in the string, then the first two together, and

so forth).



The two routes will attempt to process any given stimuli, regardless of their nature, but
with a different degree of efficiency: while the lexical route cannot decode correctly nonwords, it
will still influence the reading process. For example, a nonword like SARE will produce some
activation in the orthographic lexicon entries for similar words, such as CARE, whereas irregular
words will be regularised in the nonlexical procedure following GPC rules, resulting in an
incorrect pronunciation (such as /'blu:d/ for “blood”, instead of the correct /'blad/(Coltheart,

2005, pp. 12-13).

Within the framework of the DRC model, the Orthographic Depth Hypothesis posits that
readers of transparent orthographies can recover most words’ pronunciations by simply relying
on the non-lexical route of reading, thanks to the consistent grapheme-to-phoneme
correspondences of their orthography. In contrast, readers of opaque orthographies generate
words’ phonological structure more reliably by counting on the phonological output lexicon

following the activation of the visual lexicon, through the lexical route (Frost, 2005).

In an earlier version of the ODH (referred as the strong version), it was hypothesised that
in transparent orthographies the phonological representations of words are derived exclusively
through the analytic process carried out by the non-lexical route of reading, meaning that
phonological representations, stored in memory, were not activated. Similarly, this version
suggested that readers of opaque orthographies only employ the lexical route (Katz & Frost,
1992; Schmalz et al., 2015). However, this earlier hypothesis was later replaced with a more
flexible view (the weak version), suggesting that lexical processing is required even in the most
transparent orthographies, to retrieve syllable stress for example (Frost, 2005, p. 282). Let us
consider the case of Italian. In this language stress patterns are scarcely predictable, and stress
placement might even semantically distinguish two homographs (see “principi”, which means
“princes” if read as /'print[ipi/ or “principles” if read as /prin't[ipi/). However, the orthography
does not convey cues about where to place the stress, because of its incompleteness (exception

made for oxytone words, where a diacritic is used to indicate that the stress should fall on the last



syllable, as in “papa”). As such, to retrieve the correct pronunciation of a word, Italians need to

access their phonological representations.

Although the non-lexical and lexical routes are predicted to work simultaneously and are
both involved in the process of retrieving a word’s pronunciation, orthographic depth determines
the relative pace of the two routes to retrieve the correct pronunciation. In opaque orthographies,
for example, the sublexical route is slowed down by the complexity and unpredictability of the
orthography, which makes the assembly of phonology a complicated process; thus, the product

of the lexical route comes to activation faster (Katz & Frost, 1992).

Over the past two decades, the Orthographic Depth Hypothesis (ODH) has been
supported by a range of behavioural studies (e.g., Ellis & Hooper, 2001) as well as brain-imaging
studies (Frost, 2005). For example, Ellis and Hooper (2001) found that readers of Welsh, a
language with a transparent orthography, showed larger length effects than readers of English,
which indicates a bigger reliance on the sublexical route. Similarly, in Paulesu et al.’s (2000)
study, Italian and English readers were administered word and nonword reading tasks, while
being monitored using positron emission tomography (PET). The data indicate that Italian
readers showed major activation in the left superior temporal regions, associated with phonemic
processing, while the English readers showed higher activation in the left posterior inferior
temporal and anterior inferior frontal gyri, associated with whole-word retrieval (see also Chyl et

al., 2021 for similar results in fMRI).

The Psycholinguistic Grain Size Theory

Building on the Orthographic Depth Hypothesis, the Psycholinguistic Grain Size Theory
(PSGT) of Ziegler and Goswami (2005), posits that the kinds of internal representations (the size
of psycholinguistic units) that will develop in a child exposed to a consistent orthography will
differ from those developing in a child exposed to an inconsistent (Goswami, 2010b). Thus, it is
the very nature of the phonological process that changes across languages. Preliminary evidence

for this theory came from Ziegler et al. (2001), who tested the hypothesis that smaller units (such



as graphemes and phonemes) play a more dominant role in written word recognition in
consistent orthographies, compared to larger units (such as bodies and rhymes), utilised instead
by readers of inconsistent orthographies. Naming performances to identical words and nonwords
(zoo-Zoo, sand-Sand, etc) revealed that native readers of the consistent German orthography
were affected by the number of letters, whereas native readers of the inconsistent English
orthography were affected more by words’ bodies orthographic neighbourhood (Body-N). The
authors interpreted these findings by suggesting that identical items were processed differently
according to the orthography, and that orthographic consistency determined the preferred grain

size of functional units.

Ziegler and Goswami (2005) argue that children learning to read in opaque orthographies
rely on larger units, since the relationship between these and the corresponding phonemes is
more reliable than GPCs (Treiman et al., 1995). Furthermore, having to use units of variable size
is more demanding than being able to rely on phonological computation, because children need
to learn more orthographic patterns and their mapping with phonology. Together, these two
aspects slow the acquisition of reading fluency in children learning to read opaque orthographies
(Ziegler & Goswami, 2005). It is worth noticing that in developing the Psycholinguistic Grain
Size Theory the authors emphasised that their theory is not compatible with a dual-route
framework, as they view the reliance on grain-sized units to go from a single continuum from
fine-grained size units (such as letters) to larger ones (such as morphemes) until the largest one

(that is, whole words), instead of a labour division between lexical and sublexical routes.

While empirical studies have found abundant evidence supporting the Psycholinguistic
Grain Size Theory (Egan et al., 2019; Gottardo et al., 2016; Mousikou et al., 2020; Rau et al.,
2015), challenging findings have also been gathered. In a series of new experiments and a re-
analysis of Ziegler et al.’s (2001) data, Schmalz et al. (2014) found no reliable evidence for

cross-linguistics differences in preferred grain size units, with weak body-N effects across tasks,
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languages, and conditions. Moreover, the use of larger units has also been attested in readers of

transparent orthographies (Barca et al., 2007; Burani et al., 2002; Paizi et al., 2013).

It has also been suggested that units of analysis utilised in nonword reading mostly
depend on the task at hand, therefore, readers might be more strategic and flexible in the use of
small units or large units than the Psycholinguistic Grain Size Theory predicts. According to the
flexible-unit-size hypothesis (Brown & Deavers, 1999) English speakers read nonwords through
both small units (GPCs) and bigger units (body-level or morpheme correspondences). Across
four experiments, the authors have found that both children and adults were adaptive in the usage
of spelling-to-sound correspondences, and the strategy depends on the specific task participants
are asked to perform and to what items they are responding to. For example, if the items
presented consistent graphemes or if the nonwords were presented in isolation, then participants
read nonword by using GPCs. Comparatively, if the items presented consistent bodies or clue-
words are given prior to the nonwords, participants were biased into adopting an analogy
strategy with bigger-size units. Overall, this hypothesis contradicts the idea that readers of

opaque orthographies will automatically rely on larger units (Ziegler & Goswami, 2005).

Cross-Linguistic Differences in Orthographic Depth

Both the Orthographic Depth Hypothesis and the Psycholinguistic Grain Size Theory see
orthographic depth as being one of the major factors in how easily children can learn to read, and
which reading strategies are developed. In a large cross-linguistic study which included 13
European languages, Seymour et al. (2003) investigated how orthographic depth (and syllabic
complexity) influenced reading acquisition by testing Grade 1 and 2 children in three reading
tasks which tested letter-sound knowledge, familiar word reading and nonwords decoding.
Reaction times and accuracy scores were calculated for each language. While their results did
not show cross-linguistic differences in letter-sound knowledge in reading speed or accuracy,
their data suggest that familiar word reading fluency is achieved much slower in the more

opaque orthographies (such as English and Danish), than in the more transparent ones (Seymour
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et al., 2003, p. 152), and that nonword decoding performances were worse in terms of reading
speed and accuracy as well (Seymour et al., 2003, p. 159). Seymour et al.’s (2003) study became
a seminal in the field, and their findings have been replicated in several smaller-scale studies that
compared reading skills of opaque and transparent orthographies readers (Frith et al., 1998;

Goswami, 2010a; Landerl et al., 1997).

Nevertheless, cross-linguistic differences in skilled reading paint a different portrait:
starting from late primary school reading accuracy and fluency differences between
orthographies tend to flatten, but qualitative differences resulting from developing different
reading strategies remain evident. For example, English-speaking readers seem to be more
sensitive to body-rhyme and frequency effects (Marinelli et al., 2016), while German readers are
more sensitive to length effects (Ziegler et al., 2001), a finding that has been replicated in other
regular orthographies, such as Welsh (Ellis & Hooper, 2001) and Italian (Barca et al., 2002;
Bates, Burani, et al., 2001). When reading non-words, readers of regular orthographies apply
more thorough letter-by-letter decoding than English-readers (Landerl, 2000). In Chapter 2 we
expand on this more, by proposing a new method to measure pseudoword pronunciation

variability across four languages, English, Italian, French, and German.

Morphological Complexity

A further key issue in the field concerns how morphologically complex words are
identified in reading, and whether or not their recognition varies across languages.
Morphologically complex words consist of two or more “morphemes”, usually defined as the
smallest units that carry semantic or syntactic information (Bloomfield, 1933; Rastle, 2022).
Morphemes can be categorised into free and bound morphemes. Free morphemes can be further
divided in lexical and grammatical morphemes, with the first having semantic meaning (see
Apple) and the latter being grammatical function words (such as the). Contrarily to free
morphemes, bound morphemes are not independent and must be attached to a stem. These

morphemes are also called affixes and can be divided according to their function (derivational or
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inflectional) or their position (prefixes, infixes, or suffixes). Derivational affixes are employed to
create new words from existing ones (e.g., immature from mature), thus also sometimes
changing the words’ category (see how the derivational suffix “er” in “play er” changes the
word from the verb “fo play” to the noun “player”). Inflectional affixes indicate grammatical
relations between words (see the conjugation to the third person in “She speaks”™ at the end of the
verb). Prefixes are found in front of the stem (unbearable), infixes are found within the stem (see
the plural formation of foot: feet), and suffixes are found at the end of the stem (unbearable - see
Figure 2 for an exemplified division of a bisyllabic bimorphemic word). Another mean to form
new words is through compounding, where two free morphemes combine (earphones). In Study
2, as the experimental design involve sentence reading, I will examine both inflectional suffixes
and derivational prefixes and suffixes, whereas in Study 3, I will examine the processing of

derivational suffixes in a single word reading task.
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An Example for Syllabic and Morphemic Structure within a Derived Suffix Word

MORPHOLOGICAL STRUCTURE

Bound Free Free/bound
MORPHEME MORPHEME MORPHEME
derivational I derivational
PREFIX STEM SUFFIX

UNBEARABLE

C V & C A%
| | \/ /
Nucleus Coda ‘
\/ Nucleus Coda Nucleus Nucleus
Body Onset Body Body || Onset Body
closed closed open open
SYLLABLE SYLLABLE SYLLABLE SYLLABLE

SYLLABIC STRUCTURE

Morphological Complexity across Languages

The complexity of the internal structure of words varies significantly among languages
For example, languages can be divided in prefix languages (like Thai or Swahili) where stems
are preceded by derivational prefixes and then inflectional prefixes, or by the more common
suffix languages (like Finnish), where stems are followed by derivational and inflectional
suffixes (Pirkola, 2001). Historically, languages were classified according to the transparency of
morphological boundaries between the stem and the affixes (Schlegel, 1808). This index of
fusion identified three major types: isolating, agglutinative and fusional. Considering that
languages rarely belong to only one type (Brown, 2010; Greenberg, 1954; Pirkola, 2001),

isolating languages’ words are mostly simple with no or few signs or morphological structure
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(like in Vietnamese). In agglutinative languages, affixes are always appended to a base form
(Frost & Grainger, 2000), and the boundaries between stems and affixes are clear-cut, thus
making the word easily decomposable (see the Turkish word /talyanlarin: Italyan [Italian], lar
[plural], 1n [of, possessive]). On the contrary, fusional languages’ morphological boundaries tend
to be less definable, with the phonemes at the boundaries merging (see the English word joker:
does <e> belong to the stem joke or the suffix er?) or morphs conveying more than one

semantical feature (bought means “to buy” in a past tense).

A further parameter to classify languages in morphological types was later introduced by
Sapir (1921), who measured the amount of affixation in a language, thus dividing languages in
analytical, synthetic and polysynthetic. Words in analytical languages, like Chinese, typically
have no or few bound morphemes, but words in synthetic languages, like Italian, are constructed
from a number of morphemes. A language is deemed to be polysynthetic (like Finnish) if its total
number of morphemes is extremely high. Much like orthographic depth, the degree of synthesis
can be illustrated by means of a continuum, at whose extremes we find isolation and synthesis.

Languages might be placed at any point of this continuum (Pirkola, 2001):

Isolating Synthetic

& »
| >

A further element to take into consideration when discussing the morphological
complexity and variety of languages is how productive (and transparent) its compounding
system is, or the number and type of morphosyntactic features conveyed by the language: for
example, grammatical gender (feminine, neutral, masculine, or none), number (singular, dual,
plural, or none) or syntactic case (nominative, accusative, dative [...], or use of word order and

prepositions) (Pirkola, 2001; Stump, 2001).

Morphological Processing in Visual Word Recognition
This wide variety of morphological structures lends credence to the hypothesis that, while

sensitivity to morphological structure is found across languages and writing systems (Stevens &
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Plaut, 2022), there might be language-specific effects on morphological processing, especially
since reading morphologically complex words “reflects a learned sensitivity to the systematic
relationships among the surface forms of words and their meanings” (Verhoeven & Perfetti,
2011, p. 464). For example, Havas et al. (2015) examined the process of extracting
morphological information through an artificial morphological learning paradigm, in order to
explore cross-language differences in morphological acquisition in adults. The authors found that
while both Finnish and Spanish participants were able to learn and apply new morphological
patterns, they also found that the morphological complexity of participants’ native tongues
provided an advantage in morphological learning, as Finnish participants were better at

identifying embedded suffixes in the artificial language.

How morphologically complex words are recognised is a topic still under debate, with a
vast literature showcasing a variety of results. To investigate the issue researchers have employed
a number of different techniques, such as masked priming experiments (Beauvillain, 1994;
Grainger et al., 1991; Hasenidcker et al., 2016), masked transposed-letter priming (Beyersmann et
al., 2013), visual disruption paradigms paired with lexical decision tasks (Hasenicker &
Schroeder, 2017), single lexical decision tasks (Hasenicker et al., 2017), illusory conjunction
paradigms (Prinzmetal et al., 1986), and letter search tasks (Antzaka et al., 2019; Beyersmann,
Casalis, et al., 2015; Hasenécker et al., 2021). While there is some consensus regarding the
facilitation role of morphemes during visual word recognition, the extent to which morphological

processing varies due to cross-linguistic differences is still an underdeveloped topic.

The important role of morphological processing has been evidenced in a wide variety of
languages (see Amenta & Crepaldi, 2012 for a review on morphological effects). However, these
studies primarily investigate morphological processing within-languages, with few direct cross-
linguistic investigations. For example, a series of lexical decision tasks with English and Finnish
speakers were conducted by Vannest et al. (2002). These two languages differ in their

morphological complexity, with English being less complex than Finnish (B6éliicii & Can, 2019;
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Borleffs et al., 2017). They also fall on opposite ends of the orthographic depth continuum, with
English being at its opaque end and Finnish being at its transparent end. The researchers
discovered that participants who spoke English were more sensitive to stem frequencies (i.e.,
lexical decisions were faster to words with higher-frequency stems) than those who spoke
Finnish. This study was one of the first to suggest that morphological processing was modulated
by cross-linguistic differences in orthographic depth rather than morphological complexity, a
finding that was later replicated in the reading-aloud study of Mousikou et al. (2020). Chapter 4

will address this point in greater depth.

Morphological Processing Theories

The question whether morphologically complex known words are recognised at first
glance or whether they are decomposed in morphological components first (or after) has received
much attention over the past three decades (Giraudo & Grainger, 2003; Marslen-Wilson et al.,
1994; Pollatsek et al., 2000; Rastle & Davis, 2008; Schreuder & Baayen, 1995; Marcus Taft,
2003). The form-then-meaning account posits that words are first decomposed in morpho-
orthographic representations, and then morpho-semantic analysis occurs (Rastle & Davis, 2008;
Marcus Taft, 2003). In contrast, supralexical decomposition accounts postulate that complex
words recognition only happens through morpho-semantic decomposition (Giraudo & Grainger,
2003; Marslen-Wilson et al., 1994). A third theoretical framework sees complex words processed
via two routes: a holistic route, which helps identify the word without segmenting it, and a
morphological decomposition route (Pollatsek et al., 2000; Schreuder & Baayen, 1995). This has
been suggested for compound word processing as well, which may benefit from the parallel,
simultaneous work of both routes (Frost & Grainger, 2000; Marcus Taft, 1994). For example, in
the Morphological Race Model (Frauenfelder & Schreuder, 1992) or the Parallel Dual Route
Model (Schreuder & Baayen, 1995) complex word recognition is achieved via parallel
processing via the holistic, direct route, and the decompositional, parsing route. This assumption

seems to be, nowadays, the most supported one, with word length being a significant predictor
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(holistic route for short words, decomposition for longer words) of the relative dominance of the
two routes (Hyoné, 2015). Empirical evidence coming from eye-tracking studies seem to
corroborate this view: Niswander-Klement and Pollatsek (2006), for example, found dominant
word frequency effects on gaze durations for short, prefixed words, but more dominant stem

frequency in longer words.

Based on the growing body of evidence from morphological processing that supports a
decompositional approach, researchers have theorised different ways in how this decomposition
takes place. One example is the Word and Affix model (Beyersmann & Grainger, 2023; Grainger
& Beyersmann, 2017), which builds on the assumption that all known words and affixes are
stored and represented in the mental lexicon. The model implemented a morpho-orthographic
full decomposition process operating through two routes: the embedded word activation route,
and the affix activation route. The first mechanism performs a match between the input letter
string and the orthographic lexicon, thus activating whole words, but also embedded words, as
the match does not need to be exact (f-a-r-m-e-r would activate both farmer and farm alike). The
second mechanism performs instead an exact orthographic match and activates affixes that are

edge-aligned. In the study presented in the appendix A use this model to discuss my findings.
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Figure 3
The Word and Affix model

Semantic representations
(word and affix meanings)

Semantic activation

v

Orthographic lexicon
(word and affix forms)

(Embedded) word Morpho-orthographic

activation full decomposition Affix activation

Orthographic input

(position-coded letter identities)

Note. From "The role of embedded words and morphemes in reading", by Beyersmann and
Grainger (2023), in D. Crepaldi (Eds.), Morphology in the Mind and Brain (p. 28). Copyright

2023 by Routledge.

Syllabic complexity

In alphabetic scripts, syllables can be defined as the phonological building blocks of
words. Syllables are not only sublexical units, but they have a hierarchical structure of their own
(Levitt et al., 1991; Treiman, 1983, 1986). Phonologically speaking, they might consist of an
onset (when present, equal to initial consonant or consonant cluster) and a body, further divided

in nucleus and coda (when present, see Figure 2).
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Syllabic Complexity across Languages

Aside from few invariants, such as the ubiquity of the Consonant-Vowel syllable type
(Zec, 2007), languages vary considerably in syllabic structure. Reasons of this variation can be
found in the phoneme inventory size (Easterday, 2019; Maddieson, 2006, 2013) and population
size (Fenk-Oczlon & Pilz, 2021) which have been found to be positively correlated with syllabic
complexity. Seymour et al. (2003) positioned European languages on a simple to complex
syllabic structure continuum. Measuring syllabic complexity by the average number of
constituents of a syllable (Coupé et al., 2014), Seymour et al. judged to be simple the languages
having mostly open CV syllables with few consonant clusters (typically the case of romance
languages, such as Italian), and complex those languages whose syllables are predominantly
closed, as in CVC syllables. This is typically the case of Germanic languages, which have
clusters in both the onset and coda position (such as German or English). For example, De Cara
and Goswami (2002) found 88.8% closed syllables in the English CELEX corpus (Baayen et al.,
1993), with structures spanning from CVC to CCVCCC. Comparatively, in Italian the open
syllable CV is the most frequent syllable type, accounting for 56% of the occurrences in written

corpora (Burani et al., 2014).

It has been suggested that syllabic complexity influences reading acquisition. For
example, Marinelli et al. (2016) suggests that the lower syllabic complexity of Italian facilitates
segmentation in phonemes and syllables, and thus, accelerate the acquisition of grapheme-
phoneme correspondences. This interpretation is consistent with Seymour et al. (2003), who
found that nonword reading was more accurate in syllabically simple languages than in
syllabically complex languages (Exp. 3), and that reading nonwords was slower in these latter
(Seymour et al., 2003, p. 160). The authors interpreted these results as a consequence of the
increased difficulty in acquiring GPCs due to the fact that they are embedded in consonant

clusters.
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Syllabic complexity has also been found to affect reading rate in sentences with real
words. A direct impact of syllabic complexity has not only been found on the production of
speech, with complex syllables taking longer to articulate (Naveh-Benjamin & Ayres, 1986;
Pellegrino et al., 2011), but also on silent reading. In a cross-linguistic study of eight languages
varying in syllabic complexity and script type, Coupé et al. (2014) found that both oral and silent
reading were affected by syllabic complexity, regardless of script type, with reading rates being

slower in the more syllabically complex languages.

Syllables as Reading Units

Research on visual word recognition carried out on different languages, such as French,
Spanish and English, suggested that syllables could be relevant processing units, as they
facilitate naming in masked priming paradigms (Carreiras et al., 1993; Ferrand et al., 1996;
Ferrand et al., 1997). Slower lexical decisions have been evidenced when the first syllable of a
stimuli is a high-frequent one (Alvarez et al., 2001), and faster lexical decisions when target
words are primed by the word’s initial syllable (Ashby & Martin, 2008). However, contradictory
research using Illusory Conjunctions techniques (Doignon & Zagar, 2005; Doignon-Camus et al.,
2009) showed that low-frequency bigrams in monosyllabic elements produce the same syllabic
effects shown in polysyllabic words (thus providing evidence for the bigram trough hypothesis
of Seidenberg, 1987, which posits that syllabic effects are due to orthographic redundancy, rather
than syllabification). Similarly, other research using masked priming paradigms failed to
replicate syllable priming effects (Brand et al., 2003; Schiller, 2000). Somewhat problematic is
also the fact that syllables do not have specific boundaries, at least in English (Alvarez et al.,
2001), and thus, are not recognizable orthographically as a grapho-syllable (the orthographic

counterpart of the phonological syllable - Chetail & Mathey, 2010).

The syllabic processing literature is highly controversial (Yap & Balota, 2009), but
studies conducted with eye-tracking methodologies have provided further insights, in particular

in sentence reading contexts. Ashby and Rayner (2004) examined the effect of syllable primes in
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English silent reading. They found that readers' first fixation times on the target word were
shorter when the preview was syllabically congruent (target: de-vice, preview: de_nxw) than
when it was incongruent (dev_nx), even though the orthographic overlap between the preview
and the target was higher in the incongruent condition. More recently, eye tracking was used by
Hawelka et al. (2013) to determine whether the inhibitory effects of first syllable frequency
discovered in lexical decision tasks are transferrable to natural reading. The authors observed
inhibitory effects that led to a longer first fixation on multi-syllabic words beginning with high-
frequent first syllables using the multi-syllabic items of the German Potsdam Sentence Corpus as
target words (Kliegl et al., 2004). This result was interpreted as an indication of phonological
processing occurring prelexically, with the authors concluding that syllabic representations do
act as "access units" to the mental lexicon, and are activated during visual word recognition (see

also Stenneken et al., 2007).

Syllabic Processing Theories

Historically, reading models only considered monosyllabic words (see the DRC of
Coltheart et al., 2001) especially since early empirical studies have been conducted with thise
kind of items (Yap & Balota, 2009). However, the idea that syllables might be placed at an
intermediate stage between letter perception and whole-word recognition has led to recent

attempts to accommodate the processing of polysyllabic words within reading models.

For instance, Conrad et al. (2010), adapted the Multiple Read-out Model (MROM) of
Grainger & Jacobs (1996) with a separate route dealing with syllabic representations, together
with a syllabary containing syllabification rules. The original model of Grainger and Jacobs
(1996) could generate responses to lexical decision tasks through two processes: either global
lexical activation reaches a threshold corresponding to a “fast guess”, or the activation of a single
word unit reaches a threshold related to its identification. However, it was unable to account for
syllable frequency effects in lexical decision tasks, which is the reason why in the MROM-s

model (Figure 4) Conrad et al. (2010) designed an architecture where syllables activate words
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that contain them in the initial syllabic position. In the model, syllabic parsing is modulated both
by the frequency of the letter cluster which composes the initial syllable and the syllabary. Any
ambiguity is resolved by feedback from the word level. The MROM-S model accounts for the
inhibitory effect of syllable frequency on lexical decision that has been seen in a number of
languages (e.g., Conrad & Jacobs, 2004): that is, the processing of the target is impeded by
lateral inhibition brought on by the coactivated syllabic neighbours, and the competition is worse
when the syllable is frequent. Models of visual word recognition are discussed further in my

second publication.
Figure 4

Spread activation in the MROM-S

Lexicon
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Activation

—_—e
Inhibition
Initial Syllables

Position-specific
Letter Representations

Visual Feature Detectors

Orthographic Input: “NAVE*"

Note. From “Simulating syllable frequency effects within an interactive activation framework”
by Conrad et al. (2010), European Journal of Cognitive Psychology, 22(5), p. 872. Copyright

2010 by Psychology Press
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Aims of the thesis

The above literature outlies a summary of evidence and theories focussing on the
important role of orthographic depth, morphological and phonological processing in reading
polysyllabic and polymorphemic words. However, these models all seem to concentrate on one
particular reading unit (graphemes: Coltheart et al., 2001; morphemes: Beyersmann & Grainger,
2023; syllables: Conrad et al., 2010) rather than the interplay between different types of
sublexical units. This leads to several outstanding questions. For example, syllabic and
morphemic boundaries do not always coincide (see “eating”, which can be divided in two
syllables: ea + ting; and two morphemes: eat + ing; Alvarez et al., 2001): what is the parsing
mechanism taking the lead in the reading of multi-morphemic multi-syllabic words? Do
languages have a preferred unit of reading by which they access the lexicon, and if so, what
(cross-)linguistic features dictate this preference? The overarching goal of this thesis was to
address these questions by exploring the processing of sublexical units in visual word
recognition; specifically, the reliance on graphemes, morphemes, and syllables. I will argue that
cross-linguistic differences in sublexical processing arise from three major aspects of linguistic
variation: orthographic depth, morphological complexity, and syllabic complexity. I will

investigate the topic across a series of different methodologies and designs.
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Studies summary

Study 1. Order among chaos: Cross-linguistic differences and developmental trajectories in
pseudoword reading aloud using pronunciation Entropy.

In this study, a new measure, pseudoword pronunciation Entropy, was introduced to
calculate the variability of pronunciations to monosyllabic and multisyllabic pseudowords, in
four European languages (English, German, French, Italian), across ages (adults, and children in
grade 2, 3, and 4), and linguistic background (in monolingual and bilingual children).
Specifically, we investigated the reliance on graphemes, and how the knowledge of grapheme-

phoneme correspondences affects pseudoword reading in a naming task.

To do so, we transcribed and analysed the audio recordings of each participant’s
individual reading aloud responses, and then calculated entropy for each pseudoword. Across
four experiments, results consistently showed that pronunciation variability decreased with age,
as knowledge of GPCs increases, and that in the language with the highest degree of
orthographic unpredictability (English), entropy values were greater compared to the other
languages in both the adult and children population, thus demonstrating a higher pronunciation
variability to pseudowords. While our French and German-speaking participants also showed
some degree of pseudoword pronunciation variability, we found that the entropy values
associated to their response was significantly lower than the ones found in our English-speaking

sample (Exp. 4).

Critically, we showed that these differences could only arise when items are truly
representative of the language under investigation in terms of orthographic patterns and syllabic
complexity, thereby providing support to the argument that researchers should be careful when
employing cognate or stimuli that are too comparable when investigating cross-linguistic
differences (Ellis et al., 2004; Marinelli et al., 2016). In particular, the fact that English speakers
entropy values increased between Experiment 1 (M = 0.39) and Experiment 4 (pseudowords

matched on base-word frequency, Set 1, M = 1.03; equally dissimilar pseudowords, Set 2, M =



25
2.27), points to the fact that in the first experiment their responses were heavily impacted by the
fact that the monosyllabic items bodies were consistent, something that influenced the degree of
agreement in pseudoword pronunciation among English-speaking participants. However, once
deprived of this regularity cue coming from the consistent bodies (Treiman, 1986; Treiman et al.,
1995; Ziegler & Goswami, 2006), pronunciation variability and hence, entropy values increased,
as English-speaking participants had to rely on the often-unpredictable letter-to-sound
correspondences. These results were in line with previous research which found entropy values
to be influenced in English by spelling-to-sound consistency and orthographic neighborhood

(Mousikou et al., 2017).

In sum, these findings seem to indicate that sublexical processing, in reading aloud, is
impacted by cross-linguistic differences in orthographic depth. We come to this conclusion by
observing that the speakers of the language with the most opaque orthography (English) were
more reliant on large sub-units (in this case, bodies) to read pseudowords, largely because the
correspondence between graphemes and phonemes is unpredictable, and thus, unreliable. These
results are in line with the seminal study of Ziegler et al. (2001), where the authors found a
stronger body-N effect in English as compared to German, indicating a bigger reliance on bodies
as compared to graphemes. In fact, the length effect (that posits that longer words take more time
to read) was more pronounced in German speaker. This study was pivotal for the development of
the Psycholinguistic Grain Size Theory (Ziegler & Goswami, 2005), which predicts that readers
of opaque orthographies rely on larger sublexical units than readers of transparent orthographies.
As our results seem to be in line with both (Ziegler & Goswami, 2005; Ziegler et al., 2001), they

provide further support for the Psycholinguistic Grain Size Theory.

Study 2. The role of syllables and morphemes in silent reading: An eye-tracking study
The focus of the second study was to investigate syllabic and morphological processing
in a sample of German readers. The aim of this study was to investigate the relative reliance on

syllables and morphemes when reading multi-syllabic and multi-morphemic words embedded in
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sentences. As German is a language which is both syllabically and morphologically complex, it
represented the ideal candidate. To unveil which of these sublexical units are processed to a
greater extent, we conducted two eye-tracking experiments, with two different manipulations
that either disrupted or highlighted syllabic and morphological boundaries (with colours in Exp.

1 and hyphens in Exp. 2).

Eye-tracking data revealed that when disrupting syllable boundaries with hyphens (Exp.
2), participants showed significantly longer fixation times compared to when morphological
boundaries are disrupted. This result lends credence to the hypothesis that German speakers rely
more heavily on syllable-based than morpheme-based reading. Hence, the findings of
Experiment 2 suggest that in silent reading native German speakers might fall into a syllable-
based rhythm, an interpretation that is supported by previous studies revealing the impact that
syllables have in silent reading (Alvarez et al., 2001; Conrad & Jacobs, 2004; Conrad et al.,
2011; Hawelka et al., 2013; Hutzler et al., 2005). We also speculated that this reading behaviour
could have been amplified by the German-specific literacy instructions guided by the
Silbenmethode and other forms of syllable-based teaching strategies that have a long history in
Germany (Velten, 2012). Several empirical studies have indicated that specific teaching methods
have a long-lasting impact in reading development (Lyster, 2002; Lyster et al., 2016; Segers &

Verhoeven, 2005), and therefore, likely persist in adulthood (see also Ziegler & Goswami, 2006).

Ultimately, this study provided some insights into the kind of sublexical analysis that
skilled readers of orthographically transparent languages employ in a natural reading setting,
where the purpose of the task is reading comprehension. Our findings were dissimilar to those of
Hasenécker and Schroeder (2017) whose visual disruptions (i.e., SPIN:AT) at the level of
syllables and morphemes did not impair German skilled readers in a lexical decision task. The
authors offered many explanations for why this was not the case. First, the stimuli, taken from

the childLex corpus (Schroeder et al., 2015), might have been too simple for an adult audience.
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Second, the visual disruption employed (:) might have been too subtle for a skilled reading

system (p.748).

However, a third interpretation would be that for the task and items at hand skilled
readers did not need to process sublexical units, which was not the case in our sentence reading
study. Therefore, while our results do not align, this dissimilarity seems to be a good first
indication for the flexible-unit-size hypothesis (Brown & Deavers, 1999) which posits that the
choice of units of analysis change according to the task demands, as adult readers did not need to
process sublexical information in a lexical decision task (Hasenidcker & Schroeder, 2017), but

did in sentence reading (De Simone et al., 2023).

Interestingly, Hasenédcker and Schroeder (2017) did find evidence of switching between
units in their child participants: in fact, they found syllables to be prominent in word reading, and
morphemes in pseudoword reading. This suggests that beginner readers of transparent
orthographies do strategise in the choice of reading units in a task that is still somewhat
challenging at that stage of reading development (thus calling for a more pronounced need for
sublexical processing than in skilled readers). That would be a first support of Brown and
Deavers (1999) flexible-unit-size hypothesis in transparent languages. An interesting avenue for
future research would be to gather empirical data in other transparent languages that are both
syllabically and morphologically complex, such as Icelandic, which is a transparent, syllabically
complex (Seymour et al., 2003), and also morphologically complex language with a rich

inflectional and compounding system (Bjarnadéttir et al., 2019).

Study 3 (Appendix). The role of Orthographic Transparency and Morphological
complexity when reading complex nonwords: evidence from English and Italian.

The third study investigated the extent to which morphological processing is affected by
orthographic depth and morphological complexity. In a direct contrast of English, a language
with an opaque orthography and a scarce morphology, and Italian, a language with a transparent

orthography and a rich morphology, we compared reaction times and accuracy scores to lexical
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decisions with complex nonword stimuli. It is hypothesised that if cross-linguistic differences in
orthographic depth had a greater impact on morphological processing than cross-linguistic
differences in morphological complexity, then English-speaking participants reaction times
would be slower, and accuracy performance be worse, than Italian-speaking participants. The
opposite pattern should be found if cross-linguistic differences in morphological complexity

were the driving process of morphological processing.

Results showed that morpheme interference effects, while present in the response of both
groups, were significantly larger in English compared to Italian, thus further supporting the idea
that morpheme-based reading is more dominant in orthographically opaque languages compared
to orthographically transparent languages, regardless of morphological complexity. This is a
further indication suggesting that inconsistent orthographies require readers to process printed
words by referring to bigger grain-size units, as anticipated by the Psycholinguistic Grain Size
Theory of Ziegler and Goswami (2005). These units include morphemes, and in fact, one of the
key concepts of the Orthographic Depth Hypothesis of Katz and Frost (1992) is that readers of
orthographically opaque languages tend to process printed words by referring to their
morphology via the written word’s visual-orthographic structure. In addition, the findings of
Study 1 and 3 further indicate that readers of opaque orthographies rely on several sublexical
units according to the task and stimulus at hand, as we have seen how they relied on consistent
bodies of the monosyllabic items in Experiment 1 of Study 1 (as compared to the polysyllabic

items of Experiment 4), and morphemes in Study 3 in complex pseudowords.

While sublexical units provide pronunciation cues, it is important to note that larger grain
size units are not always reliable in their pronunciation either. Bodies in English are not always
consistent (see the infamous example of “ough”, which elicits different pronunciations in ‘cough’
/kof/, ‘tough’ /tat/, and ‘bough’ /bav/, Grainger, 2018) and morphemes are prompts to
pronunciation variability too (see the high entropy values associated to prefixes such as ‘pre’,

[3

sur’, ‘com’, ‘ex’, ‘for’, ‘ar’, and ‘ad’ in Mousikou et al., 2017). This inconsistency even at large



grain size units in English provide further evidence for the necessity of readers to develop
parallel strategies and to switch between reading units on an item-to-item basis, which is at the

core of the flexible-unit-size hypothesis of Brown and Deavers (1999).

29
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General Discussion

Overall, these findings suggest that orthographic depth has a profound impact on
sublexical processing: readers of orthographically opaque languages seem to scan the stimuli for
pronunciation cues, including the bodies of monosyllabic stimuli (Study 1), and morphemes
(Study 3). Moreover, readers of transparent orthographies seem to easily rely on GPCs when

reading aloud nonwords (Study 1), but also on larger size units in silent reading (Study 2 and 3).

This pattern of results provides support for the flexible-unit-size hypothesis of Brown and
Deavers (1999), which claims that readers tend to use multiple strategies in reading, relying on
both small and large units, depending on task and items. For example, English readers could use
information about orthographic bodies if the stimulus has a high body neighbourhood (a high
density of words that share the same body), and morphemic information when words are

multimorphemic, while reverting to GPCs for those graphemes that are consistent.

The flexible-unit-size hypothesis has found support in the field (Metzger, 2017; Perry &
Ziegler, 2000; Wyse & Goswami, 2012; Ziegler & Goswami, 2006). In particular, strong support
come from Goswami et al. (2003), who found evidence of a switching cost between units of
analysis in children. In their study, the authors developed two sets of nonwords where only one
possible unit of analysis was available (through phonological recoding via graphemes or through
orthographic analogies via bodies), and a mixed set. Results indicated that English-speaking
children’s performances were better in terms of speed and accuracy to the first two sets as

compared to the mixed set, because they blocked these participants’ necessity to strategise.

Modelling cross-linguistic differences and similarities of sublexical units processing
The findings of the current thesis point to the importance of sublexical units when

reading in both transparent and opaque orthographies. Several theoretical and computational

models of reading have proposed that account for sublexical processing mechanisms within an

intermediate level between orthographic input and the orthographic lexicon, thus moving beyond
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monosyllabic and monomorphemic computational models such as the Dual-Route Cascaded

Model of Reading Aloud (Coltheart et al., 2001).

However, very few theories have attempted to account for the combined processing of
syllables and morphemes. One step forward in this sense is the Dual-Route Approach to
Orthographic Processing (Grainger et al., 2012; Grainger & Ziegler, 2011), a theoretical
framework in which both syllables and affixes can make a contribution to the recognition of
multisyllabic and multimorphemic words. In this model, two routes exist: the phonology-based
route and an orthography route. This latter consists in two sub pathways: the coarse-grained route

and the fine-grained route.

The coarse-grained route provides a fast access to semantics. The route marks the presence
of instructive letter combinations regardless of letters contiguity (both adjacent and non-adjacent
bigrams are incorporated). Comparatively, in the fine-grained route letters are chunked in high-
level orthographic representations, which arise as a form of frequently co-occurring adjacent letter
combinations (such as multi-letter graphemes and morphemes). These orthographic
representations then activate the corresponding phonemes, whose computation eventually

activates the whole-word phonological representation, and finally the semantic representation.

In this way, the route accounts for the morpho-orthographic segmentation because the
detection of affixes requires precise letter position coding (see the example with “farmer” in Figure
5). This approach is consistent with the morphological interference effects found in Study 3. The
observed effects arose because both Italian and English participants were sensitive (although to
different degrees) to morphemes: their fine-grained route then chunked the nonword strings into
affixes, when present. Furthermore, this theory matches our data well because it does not predict

variations in the processing of stems and affixes.

In a later account of the model (2012), Grainger et al. predicted that syllabic effects would
be accounted for by the fine-grained route, and therefore, syllables could assume the role of

functional units of analysis (see also Héikio et al., 2015). In fact, evidence suggests that
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phonological processing for polysyllabic words is sequential for both silent reading and reading
aloud, as syllabic priming facilitation effects seem to rely on the first syllable only (Carreiras et
al., 2005; Chetail & Mathey, 2009, 2012). At the same time, syllabic bodies would also be activated

in the fine-grained route, as they are frequent word endings in English.

Our findings from Study 2 fit well in the parallel work of the coarse-grained route and the
fine-grained route. Our visual manipulation with hyphenation might have disrupted the usage of
the coarse-grained route by skilled readers, which would be the reason why hyphenated conditions
were read slower than the control condition. Moreover, the incongruent conditions also had the
further disadvantage to disrupt the functioning of the fine-grained route: while the congruent
condition was in line with the correct syllabic chunking, the incongruent condition disagreed with
it. The chunking conflict resolution would explain the higher reaction times associated with the

latter condition.

Similar conclusions were also reached by Héiki6é et al. (2015), who observed slower
reaction times in children reading polysyllabic words with hyphenated syllabic boundaries. The
authors speculated that the slowdown occurred because the visual disruption impeded participants
to process syllables simultaneously through the coarse-grained route, which forced participants to
process words through the first syllable. Moreover, they suggest that the fine-grained route might
be phonologically mediated at the early stages of reading, so that children would use syllables as

frequently co-occurring letter clusters and process them in a sequential manner (see Figure 6).

Overall, we think that model is apt to predict reading behaviour across languages with
different linguistic features and the emergence of cross-linguistic differences in sublexical
processing, as the sublexical units that are chunked highly depend on the language at hand. During
the development of the reading system, the fine-grained route will become sensitive to specific
letter combinations, that could be multi-letter graphemes, affixes, syllables and bodies (p. 9).
Moreover, the authors suggest that the associations that are established between sublexical

orthographic units and phonological representations arise via supervised learning (which includes
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teaching strategies). This would explain why we have observed syllabic effects in German adult
participants, as German reading instruction emphasise those units. Although the model predicts
that phonology gradually becomes less important with age, it is possible that the syllabic effects
that we witnessed in Study 2 were both orthographical and phonological in nature, as it has been
suggested that the nature of the syllabic effect might reflect both in orthographically transparent

orthographies (Conrad et al., 2009).

While this theoretical model seems to be effective in predicting sublexical processing of
several units, it is important to note that it has not been implemented computationally yet.
Moreover, another challenge would consist in predicting the switch between units according to
stimulus nature and tasks (at the very least, in opaque orthographies), as foreseen by the flexible-

unit-size hypothesis of Brown and Deavers (1999).



Figure 5

The Dual-Route Approach to Orthographic Processing.
morpho-semantics

SN\

whole-word
farmer farm orthography
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orthography orthography
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Note. Example with a morphological complex word. From “A dual-route approach to

orthographic processing” by Grainger and Ziegler (2011). Frontiers in Psychology, 2, 54, p. 7.

Copyright 2011 by Frontiers



35

Figure 6

The Dual-Route Approach to Orthographic Processing of Grainger and Ziegler (2011), adapted

to Finnish disyllabic reading in Hdikié et al. (2015).

whole-word ; whole-word
orthography / semantics \’\ phonology
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T 2b) 1
@3 [ /ta/+/lo/
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el Al 1D [t/+]al+]]+/o]
coarse-grained N holistic fine-grained phonological
orthography (3b) route (3a) T orthography (2) recoding (1) T
# A Ol# serial letter identification

L
™1 )

VISUAL FEATURES

=
)

Note. Example with a bisyllabic Finnish Word. From “The role of syllables in word recognition
among beginning Finnish readers: Evidence from eye movements during reading” by Héikio et

al. (2015). Journal of Cognitive Psychology, 27(5), p. 574. Copyright 2015 by Routledge
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Limitations and Future Directions

This thesis has several limitations, that I summarise below. First of all, its crosslinguistic
research only relied on Indo-European languages that are alphabetically transcribed. The results
do not necessarily generalise to non-alphabetic languages. For example, while Mousikou et al.
(2020) consistently found greater morphological processing in readers of orthographically
opaque languages in both children and adults, Barouch et al. (2022), found that morphological
effects in Hebrew were only visible in the transparent version of the script in young children,
while they become evident in the opaque version of the Hebrew script in older ones. Although
readers of Hebrew might be adapting to this highly specific feature of their writing system, this
would be a first indication of cross-script developmental differences in morphological

processing.

Additionally, while the results from Study 3 seems to point to greater morphological
processing in languages that are orthographically opaque, regardless of their morphological
complexity, more research needs to be conducted in this area. So far, the handful of studies that
have been conducted on this topic, including my own, broadly mirror the same pattern
(Mousikou et al., 2020; Simone, Moll, & Beyersmann, 2023; Vannest et al., 2002). However, the
existing investigations relied on items built around a combination of existing and non-existing
stems and suffixes, which is not representative of the heterogeneity of languages’ morphological

complexity.

It is important to note that morphological complexity is an umbrella term, and the
summation of the means that languages use to derive new words from existing ones and
expressing relations among words constituting a sentence. These means are separate: it is
customary to divide morphology in the three morphological operations of derivation, inflection,
and composition (Leminen et al., 2019), which are also subdivided in their own mechanisms

(such as prefixation or suffixation for derivation, for example). Hence, languages not only vary
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in their morphological richness, but those languages that we consider morphologically complex

also vary in their means of achieving this complexity.

Therefore, future cross-linguistic studies aiming at isolating the impact that
morphological complexity has on morphological processing, and more generally, sublexical
processing, should also considerate the domain in which these languages are complex, especially
when selecting affix type. For example, evidence points to differences in the processing of
prefixes and suffixes (Beyersmann, Ziegler, & Grainger, 2015) as well as differences between
the processing of derived and inflected words (Leminen et al., 2013; Niswander et al., 2000),
derived words and compounds (Hasenécker et al., 2017), and between free and bound
morphemes (Coch et al., 2020). In order to have a more clearly defined picture of how
morphological complexity and orthographic depth interact during complex word reading, future
research need to move forward from utilising suffixed nonwords and include different types of
morphemes in their materials. A way to do this would be, for instance, comparing pseudo-

compounds in two languages that differ in orthographic depth, such as English and German.

Finally, the results presented in Study 2 did not support the hypothesis that colour
alternation facilitates skilled reading. However, the Silbenmethode could affect children in a
different way compared to adults: If reading is facilitated in the colour segmented conditions, it
would provide important evidence-based support for the Silbenmetode in reading instruction in
syllabic complex languages. From there, new doors will open for research in investigating the

method in other languages.

Conclusions

In conclusion, this thesis has investigated cross-linguistic differences in sublexical
processing in English, French, Italian and German, and how they are mediated by sources of
linguistic diversity such as orthographic depth, morphological complexity and syllabic

complexity. In Study 1, we have evaluated reliance on graphemes in the four above-mentioned
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languages, and how orthographic depth impacted pronunciation variability to nonwords. Our
findings clearly indicate that complexity and unpredictability are two separate constructs within
the orthographic depth conceptual space, and it is the unpredictability of an orthography that
impacts pronunciation variability to a greater extent, as seen in Experiment 4. The difference in
entropy values in the native English speakers between Experiments 1 and 4 further indicates that

English speakers will rely on consistent bodies when present in reading aloud.

Study 3 builds on these findings, suggesting that native speakers of orthographically
opaque languages process morphology to a greater extent as compared to speakers of
orthographically transparent, but more morphologically complex languages, in lexical decision
tasks. This is a further indication that readers of opaque orthographies are attuned to look for
islands of regularity in reading, and are able to identify useful sublexical units across stimuli
(from consistent bodies in monosyllabic items to morphemes in multisyllabic ones), even when a
spoken output is not required by the task. Together these results support the flexible-unit-size
hypothesis in English readers of Brown and Deavers (1999). Study 2 further shows that when in
an orthographically transparent language like German that is both syllabic and morphologically

complex, syllables tend to be the preferred unit of choice in a natural sentence reading context.

To conclude, the findings of the current thesis have provide new insights into how
sublexical processing changes according to language specificities in four different languages
(English, French, German and Italian) through a wide variety of experimental designs and tasks,
thus opening new venues for cross-linguistic research and informing upcoming reading models

seeking to integrate sublexical processing in their framework.
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Abstract

In this work we propose the use of Entropy to measure variability in pronunciations in pseu-
dowords reading aloud: pseudowords where participants give many different pronunciations
receive higher Entropy values. Monolingual adults, monolingual children, and bilingual chil-
dren proficient in different European languages varying in orthographic depth were tested.
We predicted that Entropy values will increase with increasing orthographic depth. More-
over, higher Entropy was expected for younger than older children, as reading experience
improves the knowledge of grapheme-phoneme correspondences (GPCs). We also tested
if interference from a second language would lead to higher Entropy. Results show that
orthographic depth affects Entropy, but only when the items are not strictly matched across
languages. We also found that Entropy decreases across age, suggesting that GPC knowl-
edge becomes refined throughout grades 2-4. We found no differences between bilingual
and monolingual children. Our results indicate that item characteristics play a fundamental
role in pseudoword pronunciation variability, that reading experience is associated with
reduced variability in responses, and that in bilinguals’ knowledge of a second orthography
does not seem to interfere with pseudoword reading aloud.

Introduction

It is common practice in reading research to use pseudowords in order test participants’ ability
to use grapheme-phoneme correspondences (GPCs) to correctly retrieve sound from print [1].
This ability is considered fundamental to learning to read: since children at the beginning of
reading acquisition do not have a large sight vocabulary, they need to more heavily on their

PLOS ONE | https://doi.org/10.1371/journal.pone.0251629 May 19, 2021

1/34



PLOS ONE

58
Using Entropy to assess pseudoword reading aloud behaviour across age, orthographic depth and bilingualism

Competing interests: The authors have declared
that no competing interests exist.

knowledge of letter-sound correspondences to assemble the correct pronunciation, a process
known as phonological decoding [2].

Pseudowords have received a great deal of attention in this field. Pseudowords are gra-
photactically legal stimuli with plausible pronunciations [3]. Their importance lies in their
helpfulness in predicting poor reading skills: studies have shown that dyslexic readers per-
form worse than their non-impaired peers on pseudowords reading aloud tasks [4, 5]. Pseu-
dowords are usually assessed by calculating reaction times (the time between stimulus onset
and voice onset) and reading accuracy (the number of errors that participants make while
reading). Concerning reaction times, two assumptions underlie its use for inference: Firstly,
they have to assume that if a participant is taking more time in naming a particular item, it
means that item is more difficult than others. Secondly, the researcher has to hypothesise
about features of that particular item that make it difficult to name. For example, when 100
participants read aloud two pseudowords, “rop” and “wap”, they might have faster reaction
times to the former than to the latter. With this finding, we can calculate differences, on the
linguistic level, between these two pseudowords (e.g. in terms of vowel consistency, ortho-
graphic neighborhood or letter bigram frequency). This would allow for indirect inferences
about which linguistic characteristics affect reading aloud processes, which would, in turn,
allow us to hypothesise a cognitive structure that would explain why this particular charac-
teristic should affect reading processes. The transcribed responses of the participants give
more direct information about the cognitive processes [6-8]. For example, for the two pseu-
dowords above, participants might pronounce the former consistently as /aop/, and for the
latter, some participants might pronounce the pseudoword as /weep/ or as /wop/. This is
more direct evidence that consistency (i.e., the presence of more than one possible
pronunciation for the letter cluster wa, “in wasp” versus “wax”) affects reading aloud
processes.

As for accuracy, since pseudowords do not have conventional pronunciations, it is difficult
to decide whether they are pronounced correctly or not [7, 9]. Often, faced with the variety of
responses participants give, researchers need to arbitrarily decide whether a pseudoword is
correctly read by analysing all the plausible pronunciations that they think it could have [9-
11]. Even if a given software is used to score accuracy, decisions need to be made concerning
response accuracy. For example, if we accept any pronunciation as correct whenever there is at
least one instance of the grapheme-phoneme correspondence in the language, we would con-
sider, the pronunciation /jon/ for the English pseudoword <yan> as correct, although, intui-
tively, most English native speakers would consider this pronunciation incorrect, because it
corresponds to the vowel pronunciation of the word <yacht>.

With this in mind, we aim to investigate the number and kind of different pronunciations
participants give, an information that is not captured by only scoring the answers as correct
and incorrect [6-8]: The quantification of response variability to a given pseudoword may be a
more sensitive measure of pseudoword reading aloud performance, since it does not involve
any kind of arbitrary decisions from the researchers. Of course, the variability of responses
and accuracy may be correlated: If participants give many different pronunciations to a given
pseudoword, by definition, the variability will be high for this item. This also implies that any
scoring scheme would likely mark more responses as incorrect.

Considering this, our study’s goal was to test an alternative variable, namely pseudoword
reading aloud Entropy, as a way to quantifying participants’ pseudoword reading aloud perfor-
mances [12]. This approach has the advantage that rather than making decisions about
whether a given pronunciation is incorrect, we can include and analyse all responses.
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Pseudowords pronunciation Entropy

Entropy is a concept first introduced by Shannon’s Information Theory [13], which can be
defined as the degree of chaos within a closed system. Earlier studies in psycholinguistic
research used Entropy as a measure to investigate processing difficulty in sentence compre-
hension [14], quantify orthographic transparency in different orthographies (using word
onsets: [15-17], using mono-syllabic words: [18], using whole words: [19]), and to assess vari-
ability in responses to disyllabic English pseudowords [20] as well as diversity in vowel pro-
nunciation in German and English children reading aloud pseudowords [12].

In the present study, we use Entropy to calculate the variability of responses to both mono-
syllabic and multisyllabic pseudowords. This considering, we focus in this study on the follow-
ing three aspects:

1. Orthographic depth, by investigating orthographies varying in depth (English, German,
French, Italian);

2. Age (adults and children) and grade (2, 3, 4, for monolingual German children):

3. Bilingualism (comparing bilingual English-German children, reading German items, with
monolingual German children)

Entropy values are calculated as follows: the more alternative pronunciations a given pseu-
doword has, the bigger its Entropy value is. Since Entropy focuses on the whole pseudoword
pronunciation, Entropy values are not affected by the readers’ strategy to retrieve sound from
larger (morphemes, bodies) or smaller embedded reading units (letters, graphemes). For each
pseudoword, we have the transcription of each participant reading this particular item.
Entropy is calculated, for each item, by taking the percentage of each type of response, multi-
plying it by its logarithm, and summing the resulting value for all possible pronunciations of
this item. This process is described in the formula:

H,= = (i) - log.pilj)

where p(i|j) refers to the percentage of responses i for item j, where N is the number of differ-
ent pronunciations provided across the participants. Negative numbers were converted into
positive numbers (because the logarithm of a proportion, i.e., a number between 0 and 1, is
always negative) for easier interpretability, by multiplying the summed Entropy value for each
item j by -1. An example of how Entropy is calculated for a specific item can be found in
Table 1.

When participants provided the same pronunciation for a given pseudoword, the Entropy
value of that item was zero, because log1 = 0. Higher Entropy values (H > 0) instead resulted

Table 1. How to calculate Entropy from participants pronunciations for the pseudoword <wap>.

Pronunciations Proportion Proportion * Log
(7) weep 7/(7+9+1)=0.41 0.41 * log,(0.41) = 0.53
(9) wop 9/(7+9+1)=0.53 0.53 * log,(0.53) = 0.49
(1) weelp 1/(7+9+1) =0.06 0.06 * log,(0.06) = 0.24
Entropy
1.26

Note: In the Proportion * Log column we multiplied the numbers by -1 for easier interpretability

https://doi.org/10.1371/journal.pone.0251629.t001
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from participants giving different pronunciations, and as the distribution of multiple pronun-
ciations approaches equiprobability. This formula allows us to focus on item-level differences,
that is, to calculate Entropy per item, while for subject-level performances, we average across
participants.

To summarize, Entropy is defined here as the number of different pronunciations that
participants give to the same pseudoword (pseudoword pronunciation variability). For exam-
ple, in a sample of five participants, Participants 1 and 3 could read the pseudoword <wap>
as /weaep/; Participant 2, instead, would read the item as /wop/, while Participants 4 and 5
would agree on a yet different pronunciation: /welp/. These different choices would increase
the Entropy value associated with the pseudoword <wap>, calculated as seen in Table 1.
However, the same five participants could agree on the pronunciation of another pseudo-
word: for example, all of them could read <drell> as /drel/. In this case, the Entropy value of
<drell> would be equal to zero. As we will discuss below, there are reasons to think that
pseudoword pronunciation variability (Entropy) may vary according to Language, Bilingual-
ism and Age.

Orthographic depth

As for orthography, the relationship between letters and sounds can affect Entropy. The close-
ness of this relationship is referred to as orthographic depth, and is traditionally described as a
continuum [21]. For example, on the shallow end of the continuum are orthographies like
Finnish or Italian, where one letter typically corresponds to one sound (i.e, <i> only maps to
/i/), while on the deep end are orthographies with a high degree of inconsistency between its
letters and sounds (i.e. in the word “gist” <g> is read /d3/, but the grapheme itself could be
read /g/ as well), like English [22].

Shallow orthographies are easier to read and learn [21, 23-26] because of the straightfor-
ward mapping between graphemes and phonemes. Italian and German, for instance, are con-
sidered to have shallow orthographies [21], therefore we expected that the Entropy value of
pseudowords read by our Italian and German participants will be very low, because the consis-
tent correspondences between graphemes are phonemes will lead to none or very few possible
alternative pronunciations (e.g., in Italian, <fulm> can be only read /fulm/ because all the let-
ters in that pseudoword have only one phoneme corresponding to them, leading to only one
possible pronunciation). Consequently, since the pseudowords do not have many different
pronunciations, their Entropy was also expected to be low.

On the opposite end of the continuum are deep orthographies like English. Children learn-
ing to read in deep orthographies have been found to take longer to learn the correspondences
between letters and sounds, because of their inconsistent and unpredictable relationships (the
same grapheme <i>, found in words like <kit> and <pint> will be read /1/ in the first case
and /a1/ in the second). As a result, it takes longer to acquire the ability to read accurately [21,
23-25]. We expect that the pseudoword Entropy value for English-speaking children and
adults will be the highest, because letters are normally associated with more than one sound,
leading to multiple alternative pronunciations (for the pseudoword <sind> can be read /s nd/
or /sa nd/). For this reason, we predicted higher respoonse variability in English-speaking chil-
dren than in adults (because of their scarcer knowledge of GPCs); and higher response vari-
ability in English-speaking participants than in French-, Italian- and German-speaking
children, who are learning to associate graphemes to phonemes in more consistent and trans-
parent orthographies.
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Complexity and unpredictability

More recent work suggests that orthographic depth should not be seen as a single continuum,
but rather as a multidimensional space [27-29]. Even within Europe, orthographies differ on
many aspects which are difficult to condense into a single construct. While inconsistency of
the print-to-speech correspondences has always been central to the concept of orthographic
depth, the study from Schmalz, Marinus, Coltheart and Castles [28] showed that, across
orthographies, inconsistency can result either from “complexity” or “unpredictability” which,
according to models of reading, should have differential effects on cognitive processes underly-
ing reading and reading acquisition.

Complexity, on the one hand, can lead to inconsistency on the level of letters or graphemes
due to the presence of multiletter-correspondences (<aw> — /0:/; this is a complex corre-
spondence because the reading of the individual letters will not give the exact pronunciation),
or due to the presence of context-sensitive correspondences (<g[i]> -> /d3/; <g[a]> — /g/)
or from both (<ch[r]> — /k/; <chl[i]> -> /t§/). The French word “ciseaux”, for example, con-
tains three complex correspondences: the context-sensitive rule dictates that <c[i]> is read /s/
, while the multiletter grapheme <au> corresponds to /o/ and a position correspondence dic-
tates that the plural morpheme <x> is silent because of its position at the end of the word.
Nonetheless, even if there are three different context correspondences, the pronunciation is
entirely predictable. Unpredictability, on the other hand, refers to the degree to which the
reading system is capable of correctly translating written words into their phonological equiva-
lents [28]. The pronunciation of the word “yacht”, for example, is unpredictable, because this
word cannot be read correctly without the reader having encountered it before.

Within languages, complexity and unpredictability are correlated. This makes it difficult to
dissociate between them. For example, in the English orthography it can be hard to dissociate
complexity from unpredictability, as for example in the words “range” and “flange”. English
phonotactics correspondences state that if an <a> is to be found before the ending <nge>
then it should be read as /e1/, as in “range” (/reindz/). However, “flange” is not read /fleindz/,
but /fleendz/. In this case there is a grapheme which is read differently while being in the same
context: in “range” a complex correspondence is applied (a + nge), while in “flange” a simple
grapheme-phoneme correspondence is used (<a> is read /e/). Thus, complex context-sensi-
tive correspondence alone cannot predict how we should read <a>, and readers are often
unsure about which strategy is to be applied (context-sensitive or simple GPCs?). Instances
like the case we described are not rare, and they make English orthography both highly com-
plex and unpredictable.

The French orthography, on the contrary, is high in complexity, but low in unpredictability.
On the one hand. it presents many complex correspondences, caused by multiletter and con-
text-sensitive graphemes (respectively like <au> and <c>). On the other hand, these corre-
spondences are mostly predictable (<au> will be always only read as /o/, while <c> will
always be read /s/ before <i, e> and /k/ before <a, 0, u>).

Considering the relation between complexity and unpredictability, in the current study we
will look at languages that are simple and predictable (Italian and, to a lesser degree, German),
complex and predictable (French) and complex and unpredictable (English), in order to inves-
tigate the possibility that these features may differentially affect Entropy.

Bilingualism
Another factor that may influence pseudowords pronunciation Entropy is bilingualism. Two

scenarios are possible: when told to read pseudowords in Language A, individuals could show
interference from Language B, by associating phonemes of Language B to graphemes of
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Language A. For example, English/German bilingual may read a German pseudoword like
“moch” as /mots/ instead of /moy/, because the grapheme <ch> is read differently in English.
Similarly Treiman, Kessler and Evans [30] found interferences from French to English-
<c>and<g>pronunciation in English-speaking students who just started learning French.
Thus, a grapheme-phoneme correspondence from Language B that interferes with reading
Language A, may increase Entropy for bilingual individuals compared to monolingual
individuals.

The second scenario goes in the opposite direction. Studies have shown that bilingualism
improves metalinguistic awareness, that is the ability “to think about and reflect upon the
nature and functions of language” [31]. Metalinguistic awareness refers to different aspects of
language, as for example word awareness and phonological awareness. Moreover, results from
Yelland, Pollard and Mercuri [43] show that this improved metalinguistic awareness in bilin-
gual children also enhances reading skills, at least in regards to word recognition. Conse-
quently, there are reasons to believe that bilingual children’s metalinguistic awareness could
improve the overall understanding and sensitivity to GPCs, especially if one of the languages is
more transparent than the other. For example, the prior learning of one consistent orthogra-
phy could help understand the mechanisms underlying the GPCs in the other language,
because children already have experience with the dynamics of associating letters to sounds,
thus producing a facilitatory effect on the other language.

Aim and hypothesis

Our study’s goal was to evaluate the use of Entropy (H) in participants’ pseudoword reading
aloud responses. Although Entropy has already been used to measure the diversity of vowel
pronunciations in German and English children reading aloud pseudowords across grades
[12], alternative pronunciations of disyllabic pseudowords in English [20], we are the first, to
our knowledge, to use it to compare individual responses to both mono-syllabic and multi-syl-
labic pseudowords across age (primary school children and adults) and languages (shallow
and deep orthographies), including a consideration for bilingualism (in children).

In Experiment 1, we re-analyse novel and published pseudoword reading aloud data from
different languages (Italian, German and English) which are on different points along the
orthographic depth continuum. In Experiment 2, 3 and 4 we report new data from different
age groups. According to the Orthographic Depth Hypothesis [32], we expect that readers of
shallow orthographies (like Italian, and, to a lesser degree, German) will be associated overall
with low Entropy values, because the very predictable and consistent GPC of their orthography
should prevent the possibility of many different alternative pronunciations for pseudowords.

Readers of deep orthographies (like English) will be more likely to be associated with higher
Entropy values: this is because in deep orthographies different phonemes can be assigned to
one grapheme, which translates to the higher probability that the same pseudoword will be
read differently, depending on which phonemes the individual will decide to assign to the
graphemes contained in the given pseudoword. A second prediction concerns age.

Adults, as well as children from different grades (2, 3 and 4), participated in this study. We
expect that overall children would show a greater variability in responses in all language groups
compared to adults (exception made for Italians, for which we only have data from children),
because their reading skills development is still on-going, that is, their knowledge of graph-
emes-phonemes mapping is still incomplete. Hence, children may assign a greater number of
phonemes to a given grapheme, because of a greater uncertainty regarding GPCs. A direct
comparison will be made among monolingual German children in grade 2, 3 and 4 to investi-
gate whether younger children show greater response variability in responses compared to
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older children. Overall, we expected that grade 2 children’s responses to show higher Entropy
values compared to grade 3 and grade 4 children, and grade 3 children to show higher Entropy
values compared to grade 4 children.

With respect to bilingualism, as discussed earlier in the introduction, we believe that two
outcomes may be possible: If it is true that grapheme-phoneme correspondences from one lan-
guage interfere with the reading of the other language, we would expect that higher Entropy
values will be reported in bilingual children’s responses. However, if it is true that enhanced
metalinguistic awareness in bilinguals lead to enhanced reading skills compared to monolin-
guals, we would expect that, on the contrary, bilingual children responses will be associated
with lower Entropy values compared to monolinguals.

Experiment 1: Entropy in German and English adults reading
matched pseudowords

In the first experiment, we re-analysed pseudoword reading aloud data from a previously pub-
lished study [33]. This study aimed to compare the nature of sublexical processing in English
and German. The items were chosen such that they were matched on orthographic character-
istics, such as the number of letters and orthographic neighborhood. In the published study,
only RT data were analysed. Here, we are extending the published data by providing new
insights into the role of Entropy on pseudoword reading in German and English.

Methods

Participants. German (n = 19) and Australian (n = 48) adults participated in this study.
All were staff or students at universities in Germany and Australia, respectively, and received
course credit or a small monetary compensation for their participation. The procedure was
approved by the ethics committees of both Macquarie’s University, Australia (Macquarie Uni-
versity Faculty of Human Sciences (FHS) Ethics Committee) and Ludwig-Maximilian Univer-
sity, Germany (Ethikkommission bei der Medizinischen Fakultidt der LMU Miinchen).

Materials. Participants read aloud pseudowords in their respective language, which were
chosen in respect to the size of their body-neighborhood (see [34]). The size of the body-neigh-
borhood (body-N) for all items was measured thanks to the CELEX database, which is avail-
able for both German and English. In the original experiment, participants read aloud both
words and pseudowords (in their respective languages) varying in body-N while being
matched across body-N condition on length and orthographic neighborhood. Here, we ana-
lyse only the pseudoword data. The pseudowords were monosyllabic and matched on the
number of letters and orthographic neighborhood [35], as well as on body-neighborhood [34].
Moreover, all items had consistent bodies (i.e., while the number of body-neighbors was
manipulated, all body-neighbors had the same pronunciation). Altogether, there were 90
English and 90 German pseudowords, half of which contain high-frequency bodies and the
other half contain low-frequency bodies.

Procedure. Each participant was tested individually in a dimly lit, sound-proof testing
booth. Each item was shown on the screen for 5 seconds or until the voicekey was triggered, in
random order. The items were presented, one at a time, using the software DMDX [55], which
created audio recordings for each participants and each item. Here, we analyse only the pseu-
doword reading aloud responses. A native speaker of each language transcribed the partici-
pants’ responses from the audiofiles previously recorded and a scorers who had received
training in the phonology of the respective language scored the pronunciation accuracy. Both
scorers were told to follow a lenient marking criterion, that is, all legally possible grapheme-
phoneme relations (including context-inappropriate relations) were considered correct [23,
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36, 37]. We then calculated the Entropy, for each pseudoword, using the formula described in
the introduction and analysed the data using the statistical environment software R [38]. After-
wards, as an additional analysis, we accounted for non-plausible pronunciations and random
noise (meaningless misreadings, such as “dolt” read as /bolt/) by calculating Levenshtein dis-
tance [39] from the most common reading to a given pseudowords and all other alternative
readings. We did a normalization of the distances obtained (by dividing the distance by the
number of phonemes) so that it could be compared one to another. Since our shorter items
counted three letters, we decided to exclude all pronunciations whose Levenshtein distance
was higher than 0.334. With the resulting, diminished datasets, we then re-calculated Entropy
and statistical tests (this re-analysis will be referred from now on as “pronunciation plausibility
analysis”). The Python scripts which we used to calculate the Entropy values, as well as supple-
mentary files, can be found here: https://osf.io/94wjx/.

Results and discussion

Non-responses (1 trial from the German data, 6 trials from the English data) were excluded
before calculating the Entropy. For German, the median of the Entropy value, across all items,
was 0.48 (min = 0, max = 2.21), and for English, the median Entropy was 0.39 (min = 0,

max = 1.96).

As the Entropy measure is still relatively new to the field of pseudoword reading, the first
question we asked was whether Entropy for each item depends on random or systematic fac-
tors. As the English sample was larger than the German sample, we randomly split the English
sample 25 times into two groups of 24 participants each, and calculated the item-level Entropy
for each item for the two different sub-samples. The mean of the correlations between the fifty
sub-samples was 0.89, with a standard deviation of 0.02. All of the correlations were significant
r(90) = p < 0.001.

The second question was if and how Entropy correlated with accuracy. Two scorers scored
English pronunciation accuracy, while one scorer scored German pronunciation accuracy. We
then calculated a correlation matrix between Entropy, accuracy, number of answers and per-
centage of the most common responses for both groups. Table 2 shows the results for English
speaking participants, while Table 3 shows the results for German speaking participants. The
agreement between scorers was calculated with Cohen’s kapp to measure inter-rater reliability
[40]. Results show that, for the English data, the scorers were in a moderate agreement
(k=0.57).

Entropy was weakly correlated with accuracy, in a significant fashion for scorer 2: r = 0.26,
p < 0.05 but not for scorer 1: r = 0.04, p = 0.70. This result was unexpected: Entropy was

Table 2. Intercorrelations for English-speaking participants (Exp 1).

Measure 1 2 3 4 5

1. Entropy - 26" .04 73" -.86"
2.acc_s2 26" - 29* 17 -21%
3. acc_sl .04 29* - .02 .03
4. n_sw 73* 17 .02 - -.75%
5. perc -.86" -217 .03 -.75* -

n =90

Note: n_asw = number of different pronunciations per pseudowords, acc_s1 and acc_s2 = accuracy scored by scorer
1 and 2, perc = percentage of the most common response,

* = significant result.

https://doi.org/10.1371/journal.pone.0251629.1002
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Table 3. Intercorrelations for German-speaking participants (Exp 1).

Measure 1 2 3 4

1. Entropy - -.34" 92* -.94*
2. acc -.34" - -A47* .20
3.n_asw 92* -.47* - -.76*
4. perc -.94* .20 -.76*

n =90

Note: n_asw = number of different pronunciations per pseudowords, acc = scored accuracy, perc = percentage of the
most common response,

* = significant result.

https://doi.org/10.1371/journal.pone.0251629.1003

expecteed to be correlated negatively with accuracy, because it was calculated based on the
number of pronunciations. This means that scorers were more likely to accept several alterna-
tive pronunciations as correct for English than for German, with the latter showing a negative
correlation (r = —0.34, p < 0.05).

As expected, we found a significant positive correlation with the number of pronunciations
per English pseudowords: » = 0.73, p < 0.001, showing that items with a high Entropy received
more different pronunciations than items with a low Entropy, and a significant negative corre-
lation with the percentage of the most common pronunciation (r = -0.86, p < 0.001). In Ger-
man participants, Entropy negatively correlated with the accuracy scoring (r = -0.34,

p < 0.05). This is more in line with what we would expect: as accuracy is high, Entropy is natu-
rally low. However, since we could not recruit a second scorer for the German data, the reli-
ability of this correlation remains to be seen. For the other measures, Entropy correlated
positively, with the number of pronunciations (r = 0.92, p < 0.001) and negatively with the
percentage of the most common response (r = —0.94, p < 0.001).

The third, theoretically relevant question, was whether or not the observed Entropy differed
between the English and German readers. To visualise the distribution of the Entropy values,
we generated a density plot of the English and German Entropy values (see Fig 1). Fig 1 shows
that the distribution is right-skewed, with many items having an Entropy value close to zero.
Therefore, we performed a Mann-Whitney test, with language as a predictor of Entropy. The
difference in Entropy between English and German was not significant, W = 3710, p = 0.33,

09-
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Fig 1. Distribution of Entropy values for German and English adults.
https://doi.org/10.1371/journal.pone.0251629.g001
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95%CI = [-0.15, 0.10]. The pronunciation plausibility analysis confirmed the non significance
of the original analysis: W = 3689, p = 0.29, 95%CI = [-0.15, 0.09].

Tables 2 and 3 in S1 Appendix show the participants pronunciations to the ten items with
the highest Entropy values. Participants mistakenly read some pseudowords as real words, but
there was no significant difference in number of real words pronunciation between German
(m = 0.05, sd = 0.22) and English adults(m = 0.02, sd = 0.16): p = 0.18. A list can be found in
the Table 1 in S1 Appendix.

Both in English and in German, we found a non-normal distribution of Entropy values,
with many Entropy values being close to zero (suggesting consistent pronunciations across
participants). Thus, even in the English orthography, despite a number of items which result
in a high degree of variability of responses, there is often a consensus about how to pronounce
a given item (see also [20] for a similar conclusion). Mousikou, Sadat, Lucas and Rastle [20]
argue that this agreement in English pseudowords pronunciation, despite the inconsistency of
its orthography, can be explained by the influence that a pseudoword’s orthographic neighbors
have on its pronunciation (for example key could interfere with the pronunciation of kuy), and
by the fact that, even if a grapheme maps into several phonemes (<i> can be read as /ai/, /1/ or
/3:/), participants will tend to pronounce it with the phoneme that is most frequently associ-
ated with it. For example, participants read the pseudoword “dize” mostly as /daiz/ (14 partici-
pants) and less likely as /d1ze/ (5 participants).

In German, the analysis of the ten items with the highest Entropy values revealed that there
were few phonotactic properties that were not systematically applied to pseudowords. For
example, the final consonant devoicing phenomenon, which normally makes the voiced final
consonant voiceless in words (Rad—bike being read as /rat/) was not always applied: the pseu-
doword gund was read only half of the time gunt. Two context correspondences also triggered
higher Entropy values: the first concerns the pronunciation of the grapheme <s> in front of
the grapheme <p>. Normally, in words like Sport, the <s> would be read as /§/. However, in
our data, participants read pseuwords like sprau either /§prau/ or /sprau/. Similarly, the graph-
eme <n> before the final grapheme <g> should give the phoneme /n/, but participants pro-
ductions in pseudowords like quang varied from /n/, /ng/ to final /n/.

The present cross-linguistic comparison did not reveal differences in Entropy between
English and German. Previous studies have found differences in accuracy as a function of
orthographic depth (e.g., [21]). Since a low accuracy should be evident with high Entropy, we
expected to find higher Entropy values in English compared to German. However, most previ-
ous reading aloud studies were conducted with children [23-25]. Adult studies have often
used lenient marking criteria, and accuracy tends to reach ceiling. Thus, there is little evidence
to suggest that cross-linguistic differences in accuracy or pronunciation variability persist into
adulthood. The current analysis overcomes this limitation by using Entropy instead of a
lenient marking criterion and suggests that, in adulthood, orthographic depth has a minimal
influence on the heterogeneity of pseudoword reading aloud responses.

Experiment 2: Entropy in German monolingual children and
German/English bilingual children

The aim of the second experiment was to test whether there were differences in Entropy in a
younger population: that is, in primary school children. Although the results of Experiment 1
demonstrate that the Entropy of pseudoword reading aloud responses did not differ across
German and English-speaking adults, this does not rule out that Entropy differences may exist
between German and English-speaking primary school children who are still in the process of
learning to read. Entropy differences in adults may be washed out by the fact that the skilled
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reading system has already established an optimal prediction system for letter-sound corre-
spondences, which may not yet have developed to the same level of precision in developing
readers. Experiment 2 put this hypothesis to test by acquiring data from monolingual German
children and German/English bilingual children in grades 2, 3, and 4 reading matched pseudo-
words both in German and in English. This allowed us to compare Entropy within the same
items and participants across grade (in German monolingual children) and across orthogra-
phies within the same participants.

Opverall, we predicted higher Entropy in younger than in older children, because the knowl-
edge of the GPCs may not be full developed, which could lead to a greater level of noisiness in
their decision about how to pronounce a given GPC [12]. Moreover, Entropy was expected to
be higher for the English than German items, because the depth of English may make it more
difficult for children to learn the GPCs. Such a finding would be in line with previous studies,
suggesting that pseudoword reading aloud accuracy is lower in English than in shallower
orthographies (e.g., [21]). Finally, we hypothesised that Entropy may be higher in bilingual
children than monolingual children, because the knowledge of GPCs within one language may
interfere with the pseudowords reading aloud responses in the other language [30].

Methods

Participants. Six groups of children participated in this experiment: Three groups of
monolingual German children, enrolled in in grade 2 (N = 22), grade 3 (N = 19), and grade 4
(N = 22) (for a more detailed description of this sample, see [12]) were recruited in German
primary schools, as well as, three groups of German/English bilingual children attending grade
2 (N =12), grade 3 (N = 5), and grade 4 (N = 5) of a bilingual primary school in Australia.
Prior to testing informed consent was obtained from children’s parents. The data reported
here were not analysed or reported in Schmalz et al (2020) study. Participants’ German profi-
ciency of both bilingual and monolingual children was tested with the standardised reading
test SLRT (Salzburg Reading and Spelling Test [41]). The median percentile for monolingual
children was 50.50 (min = 8, max = 94;sd = 28.36) and for bilingual children 45.50 (min =5,
max = 88;sd = 21.87). A t-test comparing Monolingual German proficiency and Bilingual Ger-
man proficiency in grade 2 (the comparison between bilingual and monolingual participants
is done for grade 2 children only) revealed no significant difference between the two groups:
t=0.73, p = 0.46.

Materials. The same items as in Experiment 1 were used.

Procedure. The experimental procedure, as well as the transcription of the audio files and
calculation of Entropy for each pseudoword, was identical to Experiment 1. The German
monolingual children read the German pseudowords, and the bilingual children read both
German and English pseudowords. The bilingual children were tested on separate days. On
one day, to avoid any external, cross-linguistic influences on the children’s reading behavior,
the experimenter spoke only German to them and they performed a number of additional
German reading tasks, and on the other day, the experimenter spoke only English and they
performed a number of additional English reading tasks (which are not reported here). The
order of session was counterbalanced across participants, so half the children started with the
German session and the other half of the children started with the English session.

Results and discussion

We excluded non-responses before calculating Entropy. This resulted in a loss of 179 trials
(3.16% of all trials) for the monolingual sample, and 77 trials (3.10% of all trials) for the
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Fig 2. Distribution of Entropy for German/English bilingual children reading German vs English items. The
dashed lines are the medians for each orthography.

https://doi.org/10.1371/journal.pone.0251629.9002

bilingual sample. The data from this experiment were used to compare Entropy across three
dimensions: language, bilingualism and age.

Language. Firstly, we used language as a predictor (bilingual children reading German vs.
the same bilingual children reading English) and performed a Mann-Whitney test: there was
no significant difference in Entropy between languages: W = 3660, p = 0.26, 95%CI = [-0.28,
0.10]. The pronunciation plausibility re-analysis confirmed the results from the original analy-
sis W =4238, p = 0.59, 95%CI = [-0.10, 0.26]. In German, the median of the Entropy value,
across all items, was 0.99 (min = 0.27, max = 2.77), whereas in English it was 0.91 (min = 0,
max = 2.83). See Fig 2 for the distribution of Entropy.

Tables 4-6 in S1 Appendix show the pronunciations of bilingual children reading the ten
English-like pseudowords with the highest Entropy values, while Tables 7-9 in S1 Appendix
show the same children reading the ten German-like pseudowords.

A direct observation of children’s responses to German and English items showed that both
adults and children produced the same alternative pronunciations to certain units. For exam-
ple, in German, both groups were not uniform regarding the final consonant devoicing phe-
nomenon that is, on the contrary, systematically applied on words (see Tables 2, 6-12 in S1
Appendix). The pseudoword “fold” was read either /folt/ or /fold/. Similarly, when in English
pseudowords the letter <r> was preceded by a vowel, both adults and children were divided
whether to read it or not. Note that the participants were native Australian speakers: in Austra-
lian English, for monosyllabic words, vowels followed by the letter r always form a multi-letter
rule (but not in multisyllabic words:“kangaroo”is read, for example, /keegaru:/). Tables 3, 5-7
in S1 Appendix show such similar instances. As for the number of lexicalization errors, partici-
pants did not significantly read German items as real words (m = 0.035, sd = 0.89) more than
English items (m = 0.038, sd = 0.19): p-value = 0.74.

Furthermore, we calculated a correlation matrix for bilingual children reading English
items in grade 2, and for bilingual children reading German items in grade 2, similarly to
Experiment 1.
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Table 4. Intercorrelations for bilingual children reading German items (Exp 2).

Measure 1 2 3 4

1. Entropy - -.75* 94" -.93*
2. acc -.75* - -73* 64"

3.n_asw .94* -.73* - -.76*
4. perc -.93* .64* -.76*

n =90

Note: n_asw = number of different pronunciations per pseudowords, acc = scored accuracy, perc = percentage of the
most common response,

* = significant result.

https://doi.org/10.1371/journal.pone.0251629.t004

For bilingual children reading English items, we calculated the agreement between the scor-
ers using Cohen’s Kappa. In this case scorers were in a strong agreement (k = 0.70). Entropy
correlated negatively with both accuracy scoring (s2, r = -0.62, p < 0.001, s1, r = -0.61,

p < 0.001). In fact, higher accuracy means lower Entropy. Naturally we also found significant
correlations between Entropy and number of pronunciations (r = 0.96, p < 0.001) and Entropy
and percentage of the most common response (r = —0.96, p < 0.001). As for the German
items, Entropy correlated negatively with accuracy scoring (s1, r = —0.75, p < 0.001) and with
the percentage of the most common response (r = —0.93, p < 0.001), while positively correlat-
ing with number of different pronunciations (r = 0.94, p < 0.001). Tables 4 and 5 show the cor-
relation matrix.

Bilingualism. Secondly, we investigated whether bilingualism affected Entropy (German
monolingual vs German/English bilingual children reading the same items in German). Only
participants from grade 2 were included in this comparison, since the number of participants
from those groups was rather similar (N = 22 monolingual, N = 13 bilingual). The median of
the Entropy value for the bilingual group was 1.14 (min = 0, max = 2.81), while it was 1.32
(min = 0, max = 3.22) for the monolingual group (see Fig 2). We also performed a Mann-
Whitney test to see whether there was a difference in Entropy values for the second contrast,
but again we found no significant difference: W = 4144, p = 0.79, 95%CI = [-0.10, 0.27]. The
pronunciation plausibility analysis confirmed the marginal significance of the result W = 3452,
p =0.08,95%CI = [-0.36, 0.26]. This result indicates that, although there was a marginally sig-
nificant difference between the two groups (p < 0.1), bilingualism did not increase answer var-
iability (see Fig 3). This is in line with studies which show that learning an orthography that is

Table 5. Intercorrelations for bilingual children reading English items (Exp 2).

Measure 1 2 3 4 5

1. Entropy - -.62° -.61" 96" -.96"
2.acc_s2 -.62* - 51 -.59* .64*

3. acc_sl -.61* 51* - -.60* .53*

4. n_asw .96* -.59* -.60* - -.89*%
5. perc -.96" .64* .53% -.89* -

n =90

Note: n_asw = number of different pronunciations per pseudowords, acc_s1 and acc_s2 = accuracy scored by scorer
1 and 2, perc = percentage of the most common response,
* = significant result.

https://doi.org/10.1371/journal.pone.0251629.t1005
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Fig 3. Distribution of Entropy for German/English bilingual and German monolingual children. The dashed lines
are the medians for each orthography.

https://doi.org/10.1371/journal.pone.0251629.g003

more transparent than the other, if anything, improves the understanding of the deeper
orthography GPCs [42, 43].

The current result diverges to some degree from Treiman, Kessler and Evans [30] who
found that exposure to a second language affects graphemes-phonemes correspondences of
the first language. In this study, native English speakers learning French applied French front-
ing context rule while reading<c>and<g>graphemes in English word and pseudowords.
Those students took into account the following vowel to determine pronunciation, and so
much more than students who were not studying a second language. Translated to Entropy,
pronunciation variability in students learning a second language was lower compared to stu-
dents who did not undertake a second (romance) language class. The difference with our
results might be due to the fact that our participants were bilingual English-German (two Ger-
manic languages) children (and not university students), and we could only find limited occur-
rences of GPC interference from English to German (for example, the German item “loo” was
read /lu/ instead of /lo:/). Therefore the findings of the present study and those from Treiman,
Kessler & Evans are not in direct contradiction, given the nature of participants (bilingual
pupils being proficient in two languages, compared to monolingual English-speaking students,
who just started to learn French as a second language) and nature of direction (interference
between equally mastered languages, compared to interferences from L2 to L1) even though
our result was only marginally significant. In the real word data, there was no significant differ-
ence in real words reading between bilinguals (s = 0.035, sd = 0.18) and monolingual German
children reading in German(m = 0.42, sd = 0.19): p-value = 0.40. A list can be found in
Table 13 in S1 Appendix.

Grade. Finally we used grade as a predictor of Entropy (we compared German monolin-
gual children from grade 2, 3 and 4 across grades). We performed a Mann-Whitney test
(between grades 2 and 3; 2 and 4; 3 and 4) and calculated Entropy medians. In grade 2 the
median of Entropy values was of 1.31 (min = 0; max = 3.22), 0.58 in grade 3 (min = 0;
max = 1.51) and 0.39 in grade 4 (min = 0; max = 1.25) (Fig 4). The Mann-Whitney test showed

PLOS ONE | https://doi.org/10.1371/journal.pone.0251629 May 19, 2021 14/34



71
PLOS ONE Using Entropy to assess pseudoword reading aloud behaviour across age, orthographic depth and bilingualism

Grade

B:
B

Density

0 1 2 3
Entropy (H)

Fig 4. Distribution of Entropy for German monolingual children across grades. The dashed lines are the medians
for each orthography.
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significant differences between grade 2 and 3: p < 0.001, 95%CI = [0.45, 0.79]; grade 2 and 4:
P < 0.001, 95%CI = [0.72, 1.23] and grade 3 and 4: p < 0.001, 95%CI = [0.14, 0.35]. The pro-
nunciation plausibility analysis confirmed the significance of all comparisons: grade 2 and 3:
p < 0.001, 95%CI = [-0.57, —0.30]; grade 2 and 4: p < 0.001, 95%CI = [-0.79, —0.54] and grade
3 and 4: p < 0.001, 95%CI = [0.14, 0.31]. As we can see from the Entropy values medians
changing across grades (see Fig 4), by developing and practicing their reading skills children
gradually became more acquainted with the GPCs of their language, and their answer variabil-
ity decreased. This result is in line with the findings of [12], who found decreasing Entropy in
vowel pronunciation variability (but not in consonant pronunciation variability, which was
not investigated) as a function of grade. In real words, there was no significant difference in
lexicalizations between grades(grade 2: m = 0.41, sd = 0.19; grade 3: m = 0.04, sd = 0.21; grade
4: m =0.03, sd = 0.17): p = 0.594 for the comparison between grade 2 and grade 3; p = 0.524
between grade 3 and grade 4; and p = 0.274 between grade 2 and grade 4).

We calculated correlations between Entropy and other measures for all grades (Tables 6-8).
In grade 2 Entropy correlated significantly with accuracy (r = -0.71, p < 0.001), the number of
different pronunciations (r = 0.92, p < 0.001) and the percentage of the most common
response (r = —-0.91, p < 0.001). In grade 3, correlations remained significant for the number
of different pronunciations (r = 0.90, p < 0.001) and for the percentage of the most common
response (r = —0.93, p < 0.001), but the correlation with accuracy was not significant (r =
—0.05, p = 0.62). The same scenario from grade 2 repeated in grade 4: Entropy significantly
correlated with accuracy (r = —0.70, p < 0.001), the number of different pronunciations
(r=0.91, p < 0.001) and the percentage to the most common response (r = —0.93, p < 0.001).

The pronunciations of the ten items with the highest Entropy values are listed in Tables 10-
12 in S1 Appendix, andfor a list of pseudowords read as realwords are listed in Table 14 in S1
Appendix (grade 2: m = 0.04, sd = 0.17; grade 3: m = 0.04, sd = 0.21; grade 4: m = 0.03,
sd=0.17).
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Table 6. Monolingual German children in grade 2 (exp 2).

Measure 1 2 3 4

1. Entropy - -71* 91* -91*
2. acc -7 -.70* .58*

3.n_Sw 91* -.70 - =73
4. perc -91* .58 -.73* -

n =90

Note: n_asw = number of different pronunciations per pseudowords, acc = scored accuracy, perc = percentage of the
most common response,

* = significant result.

https://doi.org/10.1371/journal.pone.0251629.t006

Table 7. Monolingual German children in grade 3 (exp 2).

Measure 1 2 3 4

1. Entropy - -.05 .90* -.93*
2.acc -.05 - -.13 -.03
3.n_asw .90* -13 - -72%
4. perc -.93" -.03 72" -
n=90

Note: n_asw = number of different pronunciations per pseudowords, acc = scored accuracy, perc = percentage of the
most common response,

* = significant result.

https://doi.org/10.1371/journal.pone.0251629.t007

Experiment 3: Entropy in French and Italian children

The cross-linguistic contrast in Experiments 1 and 2 relied on a comparison of German and
English pseudowords and did not reveal any cross-linguistic differences in English and Ger-
man speaking adults and children.

However, since we used a bilingual sample to search for cross-linguistics differences in chil-
dren, it may be the case that the knowledge of one shallow orthography (German) had a facili-
tatory effect on the knowledge of the deeper language (English). One possible explanation is
that the children’s knowledge of two different orthographies enhanced their understanding of
GPCs. Many studies on bilingualism, in fact, suggest that bilingual children possess greater

Table 8. Monolingual German children in grade 4 (exp 2).

Measure 1 2 3 4

1. Entropy - -.70* 91" -.93*
2. acc -.70* - -.79* .53*

3. n_asw 91" -79* - =71
4. perc -.93* .53* -71" -

n =90

Note: n_asw = number of different pronunciations per pseudowords, acc = scored accuracy, perc = percentage of the
most common response,

* = significant result.

https://doi.org/10.1371/journal.pone.0251629.1008
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metalinguistic awareness [30, 44-46], defined as “the explicit knowledge of the structural com-
ponents of their orthography” [43].

At the same time, we wanted to test whether complexity, rather than unpredictability
affected Entropy. Since English orthography is considered both unpredictable and complex,
and could not serve for this purpose, we chose to collect data from two more groups of chil-
dren, French and Italian fourth graders. By comparing them, we were able to also assess the
effect of complexity on Entropy: French, compared to other European orthographies, has
many complex correspondences, while Italian has relatively few, with unpredictability being
relatively low in both orthographies [28].

Methods

Participants. A group of Italian fourth graders (n = 33) and a group of French fourth
graders (n = 29) were recruited for this experiment. Children’s parents agreed to the participa-
tion by signing an informed consent.

Materials. The children read aloud a list of 40 pseudowords, generated from a list of cog-
nate words (with similar orthograpny and the same meaning in both languages, like “mater-
nité” and “maternita”- maternity). Pseudowords were matched in number of syllables,
number of letters, orthographic neighborhood entity and base-word frequency.

Procedure. First, during a preliminary phase, we ensured that no children had learning
disorders. One French child who was already diagnosed with dyslexia was excluded. Second,
we administered the pseudoword reading aloud task to each participant. The procedure was
identical to Experiments 1 and 2.

Results and discussion

Entropy was calculated using the same script and formula of the other experiments. For
French speaking children the median of the Entropy value was 0.99 (min = 0, max = 2.53),
while for Italian speaking children it was 1.38 (min = 0, max = 3.24). We then performed a
Mann-Whitney test between French and Italian items, which showed a significant effect

W =460, p < 0.05, 95%CI = [-0.98, 0.22], reflecting higher Entropy in Italian than French chil-
dren (see Fig 5). Once again, the pronunciation plausibility analysis confirmed this result:

W =468.5, p < 0.05, 95%CI = [-0.81, 0.19].

Cohen’s kappa calculation revealed that scorers were in a moderate agreement for French
data (k = 0.57) and in a nearly perfect agreement for Italian data (k = 0.92). The fact that for
Italian data the scorers were in a nearly perfect agreement does not come as a surprise: since it
is a shallow orthography, and has an almost perfect isometric mapping between graphemes
and phonemes, it is easier and more straightforward to determine which pronunciation can be
considered correct or wrong.

In the French data we found a significant, negative correlations between accuracy and
Entropy (scorer 1 r = —0.49, scorer 2 r = —0.58): p < 0.001. Again, this was expected, as higher
accuracy implies lower Entropy. A significant, positive correlation was found with number of
pronunciations (r = 0.75, p < 0.001) and a negative correlation was found with the percentage
of the most common response (r = —0.81.p < 0.001). In Italian, Entropy was significantly cor-
related with number of different pronunciations (r = 0.94, p < 0.001) and percentage of most
common response (r = —0.93, p < 0.001), but surprisingly not with the accuracy judgements
(s17=0.08,p=0.63,s2r=0,p=0.99).

Tables 9 and 10 show the correlation matrix.

We then analysed the responses to the ten items with the highest Entropy values, in order
to qualitatively assess which factors may lead to higher Entropy value (see Tables 16 and 17 in
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Fig 5. Distribution of Entropy values in French and Italian children. The dashed lines are the medians for each
orthography.

https://doi.org/10.1371/journal.pone.0251629.9005

Table 9. Intercorrelations for French children (Exp 3).

Measure 1 2 3 4 5

1. Entropy - -.58" -.49* 75" -.81*
2.acc_s2 -.58* - 74" -.48* 71*
3.acc_sl -.49* 74* - -.51* .62*
4. n_asw 75* -.48* -.51% - -.63*
5. perc -.81* 71 .62* -.63* -

n =40

Note: n_asw = number of different pronunciations per pseudowords, acc_s1 and acc_s2 = accuracy scored by scorer

1 and 2, perc = percentage of the most common response,

* = significant result.

https://doi.org/10.1371/journal.pone.0251629.t009

Table 10. Intercorrelations for Italian children (Exp 3).

Measure 1 2 3 4 5

1. Entropy - .00 .08 .94* -.93*
2.acc_s2 .00 - 97* .05 -.01
3.acc_sl .08 97* - 15 -.08
4. n_asw .94* .05 15 - -.79*
5. perc -.93* -.01 -.08 -.79* -

n =40

Note: n_asw = number of different pronunciations per pseudowords, acc_s1 and acc_s2 = accuracy scored by scorer
1 and 2, perc = percentage of the most common response,

* = significant result.

https://doi.org/10.1371/journal.pone.0251629.1010
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S1 Appendix). A comparison between Italian and French children revealed that Italian partici-
pants misread items as real words more often than French participants (p < 0.05). A list of real
words readings can be found in Table 15 in S1 Appendix.

The qualitative analysis performed on French children’s answers showed that alternative
answers were given especially when pseudowords contained inconsistent graphemes (as the
sibilant <s>) or nasal sounds (e.g. <am>, <en>, <aim>). As for the <r> grapheme, it has
been previously shown that its corresponding phoneme /8/ is challenging for children to
acquire, and its acquisition occurs very late [47]. Our results suggest that grade 3 children’s
GPCs are not fully developed yet. Another element that created alternative readings was the
pronunciation of final consonants that are not normally read in real words, such as <t>, <r>,
<d> and <s> in pseudowords as stort, fratis, buffat, antobus, gord and cosputer. Our partici-
pants were very divided regarding this issue, and since we got the same alternative answers
from French adults (Exp. 4), we concluded that age reading skills are not possible causes of
these answers. These results are consistent with [48] who found that French-speaking partici-
pants pronounced letters in nonwords that are typically silent in words.

Italian children’s responses were affected by the pseudowords’ orthographic neighbors or
by the recognition of the base word itself; this is the case for the grapheme <g> read as the
phoneme /3/ for the pseudowords “benge” (baseword: “beige”) and “darage” (baseword:
“garage”). Children who produced this phoneme (which is not in the Italian phoneme inven-
tory) recognised the French loanwords and had knowledge of their irregular reading. In regard
to the other occurrences, Italian children did not apply phonotactic cues that normally indicate
which phoneme must be pronounced. For example, when <s> and <z> are surrounded by
vowels, their voiced alternative (/z/ and /dz/, respectively) should be produced. Therefore,
<anisale> should be read as /anizale/ and <vazionalita> as /vadzionalita/. This voicing assim-
ilation phenomenon, which is the norm in the central and northern areas of Italy, is however
not common in the southern regions of Italy, and specifically not in Sardinia (the native region
of our participants). Moreover, these phonemes are often considered allophones by Italian
speakers, depending on their geographical origin. Consequently,the alternative pronunciations
of some inconsistent graphemes are not considered wrong or not fitting, and individual
responses can vary even within the same participant (who will produce the alternative readings
of that grapheme in a non-systematic fashion).

Against our predictions, the median Entropy value was lower in French than Italian chil-
dren, suggesting that complexity may not increase pseudoword reading aloud Entropy. One
explanation for the higher Entropy values in Italian could lie in the characteristics of the items
themselves. In order to create a set of cognate items, we chose similar words in Italian and
French, and then generate pseudowords by changing letters. Since Italian syllabic structure is
simpler than in French [21], it is possible that French children had to read items that were not
representative of their structural complexity. For example, “pizza”, a common word in both
languages that reflects the Italian syllabic structure [CVCV], has a simpler syllabic structure
than “fauteuil” [CVCVC], a typical French word, and also fewer diphtongs and inconsistent
graphemes). The goal of Experiment 4 was to rule out this possibility by providing sets of
items that are truly representative of the participants’ languages.

Experiment 4: Entropy in English, French, and German adults
reading non-matched pseudowords
The results of Experiments 1-3 did not reveal any cross-linguistic differences that would have

suggested that deeper orthographies lead to greater variability in pseudoword pronunciations.
However, in these experiments, items were strictly matched on various psycholinguistic
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properties across orthographies (syllable structure, number of letters, frequency, orthographic
neighborhood and so forth). The advantage of this setup is that researchers can control for a
number of psycholinguistic properties that can influence participants’ reading behavior. How-
ever, one disadvantage is that cognate pseudowords may not always be representative of the
types of words that the readers typically encounter in their native orthography, and therefore
had the potential to reduce variability in participants’ responses across languages.

This considered, in the last experiment, we created two different sets of items. For the first
set, we created pseudowords that only matched on frequency, and not, for example, on syllable
structure or number of letters. We based this design on the idea of a frequency-matched read-
ing aloud study [49]. In this study Ellis et al. argued that matching items on all possible charac-
teristics creates item sets which are unnatural for most of the orthographies. Note that this
problem persists in the cognate design: for example, the German/English cognate “Zeitgeist”,
the spelling is typical, regular and predictable in German, but strange and irregular in English.
The reverse is true for the cognate “steak”. The solution proposed by Ellis et al. [49] was to
allow words to vary across languages on all dimensions except frequency. All words from a
corpus are divided into frequency bands, and an equal amount of words is randomly chosen
from each frequency band from each language. Word frequency is a measure of the frequency
with which participants are expected to have encountered this word. Thus, if frequency is
matched across languages, participants’ familiarity with a given word is kept constant. All
other item-level characteristics vary, but this variation is systematic, as it reflects the orthogra-
phies’ characteristics. In the current study, we were interested in pseudoword rather than
word reading. Therefore, we first chose a series of words, using the frequency-matched design,
and then created a set of pseudowords from these words using the same procedure across
orthographies. The advantage of this approach is that pseudowords will inherit properties that
are characteristic of the orthography, such as length and bigram frequency.

In the second set of items, we took the opposite approach. We created pseudowords which
were identical across orthographies, and which were equally untypical of real words in all
orthographies in question (orthographic neighborhood of 0). These were pseudwords with a
CVCVCYV structure, containing only letters which occur frequently in all three orthographies
in question.

In Experiments 1-2, furthermore, the items were all monosyllabic. In Experiment 4, we
relaxed this constraint. In general, pronunciations become less consistent when polysyllabic
words are considered [51]. Therefore, the presence of polysyllabic pseudowords gives more
scope for readers of deep orthographies to provide variable pronunciations.

Methods

Participants. Participants were 16 students from universities in southern Germany, 28
students from a university in southern France, and 39 students from a university in Australia.
They participated in exchange for course credit or payment.

Materials. As outlined in the previous section, we chose two subsets of items. For the first
subset, we selected a number of words from each language using a frequency-matched design,
following the same procedure as [49]. We randomly selected words from different frequency
bands: 10 words each with a log-frequency between 0 and 0.5, between 0.5 and 1, between 1
and 1.5, and between 1.5 and 2 [51-53]. We then created pseudowords for each item in each
language, using the software Wuggy [54]. Wuggy’s algorithm generates pseudowords that are
similar to the input words in terms of subsyllabic structure, bigram frequency, and ortho-
graphic neighborhood. Thus, we obtained 40 pseudowords, based on real words varying in fre-
quency, for each orthography.
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In the second set, the items were equally easy to pronounce, we assembled 20 pseudowords
from simple CV syllables. Each pseudoword had three syllables, and an orthographic neigh-
borhood of zero. Thus, in all languages, items were equally dissimilar to real words.

Procedure. The two sets of pseudowords were presented to the participants in a mixed
random order, using the software DMDX [55]. The participants saw each item on the screen
for 2.5 seconds or until the voice key was triggered, and were instructed to read aloud the
items as fast as possible, while being as accurate as they could be. The data was then tran-
scribed, for each orthography, by a native speaker.

Results and discussion

We excluded all non-responses (12 trials for English, no trials for French, and 3 trials for Ger-
man, <1% of the data) before further processing. Entropy was calculated, for each language
separately, as in the previous experiments (see Fig 6).

Since Fig 6 showed a non-normal Entropy distribution was compared across languages in a
pairwise manner, we used the Mann-Whitney test.

Word-like pseudowords. First, in the comparison of the word-like pseudowords, which
were derived from the frequency-matched words, the median Entropy was 1.03 for English
(min = 0, max = 3.91), 0.31 for French (min = 0, max = 2.98), and 0.36 for German (min = 0,
max = 2.74). The Mann-Whitney tests showed a significant difference between English and
French, W= 1160, p < 0.001, 95%CI = [0.30, 0.88], between English and German, W = 1177,
p < 0.001, 95%CI = [0.22, 0.83], but no significant difference between French and German,

W =800, p > 0.9, 95%CI[-0.24, 0.23]. Again the results were confirmed by the pronunciation
plausibility analysis: comparisons between English and French (W = 1161.5, p < 0.001, 95%CI
=[0.32, 0.73]) and English and German remained significant (W = 1089, p = 0.005, 95%CI =
[0.16, 0.64]), while the non-significance of French and German comparison was corroborated
(W =705, p = 0.34, 95%CI = [-3.53, 8.76]).

Three multiple linear regressions were calculated including language, length, number of syl-
lables, baseword and bigram frequency, orthographic neighborhood, phonological neighbor-
hood and BodyN. Baseword frequency and Body Neighborhood were calculated using Leipzig
Corpora Collection [56-58], while Bigram frequency, orthographic and phonological neigh-
borhood were calculated thanks to the Clearpond database [59].

Results indicated that none of these variables, apart from Language (in the comparison
between English and French, and English and German) and Length (in the comparison
between English and Grench) were significant predictors in the model (see Tables 11-13),
which confirmed the results of the Mann-Whitney tests.

Frequency-matched pseudowords Equally Dissimilar Pseudowords
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[T engisn

! | French
L:J German

|
|
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|
1
|
I

00-

m v 5 i
0 1 2 3 4 0 1 2 3
Entropy (H) Entropy (H)

Fig 6. Distribution of Entropy values for French, German and English adults. The dashed lines are the medians for
each orthography.

https://doi.org/10.1371/journal.pone.0251629.g006
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Table 11. Multiple regression, English-French, word-like pseudoword.

Model 1 Model 2
(Intercept) 0.39, (0.15)* 0.03, (0.42)
Language -0.77, (0.21)*** -0.79, (0.24)**
Length 0.28, (0.13)*
Syllables count 0.22, (0.25)
Baseword Frequency 0.07, (0.11)
Orthographic N -0.00, (0.10

Body N -0.15, (0.13
Bigram Frequency -0.08, (0.10
R 0.15 0.30
Adj. R? 0.14 0.22
Num. obs. 80 80

(0.10)

Phononological N -0.08, (0.11)
)

)

Estimate Std. Error t value Pr(> |t])
(Intercept) 0.0345 0.4183 0.08 0.9346
Language -0.7878 0.2395 -3.29 0.0016™*
Length 0.2813 0.1322 213 0.0368"
Syllables count 0.2212 0.2530 0.87 0.3849
Baseword Frequency 0.0687 0.1103 0.62 0.5352
Orthographic N -0.0008 0.1025 -0.01 0.9937
Phononological N -0.0800 0.1083 -0.74 0.4627
Body N -0.1469 0.1291 -1.14 0.2589
Bigram Frequency -0.0785 0.1048 -0.75 0.4562

*p < 0.001;
*p<0.01;
p <0.05

https:/doi.org/10.1371/journal.pone.0251629.1011

Since German and French have predictable mappings between graphemes and phonemes
and are easy orthographies to read, this result is in line with our expectations. In contrast,
English orthography is both complex and unpredictable, a characteristic that led to higher vari-
ability in responses (compared to orthographies which are complex, but predictable).

We then calculated agreement between English scorers. Cohen’s kappa measure revealed a
moderate agreement (k = 0.54). Entropy correlated significantly with scorer 1’s accuracy judg-
ment (s1 r=—-0.44, p < 0.05), but not with scorer 2’s (r = —0.21, p = 0.19), with number of dif-
ferent pronunciations (r = 0.95, p < 0.001) and percentage of the most common response (r =
-0.97, p < 0.001) As for the French data, the Cohen’s kappa for our scorers was k = 0.77,
revealing a strong agreement. Entropy correlated significantly with both accuracy judgements
(sl and s2 r=—-0.75, p < 0.001), number of different pronunciations (r = 0.92, p < 0.001) and
percentage of the most common response (r = —0.97, p < 0.001). Similarly, in German data
Entropy correlated with accuracy (r = —0.58, p < 0.001), number of different answers (r =
-0.77, p < 0.001) and percentage of the most common response (r = —0.92, p < 0.001). Tables
14-16 show the correlation matrix.

Dissimilar pseudowords. For the equally dissimilar pseudowords, the median Entropy
values were 2.27 (min = 1.18, max = 3.80) for English, 0.64 for French (min = 0, max = 2.89),
and 1.23 (min = 0, max = 2.29) for German. The Mann-Whitney tests showed a significant dif-
ference between English and French, W = 368, p < 0.001, 95%CI[1.11, 1.92], between English
and German, W = 356, p < 0.001, 95%CI[0.58, 1.34], and between French and German,
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Table 12. Multiple regression, English-German, word-like pseudoword.

Model 1
(Intercept) -0.40(0.15)**
Language 0.79(0.21)"**

Length

Syllables count

Baseword Frequency

Orthographic N

Phonological N

Body N

Bigram Frequency

R’ 016

Adj. R 0.15

Num. obs. 80
Estimate

(Intercept) -0.8563

Language 0.7289

Length 0.1756

Syllables count 0.3392

Frequency -0.0116

Orthographic N -0.0414

Phonological N 0.0319

Body N -0.1575

Bigram Frequency -0.0993

1p < 0.001;
*p < 0.0;
*p < 0.05

https://doi.org/10.1371/journal.pone.0251629.1012

Std. Error

0.4048
0.2316
0.1373
0.2578
0.1133
0.1051
0.1219
0.1236
0.1053

tvalue
2212
3.15
1.28
1.32
-0.10
-0.39
0.26
-1.27
-0.94

Model 2

~0.86(0.40)"
0.73(0.23)"*

0.18(0.14)
0.34(0.26)
-0.01(0.11)
~0.04(0.11)
0.03(0.12)
-0.16(0.12)
-0.10(0.11)

0.26

0.17

80

Pr(>|t])
0.0379*
0.0024*
0.2051
0.1924
0.9189
0.6947
0.7943
0.2068
0.3489

W =102, p =0.008, 95%CI[-0.91, —0.21] (the pronunciation plausibility analysis confirmed
the significance of all comparisons. Between English and French: W = 324, p < 0.001, 95%CI
[0.57, 1.43], English and German: W = 301.5, p = 0.006, 95%CI[0.22, 0.88] and French and
German: W =115, p = 0.02, 95%CI[-0.83, —0.05]). These findings indicate that reading aloud
Entropy was higher in English than in either French or German, and higher in German com-

pared to French, which is in contrast with the results of the previous experiment (please refer

to the General Discussion, where we discuss this point in more detail).

As in our previous experiments, the observation of the participants’ responses to pseudo-
words confirmed that high Entropy values were associated with those items that contained

non-consistent graphemes as <s> or <z>, context or position correspondences (like terminal

devoicing in German or silent final consonants in French), different vowel lengths (especially

in German) and different kind of phoneme manipulations (especially in English, like syllable
manipulations [zulumu -> zumulu]). These phenomena can be seen in Tables 19-24 in S1

Appendix.

We then performed Cohen’s kappa between our scorers and correlations matrix. In English

data, scorers were in a strong agreement (k = 0.74). Entropy correlated significantly with num-

ber of different pronunciations (r = 0.86, p < 0.001), percentage of the most common response
(r=0.85, p < 0.001) and scorer 1’s accuracy judgement (r = —0.55, p < 0.05), but not scorer 2’s

(r=—-0.35,p =0.13).
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Table 13. Multiple regression, French-German, word-like pseudowords.

Model 1 Model 2

(Intercept) 0.01(0.16) -0.11(0.47)
Language -0.01(0.23) ~0.08(0.28)
Length -0.04(0.15)
Syllables count 0.09(0.29)
Baseword Frequency -0.01(0.13)
Orthographic N -0.07(0.12)
Phonological N -0.09(0.13)
Body N ~024(0.14)
Bigram Frequency -0.04(0.14)
R 0.00 0.07
Adj. R? -0.01 -0.03
Num. obs. 80 80

Estimate Std. Error t value Pr(>t))
(Intercept) -0.1128 0.4660 -0.24 0.8093
Language -0.0764 0.2780 -0.28 0.7841
Length -0.0421 0.1541 -0.27 0.7856
Syllables count 0.0916 0.2885 0.32 0.7519
Baseword Frequency -0.0069 0.1280 -0.05 0.9571
Orthographic N -0.0665 0.1183 -0.56 0.5758
Phonological N -0.0949 0.1306 -0.73 0.4698
Body N -0.2436 0.1444 -1.69 0.0960
Bigram Frequency -0.0442 0.1386 -0.32 0.7507
“*p < 0.001;
“p <001
“p < 0.05

https://doi.org/10.1371/journal.pone.0251629.1013

In French, our scorers were in a moderate agreement (k = 0.45). Entropy correlated signifi-
cantly with both scorers” accuracy judgements (s1 r = —0.87, p < 0.001; s2 r = —0.76,
p < 0.001), number of different pronunciations (r = 0.92, p < 0.001), and percentage of the
most common response (r = —0.85, p < 0.001).

Table 14. Intercorrelations for English-speaking adults reading word-like pseudowords (Exp 4).

Measure 1 2 3 4 5

1. Entropy - -21 -.44" .95* -.97*
2.acc_s2 =21 - 44* =21 .19
3.acc_sl -.44* 44* - -.37* 45*
4. n_asw .95* =21 -.37* - -.86*
5. perc -97* 19 A45* -.86" -

n =40

Note: n_asw = number of different pronunciations per pseudowords, acc_s1 and acc_s2 = accuracy scored by scorer

1 and 2, perc = percentage of the most common response,

* = significant result.

https://doi.org/10.1371/journal.pone.0251629.t1014
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Table 15. Intercorrelations for French adults reading word-like pseudowords (Exp 4).

Measure 1 2 3 4 5

1. Entropy - -.75* -.75* .92% -.97*
2.acc_s2 -.75% - 75% -.62* .80*
3.acc_sl -.75% 75% - -.61*% .82*
4. n_asw .92% -.62* -.61* - -.86*
5. perc -.97* .80* .82* -.86* -

n =40

Note: n_asw = number of different pronunciations per pseudowords, acc_s1 and acc_s2 = accuracy scored by scorer
1 and 2, perc = percentage of the most common response,
* = significant result.

https://doi.org/10.1371/journal.pone.0251629.t015

In German, Entropy correlated significantly with number of different pronunciations
(r=0.89, p < 0.001), percentage of the most common response (r = —0.92, p < 0.001) but not
with accuracy judgement (r = 0.08, p = 0.74). Intercorrelations can be seen in Tables 17-19.

An analysis of real word misreadings revealed no significance difference between the three
groups (p = 0.10 for the comparison between English and German, p = 0.12 for the compari-
son between English and French; p = 0.96 for the comparison between German and French).
A list of pseudowords read as real words can be seen in Table 18 in S1 Appendix.

Table 16. Intercorrelations for German adults reading word-like pseudowords (Exp 4).

Measure 1 2 3 4

1. Entropy - -.58" 77" -.92%
2. acc -.58* - -.81* .38*

3.n_asw 77" -.81* - -.58*
4. perc -.92* .38* -.58" -

n =40

Note: n_asw = number of different pronunciations per pseudowords, acc = scored accuracy, perc = percentage of the

most common response, * = significant result,

* = significant result.

https://doi.org/10.1371/journal.pone.0251629.t016

Table 17. Intercorrelations for English adults reading dissimilar pseudowords (Exp 4).

Measure 1 2 3 4 5

1. Entropy - -.34 -.55" .86" -.85"
2.acc_s2 -.34 - .54* -.55% 12
3. acc_sl -.55*% .54* - -.75% 22
4. n_asw .86* -.55% -.75% - -.51*
5. perc -.85 12 22 -.51% -
n=20

Note: n_asw = number of different pronunciations per pseudowords, acc_s1 and acc_s2 = accuracy scored by scorer
1 and 2, perc = percentage of the most common response,

* = significant result.

https://doi.org/10.1371/journal.pone.0251629.1017
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Table 18. Intercorrelations for French adults reading dissimilar pseudowords (Exp 4).

Measure 1 2 3 4 5

1. Entropy - -.76* -.87* .92* -.96"
2.acc_s2 -.76* - .58* -.63* .82%
3.acc_sl -.87* .58* - -.78* .86"
4. n_asw .92* -.63* -.78* - -.80"
5. perc -.96" .82% .86" -.80" -
n=20

Note: n_asw = number of different pronunciations per pseudowords, acc_s1 and acc_s2 = accuracy scored by scorer
1 and 2, perc = percentage of the most common response,

* = significant result.

https://doi.org/10.1371/journal.pone.0251629.t018

General discussion

The present study used Entropy as a measure to assess participants’ reading aloud responses to
pseudowords in English, French, Italian and German adults and children. Our main aim was
to assess the impact of age, orthographic depth and bilingualism on Entropy, defined as the
number of alternative pronunciations that participants give to a given pseudoword.

The role of children’s development in Entropy

Experiment 2 clearly showed a significant decrease in Entropy (H) from grade 2 to 4, with a
great fall between grade 2 and 3. This finding is in line with similar results reported in English
by [12]), who show that by the end of grade 2, children already start to develop sensitivity to
context-sensitive correspondences, which is probably the cause of the reduction in response
variability, as Treiman and Kessler [60] suggest for spelling. In fact, children may use the sur-
rounding context of a grapheme to derive pronunciation. This progressive diminution also
explains why the majority of pronunciations by adult participants had an Entropy value of
zero or very close to zero. However, data from Experiments 1, 2, 3 and 4 show that specific
alternative readings did not disappear from childhood into adulthood.

Our results suggest that the pronunciation of some sublexical units is intrinsically ambigu-
ous and variability thus does not depend on reading skills. For example, both French adults
and children were divided in whether or not to pronounce final consonants that are normally
silent in real words. For example, the pronunciation of a real word like “mot” (word) would
uniformly be read as /mo/, while our participants read the pseudoword <stort> as /stor/ or

Table 19. Intercorrelations for German adults reading dissimilar Pseuodowords (exp 4).

Measure 1 2 3 4

1. Entropy - .08 .89* -.92%
2.acc .08 - -.14 -.19
3. n_sw .89* -.14 - -.70*
4. perc -.92% -.19 -.70* -

n =20

Note: n_asw = number of different pronunciations per pseudowords, acc = scored accuracy, perc = percentage of the
most common response,

* = significant result.

https://doi.org/10.1371/journal.pone.0251629.1019
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/stort/. Similarly, both German adults and children devoiced pseudoword codas half of the
time, although final consonant devoicing is the norm in real word reading: <Bad> (bath) will
always be read as /ba:t/, while the pseudoword <gund> was read as /gund/ or /gunt/. This
phenomenon is not only restricted to position-sensitive correspondences, but also to context-
sensitive correspondences. In German, for example, the letter <s>, followed by the letter
<p>, should give the phoneme /§/ as in the word “Sport” /§port/. Nonetheless, the pseudo-
word <sprau> is read by children and adults as /sprau/ or /§prau/. Similar instances were
found in all languages, and can be found in the tables of the S1 Appendix.

Entropy differences across languages with varying levels of orthographic
transparency

To assess how the response variability to pseudowords changed in a deep compared to a shal-
low orthography, we tested participants in four languages that are on different points of the
orthographic depth space: English, French, German and Italian.

In Experiment 1, we firstly compared English and German adults reading monosyllabic
pseudowords matched on the number of letters, orthographic neighborhood and body consis-
tency, but against our hypothesis, we did not obtain significant differences. We hypothesised
that cross-linguistics differences may be manifested in childhood but would disappear into
adulthood. Hence, in the subsequent experiments, we assessed cross-linguistics differences in
children.

In Experiment 2 bilingual English/German children read items in both languages, but we
did not find an effect of orthographic depth within the same participants. We reasoned that
bilingualism itself could have caused this result, because the knowledge of one shallow orthog-
raphy could have had a facilitatory effect on the deeper orthography by providing a better
understanding of the systematicity of GPCs [30].

In Experiment 3 we compared Italian and French children reading a set of cognate pseudo-
words, against our predictions, we found that Italian children showed significant higher
Entropy values than French children. However, we suspected that the reasons behind this
result were to be found in the nature of the languages itself and in the items characteristics. In
fact, French is considered to be asymmetric in its orthographic depth: while spelling is consid-
ered to be hard (/meRr/ can be spelled as “maire” [mayor], “meére”[mother] or “mer” [sea]),
reading, in spite of the presence of complex correspondences, is considered predictable [61].
Given that in a complex but predictable orthography, the pronunciation is not ambiguous,
there should be a consensus in the responses.

As we did not find higher Entropy in French (a complex, predictable orthography) than
Italian (a less complex, predictable orthography), this could, in theory, suggest that Entropy
may not be affected by complexity. This would be a first behavioral finding suggesting that
complexity and unpredictability have different effects on reading processing, thus providing
further weight to the proposal of treating orthographic depth as a multidimensional construct
[28]. However, the present study as it is cannot exclude with certainty that other confounding
factors are not in action.

In fact, another possibility is that the items that we used in Experiment 3 may have not been
representative enough of French orthography. Since we derived pseudowords from a set of
cognate items which are, by definition, similar in both orthographies, they could have been
lacking the presence of those complex correspondences that French and Italian do not share,
but that are common in the respective languages. The CV structure of the items in French was
easy, relative to the CV structure of French words in general, which may have facilitated
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sublexical processing in French relative to Italian and lead to the counter-intuitive finding of
higher Entropy in Italian than French.

To rule out this hypothesis we administered a fourth reading aloud experiment in three
groups of adults (French, German and English) using two different item sets: in the first set,
items were truly representative of the three different orthographies and matched on base-word
frequency, while the second set was consisted of items that were equally dissimilar in all three
orthographies and had no orthographic neighbors. In the first condition, significant differ-
ences were found between English and German and English and French, but not between
French and German. In the second condition significant differences were found between all
three groups, with English having significant higher Entropy values than both German and
French, and German having significantly higher Entropy values than French.

The findings from Experiment 4 suggest that cross-linguistic differences in Entropy seem
to be a response to item characteristics [62], and in cross-linguistics research, matching pseu-
dowords on several aspects may hide significance differences in reading behaviour. This would
explains why the comparison between English and German was significant in Experiment 4,
but not in Experiment 1. In Experiment 1, German and English adults read monosyllabic
pseudowords matched on number of letters, orthographic neighborhood, body-neighborhood
and, importantly, body consistency. The lack of a difference suggests that participants reading
in English did not have overall greater uncertainty when items are made of consistent bodies.
However, when English-speaking participants are confronted with a set of items truly repre-
sentative of their language, with both consistent and inconsistent bodies, uncertainty arises sig-
nificantly, compared to other languages.

Results from Experiment 2 seemed to follow the same direction. The use of bilingual chil-
dren had the advantage that the same children read the same items in two different orthogra-
phies, thus reducing between-subject variance. While knowledge of a second orthography may
have affected the results (knowing a shallow orthography—i.e. German—may have reduced
the pronunciation variability of English pseudowords), we found no differences between bilin-
guals and monolinguals, suggesting that cross-language contamination is an unlikely explana-
tion of the lack of a cross-linguistic difference.

Relations among Entropy and other measures

Throughout the study we compared Entropy with the number of pronunciations per pseudo-
words, the percentage of the most common response and the accuracy measure. For the first
two, we found, as we expected, significant positive correlations between Entropy and number
of pronunciations. Clearly, as the number of pronunciations increase, Entropy values also
increases. At the same time, the higher the percentage of the most common response to a pseu-
doword is, the lower the Entropy value for that particular item is, since a high percentage of
the most common response means that participant strongly agreed on the pronunciation.
Therefore, Entropy and percentage of the most common response was always in a negative,
significant correlation.

The most interesting relationship was found between Entropy and accuracy. For three of
the four language groups (Italian, German and French), we asked two different scorers who
had received training in the phonology of the respective language to evaluate the accuracy of
pseudoword readings. We calculated Cohen’s kappa to determine scores’ agreement. Strong
agreement was found in bilingual children reading English items (Exp 2), French children
(Exp 3) and English-speaking participants reading dissimilar pseudowords (Exp 4), although
we found a nearly perfect agreement only in Italian scorers. Strong agreements were found
across all children: a possible explanation would be that judging children’s response accuracy
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was easier for scorers, as some readings were clearly not plausible. Regrettably, we could not
hire a second scorer for the German data to provide further evidence to this hypothesis. Since
our grade comparison focused on German data, it is possible we could find a negative correla-
tion between scorers’ agreement and grade.

Strong agreement was found for English-speaking adults in Experiment 4. It seems that
accuracy agreement on pronunciations in which phoneme-grapheme correspondences were
clearly unlikely (“gist” read as “gust, <i> — > /u/) is higher compared to the accuracy agree-
ment on pronunciations where readers have to decide which phonemes, virtually associated to
a particular grapheme, are to choose (“gid” read as /gid/ or /d3ist/). Since dissimilar English
pseudowords were associated with the greatest number of different pronunciations in all three
groups, it is not surprising that scorers found a strong agreement in this group as well, even if
the participants were adults.

The only nearly perfect agreement was found in Italian data: this may be due to age, because
participants were children, and to the fact that Italian is the most transparent language in the
pool. This suggests that accuracy and Entropy were not correlated in Italian, because the num-
ber of implausible readings was very low, and Entropy was driven by the presence of two or
more plausible pronunciations. For example, in Italian there are two phonemes mapping to
<g>: but scorers marked both pronunciations as correct based on a lenient marking criterion.

All in all, while by definition Entropy should be significantly, and negatively correlated with
accuracy, in practice accuracy judgement itself, for pseudowords, is not a straightforward and
error-free process. Even though we gave the same instructions to all scorers, and even though
all scorers were trained in phonology, there is variability in judgement both between scorers
and within scorers (as the results for the Monolingual German children sample seem to show).

We interpret this finding as a further evidence that accuracy scoring is subject to arbitrari-
ness and its reliability is low. Accuracy, as a measure to evaluate pseudoword reading behavior,
is less than ideal. This finding points toward the need to find a different, subjectivity-free mea-
sure to investigate pseudoword reading aloud behavior. Since Entropy calculation does not
involve any type of human intervention and is a complete, mathematical process, we propose
here that Shannon’s Entropy, when investigating item-level behavior, could represent, in this
regard, a good candidate.

Limitations and future directions

In this study we isolated the effects of orthographic depth, age and bilingualism on a new mea-
sure for pseudowords reading aloud performance: Entropy. This measure opens possibilities
for future research. The relationship between this measure and a more traditional one, reaction
time requires further clarification. For example, pseudowords associated with high Entropy
values can take more time to read, because readers have to scan all plausible phonological rep-
resentations and decide which one is more fitting given a particular context. This would shed
light about the cognitive processes that correlate with pseudoword reading aloud Entropy. It is
possible that readers have a set of context-sensitive GPCs which they always apply when they
encounter a particular orthographic cluster. It might depend on their reading experience, and
in particular the frequency with which they encounter a given cluster in real words. Activation
of other possible pronunciations is suppressed at an early processing stage, such that Entropy
is not reflected in participants’ response latencies. Alternatively, it is possible that participants
generate possible pronunciations at a late processing stage, before articulation is initiated. This
would lead to a closer link between item-level Entropy and RT.

An advantage of the Entropy measure is that its calculation is theory-neutral. While we
used the terminology of the Dual Route Cascaded model throughout the paper (e.g.
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grapheme-phoneme correspondences), the results also fit within alternative models of reading,
such as Connectionist models [63, 64]. The current analysis do not allow us to provide evi-
dence for one model over another.

However, this could be a direction for future research. For example, language-level Entropy
at different unit sizes (as described by [18]) could be used as a predictor of pseudoword
reading aloud Entropy. This would allow us to assess whether GPCs, as currently
implemented in the DRC, are the best predictors of Entropy, or if participants rely on larger
units such as bodies. Our multiregression analysis seem to suggest, already, that variables such
as orthographic neighborhood, phonological neighborhood, body neighborhood, baseword
and bigram frequency and number of syllables do not seem to be good predictors. A further
possibility would be to investigate the role of sublexical units in Entropy: using participant-
level Entropy by pre-senting the same participants repeatedly with the same orthographic
units (as was done by [12]), would allow us to assess whether participants use the same type of
units across time, or if there is intra-participant variability in which type of correspondence is
applied, which would speak against the notion of an all-or-none rule.

Methodologically, future research on the application of the Entropy measure in pseudo-
words reading behavior may want to directly assess how and if the present findings change
given a different sample size. As with all measures, Entropy is likely to be sensitive to sample
size: smaller samples are more likely to be affected by random noise. Furthermore, the number
of possible pronunciations, which is a major determiner of the Entropy measure, depends on
the number of participants, because the maximum number of possible pronunciations is
capped by the number of participants. In practice, the number of different pronunciations is
likely to be lower than the number of participants in our experiments. For example, Pritchard,
Coltheart, Palethorpe and Castles [7] found, on average, 8 different responses among 45
English-speaking participants. Nevertheless, future research is required to establish at what
sample sizes and under what circumstances pseudoword reading aloud Entropy yields stable
estimate.

Finally, in our fourth experiment, we randomly picked base words from which we derived
pseudowords, without any systematic control (exception made for frequency) to linguistic
properties such as body neighborhood, orthographic neighborhood, or number of syllables
and length (for the first subset). Our choice was driven by the consideration that we could not
find significant cross-linguistics differences in Entropy using systematically chosen items that
matched across languages in Experiment 1-3, and we suspected that the item characteristics
themselves could be the cause. Although choosing items whose orthographic characteristics
were controlled for has the advantage of having potentially psycholinguistic relevant factors
contained (for example, the word length), in cross-linguistic research using items that were
forced to be similar across orthographies may prevent an adequate representation of the differ-
ent orthographies features of the languages in question [49]. This shortcoming could be
avoided by choosing random base words from which we can derive pseudowords, while using
only frequency as a control variable (since frequency is not orthography related, contrary to
the above-mentioned characteristics). However, a random selection of base words can result
in an unbalanced list, merely due to chance rather than as a reflection of the systematic features
of the language. To account for both deficiencies, we decided to try both approaches.

Another interesting application of the Entropy measure may be to investigate subject-level
performances. In our study we used Entropy to assess item-level variability while averaging
across participants. However, more could be done, for example, by using Entropy to calculate
intra-participant variability (whether the same participant was consistent in pronunciation
when asked to read a given pseudoword more than once). Lastly, in the current study we inves-
tigated how Entropy correlated with accuracy and discussed the short-comings of the latter in
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pseudoword reading behavior investigation. However, some questions are still unresolved. It
remains to ascertain if and how Entropy interacts with other measures, such as reaction times:
while pseudoword accuracy scoring is subject to human arbitrary decisions, RT measures are
not. At the same time, in our study we did not focus on what specifically could be a predictor
of Entropy.

As an exploratory analysis, we ran some multiple regressions addying body neighborhood,
orthographic neighborhood, baseword frequency, bigram frequency, number of syllables and
length as predictors (forin Experiment 1, 2 and 4), but none of those turned out to be reliable
predictors (length only affected Entropy in the comparison between English and French).
Future studies could look into this specifically, for example by running a model using different
measures such as body-rime consistency or vowel consistency, like in [18].

Conclusion

The present study contributes to the literature using Entropy as a measure to quantify the vari-
ability in pseudowords pronunciation. We investigated whether Entropy changes in relation-
ship to orthographic depth, age and bilingualism.

The results indicate that deeper orthographies lead to higher Entropy values, provided that
items are truly representative of the orthographies under scrutiny. Furthermore, our prelimi-
nary results suggest that the effect of Entropy is driven by the degree of unpredictability, but
not by the complexity of an orthography. This is a first demonstration of a differential effect of
complexity and unpredictability as dissociable constructs underlying orthographic depth,
which stresses the need to consider the multidimensional nature of orthographic depth in
cross-linguistic reading research.

The present study demonstrates that Entropy decreases across age, indicating that the
agreement on pseudoword pronunciations increases in relation to the development of reading
skills. Finally, we did not find significant differences in Entropy values between monolingual
and bilingual children. All this considered, this study can be regarded as a starting point to
evaluate the use of alternative measures, and specifically Entropy, to investigate cross-linguis-
tics differences in pseudoword reading and reading development.
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Table 1. List of pseudowords read as real words (Exp 1).

Pseudoword Word Nread Translation Percentage Participants
stide tag 1/24 4.17 English
floud flood 1/24 4.17 English
dinn diinn  1/19 thin 5.25 German
reuz kreuz 2/19  cross 10.53 German
stork stock 1/19 floor 5.25 German
wolz wolf  1/19  wolf 5.25 German

Note: Nread indicates the number of participants in the group that read the
pseudoword as real words.

Table 2. German Adults reading matched monosyllabic pseudowords

(Exp. 1)
Items Pronunciations Comments
] (6) kvay, kwang Different readings for the grapheme <u>: /v/ or /w/
dquang (5) kway (1) kwan, kvang Different reading for the grapheme <n[g]>: /y/ or /ng/
splur (10) Jplur, (4) splur, (2) Jplur, Different readings for the grapheme <s[p|>: /[/ or /s/ .
(1) splwr, fplul, plu:r Different vowel lengths + Phoneme replacement or deletion
frur (11) fruer, (5) frur, Different vowel lengths + Phoneme deletion and replacement
(1) flur, flurur, fur Addition of syllable (flu:rur)
) Real word reading (grund - reason)
gund EZ% :ﬁnrf;i (Q)g;ﬁil d The final consonant devoicing rule is either applied or not
" Different Vowel lengths
mang (9) may, (9) mayg, (1) magk Different readings for the grapheme <n[g]>: /y/, /yg/ or /yk/
(11) fvek, (5) svek, Different vowel lengths + phoneme insertion (fvey k)
schweck (2) Jveyk, (1) Jvek Different readings for the grapheme <s>: /[/ or /s/
. (9) zain, (8) tsain, Different readings for the following graphemes:
zem (1) tsemn, tsaim <z> as /ts/ or /z/ and <ei> as /ai/ or /e:/
. (9) tsvau, (8) zvau, Different readings for the grapheme <z>: /ts/ or /z/
(1) tsva:u, zvau: Different vowel lengths
spratt (13) Jprau, (3) sprau, Different readings for the grapheme <s[p|>: /[/ or /s/
) (2) Jpau, (1) Jprau: Different vowel lengths + Phoneme deletion (fpau)
fold (14) folt, (2) fold, fo:lt The final consonant devoicing rule is either applied or not

(1) foalt

Different vowel lengths

Note: The numbers in parentheses indicate how many participants read the item with

the following pronunciations
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Table 3. English Adults reading matched monosyllabic pseudowords (Exp.

1)

Items Pronunciations Comments
wurn 8)1 )“::;i;l v(vi)nwx?:; Different readings for the following graphemes:
(1) wom, woan, w3t <ulr]> as /e/, /u/, /a/, Jo/ and <[u]r> as /a/ or ¢
. 14) daiz, dizi, Different readings for the following graphemes
diz g g
© (1) diz, d1 ze, dizi <i>: as /ai/ or /i/ and final <e> as /i/, /e/ or ¢
gule  (14) gul, (2) gjul, g al, (1) goul Different readings for the grapheme <u>: /u/, /ou/, /a/
kuy (10) kai, (6) kui, (2) ki:, (1) ku:  Different readings for the grapheme <uy>: /ai/, /i:/, /u:/ or /ui/
luice  (10) luis, (6) lu:s, (3) lus Different readings for the grapheme <ui>: as /u:/, /u/ or /ui/
whiun (14) wan, (2) wun Different readings for the following graphemes:
! (1) huan, hwan, wun <u> as /u/, /u:/ or /a/ and <w> as /h/ or /w/
pluit  (13) pluit, (5) plu:t, (1) plait Different readings for the grapheme <ui>: /ui/, /u/, /ai/
sirt (13) se:t, (2) seat, set, Different readings for the following graphemes:
(1) siat, se:at <[i]r> as /a/ or pand <i[r]> as /e/, /e:/ or [i/
fice (12) fais, (4) fiis Different readings for the grapheme <i>: /ai/ or /i:/
vorch  (16) jo:t, (1) jortf, jortn, jortt Different readings for the grapheme <[o]r>: /a/ or ¢

Phoneme addition (jortft)

Note: The numbers in parentheses indicate how many participants read the item with
the following pronunciations

Table 4. Bilingual German/English children (grade 2) reading English-like
pseudowords (Exp. 2)

Item Pronunciations Comments

(3) da:s Different readings for the following graphemes:
derge (1) dead, dik, d3ig, ds3:ge, <e[t]> as /3] or Je/ and <g> as /&/ or /g/

dsid, ds:rg, dieg, ds:g, deig © as /s:porjef e g as or /g

(4) g3t Different readings for the following graphemes:
gurt EQ; ga:t ufr] as /3://, //Alé, ;3r/, Jou/, Jo1/

1) g3at, got, goat, geeot, gouvit <u> as /&0/, /A

(4) gu:l, Different readings for the grapheme <u>: /u/, /ou/, /ju/
gule (2) gal Different vowel lengths

(1) gul, glu:, glai, goul, gju:l Real word reading (glue)
urse E;; EZJSS Different readings for the following graphemes:

(1) muze, m3as, ms:si, mazs <ur]> as /3:/, /a/, /31/, Jo/ and <s> as /z/ or [s/
luice (5) luis Different readings for the grapheme <uli]>: /u:/ or /ui/
w (1) lauis, lu:s, luls, lak, lagk Phoneme insertions (luls, lagk)

Luit (5) plu:t Different readings for the grapheme <uli]>: /u:/ or /ui/
phm (2) pluit, plinkt, plait, plot, plont Phoneme insertions (plinkt, plont)

(6) saz Different readings for the following graphemes:
suzz (1) sz, suts, sats, zaz, suz <z> as [z/ or [ts/, <s> as /z/ or [s/ and <u> as /a/ or /u/

Different vowel lengths
sirt Eig 2?; Different readings for the following graphemes:

(1) z3:t, [3:t, s3at <s>as /[/, /z/ or /s/ and <i[r]> as /31/ or /i1/
tirm (5) t3:m (3) t3am Different readings for the following graphemes:

(1) taim, tim, tizm <i[r]> as /3/, /i/, /3:/ and <[i]r> as /1/ or /o/

(6) 1z Different readings for the following grapheme:
roud  (2) 1u:d, reeond <ou> as /&o/, /u:/, Jou/, [o/

(1) 1oud, 10d

Real word reading (round)

Note: The numbers in parentheses indicate how many participants read the item with
the following pronunciations
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Table 5. Bilingual German/English children (grade 3) reading English-like
pseudowords (Exp. 2)

Items Pronunciations Comments
Different readings for the following graphemes:
derge (?) ;18:(3, d de: <[e]r> as 1or gand <g> as /g/ or /d/
(1) derds, duag, dezg Phoneme inversion (drag)
(2) fif Different reading for the grapheme <ch>: /[/ or /{f/
fich (1) fif ’ i, fit Real word reading (fish)
T Phoneme insertion (frif)
gule (2) gal, Different reading for the grapheme: <u> as /u:/, /a/ or /ju/
(1) gul, gju:l, glu: Real word reading (glue)
Krilk (2) kailk, Different readings for the grapheme <i>: /i/, /ai/ or /e:/
(1) kaik, kle:k, krai Phoneme deletion (kik)
pliz (3) plits, (1) plis, pliz  Different readings for the grapheme <z>: /ts/, /z/ or [s/
pluit (2) plu:t, Different readings for the grapheme <ui>: /u:/ or /ui/
(1) plu:tf, pluit, palt ~ Phoneme inversion (plat)
stum (2) stam, Different readings for the following graphemes:
) (1) stay, stwm, stum  <u> as /a/, /u:/ or /u/ and <m> as /y/ or /m/
whun (2) wan, Different readings for the following graphemes:
(1) win, wurm, warn ~ <u> as /a/, or /u:/ and <n> as /m/ or /m/
Wrim (2) 1am, Different readings for the following graphemes:
(1) wan, wem, wom  <u> as /a/, /e:/ or /o:/ and <m> as /n/ or /m/
chyle  (2) kai, ffail, (1) cycle Different readings for the grapheme <ch>: /{f/ or /k/

Note: The numbers in parentheses indicate how many participants read the item with
the following pronunciations

Table 6. Bilingual German/English children (grade 4) reading English-like
pseudowords (Exp. 2)

Items  Pronunciations Comments
gule (1) &u:l, glu:, gu:l, gal, gju:l Ellfiergélt fl(?afhrj\gb Of(;l ;Se f;ﬂgwgéioggp}éﬂ%is' &
whin 2) wan Different readings for the following graphemes:
1) wuin, van, wun <u> as /u:/, /u/ or /a/ and <w> as /w/ or /v/
Lo (2) yorf, Different readings for the grapheme <[o]r>: /1/ or ¢
yore (1) zoatf, youaf, tfoatf Phoneme replacement (ffoatf)
barsh (2) ba:[, baaf, Different readings for the grapheme <[a]r>: /1/ or ¢
(1) baaf Phoneme inversion (biaf)
chycle  (2) {fail, cycle (1) kju:li Different readings for the grapheme <ch>: /{f/ or /k
splaw  (2) splo:, spleeo, (1) spo: Different readings for the grapheme <aw>: /o:/ or /&0
swulf (2) swaf, swuf, Different readings for the grapheme <u>: /u/ or /a/
(1) stuf Phoneme replacement (stuf)
2) 1am, we:m Different readings for the following graphemes:
wrmn 213 woim <u> as /a/ or [e:/ and <w> as /w/ or ¢
b 3) i, Different readings for the following graphemes:
chy 1) iz, [ai <y> as /i:/, /i/ or /ai/ and <ch> as /tf/ or /[/
frict (3) fuikt, (1) fikt, faiff Phoneme deletion (fikt)

Note: The numbers in parentheses indicate how many participants read the item with
the following pronunciations



Table 7. Bilingual German/English children (grade 2) reading
German-like pseudowords (Exp. 2)
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Items  Pronunciations Comments
P K Different readings for the grapheme <s>: /[/ or [s/,
. (3 jplu:r. Jplur even if <s>before <p>should always be [
splur  (2) [pluir Different readings for th h
(1) splur, splor, fplusur, fpusur, fpau ifferent readings for the grapheme <u>: /u/ or /u/
’ > ’ ’ Different vowel lengtha Phonemes deletion
(6) roits Different readings for the diphtong <eu>: /oi/, /ai/, /e/ and /o/
reuz I . .. Different readings for the grapheme <z>: /z/ or /ts/
(1) roiz, raits, ruts, kroits, krets, raiz, ru:z, roz BN ) B
Real word reading (kreuz - cross)
(5) Klunt The final consonant devoicing rule is either applied or not
klund (%g llihllgkkl‘ t. Klwnt. Klun. Kund g?&ér‘gﬁiier:ggigf f(ocrogze grapheme <n>: /y/ or /n/
(1) kolt, klaunt, klunt, klun, klun Different vowel lengths, phoneme deletions
(4) gu:s, Different readings for the grapheme <oo>: /u/, /o/ or /u/
2008 (3) gus, gos, Real word reading (bus)
(1) guts, gus, bu:s Different vowel lengths
(5) frur Diff .
’ rent readings for the grapheme <u>: /u/ or /o/
frur (2) fror, frur, D}ff@l(-"n & the grap :
i rent vowel lengths, phonemes deletions and replacements
(1) fur, jur, fraug Hieren
ES leen:g, Different readings for the grapheme <o>: /o/, or /u/
lonch 2) loing, log, Different readings for the grapheme <ch>: /¢/ or /k/
(1) lung, lonf, luk Phoneme deletions
(5) zew, zeyk Different readings for the grapheme <n>: /n/ or /y/
seng (1; Zal‘];l ch . gin. zin Different reddmgs for the grapheme <e>: /e/, /dl/ or /i/
) ZeK, 21, Final consonant devoicing or deletion
(5) pank Different readings for the grapheme <n>: /n/ or /y
pang EQ§ E:n; ijag Thf(f) final consonant devoicing rule is either applied or not
’ ’ Different vowel lengths
1) pran, papg, pamg Phonemes replacement, deletions or insertion
(6) bruk, Different readings for the consonant cluster <tr>: /br/ or /tr/
truck  (3) truk, Different readings for the grapheme <u>: /u/ or /v
(4) bruke, bru:k, gral, bruk Different vowel lengths 4+ Phonemes replacement
Different readings for the grapheme <s>: /[/ or /s
spand E;; ingtd’ ((31)) S:ﬁs:rtlt fpand even if <s>before <p>should always be [ . ’
pand, p The final consonant devoicing rule is either applied or not
Note: The numbers in parentheses indicate how many participants read the item with

the following pronunciations

Table 8. Bilingual German/English children reading German-like
pseudowords in grade 3 (Exp. 2)

Items  Pronunciations Comments
Final consonant devoicing
beld (1) belt, be:lt, pelt, blent Real word reading (blend - it dazzles)
Different vowel lenghts + Phoneme inversion and insertion
frur 2) fru Different readings for the grapheme <u>: /u/ or /u/
1) fur, frur fru:r Different vowel lengths + Phonemes deletion
] 9) pizs Different readings for the grapheme <ie>: /i/ or /ai
pies Elg pis, biss Probable recognition of the English word “pies” and subsequent reading.
Different vowel lenghts + Phoneme replacement
t 2) po:t, Different readings for the grapheme <oo>: /o/ or /u/
poo 1) pu:t, plut, pot Different vowel lengths + Phoneme insertion
reil (2) rail, (1) ra:ail, pail, prail Phoneme insertions
Different readings for the grapheme <s>: /[/ or /s/,
splur  (2) [plur, (1) [plur, [lur, splur even if <s> before <p> should always be [
Different vowel lengths + Phonemes deletions
N 2) Tuf, Tu:f, Different readings for the grapheme <u>: /u/ or /o
fusch El% Different vowel %egth@ e ful ox fof
] 2 mclz melts, Different readings for the grapheme <z>: /z/ or /ts/
melz 1
molz Phoneme replacement
kreck  (3) krek, (1) frek, Jrek Real word readings (frech - rebellious & schreck - fright)
uang  (3) kwap (1) kwagk, kuwa Final consonant devoicing
quang waj wapk, kuwap Phoneme deletion and insertion

Note: The numbers in parentheses indicate how many participants read the item with
the following pronunciations



Table 9. Bilingual German/English children reading German-like
pseudowords in grade 4 (Exp. 2)
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Items  Pronunciations Comments
zwau _ (2) tsvau, (1) zvau, tsau Different readings for the grapheme <z>: /z/ or /ts
lefor?lt rcaguflgs for the }glr d}l)tlllm{lc <ai /I/ or /s/,
even if <s> before <p> should always be
spand  (2) [pant, (1) [pay, [pand The final consonant (ill;)evommg rule 1sye1ther applied or not
Different readings for the grapheme <n>: /n/ or /y
retz (2) retst, (1) pets, rets Phoneme insertion and replacement
2) pu:t Different readings for the grapheme <oo>: / u{ or /o/
poot Elg t. Srot Possible influences from the knowledge of English
put, p Different vowel lengths + Phoneme insertion
] 9) piss Different readings for the grapheme <ie>: /i / or Jal i
pies Elg S Probable recognition of the English word “pies” and subsequent reading.
p1s, pais Different vowel lengths
nech EQ; nec, Different readings for the grapheme <ch>: /¢/ or /{f/
1) netf, heg Phoneme replacement
jenf (2) tfenf, jenf Different readings for the grapheme <j>: /j/ or /{f
laat (2) lat, la:t Different vowel lengths
mohl  (2) mol, mo:] Different vowel lengths
silm (2) zilm, zelm Different readings for the grapheme <i>: /i/ or /e

Note: The numbers in parentheses indicate how many participants read the item with
the following pronunciations

Table 10. Monolingual German children (grade 2) reading monosyllabic

pseudowords (Exp. 2)

Item Pronunciations Comments
(6) delts (3) de:lts, belts (2) delt, Phoneme replacements, insertions or deletion
dels (1) dels, delz, de:lt, te:ls, different vowel lengthening
de:ls, des, dele:ts, dalts different readings for the grapheme <s> (/ts/, /s/, or /z/)
(9) zilm, (3) zil, Phoneme replacements and deletions, due to mispronunciations
silm (2) zelm, silm Different readings for the grapheme <s> (/ts/, /s/, or /z/), and <e> (/i/ or /e/)
(1) selm, tsil, zelf, zi:], fi:lm, tsilm Real word readings (film)
(9) kraits Different readings for the grapheme <ei> (/ai/,/ei/ or /e:/),
keiz (2) keits, keis, kreits although the first one is the correct one.
(1) kaints, kreis, veiz, kalts, Different readings for the grapheme <s> (/ts/, /s/, or /z/)
kraits, kaiz, ke:ts Phoneme insertions or replacements due to mispronunciations
(11) grain, (5) grai:n Different readings for the grapheme <ei> (/ai/,/ei/ or /e:/)
grein  (3) krain, (2) gren Devoicing of the first consonant <g> ->k
(1) grai:, kre:, gre, grem Different vowels length
Application or no of the final consonant devoicing phonotactic rule
grain, graim, rain ifferent vowels length, first consonant devoicing
nd 10 in, (4 im, (3) krai Diff Is length, fi devoici
g (2) gren, (1) gre:n, gre, kre:, grai: ~ Participants read similar real words instead of the item (grund - reason)
Phoneme deletion or insertion
(7) kuagk, (4) kuang, Different readings for the grapheme <u> (/u/ or /w/)
quang  (3) kwapk, kuwmjk The final consonant devoicing phonotactic rule is either applied or not
(1) kuay, kway, kuwang Phoneme insertion or deletion
(8) roits, (5) kreuts, D}fferent read}ngs for the grapheme <eu> (/oi/, Jeu/ or [ai/)
Different readings for the grapheme <z> (/ts/ or /z/)
reuz (1) reuts, keuts, raits, .
roiiz, rol:, Toits Real word readings (kreuz - cross)
Different vowel length
(1) melts, (4) melts, Different readlngs for the grapheme <z> (/ts/ or /z/)
melz (1) mol, nelts, ne:z, ma:lts, malts Phonemes deletion or replacements
? . " Different vowel lengths
(8) zenk, (4) tsenk, tseng lefer“ent readings for the' grapheme <s> (/ts/,' /z/ or /s/) )
seng . . The final consonant devoicing phonotactic rule is either applied or not
(2) tsipk (1) sepk, zink . )
Final consonant deletion
(13) zink, (2) tsigks o T . o . .
sinks (1) sipkts, tsipkts, stigk, Different r(?ddlrlgts for the grfxpllcrrlc <s> (/ts/, [z/ or /s/)
Phonemes insertion or deletion
tsiy, tsigk, zigkz, zigk
Note: The numbers in parentheses indicate how many participants read the item with

the following pronunciations
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Table 11. Monolingual German children (grade 3) reading monosyllabic
pseudowords (Exp. 2)

Items  Pronunciations Comments
The final consonant devoicing rule is either applied or not
(7) kwang, . - :
5) kwank, Different readings for the grapheme <n>: /n/ or /y/
quang even if it should always be 1) before g
(2) kuwagk, kwan, kwar coe . § L .
(1) gwayk, kuwang Different readings for the initial grapheme <g>: /g/ or /k/
Phoneme insertions and deletions
(9) payk, (3) payg, The final consonant devoicing rule is either applied or not
pang  (2) pegk, pay, Different readings for the graphene <a>: /a/ or /e/
(1) pan, pammg, praygg Different vowel lengths + Phoneme insertions and deletions
dels (8) delts,(5) delt, Different readings for the grapheme <s>: /z/ or /ts/
o8 (2) de:lz, delz, (1) belts Different vowel lengths + Phoneme replacements
teins (11) taints, (2) tainz, paints, Different readings for the grapheme <s>: /s/ or /ts/
(1) painz, taits, tain, taint, taiy ts Phoneme replacements
(8) gos, Different readings for the grapheme <oo>: /o/, /ou/ or /u/
goos (5) go:s Different radings for the grapheme <s>: /s/ or /[/
(2) gus, (1) gous, gu:f, gus Different vowel lengths
(10) femt The final consonant devoicing rule is either applied or not
femd  (4) fent Different readings for the grapheme <m>: /n/ or /m/
(1) fe:nt, fem, fremt Different vowel lengths + Phoneme insertions and deletions
(11) zipks Different readings for the grapheme <s>: /z/, /ts/ or /s/
sinks  (2) zigk Different readings for the grapheme <n>: /n/ or /y/
(1) zints, tsigks, zipkst, skigkz, zinks Phoneme insertions and deletions
(11) gunt The final consonant devoicing rule is either applied or not
d (3) gund Real word reading (bund - confederation)
gun (2) gunt First consonant devoicing /g/ ->/k/
(1) kult, krunt, bunt Different vowel lengths + Phoneme replacement
reil (8) rail, (7) krail, (2) prail, (1) grail, frail Consonant insertion before the first consonant
. (11) grain, (4) krain First consonant devoicing
grein .
(1) grain, gain, graint, gwain Different vowel lengths + Phoneme insertions and deletions
Note: The numbers in parentheses indicate how many participants read the item with

the following pronunciations
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Table 12. Monolingual German children (grade 4) reading monosyllabic
pseudowords (Exp. 2)

Items  Pronunciations Comments
(6) kwank The final consonant devoicing rule is either applied or not
(5) kway Different readings for the grapheme <n>: /n/ or /y/
quang (4) kwagg even if it should always be 1 before g
(3) kuwapk Different readings for the grapheme <a>: /a/ or /e/
(1) kwant, pragk, kwegk  Phoneme insertions, deletions and replacements
ehl (11) pe:l, (4) pel Different vowel lengths + Phonemes insertions and deletions
P (2) perl, fe:l, (1) pe, pfe:l  Real word readings (Perl & Fehl - flaw)
(13) belt, (3) be:lt The final consonant devoicing rule is either applied or not
beld (2) delt First consonant devoicing /b/ ->/p/
(1) beld, pelt, berlt, telt  Different vowel lengths + Phoenemes insertion ands replacements
(11) pay, (5) pagk The final consonant devoicing rule is either applied or not
pang  (4) pan Different readings of the grapheme <n>: /n/ or /y/
(1) klak, pagg Phonemes deletions and replacements
(9) zey, zepk The final consonant is either devoiced or not read
seng (1) zen, rey Different readings for the grapheme <e>: /e/ or /i/
(2) ziy Different readings of the grapheme <n>: /n/ or /y/
2008 (10)go:s, (8) gos Different readings for the grapheme <oo>: /o/ or /u/
(2) gus, (1) bos, fo:s Different vowel lengths + Phonemes replacements
(12) drast First consonant devoicing /d/ ->/t/
drast  (5) dra:st Different readings for the grapheme <a>: /a/ or /e/
(2) trast, (1) tra:st, drest Different vowel lengths
. Different readings for the diphtong <eu>: /oi/, /au/
(11)roits e . : i
reuz (6) roits Different readings for the grapheme <z>: /s/ or /ts/
(1) kraus, poits, rois Real word reading (kreuz - cross)
S, PO, 1O Phonemes replacements and insertions
Just (15) kust, (3) ku:st Real word reading (kunst - art)
us (1) kus, gust, kunst, kuts  Different vowel lengths + Phonemes deletions and replacement
man (10) may, (9) mapk The final consonant devoicing rule is either applied or not
& (2) mayg, (1) moy Different readings for the grapheme <a>: /a/ or /o/

Note: The numbers in parentheses indicate how many participants read the item with
the following pronunciations



Table 13. List of pseudowords read as real words in Experiment 2
(Bilingual children).

Pseudoword Word  Nread Translation Percentage Items grade
roud round 2/12 16.67 en two
gule glue 1/5 20 en two
roud round  2/5 40 en two
traw straw  1/4 25 en three
roud round 1/5 20 en four
waus raus 1/14  outside 7.13 de two
mauch maus 1/12 mouse 8.32 de two
gund grund  1/12 reason 8.32 de two
krein klein 1/12  small 8.32 de two
reuz kreuz  1/13  cross 7.7 de two
truck briicke 1/13  bridge 7.7 de two
wolz wolf 1/14  wolf 7.13 de two
wolz volt 2/14  voltage 14.29 de two
polf pol 2/11 pole 18.17 de two
gund grund 1/10 reason 10 de two
plur pur 1/12 pure 8.32 de two
laat laut 1/13  loud 7.7 de two
pies pies 3/11 cakes 27.26 de two
truck briicke 1/13  bridge 7.7 de two
wolz volt 1/13  voltage 7.7 de two
wolz wolf 1/13  wolf 7.7 de two
laft lauf 1/5 run 20 de three
pies pies 1/4 cakes 25 de four

Note: Nread indicates the number of participants in the group that read the
pseudoword as real words.
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Table 14. List of pseudowords read as real words in Experiment 2
(Monolingual children).
Pseudoword Word  Nread Translation Percentage grade

frur Frau 1/16  madame 6.25 two
gund gut 1/19  good 5.25 two
gund Grund 2/19  reason 10.53 two
jaus Haus  1/19  house 5.25 two
kast Gast 1/19  guest 5.25 two
femd fremd 1/17  foreign 5.89 two
kast Gast 1/19  guest 5.25 three
kast krass  1/19  great 5.25 three
krau grau 1/19 grey 5.25 three
dinn diinn  1/19  thin 5.25 three
femd fremd 1/19  foreign 5.25 three
kust Kunst 2/19  art 10.53 three
reuz Kreuz 3/17  cross 17.65 three
polf Golf 1/22  golf 4.54 four
polf Wolf 1/22  wolf 4.54 four
frur fur 1/20  for 5 four
gund Grund 1/22  reason 4.54 four
kast Gast 1/22  guest 4.54 four
krau Kraut 1/22  herb 4.54 four
femd fremd 1/21  foreign 4.75 four
kust Kunst 1/22  art 4.54 four
reuz Kreuz 6/22 Cross 27.26 four

Note: Nread indicates the number of participants in the group that read the
pseudoword as real words.



Table 15. List of pseudowords read as real words in Experiment 3
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Pseudoword Word Nread Translation Percentage Participants
OITivo arrivo 4/32 arrival 12.5 Italian
amdio amido 6/32  starch 18.75 Italian
antobus autobus 5/32 autobus 15.62 Italian
benge bende 1/32 bandage 3.13 Italian
calion camion 1/32  truck 3.13 Italian
clampagne campagne 1/32 champagne 3.13 Italian
cosputer computer 1/32 computer 3.13 Italian
fulm film 1/32  film 3.13 Italian
darage garage 1/32 garage 3.13 Italian
geseralita generalita 1/32 generality 3.13 Italian
dapa papa 1/32 dad 3.13 Italian
restonsabilitd  responsabilita  1/32 responsability  3.13 Italian
schepa schema 1/32 scheme 3.13 Italian
Srog strong 3/32 strong 9.38 Italian
stort sport 1/32 sport 3.13 Italian
ubiversita universita 1/32  university 3.13 Italian
betro berto 1/32 male name 3.13 Italian
antobus autobus 3/29  autobus 10.33 French
clampagne champagne 1/29 champagne 3.45 French
corfetti confetti 2/29  confetti 6.9 French

Note: Nread indicates the number of participants in the group that read the
pseudoword as real words.

Table 16. French children reading cognate pseudowords (Exp. 3)

Items Readings Comments

(15) swog, (3) sksog, Different readings of the following graphemes
srog (2) strog, stsog <g>as /3/, /j/ or /g/ and <s> as [s/ or /[/

(1) stosg, [Bog, [rog, stsoz, sBoj, sso3, sko  Consonant insertions between the first two letters
tigamisu (8) tigamizy, (7) tigamisy, tigamisu ngr::t /;t;a;irln/g; /ojnt(;le<fl(l)ioz:1/gu;;r§rp}/1;r/nes.

; (2) tizamisu, (1) tizamisy, tigami . .
Syllable removal (tigami)
. (18) stow, (4) stort, sto Different vowel openness in <o>: /o/ or /o/
stort (1) stwo, stort, stouf The final consonant is either read or not
rostonsabilité (10) s3stdsabilite, (4) sdsabilite Base word reading ( responsabilité - responsibility)
U (1) wostdsabili, rastdsabilite, g3stdnasibilite Syllable removal and addition (sestdsabili - g3stnasibilite)
s (13) fwatis, fuati Silent final con'sonar.xt Pronnuncia‘nion
ratis (4) fratis, (1) fatis Pl}oncmc doloFlon (fatis).
Different readings of grapheme <r>: /r/ or /8/
benee (20) b3nze, (5) band Different readings of the following graphemes:
© (1) bands, bag, b3ndss, 3ag <g> as /3/,/g/ or /&/ and <en> as /&/, /a/ or /an/
T (11) €kynite, (4) dkynite, Different readings for the grapheme <im>: /&/ or /a/
o (1) qkomynlte impynite Base word reading (impunité - impunity)

fulm (20) fylm, (4) folm, fulm Different readings of the grapheme <u>: /y/, /u/ and /o/

(1) flym Phoneme inversion (flym)
corfotti (21) kosfeti, Base word reading ( confetti)

i (2) kouf3sti, kdfeti, kosfesti Different vowel openness for <e> :/e/ or /3/

Note: The numbers in parentheses indicate how many participants read the item with
the following pronunciations



101

Table 17. Italian children reading cognate pseudowords (Exp. 3)

Items Pronunciations Comments

7) Geseralita, (2) denesalita Pronunciations difficulties
geseralita, &er lita, desarilita, desarilita, kesalalita, deserabilita, Al e adi AlitS Ality
& d E)S&‘khh((l, koizmlkw lgssuudtsa (gsssmi &ene: vah(:sa, &jusali:ta Real word reading (generalita - generality)

1T) amdjo, (4) ami:do, Consonant replacements
amdio 3) ami:do(2) amdi:o, ambi:o, ami:djo Real word reading (amido - starch)

1) umi:dio, ame:djo, amo:dio, ami:djo, ami:djo, ambjo, ama:djo  Different wowel lengths and openness

13) srog, (7) strog, (2) strong Pronounciation difficulties due to uncommon consonant combination (s+r)
srog 1) srong, trod, kro:g, snord, sgrog Real word reading (strong)

1) sord orgrog, sgrof Phoneme replacements, insertions, inversions, deletions.

Ell) ak a, (2) aktita Pronounciation difficulties due to uncommon consonant combinatio (k+t)
actista 1) ak:u: ak:liista, aktista, aksi:star, atfti:sta, aksti:sta. ‘ <

is
askrita, aktfi:s

Phoneme replacements, insertions, inversions, deletions

14) raternita, (2) raterni:ta
1) rateita, raternita, retarnita,reti:mrma, rantemita, ratenalita,
ratermi:ta, rateminita, ratemita, redat:ernita, raterita

raternita

Some syllables are skept

Tendency to retourn to a CVCV syllabic structure
Different vowel openness: <e>->e / textepsilon
Phoneme replacements or inversions

11) antobus, (7) anto:bus Real word reading (autobus)
antobus 5) autobus (2) anto:bus, Different vowel lengths and openness <o>as /o/ or /o/
1) autobus, antobbus Phoneme insertion
orrivo (1} Real word reading (arrivo - arrival)
E 3 Different vowel lengths and openness <o>as /o/ or /o/
13) u]kumta (4) ipgkomunita, Real word reading (immunita - immunity)
imcunita, (1) ipknunita, ipkuita, im:unkita, imsunita, Real word readintr comunita - community)

Phoneme insertions, deletions

and replacements

ita, (3) responsabilita,
restonsabilita E

il a, rezostambilita, restaubalita,
rtbtoblhtd restonsibilita, restonansabilita, restolisabilita

Real word reading Sr, ponsabilita - responsability)
Addition or removal of syllables and phonemes
Different readings for the grapheme <s>: /s/ or /z

(11) alsterita, (6) alserita
(1) altreri:sta, altesenita, alsterilita, alsteralita,
alferizsta, alastralita, alsternita, alseita

alsterita

Removal of syllables and phonemes
Consonant cluster simplification by addying vowels

Note: The numbers in parentheses indicate how many participants read the item with

the following pronunciations

Table 18. List of pseudowords read as real words in Experiment 4

nonword  word nread percentage participants
asiet aside  1/38  2.62 English
deorly dearly 3/38 7.9 English
dise dice 4/38  10.53 English

Note: Nread indicates the number of participants in the group that read the

pseudoword as real words.

Table 19. German adults reading frequency matched pseudowords (Exp. 4)

Items Pronunciations Comments
(6) kvacf, (2) kua, Different readings for the following graphemes:
quaw (1) ka:, kuab, kuaf, kva:, kva:v Su>as /v/ or [uf and <w>as /v/, /f/’. /b/ or 0
’ ’ ’ ’ Different vowel lenths + Phoneme deletion (ka:)
. Different readings for the following graphemes:
spafe E?g }ngie s(pa 3§a.fe, <s[p]>as /[/ or /s/ and <f> as [f/ or /v/
Different vowel lengths
ozt (11) jotst, Different readings for the grapheme <o>: /¢/ or /o/
] (1) jotst, jots, jo:tst, jost Different vowel lengths + Phoneme inversions (jost)
hog (10) hoik, The final consonant devoicing rule is either applied or not
(3) hok, ( ) hog Different vowel lengths
(9) ma:p, The final consonant devoicing rule is either applied or not
mab (5) map, (1) mab Different vowel lengths
stenn (11) [ten, D'}ff.erent readings for the grapheme <s>: /[/ or /s/
(2) sten, (1) ftem Different vowel lengths
peren (13) peiren, (1) peremn, peren  Different vowel lengths
mat (7) ma:t, (6) mat Different vowel lengths
ifrer (8) y:frer, (7) yfrer Different vowel lengths
. (10) geri:lst Different vowel lenghts
gerielst (2) gericlst, (1) ge:rilt Phoneme deletion (ge:rilt)

Note: The numbers in parentheses indicate how many participants read the item with

the following pronunciations



102

Table 20. German adults reading dissimilar pseudowords (Exp. 4)

Items Pronunciations Comments
6) viti:fu, (3) vi:tifu, Different readings for the grapheme <v>: /v/ or /f/
vitifu fitifu, fi:ti:fu, 811 real word reading it would be /f/)
1) fiti:fu ifferent vowel lengths
ioid 8) tsigidu:, (5) tsigi:du, Different readings for the grapheme <z>: /ts/ or /z/
“gldu 1) zigidu:, zi:gidu Different vowel lengths
10) he:vimmi, Different readings for the grapheme <v>: /v/ or /f/
hevimi 33 he:vi:mi:, Sn real word reading it would be /f/)
he:vimi, he:fi:mi ifferent vowel lengths
sulumu Egg :sulu mu, E2§ tsuluml}: L Different readings er t‘he grapheme <z>: /ts/ or /z/
su: lumu zulumu:, zw:lwmu  Different vowel lengths
ledigi 7) le:digi, (5) le:di:gi, Different vowel lengths
g 1) le:digi:, ledlgl legi:gi Phoneme replacement (legi:gi)
9) lo:po:ve, Different readings for the grapheme <v>: /v/ or /f/
lopove 2) lopo:fe, lo:po:fe, gn real word reading it would be /f/)
1) lopofe, lo:po:ve: ifferent vowel lengths
10) lukseto, Different readings for the grapheme <t>: /t/ or /d
fwxeto E4) )lukse:to, (1) luksedo Different vowel lgcngths Brep /4] or /4]
tizafe EIO) ti:tsafe, (4) ti:tsafe, Different readings for the grapheme <z>: /ts/ or /z/
1) ti:za:fe Different vowel lengths
rimuze EB rl:mu:tsez (7) rimu:tse, Different vowel lengths
ri:mu:tse:
galido 8)1) gali:do, (2) gali:do, Different vowel lengths

ga:lido:, galido:

Note: The numbers in parentheses indicate how many participants read the item with
the following pronunciations

Table 21. French adults reading frequency matched pseudowords (Exp. 4)

Items Pronunciations Comments
: (11) wosil, (2) regils, woglis DifferenF readings for the graphemes:
regils (1) wegil, wesis, woglils, wozoli, ¥o <g>: /g/ or /3/, <e>: [e/ or [o/ and <r>: /r/ or ¥/
T o T The final consonant is either read or not
fremd (11) fua, (8) fued, Different readings for the grapheme <em>: /a/ or /&/
(3) fyad,(1) beed Phoneme replacement f -> b and deletion (fsd)
brend (12) bsed, (9) bsa Different readings for the grapheme <en>: /a/, /€/ or /em/
’ (4) bsad, (2) beem, (1) bee The final consonant is either read or not
(18) etses, (5) esew Differ‘ent readil}gs for the grapheme <e>: /ee/, /e/, /e/ or [o/
etcere (1) etsex, etsoos, etsewo, ets, etsets The final <e> is either read or not. .
’ ’ T Phonemes deletions (ets, etses) or insertion (etsetw)
degias (19) dezja, (5) dezjas Different readings for the grapheme <g>: /3/, /g/ or //
(1) degias, deja The final consonant is either read or not
. (21) pabiy, (3) pabey Different readings for the graphemes:
panbing (2) pabg, (1) pabin, pebg <an>: /a/ or /€/, <in>: /in/, /iy/ or /€/ and <n>: /n/ or /y/
(21) kasmd, (4) kazma, Differentfeadin{;s for the graphemes:
casment (1) kasmét, kasmat, ka <en>: /a/ or /&/ agd <s>: /s/ or [z
? ’ The final consonant is either read or not
. Real words readings:
fleuiller E ?Gﬂ;ﬁ;e b (sl)efas_]e feuiller - come into leaf & fiole - phial
Y Different readings of the grapheme <ill>: /j/ or /1/
tausait (19) toze, (7) tose Different readings for the graphemes:
(2) tose <e>: e/ or e/ and <s>: /s/ or [z/
duntre (23) déets, (2) dynts Different readings for the grapheme <un> : /&/, /yn/, /un/. /a/
(1) kunts, dée, dats Phoneme replacement /d/ -> /k/

Note: The numbers in parentheses indicate how many participants read the item with
the following pronunciations
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Table 22. French Adults reading dissimilar pseudowords (Exp. 4)

Items Pronunciations Comments
¢ )t (3) t Different readings for the graphemes:
tesusa esusa, ezyza, 9zyza, <s>: [sor [z/; <u>: /u/ or /y/ and <e>: /e/ or [o/
tesyaa tesysa tysusa, tezuza, tezyz Phoneme deletion (tezyz)
Different readings for the graphemes:
ledigi § 0) ledlzl 11) ledisi, <g>: /g/ or /3/ and <e>: /e/ or [o/
5) ledig, (1) legisl, lodigi Phoneme replacement
] Different readings for the graphemes:
buleba § 4bb¥1§ba 7>bb¥l?bd (?)bbylbd’ <u>: /u/ or /y/ and <e>: /e/ or /o/
2) buleba, (1) belyla, pyleba Phoneme deletion (bylba) and devoicing /b/ ->/p
3) I 9) idy. Different readings for the graphemes:
zigidu § Agidy, Ay, <g>: /g/ or /3/ and <u>/u/ or /y/
4) zigidu, (1) zigidu, zizibyty Addition of syllable (zidibyty)
(21) gobyso, (1) gobudso, gobyzee, gobysy, Different readings for the graphemes:

gobujo  posvay, gobyidso, gogabuso, o

<g>: /g/, /3/ or /&/, <u>/u/ or [y/ and <o>: /o/ or /o/
Addition of syllable (gogobuzo) + Mispronunciation (go)

Tuxet 21) Iykseto, (5) lyksoto Different readings for the graphemes:
uxeto 1) lykﬂto lykzeto <x>: /ks/ or /kz/ and <e>: /e/, /i/ or [o/

24) Different readings for the graphemes:
fuduja § <g>: /i/, /3/ or /&/ and <u>/u/ or /y/

1 fududsa fedydsa, fydja, fydydsa Phoneme replacement /u/ ->/e/ and deletion (fydja)

24), zylymy, (3) zulumu Different readings for the grapheme <u>: /u/ or /y
zulumu

1) Lybymy Phoneme replacement /1/ ->/b

Different readings for the grapheme <u>: /u/or /y

mumade 25) mymad, The final <e>is either read or not

1) mumad, mumade, myman

Phoneme replacement /d/ ->/n

o 25) vitify, (2) vitivy, vitifu
vitifu gl) fitiflu

Different readings for the grapheme <u>: /u/ or
Consonant assimilation and Phoneme insertion (fitiflu)

Note: The numbers in parentheses indicate how many participants read the item with

the following pronunciations

Table 23. English adults reading frequency matched pseudowords (Exp. 4)

Items Pronunciations Comments
. Different readings for the grapheme <ie>: /i/ or /e/
asiet (13) aswt,‘ . . . Phonemes deletion (ast), replacement (a -> i)
(1) ast, asit, asite, assist, aset, iset . U’
Real word reading (assist)
aecrer (4) aesrer, (2) aser, asra, (3) asrer, Phonemes and syllables deletions (ases),
} (1) ases, aseri, acksrer, asresser, asekrer, aserer, askrer ~and phoneme insertions (asekrer, asresser)
stevlture (10) strailture, (4) strailiture, Phonemes and syllables addition (strailiture),
o ~ (1) strai, strailetto, straili, straiturle deletions (strai) and inversions (straiturle)
watheet 9) V\"ditt: (4) wati:t, . ] Different rleadings for the following graphemes:
(1) wahti:st, waet, wati:, atpi:t <ee> as /i:/ or e/ and <th> as /t/ or //
dousse (13) dous_‘se, (4) dosse, Different readings for the following graphemes: )
(1) doussi:s, deuse <ou> as Jou/, /o/ or /eu/ and <e> as /e/ or /i/
deorly (17) deorli, Different readings for the grapheme <eo>: /eo/, /ea/ or Jo/
R (1) dori, dearli Phoneme deletions (dori)
rebube (16) rebube, Different readings for the grapheme <e>: /e/ or /i:/
(2) rebubi:, (1) rubab Phoneme deletions (rubab) and relacements (e -> u; u -> a)
dise (10) dise, (4) diese, Different readings for the grapheme <i>: /i/, /ie/ and /ae/
o (3) diss (1) daese Phoneme deletion and consonant doubling (diss)
speached (18) spi:ched, Different readings for the grapheme <ea>: /i/ or /e/
(1) spleched Phoneme addition (spleched)
vuing (15) vuing, Different readings for the grapheme <u>: /u/ or /o/

(1) voning, vling, vigged

Phonemes addition (voning, vling, vigged)

Note: The numbers in parentheses indicate how many participants read the item with

the following pronunciations
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Table 24. English adults reading dissimilar pseudowords (Exp. 4)

Items Pronunciations Comments
buleba  (10) buleba, (1) buleaba, bubala, blubabd, Phonemes deletions (bulba), insertions (blubabd)
i bulba, bulejub, bubela, buliba, beleba and inversions (bubela, bubala)
tizafe (10) tizafe, (5) tizaf, Different readings for the grapheme <f>: /f/ or /v
e (1) tizaife, zafafe, tizave Phoneme deletion (tizaf, zafafe)
ledigi (18) Tedigi, (1) 10(1g111 ledgi Phonemes deletion (ledgi) and addition (ledgili)
obuio (14) gobujo, Different readings for the grapheme <o>: /o/ or /u
gobwj (1) goboju, gobuju, goguba Syllable reduplication (goguba)
luxeto (12) Tukseto, (4) Tuksetto, Consonants doubling (luksetto)
(1) leksuto, lu7eJto Phonemes replacements (e ->u; ks ->7)
7) rimuse, (4) rimusi Different readings for the following graphemes:
rimuze 513 L. Temuse. rsmus <e>as [i/ or /e/ and <z> as /z/ or [s/
UZU, TEMuSse, TISmuse Phoneme addition (rismuse) and replacement (u -> e)
4l (9) pazille, (7) pazile, Consonant doubling (pazille)
pazie (1) pazit Phoneme deletion and replacement (pazit)
(13) zigidu Different readings for the following graphemes:
zigidu 1 gl Vizidu. zieud idin. zikidi <u> as /u/ or /o/ and <g> as /g/ or /k/
(1) zigido, zizidu, zigudu, zigidiu, zikidi Syllable reduplication (zizidu) and vowels assimilation (zikidi)
sulumu (15) zulumu, Syllables inversion (zumulu)
(1) zumulu, zlumu, zulumi Phoneme deletion (zlumu) and replacement (u ->i)
hevimi (14) hevimi, Syllables inversion (hemivi) and addition (hevilimi)
hevimi 47y

hemivi, hcv1m hevilimi, hevini

Phoneme deletion (hevim) and replacement (m ->n)

Note: The numbers in parentheses indicate how many participants read the item with
the following pronunciations
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Many decades of reading research have shown that read-
ing involves more than just processing orthographic
whole-word representations. Rather than simply relying
on letter-by-letter decoding, expert readers reliably and
automatically read words by forming associations in
memory between embedded sublexical units (i.e., sylla-
bles and morphemes) and their corresponding lexical rep-
resentations (Ehri, 1995). In fact, this trend is already
found in children’s first years of reading instruction (Colé
et al., 2012; Haikio et al., 2011) and spills over to adult-
hood, with evidence of both syllable and morpheme pro-
cessing gathered in several languages across tasks (Colé
etal., 1999; Conrad et al., 2009; Dawson et al., 2018). The
goal of the present eye-tracking study was to shed further
light on the mechanisms involved in sublexical reading in
a shallow orthography, namely, German. In particular, we
sought to directly compare the relative relevance of syl-
lable and morpheme processing by monitoring partici-
pants’ eye-movements. Prior research has typically
focused either on bi-syllabic, monomorphemic words
(Conrad et al.,, 2011) or on multi-morphemic words
(Bertram et al., 2004), but studies that have directly com-
pared morpheme and syllable processing are more scarce

(Alvarez et al., 2001; Colé et al., 2012; Dominguez et al.,
2006; Haikio & Vainio, 2018; Hasendcker & Schroeder,
2017). As such, the interplay between syllable and mor-
pheme processing within multi-syllabic, multi-morphe-
mic words (e.g., formation, a word with three syllables
and two morphemes) is not well understood.

Reading multi-syllabic words

Research carried out on different languages suggests that
syllables are not only relevant in speech production and
comprehension (Cholin et al., 2004) but also represent
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relevant processing units in visual word recognition (e.g.,
Conrad & Jacobs, 2004). For example, Ferrand et al.
(1996, 1997) found that primes with the same syllabic
structure as the target word (cv—CV) produced facilita-
tory effects in French in a naming task when the prime
shared the first syllable with the target, and the syllable
had clear boundaries (bal%%%% —BAL.CON), than
when preceded by primes containing one letter more
(bal%%%%—BA.LADE) or less (ba%%%%—BAL.
CON) than the first syllable. Syllable effects have been
reported in French (e.g., Chetail & Mathey, 2009a, 2009b),
Spanish (e.g., Carreiras & Perea, 2002; Perea & Carreiras,
1998), and German (Conrad & Jacobs, 2004; Stenneken
etal., 2007).

Converging evidence of the early involvement of pho-
nological processing in visual word recognition also
comes from eye-tracking studies using silent reading tasks
(Fitzsimmons & Drieghe, 2011; Inhoff & Topolski, 1994;
Pollatsek et al., 1992; Rayner et al., 1998; Sparrow &
Miellet, 2002). For example, Pollatsek et al. (1992) found
a parafoveal preview benefit for homophones (sent as pre-
view for cent) but not for visually similar words (rent as a
preview for cent). Ashby and Rayner (2004) investigated
whether syllabically congruent primes could aid visual
word recognition during silent English reading. They dis-
covered that when the preview was syllabically congruent
(target: de-vice, preview: de_mxw), readers’ first fixation
durations on the target word were shorter than when it was
incongruent (dev_mx), although the proportion of ortho-
graphic overlap between the preview and the target was
greater in the incongruent condition. More recently,
Hawelka et al. (2013) used eye-tracking to assess whether
inhibitory effects of first syllable frequency found in lexi-
cal decision tasks are generalisable to natural reading.
Using the multi-syllabic items of the German Potsdam
Sentence Corpus (Kliegl et al., 2004) as target words, the
authors found inhibitory effects that resulted in longer
first fixation on multi-syllabic words starting with high-
frequent first syllables. This effect was interpreted as evi-
dence of prelexical phonological processing. The authors
argued that syllabic representations served as “access
units” to the mental lexicon, which also tend to be acti-
vated in visual word recognition (see also Stenneken
et al., 2007).

The prior evidence for the important role of syllables in
silent reading has led to the assumption that syllables are
represented as prelexical units of reading at an intermediate
stage between letter perception and word recognition. For
example, Mathey et al. (2006) extended the interaction acti-
vation model (IA model) of McClelland and Rumelhart
(1981) by including syllables (the IAS model). As a result,
the model accounts for both syllable effects and the influ-
ence of orthographic information (see also Ans et al., 1998;
Grainger & Ziegler, 2011). Similarly, Conrad et al. (2010)
extended the MROM model (MROM-S) by adding syllabic

representations units in a separate route, which are con-
nected to both letter and word representations. Syllables
activate words that contain them in the initial syllabic posi-
tion, so that the processing of the target is hampered by
lateral inhibition caused by the coactivated syllabic neigh-
bours, with the competition being more severe when the
syllable is of high frequency. This way, the model explains
the inhibitory effect of syllable frequency on lexical deci-
sion reported several languages including German (e.g.,
Conrad & Jacobs, 2004).

Reading multi-morphemic words

Evidence for morphological processing in skilled reading is
abundant (for reviews, see Amenta & Crepaldi, 2012;
Rastle & Davis, 2008). For example, in a lexical decision
study in English, Ji et al. (2011) reported that transparent
and opaque compound words are processed faster than fre-
quency-matched monomorphemic words. The authors
argued that morphological decomposition is beneficial
because the activation of the individual constituents facili-
tates the recognition of the whole word. Masked priming
studies have also unveiled facilitatory priming effects for
truly suffixed primes (player—PLAY) and pseudo-suffixed
primes (mother—MOTH), relative to non-morphological
controls (cashew-CASH), with prime displays as brief as
42 ms (e.g., Rastle et al., 2004). This shows that at the early
stages of visual word recognition, both suffixed (play + er)
and pseudo-suffixed (moth + er) words are swiftly decom-
posed into their morpho-orthographic constituents
(Beyersmann et al., 2016; Diependaele et al., 2009; Longtin
et al., 2003; Rastle et al., 2004). These results were consist-
ently found in several orthographies, such as French (e.g.,
Grainger et al., 1991), English (e.g., Beyersmann et al.,
2012), and Russian (e.g., Kazanina et al., 2008).

The scope of morphological effects is not only limited
to priming studies and lexical decision tasks but also
extends to more natural reading settings. Several eye-
tracking studies have found that morphemes are recog-
nised and rapidly processed during sentence reading. For
instance, Deutsch et al. (2003), using a boundary-contin-
gent paradigm, found a morphological preview benefit
effect for Hebrew speakers. When readers parafoveally
processed a morphologically related word, target words
were processed faster compared with an orthographic con-
trol condition, as reflected by early processing measures
such as first fixation durations and gaze duration.

Other eye-tracking studies have instead turned to fre-
quency as a diagnostic tool to examine the influence of
morphological processing in complex word processing.
These studies typically manipulate the frequency of the
entire word as well as specific morphological components,
and their effects on early and late measures like first, sec-
ond, or third fixation durations and gaze duration. This
methodology is based on the premise that if the frequency
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of a single morpheme influences fixation durations, then
this will demonstrate morphological decomposition in
reading complex words (Kuperman et al., 2010; Pollatsek
et al., 2000). For instance, Pollatsek et al. (2000), using
Finnish compound words, reported a second constituent
frequency effect on second fixation duration and gaze
duration (as did Juhasz et al., 2003 in English), thus build-
ing on Hyond and Pollatsek’s (1998) findings of first con-
stituent frequency affecting first fixation duration, second
fixation duration and gaze duration. In addition, the same
group of authors reported a whole-word frequency effect
on gaze duration (Experiment 2), indicating that the iden-
tification of compound words involves simultaneous pro-
cessing of morphological constituents and whole-word
representations. Further evidence for the important role of
constituent frequency on eye-movements comes from a
study by Bertram and Hyond (2003), showing that long
Finnish compound words with a high-frequency first con-
stituent elicited shorter gaze durations, shorter first fixa-
tion durations, and fewer third fixations than long
compounds with a low-frequency first constituent. In addi-
tion, the first constituent frequency effect was more pro-
nounced in long compounds than in short ones (Experiment
1), suggesting that short compounds are more likely to be
processed as wholes (Experiment 2). This finding was also
confirmed by Kuperman et al. (2010) using derived com-
plex words in Dutch. They found that words with shorter
suffixes exhibited a stronger whole-word frequency effect
on reading times compared with suffix frequency, thus
pointing to the important role of suffix length in morpho-
logical processing.

An appreciation of the influence of morphological
information in reading also comes from eye-tracking stud-
ies examining landing positions. Normally, the eyes land
in the middle of the word or slightly to the left of it, a phe-
nomenon called optimal viewing position (O’Regan, 1992;
Rayner, 1979), from which a word can be processed the
fastest. However, it has been demonstrated that when
words are morphologically complex, the eye fixations land
closer to the beginning of the words (Hyona et al., 2018;
Yan et al., 2014), suggesting that readers are able to pick
up words’ morphological structure during parafoveal pro-
cessing, which helps them adjusting their saccade pro-
gramming accordingly.

Over the past decades, many morphological processing
theories have emerged from the field of visual word recog-
nition (Diependaele et al., 2009; Dufiabeitia et al., 2007;
Grainger et al., 1991; Grainger & Ziegler, 2011; Longtin
et al., 2003; Rastle, 2019; Rastle & Davis, 2008; Rastle
et al., 2004). These theories make different assumptions
with respect to the time-course of morphological process-
ing during reading, with some predicting that the early
stages of morphological processing are semantically
“blind” (Beyersmann et al., 2016; Longtin et al., 2003;
Rastle et al., 2004), whereas others assume that semantics

do already assert an influence on morphological process-
ing during the initial stages of complex word recognition
(Feldman et al., 2009, 2015). However, they all agree that
skilled readers are experts at rapidly extracting morpho-
logical information from print. More recently, it has been
proposed that the activation of edge-aligned embedded
words posits one of the key ingredients in the analysis of
multi-morphemic words as well as in children’s reading
acquisition (for more detail, see the word and affix model
by Beyersmann & Grainger, 2022 and Grainger &
Beyersmann, 2017).

Syllables versus morphemes

The above summary shows that silent reading is clearly
modulated by the syllabic and morphemic structure of
words; however, only few studies have directly compared
the salience of syllables and morphemes in this process. In
many Indo-European languages, syllabic and morphemic
structure do not always overlap (e.g., far-mer vs. farm-er:
see Alvarez et al., 2001; Dominguez et al., 2006), but how
do readers solve this challenging conflict between reading
units? Are syllables and morphemes equally salient during
silent reading?

Fracasso et al. (2016) showed that while phonological
and morphological awareness are predictors of reading
comprehension in adults, the latter was also a unique pre-
dictor of vocabulary skills, as the “ability to break up mor-
phologically complex words into their morphemic
constituents enables a reader to use their knowledge of
the meanings of the base morpheme and suffix to infer
meanings of unfamiliar, morphologically complex words”
(Fracasso et al., 2016, p. 147). For example, via access to
the individual morphemes in paleo-geo-graph-er, readers
may be able to partially derive word meaning, that is, a
person (-er) working in the field of ancient (paleo-) geog-
raphy. Thus, compared with syllable-based reading, mor-
pheme-based reading has the advantage of breaking down
the word’s meaning into meaningful chunks (Bhattacharya,
2020; Goodwin et al., 2013; Kearns & Whaley, 2019).

Studies comparing morphological processing in chil-
dren, adolescents, and adults have suggested that mor-
phological decomposition becomes more important and
automatised throughout reading acquisition, such that
morphological effects are more pronounced in adults
compared with the younger age groups (e.g., Beyersmann
et al., 2012; Dawson et al., 2018; Schiff et al., 2012).
Although this indicates that skilled readers become
increasingly skilled at parsing complex words into mor-
phemes as they become more fluent readers, it does not
undermine the possibility that syllable-based parsing is
equally important.

Indeed, syllable-based reading has its own advantages
of drawing from preexistent oral knowledge (Perfetti et al.,
1992) and retaining identified words in the phonological
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loop of short-term memory (Besner, 1987; Bruck et al.,
1995), which is useful for sentence-processing. In this
regard, the few studies that directly compared syllable and
morpheme processing focused on developing readers. One
such study was conducted by Colé et al. (2012) with
French second and third graders. The stimuli employed in
their naming task (Experiment 2) were segmented using a
space at the syllable boundary (den tiste) or morpheme
boundary (dent iste), with the assumption that recognition
will be faster if the visual manipulation conformed to the
units activated during written word identification. Results
showed that word recognition times were comparable
between the morphemes and syllables-spaced conditions,
suggesting that both morpheme and syllable-based reading
affected reading fluency to the same degree.

In contrast to Colé¢ et al.’s (2012) findings from French
primary schoolers, Héiki6é and Vainio (2018) reported dif-
ferences between syllable and morpheme processing in
Finnish first- and second-graders. The authors examined
the processing of bimorphemic targets words embedded in
sentences using eye-tracking. In half of the target words
the last syllable boundary coincided with the (inflectional)
morpheme boundary. Using hyphens, words were divided
into syllable-congruent and syllable-incongruent (which
were also morpheme-congruent in half of the cases) condi-
tions. Second graders spent significantly more time fixat-
ing hyphenated than non-hyphenated words, an effect that
was less noticeable in first graders. However, when the
syllable-incongruent condition overlapped with the mor-
pheme-congruent condition (MCC), neither age group’s
gaze durations increased, suggesting that Finnish begin-
ning readers were not slowed down by the broken syllables
or the hyphenation, as long as hyphens segmented words
into morphemes. The authors interpreted this finding as an
indication that participants relied more on morphemes
than on syllables in their reading.

A similar paradigm, using lexical decision, was
employed by Hasenédcker and Schroeder (2017) in German
second and fourth graders, and adults. Multi-syllabic mono-
morphemic and multi-morphemic words and multi-syllabic
pseudo-affixed nonwords were segmented into syllable-
congruent and incongruent items using a colon (:). The
syllable-incongruent items overlapped with morphemes
boundaries. Results showed that second graders were faster
in both word identification and pseudoword rejection when
the disruption was syllable congruent. However, in fourth
graders the syllable-incongruent/morpheme-congruent
manipulation impeded the rejection of multi-morphemic
pseudowords, suggesting that syllable-based reading was
more pronounced in Grade 2, but morpheme-based reading
was predominant in Grade 4. Lexical decision responses in
adults were not hindered or facilitated by any of the manip-
ulations, which may however have been ascribable to the
excessive simplicity of their items (taken from the childLex
corpus of Schroeder et al., 2015).

In sum, although the prior evidence shows that both
children and adults use syllables and morphemes in their
reading, it remains less clear whether the reading system
gives preference to the analysis of syllabic or morphemic
structure and how potential confounds between syllable-
and morpheme-congruency are resolved.

The present study

To address the question of how skilled readers process
words with deviating syllable and morpheme-structures,
the current eye-tracking study used a method to highlight
syllable and morpheme structure in silent reading. The
goal was to explore syllable- and morpheme-congruency
effects in sentence reading while monitoring participants’
eye-movements, to test if readers find it easier to read text
where syllables and morphemes are visually marked. The
benefits of eye-tracking are not limited to study online
cognitive processes in an ecological reading setting (with-
out the constraint of having participants perform an unfa-
miliar task; Rayner et al., 1998) but can also be used to
tease apart the early versus late processes involved in read-
ing. The goal was to build on prior findings by directly
comparing the processing of syllables and morphemes in
skilled readers of German, a morphologically rich (Juola,
1998; Kettunen, 2014; Mousikou et al., 2020), syllabically
complex (Adsett & Marchand, 2010; Seymour et al., 2003;
Stenneken et al., 2007), and orthographically transparent
language (Borleffs et al., 2017; De Simone et al., 2021). In
the first experiment, syllables and morphemes were high-
lighted using colours, whereas the second experiment used
hyphenation to segment words into their respective read-
ing units.

Experiment |

In Experiment 1, we presented words in which mor-
phemes or syllables were highlighted using colours, based
on a method that is commonly used in German reading
instruction (“Silbenmethode” [syllable method], where
reading books for children in early school grades mark
each alternate syllable in a different colour). The syllable
method relies on the assumptions that colour information
helps to identify objects and better remember information
(Gegenfurtner & Rieger, 2000; Tanaka et al., 2001).
Indeed, colour similarities make it easier to aggregate an
item formed by many elements, while colour disparities
help separate stimuli into multiple things (see Goldfarb &
Treisman, 2011). However, only few studies have applied
the method to examine the cognitive mechanisms of read-
ing in adults. As a result, the cognitive underpinnings of
the “Silbenmethode” are still little understood.

Perhaps, one of the most informative studies in this
regard is one by Carreiras et al. (2005), in which the
authors examined syllabic effects in Spanish-speaking
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adults using event-related potentials, while participants
performed a lexical decision task. The authors used col-
ours to segment words which varied in frequency, as well
as pseudowords such that the colours either did or did not
coincide with the syllable structure. In a baseline condi-
tion, only one colour was used. No congruency effects
were found in the behavioural measures (for related evi-
dence from the transposed letter similarity effect, see
Marcet et al., 2019). However, the colour manipulation led
to a temporal and spatial dissociation in the ERPs in the
P200 time window for pseudowords and low-frequency
words, with an amplitude increase for the colour-syllable
incongruent condition compared with the colour-syllable
congruent and baseline conditions. This suggests that the
syllabic structure of low-frequency words and pseudow-
ords is processed during the early stages of visual word
recognition (see also Carreiras et al., 2009 for similar con-
clusions). Crucially, Carreiras et al. (2005) reported no
facilitatory effect of syllable colouring (i.e., no differences
were found between the baseline and the congruent stimuli
in the ERPs or RTs) and therefore does not provide direct
support of the hypothesis that the use of syllable colouring
supports reading. However, given that Spanish has a sim-
pler syllable structure compared with German (Seymour
et al., 2003), it is unclear whether these results are general-
isable across languages.

Indeed, preliminary eye-tracking evidence from
Chinese (Zhou et al., 2018, 2019), a typically unspaced
script, shows that Chinese silent reading is facilitated when
words are alternately coloured, such that between-word
boundaries are explicitly signalled. Colouring influenced
landing position, showing how this method helped L1
Chinese speakers (Zhou et al., 2018) and L2 Chinese learn-
ers (Zhou et al., 2019) to optimise their eye fixations.
However, colouring segmentation might not have the same
impact on reading speed. While alternating colours at word
boundaries increased the reading fluency of skilled
Chinese readers when reading aloud difficult, technical
texts with unfamiliar words (Perea & Wang, 2017), the
same effect was not found under normal circumstances,
that is, when reading more common texts with familiar
words (Perea & Wang, 2017). In fact, it seems that the
positive impact of colour segmentation on reading speed
decreases with age: in an eye-tracking study, Song et al.
(2021) found colour facilitation effects in multi-chromatic
compared with mono-chromatic sentence-processing in
Grades 2-3 children (as did Perea & Wang, 2017,
Experiment 3), but not in Grades 4-5 children.

Similar findings with Grade 2 children have been
reported also in alphabetic scripts, with within-word col-
our segmentation. For example, Lopes and Barrera (2019)
investigated syllable colouring in Grade 2 Brazilian-
Portuguese speaking children performing an isolated word
reading task. They found that highlighting syllables
through the use of colours had a positive effect on good

readers when reading irregular words, and on poor readers
when reading regular and irregular words. Similar findings
in French speaking children of the same age were also
found by Chetail and Mathey (2009b) using a colour lexi-
cal decision task. However, in an eye-tracking study with
Finnish beginning readers (Grade 1-2), Héikio et al.
(2015) found no evidence that alternating colours at the
syllable boundary affects reading speed, compared with a
control condition where no visual cues where given.

Research on using the colouring method with morphemes
is scarcer. Jietal.’s (2011) lexical decision study (Experiment
5) employed a colour contrast (red/black) to encourage the
decomposition of English compound words into morphemes,
with the assumption that the display manipulation would
facilitate morphological parsing, and hence support the
retrieval of the compound words’ meaning. However, the
colour manipulation did not influence response time or accu-
racy scores, and if anything inhibited the processing advan-
tage of opaque words compared with monomorphemic
words, potentially because in the case of opaque words, this
colouring supported a computed meaning that was inconsist-
ent with its stored, conventional meaning.

Other colour segmentation studies have used illusory
conjunctions (ICs) first described by Treisman and Schmidt
(1982). ICs have been defined as a type of errors that hap-
pen in the perceptual binding of proximal elements in a
given stimulus, when attention is deviated or diverted
(Henderson & McClelland, 2020). In reading research, ICs
have been used to “determine the nature of the sublexical
units that are automatically perceived at a perceptual level
of word processing” (Doignon-Camus & Zagar, 2005), first
employed in English by Prinzmetal et al. (1986). The pro-
cedure is normally paired with a letter detection task, which
serves to divert the participant’s attention. In a stimulus
string divided in two colours, participants are asked to (a)
detect the target letter; and (b) report in which colour the
target letter was presented. For example, participants are
asked to determine if the target letter was present in a given
word and what colour it was. The target letter (e.g., letter
“v” in anvil) is presented either in a unit-congruent condi-
tion (syllables, in the example): anvil, or in a unit-incongru-
ent condition: anvil. Prinzmetal et al. (1986) reported
syllable preservation errors, where participants reported
that a given target letter (v) appeared in the same colour as
the rest of its syllable unit (vi/), including within the incon-
gruent condition (anvil), suggesting that syllables were
automatically activated during visual word processing. The
authors reported similar preservation errors in polymorphe-
mic words, indicating that both syllables and morphemes
represent functional units in the visual analysis of words
(for similar findings from French, see Doignon-Camus
et al., 2009; Doignon-Camus & Zagar, 2005).

In sum, the review of the literature shows that it is still
unclear whether or not segmentation by colouring does
indeed expedite word processing. Although several studies
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have failed to provide evidence for a facilitatory role of
syllable colouring on reading fluency (e.g., Carreiras et al.,
2005, 2009; Haikio et al., 2015), the Silbenmethode still
continues to be used extensively in German reading
instruction and therefore calls for a more thorough investi-
gation within the German language in particular. This
study used eye-tracking to investigate the effectiveness of
the colouring method in German by directly comparing
syllable and morpheme processing in an ecologically valid
way. Participants read sentences where colours were either
congruent or incongruent with the embedded syllabic and
morphemic structures, relative to a black-coloured control.
We hypothesised that if any facilitation effects were to be
found (due to highlighting relevant reading units), then the
syllable-congruent and the MCCs would be read faster
than the control condition. Moreover, if morphological
information is more relevant in reading than syllabic infor-
mation because of its direct link with semantics (as argued
by Kearns & Whaley, 2019), participants would spend less
time fixating and make fewer regressions to words in the
MCC compared with the syllable-congruent condition. As
facilitation could also occur through an optimised landing
position variability across conditions, we predicted that
coloured units may change the landing position of the eye,
compared with where no unit is evident (a preregistration
of these hypothesis can be found at https://osf.io/csja8).

Method

Participants. The desired sample size (40) was preregis-
tered and determined a priori using the package SimR
(Green & MacLeod, 2016) in the R computing environ-
ment (R Core Team, 2021) to calculate power for linear
mixed model. Using pilot data collected from two volun-
teers, we ran simulations for each hypothesis. Our simula-
tions predicted that to obtain a power of 80% (d=0.5), we
needed a minimum sample of 30 participants. Based on
previous studies in the reading and eye-movements litera-
ture (Rayner, 1998), it was decided to increase the calcu-
lated sample size to 40 typically reading adults.

In total, 42 native German speakers (35 females, 7
males) participated for monetary reimbursement. Two par-
ticipants who scored poorly on the Standardised Reading
Fluency Test II (SLRT-II) word reading test (Moll &
Landerl, 2010) were excluded (i.e., <16 percentile,
corresponding to at least one standard deviation below
the mean of the adult population in the standardised
reading test), following the German clinical diagnostic
guidelines for dyslexia (Galuschka & Schulte-Korne,
2016). The remaining 40 participants were between 20
and 53 years old (M=29.3; SD=7.59) and had normal or
corrected-to-normal vision. The study was approved by
the ethics committee of the Hospital of the
Ludwig—Maximilians—University (LMU) and conforms
with the ethical principles of the Declaration of Helsinki.
Prior to participating in the study, participants provided
written, informed consent.

Table I. Target word structure. Percentage (and number

of words) of mono-syllabic and poly-syllabic words; and
mono-morphemic and poly-morphemic words in the Potsdam
sentence Corpus.

Syllables % Morphemes %
Mono-syllabic  47.02 (535) Mono-morphemic 61.86 (704)
Poly-syllabic 52.98 (603) Poly-morphemic  38.14 (434)
-2 syllables 71.47 (431) -2 morphemes 82.02 (356)
-3 syllables 19.40 (117) -3 morphemes 15.89 (69)
-4 syllables 7.96 (48) -4 morphemes 2.03 (9)
-5 syllables 0.82 (5)

-6 syllables 0.33 (2)

Materials. Adults read 140 sentences from the Potsdam
Sentence Corpus (Kliegl et al., 2004, 2006). Sentences
included 5-11 words (M=7.9, SD=1.4), with logarithmic
word frequencies averaging to M=2.1 (SD=1.3). Overall,
there were a total of 1,138 words in the corpus (see Table 1
for words’ statistics).

The sentences were randomly divided into five conditions
of 28 sentences each, which were counterbalanced across par-
ticipants. Each condition corresponded to a different colour
manipulation: syllables-congruent; syllables-incongruent;
morphemes-congruent; morphemes-incongruent condition;
black-coloured. Moreover, we randomised the stimuli presen-
tation in two additional ways: the order of blocks (conditions
were not presented in a fixed order), and the order of
sentences.

In the syllables-congruent condition (SCC), syllables
were alternately coloured in blue and green, and the colour
changed at the syllable boundary or between monosyllabic
words. Conversely, in the syllables-incongruent condition
(SIC), the syllable was disrupted by moving the colour
alternation either to the left or to the right of the syllable
boundary. The reason for this manipulation was twofold:
(a) to rule out possible facilitation or inhibition effects due
to the mere colour alternation and (b) to check whether
reading was impaired when the integrity of the unit was
broken. The same number of coloured units of the syllable-
congruent condition was also kept, to avoid a possible
increase in saccades, which could have resulted in higher
reading times. Moreover, we made sure not to break any
multi-letter graphemes (Schiissel, but not Schiissel, where
sch is a multi-letter grapheme in German corresponding to
the phoneme /f/).

For the next condition, morphemes were alternately
coloured in blue and green (MCC, see Table 2). Affixes
and morphemic stem constituents (within both affixed
and compound words) were coloured in this condition.
We separated inflectional morphemes: past tense (stellze,

133 [P N

put”: verb root + tense and person), gender (eine, “a”:
base indefinite article + gender), and number (Kirschen,
“cherries”: stem + number). Derivational morphemes
were separated from their stems, as in Hduschen (little
home) and compound words were divided in their
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Table 2. Experimental design and stimuli examples
(Experiment 1).

Condition Acronym  Stimuli Example
Syllable-Congruent SCC Laura stellte eine Schiissel
Kirschen auf den Tisch
Syllable-Incongruent SIC Laura stellte eine Schiissel
Kirschen auf den Tisch
Morpheme-Congruent MCC Laura stellte eine Schiissel

Kirschen auf den Tisch
Laura stellte eine Schiissel
Kirschen auf den Tisch
Laura stellte eine Schiissel
Kirschen auf den Tisch

Morpheme-Incongruent  MIC

Control CTRL

constituents, as in Grofvater (grandfather). Similar to
syllables, we created a group of sentences where the mor-
pheme unit was disrupted (morpheme-incongruent con-
dition [MIC]) by moving the morpheme boundary either
to the left or the right, without separating multi-letter
graphemes. We applied the same principles used in the
syllables-incongruent condition.

Finally, a fifth group of sentences was composed of black-
coloured sentences (CTRL), without any colour alternation.
This condition served as a baseline condition. Stimuli exam-
ples for each condition are provided in Table 2.

To make sure participants read the sentences carefully,
we created a comprehension test in the form of multiple-
choice questions. Questions would appear after a random
interval of sentences, and they would always refer to the
previously shown sentence. In total, participants answered
18 questions. All participants scored more than 80% of
correct answers in the multiple-choice questions. The full
list of materials is available in the following online reposi-
tory: https://osf.io/w4rsm/.

Apparatus. Eye-movements were recorded using an Eye-
Link 1000 Plus Desktop Mount eye-tracker (SR Research,
Toronto, Canada) in head-stabilised mode. Participants
were seated in front of a 15.6-in. monitor (120 Hz refresh
rate, 1280 X 960 resolution) at a viewing distance of
65cm. Stimuli were presented with an uppercase letter
height of about 0.62° of visual angle. A 9-point calibration
cycle at the beginning and after each break was used to
ensure a spatial resolution of less than 0.5° of visual angle.

The experiment was controlled with Experiment Builder
software (SR Research, version 1.10.1630). Sentences were
presented in Courier New Bold, 30 pt. font, and projected in
full window. One sentence was presented per trial, vertically
centred on the screen, on a white background.

Procedure. The sessions took place individually in a silent
room. Prior to the eye-tracking experiment, an SLRT II
(Moll & Landerl, 2010) was administered where partici-
pants had to read aloud a list of words and pseudowords as
quickly and as accurately as possible in 1-min time.

Participants were then seated in front of a computer.
Reading was binocular, but only the movements of the domi-
nant eye were monitored. Eye dominance was determined
using a Miles Test (Rice et al., 2008): participants were asked
to extend their arms forward and make a triangle-shape like
window with their hands. Then, they positioned the window
such that a target point hanging on the wall appeared in the
centre while both eyes were open. Next, they were told to
close one eye at a time and note the position of the target
point. The dominant eye was the eye in which the target
stayed centred in the frame when the eye was open.

A 9-point calibration procedure was performed, fol-
lowed by six practice trials, and then the experimental sen-
tences followed. Participants fixated a drift correct target
prior to each trial and recalibration was performed as
needed. The participant clicked on the mouse to terminate
each trial when they had finished reading.

Participants were instructed to read for comprehension
at their own pace. It was emphasised that the task was to
comprehend the sentences, and not to memorise the con-
tent. They were further told that after varying intervals
they would get multiple-choice questions about the con-
tent of the previously presented sentence.

Results

Data preparation. Practice trials (0.5%), sentences’ first
and last words (28.1%), and skipped words (19%) were
excluded from the analyses, as is customary in eye-track-
ing research (Kliegl et al., 2006; Yan et al., 2014; Zhou
etal., 2018). To detect outliers, we used Q-Q plots for total
reading time, which revealed 12 data points exceeding
2,400ms, that we excluded (0.04%). We also excluded
fixations shorter than 100 ms (3,5%), as it has been argued
that they do not reflect cognitive processes, but instead the
outcome of micro-saccades performed to adjust eyes’
position (Rayner, 1998) or blinks during the neighbouring
fixation (Bertram, 2011). After these exclusions, 25,821
observations were available for analysis.

Subsequently, we divided the data set in three subsets:
one for the comparison between syllable-congruent, sylla-
ble-incongruent and control conditions (a), one for the
comparison between morpheme-congruent, morpheme-
incongruent and control conditions (b), and one for the
comparison between morpheme-congruent and syllable-
congruent conditions. This was done to maximise the
number of items in each comparison.

For the comparison between the syllable-congruent,
syllable-incongruent, and control conditions (a), we
excluded all monosyllabic items (39.8%). Moreover, we
excluded words where the morpheme and syllable bounda-
ries fully overlapped (7.45%) to maximise the strength of
the manipulation (e.g., in the word Kiinst/er [artist], the
colour alternation happens both at the morpheme and at
the syllable boundary). 14,378 observations were available
for analysis.
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For the comparison between the morpheme-congruent,
morpheme-incongruent, and control conditions (b), we
excluded monomorphemic items (58.6%) and items where
the morpheme and syllable boundaries fully overlapped
(9.5%). 9,670 observations were available for analysis.

For the comparison between the syllable-congruent and
MCC:s (c), to ensure comparability, we restricted the data
set to items that had only two syllables and two mor-
phemes. Therefore, we excluded monosyllabic and mono-
morphemic items and items that had more than two
syllables/morphemes (76.9%), as well as items where the
morpheme and syllable boundaries fully overlapped
(14%). 5,134 items were available for analysis.

Linear mixed effect models were run for each of the
following dependent variables: first fixation duration
(duration of initial fixation on the target during the first
pass through the text), gaze duration (sum of all first-pass
fixations made on the target), total reading time (sum of all
fixations on the target, including any regressions back to
it), regressions (probability of making a regression back to
the target from a later portion in the sentence), total num-
ber of saccades, and landing position. We had preregis-
tered the analyses on total reading time as an indicator of
overall ease-of-processing, and performed the additional
analyses to explore the time-course of the effects. Data
were analysed in the R computing environment (R Core
Team, 2021). Linear mixed effects models were con-
structed using the /me4 package (Bates et al., 2015) with
four fixed effects (condition, and centred word length, fre-
quency and predictability), their interactions, and two ran-
dom effects (participants and items, with correlated
random intercepts for both, and random slopes for partici-
pants). P values were obtained using the /merTest package
(Kuznetsova et al., 2017). Factor condition was coded
using sum-to-zero contrasts to carry out five pair-wise
comparisons between the congruent (1), incongruent (—1),
and control conditions (0).

Analysis. First fixation duration, gaze duration, total read-
ing time, number of regressions, number of saccades, and
landing position were analysed separately. Response time
distributions were checked using the Box-Cox system of
the powerTransform function in the CAR package (Fox &
Weisberg, 2019), showing that response time transforma-
tions were not necessary. Moreover, we applied a Holm—
Bonferroni correction (Holm, 1979), a sequential approach
with the advantage of maintaining the power of the statisti-
cal tests (compared with the more common Sidak/Bonfer-
roni corrections) while controlling for familywise Type 1
errors (Abdi, 2010). The method compares each observed
p-value to an adjusted o-threshold. The original p values
are listed from the smallest to the largest within each of
comparison, across variables. We performed the correction
using two different Microsoft Excel tools made available
by researchers (Boustani, 2020; Gaetano, 2018) to double-
check the correction. For the sake of clarity, we will report

Table 3. Descriptive statistics of first fixation durations,
gaze durations, and total reading times, in milliseconds, for all
conditions (Experiment I).

Comp M SE Comp M SE Comp M SE
First fixation duration

scc 187 447 MCC 186 472 MCC 186 5.00
SIC 185 466 MIC 188 452 SCC 199 5.09
CTRL 185 429 CTRL 185 4.6l

Gaze duration

scc 208 6.58 MCC 207 699 MCC 208 6.73
SIC 208 6.58 MIC 215 739 ScC 211 6.79
CTRL 208 7.16 CTRL 207 7.65

Total reading time

scc 299 16.87 MCC 301 17.78 MCC 304 16.12
SiC 298 1637 MIC 306 1641 ScC 311 15.20
CTRL 300 17.23 CTRL 306 19.06

Comp: comparison; SE: standard error; SCC: syllable-congruent; MCC:
morpheme-congruent; SIC: syllable-incongruent; MIC: morpheme-
incongruent; CTRL: control.

adjusted p values (adj. p), instead of adjusted o thresholds,
and consider significant any adjusted p value<.05.
Observed power calculations indicated that all models had
above 80% chance to find an effect.

Reading times. Mean first fixation duration, gaze dura-
tion, total reading time, and corresponding standard errors
are reported in Table 3. There were no significant differ-
ences between any of the conditions, in any of the com-
parisons (adj. p > .05).

Number of regressions. This analysis was conducted
to test the possibility that participants would make fewer
regressions in the MCC compared with the marked syl-
lable condition, since highlighting morphological infor-
mation could make word recognition faster because of its
link with semantics. However, the data did not support this
hypothesis (b=0.001; SE=0.03; t=0.05; p=.95).

Number of saccades. There was no difference between
the morpheme-congruent and the syllable-congruent con-
ditions (b=-0.29; SE=0.34; t=-0.84; p=.39).

Landing position. We predicted that highlighting rel-
evant units could change the eyes’ landing position within
words if participants early recognised those units. How-
ever, using log-transformed data (powerTransform=0.59;
0.54), we found no evidence that this was the case in any
of the conditions (adj. p > .05).

Discussion

We investigated whether highlighting syllables or mor-
phemes with the “Silbenmethode” enhanced reading flu-
ency in German skilled readers, and whether marking
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morphemes yielded larger facilitation effects compared
with marking syllables. The results revealed no such evi-
dence, neither in reading times, number of regressions,
number of saccades, nor landing position.

Despite the absence of a syllable or morpheme effect
in these data, the results of Experiment 1 do not rule out
that German skilled readers rely on syllables and mor-
phemes in their reading. Instead, the findings suggest that
the colouring of embedded reading unit, as used in the
“Silbenmethode,” does not modulate the eye-movements
of German skilled readers.

Earlier ERP results by Carreiras et al. (2005) showed
a temporal and spatial dissociation of colour-syllable
congruency effects for Spanish low-frequency words
and pseudowords, with a larger amplitude for the col-
our-syllable incongruency condition in the P200 time
window compared with the colour-syllable congruency
and baseline conditions. However, in the current experi-
ment, we found that the colour congruency effects were
not modulated by the difference in word frequency.
Cross-linguistically, there might be little reason for
assuming differences in syllable processing between
German and Spanish, as both languages are orthograph-
ically transparent (Seymour et al., 2003). If anything,
German is characterised by a higher degree of syllabic
complexity than Spanish, with its close CVC syllables
and consonant clusters in onset and coda positions
(Borleffs et al., 2018; Stenneken et al., 2007). In fact,
like us, Carreiras and colleagues did not find any sig-
nificant differences in the behavioural data. Therefore,
it is likely that the ERP signal has a greater sensitivity to
reflect changes in the colour of the text compared with
eye-tracking.

This might be also the reason why in their eye-track-
ing study Haikio et al. (2015) reported an absence of
congruency effects using alternated colours (black/red)
as syllable boundary cues. However, it is worth noting
that the same group of authors conducted a second
experiment where they found significant differences in
reading speed when colour alternations were replaced
with hyphens as segmentation cues. Finnish beginning
readers’ gaze durations and sentence reading time were
significantly longer when reading hyphenated items
compared with nonhyphenated control condition, espe-
cially if the hyphen position did not match the syllable
boundary. Building on the critical findings by Haikio
and colleagues, we designed a second experiment to test
the use of hyphens (-) as an alternative segmentation cue
and to directly examine its impact on syllable and mor-
pheme processing in German.

Experiment 2

Results from Experiment 1 provided no evidence that
highlighting relevant subword units such as syllables or

morphemes via colour alternations modulated eye-move-
ments. Therefore, in Experiment 2 we opted for a more
obvious visual disruption using hyphenation while seg-
menting the stimuli in the same way as in Experiment 1
(e.g., Laura stell-te ein-e Schiissel Kirsch-en auf den
Tisch). Hyphenation has been widely used to study syl-
labic and morphological processing in an orthographically
transparent, morphologically rich language such as Finnish
(Haikio et al., 2011, 2015, 2016).

The predictions slightly differed from those of
Experiment 1. We theorised that segmenting words in syl-
lables or morphemes would result in longer fixation times
in the hyphenated conditions compared with the control
conditions. In other words, hyphenation cues were
expected to hinder rather than facilitate word processing
(Deilen et al., 2022; Haikio et al., 2011, 2015, 2016;
Haikio & Luotojirvi, 2022). Following the rationale of
Experiment 1, we hypothesised that the MCC would
result in shorter fixation times than the syllable-congruent
condition. Furthermore, if eye-movements are modulated
by syllabic and morphemic structure, hyphens placed
within units would be expected to disrupt reading, thus
resulting in longer fixation times in the incongruent than
congruent conditions.

Method

Participants. We recruited 36 participants (27 females, 9
males) with the same characteristics of Experiment 1.
Eighteen participants already participated in Experiment
1 and a minimum of 2 months passed from participating in
the first experiment. Due to restrictions in COVID-19
mobility at the time of data collection, we terminated
recruitment early, thus not reaching the targeted sample
size of 40 participants. Furthermore, data of four partici-
pants who scored poorly on the SLRT II word reading test
(<16 percentile) were not included in the analysis. The
remaining 32 participants were between 18 and 52 years
old (M=31.3; SD="7.7). All had normal or corrected-to-
normal vision. All participants provided written, informed
consent.

Materials. We used the same stimuli as in Experiment 1. In
this experiment, syllables and morphemes were separated
using a hyphen in the morpheme-congruent, morpheme-
incongruent, syllable-congruent, syllable-incongruent con-
ditions (see Table 4). No hyphens were used in the control
condition. As inserting hyphens to separate relevant units
resulted in longer words, 7.63% of sentences in morpheme
conditions, and 11.11% in syllable conditions, did not fit
into single lines and fell into double lines. All sentences
were presented in black against a white background.

Procedure and apparatus. We used the same procedure and
eye-tracker in Experiment 2 as we did in Experiment 1.
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Table 4. Hyphenated stimuli examples (Experiment 2).

Condition Acronym  Stimuli example

SCC

Lau-ra stell-te ei-ne Schiis-sel
Kir-schen auf den Tisch
L-aura ste-llte ein-e Sch-iissel
Kirsche-n auf den Tisch

Syllable-Congruent

Syllable-Incongruent SIC

Morpheme-Congruent MCC Laura stell-te ein-e Schiissel
Kirsch-en auf den Tisch
Morpheme- MIC Laura ste-llte ei-ne Schiissel
Incongruent Ki-rschen auf den Tisch
Control CTRL Laura stellte eine Schiissel
Kirschen auf den Tisch
Results

Data preparation. Data preparation followed the same
principles as in Experiment 1. We excluded practice sen-
tences’ data (0.5%), sentences’ first and last words
(27.8%), and skipped words (18.8%). Fixation duration
outliers were also excluded if they exceeded 2,400 ms for
total reading time (0.03%) or were shorter than 100 ms
(3.4%). All participants scored more than 80% of correct
answers in the multiple-choice questions.

For the comparison between syllable-congruent, sylla-
ble-incongruent, and control conditions (a), we excluded
monosyllabic items (39.6%) and items were the morpheme
and syllable boundaries fully overlapped (6.3%). In addi-
tion, the number of hyphens naturally varied between the
syllable-congruent and syllable-incongruent conditions
(e.g., Po-li-ti-ker/Polit-iker). Since item length represents
an important predictor of eye-movements (Hyond, 2012),
item pairs with varying number of hyphens were excluded
(—47.6%). 6,132 observations remained available for
analysis.

For the comparison between MCC, morpheme-incon-
gruent and control conditions (b), we excluded monomor-
phemic items (58.2%) and items where the morpheme and
syllable boundaries fully overlapped (9.2%). 7,849 obser-
vations were available for analysis.

For the comparison between syllable-congruent versus
MCC:s (c), we restricted the data set to items that were bi-
morphemic and bi-syllabic (excluded items were 76% of
the original data set). We also excluded items were the
morpheme and syllable boundaries fully overlapped
(16%). 4,197 observations were available for analysis.

We extracted first fixation duration, gaze duration, total
reading time, and regressions.! As in Experiment 1, data
were analysed using linear mixed effect models.

Analysis. Similarly to Experiment 1, we corrected p val-
ues using the Holm—Bonferroni correction, and response
time distributions were checked using the powerTrans-
form. Except for first fixation duration, response time
transformations were not necessary.> Observed power

calculations indicated that all models had above 78%
chance to find an effect.

First fixation duration. First fixation durations were
log-transformed for the analysis. For clarity, we report
raw mean first fixation durations and standard errors in
Figures 1 and 4.

We found a significant difference in the syllable-con-
gruent versus syllable-incongruent comparison (h=-0.01;
SE=0.007; t=-2.31; p=.02; adj. p =.04), with participants
reading the latter condition significantly more slowly than
syllable-congruent stimuli. All the other comparisons were
not significant (control vs. MCCs, control vs. syllable-
congruent conditions, morpheme-congruent vs. mor-
pheme-incongruent conditions, and morpheme-congruent
vs. syllable-congruent conditions, adj. p >.05).

Gaze duration. Mean gaze durations and standard
errors are reported in Figures 2 and 4. We found sig-
nificant differences between the control and MCCs
(b=-30.06; SE=5.33; t=-5.63; p<<.001; adj. p <.001),
and between the control and syllable-congruent conditions
(b=-32.47; SE=5.68; t=-5.70; p<.001; adj. p <.001),
with the syllable-congruent and MCCs being read more
slowly than the control condition. The difference between
the syllable-congruent and MCCs was also significant
(b=28.55; SE=9.16; t=3.11; p=.01; adj. p =.03), with
morpheme-congruent stimuli being read more slowly.
Finally, we found a significant difference between the
syllable-congruent and syllable-incongruent conditions
(b=-18.17; SE=6.99; t=-2.59; p=.009; adj. p =.02), with
syllable-incongruent stimuli being read more slowly than
syllable-congruent stimuli. The comparison between the
morpheme-congruent and morpheme-incongruent condi-
tions was not significant (adj. p >.05).

Total reading time. Mean gaze durations and stand-
ard errors are reported in Figures 3 and 4. We found
significant differences between the control and MCCs
(b=-56.59; SE=8.9; t=-6.30; p=<0.001; adj. p
<.001), and between the control and syllable-congruent
conditions (b=-52.49; SE=9.46; t=-5.54; p<.001; adj.
p <.001), with the syllable-congruent and MCCs being
read more slowly than the control condition. The compar-
ison between the morpheme-congruent and syllable-con-
gruent conditions was also significant (b=28.5; SE=9.16;
t=3.11; p=.001; adj. p =.007), with morpheme-congruent
stimuli read more slowly than syllable-congruent stimuli.
The comparison between the syllable-congruent and syl-
lable-incongruent conditions was significant (b=-24.66;
SE=12.074; t=-2.04; p=.04; adj. p =.04), with syllable-
incongruent stimuli read more slowly than syllable-con-
gruent ones. Again, we found no significant difference
in the morpheme-congruent and morpheme-incongruent
comparison (adj. p >.05).
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Figure |. Mean first fixation duration (FFD) and standard errors for the CTRL-MCC-MIC comparison and CTRL-SCC-SIC

comparisons.

The SIC condition was read significantly more slowly than the SCC condition. No other significant differences were found. CTRL: control condition;
MCC: morpheme-congruent condition; MIC: morpheme-incongruent condition; SCC: syllable-congruent condition; SIC: syllable-incongruent condition.
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Figure 2. Mean gaze duration (GD) and standard errors for the CTRL-MCC-MIC comparison and CTRL-SCC-SIC comparisons.
Congruent hyphenated conditions (MCC, SCC) were read significantly more slowly than the control condition (CTRL). The SIC condition was read
significantly more slowly than the SCC condition. No significant differences were found between MCC versus MIC. CTRL: control condition; MCC:
morpheme-congruent condition; MIC: morpheme-incongruent condition; SCC: syllable-congruent condition; SIC: syllable-incongruent condition.



Quarterly Journal of Experimental Psychology 00(0)

400-
~300-
w
£
(2]
[0]
E
|_
c
Kl
©
8]
[0
@ 200-
100-
MCC
condition

400-
~300-
2]
£
N
(O]
£
|_
c
il
o
O
[9]
& 200-
100-
scc
condition

Figure 3. Mean total reading time (TRT) and standard errors for the CTRL-MCC-MIC comparison and CTRL-SCC-SIC

comparisons.

Congruent hyphenated conditions (MCC, SCC) were read significantly more slowly than the control condition (CTRL). The SIC condition was read
significantly more slowly than the SCC condition. No significant differences were found between MCC versus MIC. CTRL: control condition; MCC:
morpheme-congruent condition; MIC: morpheme-incongruent condition; SCC: syllable-congruent condition; SIC: syllable-incongruent condition.

Number of regressions. As in Experiment 1, we found
no evidence that participants made fewer regressions in
the MCC compared with the syllable-congruent condition
(adj. p>.05).

Discussion

In Experiment 2, we examined the effect of hyphenation
as a syllabic / morphemic segmentation cue using eye-
tracking. As expected, the use of hyphenation led to longer
fixation times compared with the nonhyphenated control
condition, even when hyphens segmented words into
informative (i.e., congruent) units. Similar results have
been previously reported in Finnish developing readers,
using hyphens placed between syllables (Héikio et al.,
2015, 2016; Haikio & Luotojarvi, 2022; but see Haikio &
Vainio, 2018) and between morphemes (Héikio et al.,
2011; Haikio & Vainio, 2018). The authors found that first
and second graders took longer to read words that were
hyphenated at syllable and morpheme boundaries com-
pared with the concatenated control, although hyphena-
tion represents a common reading teaching strategy in
Finland. This study extends this finding to adults, and to a

language which has a more complex syllabic structure
(Seymour et al., 2003), with a fairly complex and produc-
tive morphological system.

A second, important finding of Experiment 2 is that
participants read syllable-incongruent and morpheme-
congruent hyphenated words more slowly than syllable-
congruent words; that is, the disruption of syllable
boundaries significantly impaired reading, whereas par-
ticipants were less affected by the disruption of morpheme
boundaries. These results suggest that in German, syllable
structure is more salient than morpheme structure during
reading. After all, previous research has demonstrated that
phonology plays a central role in silent reading (see
Clifton, 2015 for a selective review in English). For exam-
ple, Ashby and Clifton (2005) showed that participants
read multi-syllabic words with two stressed syllables
more slowly than those with one stressed syllable.
Similarly, Fitzsimmons and Drieghe (2013) found that
five-letter monosyllabic words were skipped more often
than bi-syllabic words of the same length, even after pre-
dictability and frequency were accounted for, suggesting
that skilled readers rely on syllabic processing in silent
reading. Given that German words are on average longer
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Figure 4. Mean first fixation duration (FFD), gaze duration (GD), and total reading time (TRT) with standard errors for the MCC-

SCC comparison.

The comparison between MCC-SCC was significant in gaze duration and total reading time. This comparison was performed using items that only
had two syllables and two morphemes. MCC: morpheme-congruent condition; SCC: syllable-congruent condition.

than English words, the role of syllable structure in silent
reading might be more pronounced.

Once again, our results converge with those of Haikio
et al. (2015) who showed that hyphenation that did not
coincide with syllable boundaries was more disruptive
than hyphenation that matched syllable boundaries. A later
study in Finnish (H&ikié & Vainio, 2018) further showed
that hyphens that disrupted syllables (SIC) but not mor-
phemes (MCC) did not impair reading, a finding that was
not confirmed in the current German data. This difference
between the Finnish and the German data might be due to
typological considerations. Although both Finnish and
German are known to be morphologically productive,
German is a highly synthetic, whereas Finnish is a poly-
synthetic language. In polysynthetic languages, multiple
morphemes can be combined into a single continuous
word that can even constitute an entire clause at times. In
synthetic languages like German, the number of concate-
nations is more limited and form sentence clauses. As a
result, readers of polysynthetic languages like Finnish may
be more sensitive to the morphological structure of words,

thus leading to more robust morpheme segmentation
effects in Finnish than in German. Hiikié and Vainio
(2018) reached similar conclusions when comparing their
study with the one of Hasendcker and Schroeder (2017),
arguing that the different results might be ascribable to
either the fact that Finnish is a more morphologically rich
language, or that the difference is to be found in the fact
thatthey used inflectional morphemes, whereas Hasenédcker
and Schroeder used derivational ones (H&ikido & Vainio,
2018, p. 1236), while we note that this study used a com-
bination of inflectional and derivational morphemes.

Under this aspect, our results converge with those of
Hasenidcker and Schroeder (2017), although their adult
participants were not impaired by the syllable-incongruent
condition. It must be noted that Hasenédcker and Schroeder
used a lexical decision task, thus investigating single-word
recognition. It is possible that the longer fixations on the
syllable-incongruent stimuli in our study were due to the
additional time needed to integrate the disrupted words in
the sentence context: that is, not only word recognition
was impaired, but sentence-processing was, too.
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General discussion

The aim of this study was to directly compare the process-
ing of syllables and morphemes in a language with a com-
plex syllabic and morphological structure and transparent
orthography like German. To address this aim, we
employed two different types of segmentation cues: col-
ouring in Experiment 1, hyphenation in Experiment 2.
Hyphens and colour alternation positions matched or mis-
matched syllables boundaries (SCC-SIC) or morpheme
boundaries (MCC-MIC). Black-coloured, nonhyphenated
sentences served as control condition.

The results of Experiment 1 did not support the hypoth-
esis that highlighting syllabic or morphological informa-
tion using colours modulates eye-movements or general
processing speed. However, Experiment 2 revealed that
segmentation by hyphenation leads to longer eye fixations,
compared with the non-hyphenated condition, both in the
morpheme and the syllable-congruent condition. Critically,
the results further showed that the morpheme-congruent
and syllable-incongruent conditions were read signifi-
cantly more slowly than the syllable-congruent condition.
The evidence that hyphenation disrupted reading to a
greater extent when hyphen position did not match with
syllable boundary, can be interpreted as an indication that
in silent reading, German skilled readers automatically
recognise the underlying syllabic structure of words.

There are several explanations why participants’ read-
ing behaviour may have been affected by syllable struc-
ture. In the case of the syllable-congruent condition,
participants’ eye-movements may have more easily fallen
into a thythm of syllable-based reading while shifting their
eyes through the target sentences, given the important role
of syllables in silent reading (e.g., in German, Conrad
etal., 2011; Conrad & Jacobs, 2004; Hawelka et al., 2013;
Hutzler et al., 2005). Since readers automatically captured
the underlying syllable structure, their eye-movements
were disrupted when hyphenation did not occur at syllable
boundaries. In contrast, the segmentation of words into
morphemes would have required a more thorough analysis
of letter chunks as units of meaning and therefore may
have presented a level of complexity that was not as easily
grasped during sentence reading. Of course, there is abun-
dant evidence that German readers engage in morphologi-
cal processing (e.g., Beyersmann et al., 2020; Smolka
et al., 2009), which is not inconsistent with our current
findings. In a large web-based study with German third
and fourth graders, Gorgen et al. (2021) found that mor-
phological awareness is a better predictor for spelling than
for reading fluency, suggesting that the use of morphologi-
cal knowledge is modulated by task-specific requirements.
The present data show that within a sentence reading para-
digm, highlighting syllable structure via hyphenation has a
larger impact on reading behaviour in German compared
with highlighting morpheme structure.

An alternative explanation for the prominence of a syl-
lable effect in the current data is that syllable structure is
explicitly taught as part of the curriculum of the German
schooling system (Bredel et al., 2013). Syllable-based
reading instruction has a long tradition in Germany (Reh
& Wilde, 2016), with syllable separators dating back to
the 16th century (Velten, 2012). As such, skilled readers
have a long history of applying syllable-based reading.
Duncan et al. (1997) suggested that the style of reading
instruction may affect the relative use of different sized
units during reading acquisition. Furthermore, in a study
looking into the benefits of teaching children orthographic
analogies based on onset and rime units, Peterson and
Haines (1992) found that the training boosted the chil-
dren’s phonemic awareness, promoting segmentation
skills of these units. Hence, learning to read using sylla-
ble-based strategies is likely to boost the syllabic aware-
ness in a similar way, with effects spanning throughout
reading development into adulthood.

This would also explain the absence of a morphologi-
cal effect in the current data, as formal morphological
instruction is comparatively less common in the German
schooling system.? Indeed, recent studies have shown that
German readers are proficient at identifying embedded
stems (Beyersmann et al., 2020, 2021) perhaps due to the
abundant presence of compound words in the German
language and have reported to be less reliant on morpho-
logical processing than French (Beyersmann et al., 2021)
and English readers (Mousikou et al., 2020). Recent lon-
gitudinal data involving two large samples of German and
French primary schoolers have shown that embedded
stem priming effects are more pronounced in German
third and fourth graders whereas morphological priming
effects are more pronounced in French third and fourth
graders (Beyersmann et al., 2021), suggesting that the
development of morphological processing mechanisms is
influenced by the intrinsic linguistic properties of the lan-
guage to which children are exposed to. Thus, although
German readers clearly process morphemes in their read-
ing (Kempe, 1999), the recognition of syllabic structure
appears to predominantly underpin the word processing in
our task.

Previous studies argued that syllables, especially the
first syllable of polysyllabic words, mediate lexical access
(e.g., Carreiras et al., 1993; Prinzmetal et al., 1986; Spoehr
& Smith, 1973; Taft & Forster, 1975). In some models of
visual word recognition, syllables are represented at an
intermediate level situated between the letter and the lexi-
cal levels (Jacobs et al., 1998; van Heuven et al., 2001)
including the dual-route interactive-activation framework
(the TIAS model, see Figure 1 of Mathey et al., 2006,
p- 389; or the MROM-S model, see Figure 1 of Conrad
etal., 2010, p. 872). In these models, two routes allow the
reader to access the lexicon, the orthographic (from letters
to words) and the phonological (from syllables to words)
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routes. The latter is equipped with a level of syllabic rep-
resentations which mediate between the levels of the let-
ter and the word. In the first model (IAS), when letters are
activated, this activity spreads to consistent positional syl-
lables. For example, a word’s first bigram, such as “co” in
“comix” activates not just the syllable /kom/ but also
additional consistent syllables like /kor/, /kal/, or /kon/.
Syllable activation strength is determined not only by the
degree of activation at the letter level, but also by the syl-
lable resting level. In the second model (MROM-S), syl-
labic parsing is modulated both by the frequency of the
letter cluster forming the initial syllable and the model’s
syllabary, which contains syllabification rules. Further
ambiguity is resolved by feedback from the word level. In
both models, syllable frequency is proportional to the
level of resting activity. As a result, high-frequency syl-
lables are engaged faster than low-frequency syllables.
The syllables then activate the corresponding target word,
as well as its syllabic neighbours.

Evidence for models implementing syllables at an inter-
mediate level between orthographic input and the lexicon
comes from lexical decision and naming tasks (Conrad
etal., 2009; Conrad & Jacobs, 2004), showing that reading
times in lexical decision and naming tasks tend to be
longer if the first syllable of the words is highly frequent
(i.e., syllables that are often found in first positions). This
suggests that first syllables that are shared among many
word candidates lead to lateral inhibition at the level of the
orthographic lexicon (Conrad & Jacobs, 2004; Hawelka
etal., 2013; Perea & Carreiras, 1998).

The important role of syllables in word processing has
also been demonstrated by studies reporting a syllable
congruency effect. This effect typically emerges in lexi-
cal decision tasks paired with masked priming (Chetail &
Mathey, 2009a, 2012). In this paradigm, primes are
quickly displayed so that readers can only process them
subliminally, and then are replaced by target words to
which participants must make a lexical decision.
Facilitatory syllabic priming effects are found when the
prime and the target share the first syllable as opposed to
just the first letters (Chetail & Mathey, 2012). The pre-
sent eye-tracking study extend these prior findings from
single-word psycholinguistics tasks to a more ecologi-
cally valid sentence reading paradigm, suggesting that
syllables mediate lexical access in a shallow orthography
like German.

A further important point to note is that this study was
not designed to directly tease apart the independent role of
phonology in processing syllabic structures. While pho-
nological and syllabic processing are naturally intertwined
(Alvarez et al., 2004; Conrad et al., 2009), orthographic
redundancy (i.e., low-frequency bigrams that can be
found at the syllable boundary, Seidenberg, 1987) can
increase the salience of syllabic units (Conrad et al., 2009;
Doignon-Camus & Zagar, 2005). Moreover, participants
might segment words in syllable-like orthographic units,

which could activate phonological syllables, with ortho-
graphic processing preceding phonological processing.
Hence, the here observed syllable effect might reflect
either an orthographic or a phonological syllable effect, or
a combined effect, since readers preprocess orthographic
and phonological information already in the parafovea
(see Schotter et al., 2012 for a review on parafoveal pro-
cessing in reading).

As a final point, we do not consider our findings to be
automatically generalisable across languages, as reliance
on sublexical units may vary depending on morphological
and syllabic complexity, orthographic depth, or linguistic
typology. Studies specifically designed to reveal readers’
preferred units according to these constructs are needed.
Also, while Experiment 1 did not support the idea that
colouring segmentation (i.e., the Silbenmethode) modu-
lated sublexical processing in skilled adult readers, it is
possible that children who are still in the process of learn-
ing to read would differently benefit from colour cues in
their reading. An extension of this study to developing
readers of German may thus provide fertile grounds for
future research, particularly given its importance in
German reading instruction.

Conclusion

The present eye-tracking study was designed to directly
compare the processing of syllables and morphemes and
investigate the use of different segmentation cues including
colour highlighting and hyphenation in an orthographically
transparent, morphologically rich, and syllabically com-
plex language, namely, German. The results of the first
experiment showed that eye-movements were not modu-
lated by colour alternations. Critically, the results of the
second experiment revealed that German skilled readers
rely more heavily on syllable-based than morpheme-based
reading when hyphenation was used as segmentation cue.
We speculate that this preference might have either origi-
nated from the syllabic awareness boost resulting from the
syllable-based reading instruction in the German schooling
system; or be the product of an underlying reading mecha-
nism relying on syllables, as has been shown for other
transparent orthographies such as French and Spanish.
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Notes

1. As inserting hyphens within words modifies their spatial
length, which in turn influences landing position and the
number of saccades, the analysis of landing position in
Experiment 2 is not reported within the article. Indeed, when
analysed, the results showed that fixations landed more to
the right in the hyphenated compared with the control con-
dition (a detailed summary of these results is provided in the
RMarkdown script on https://osf.io/dt9yf).

2. To control for any impact that the returning partici-
pants from Experiment 1 could have had on the results of
Experiment 2, we conducted an additional set of non-pre-
registered, post hoc analyses by adding “Participant’s sta-
tus” (new or returning) as a fixed effect in all models. The
analyses revealed that participants’ status did not modulate
the direction or significance of our findings in any of the
eye-tracking analyses (a detailed summary of the results is
provided in the RMarkdown within the corresponding OSF
repository: https://osf.io/dt9yf).

3. In more recent years, German reading instruction methods
are beginning to emphasise morpheme-based reading more
explicitly. Morphological awareness training has been
shown to improve poor readers’ spelling, reading compre-
hension and fluency (Arnbak & Elbro, 2000; Good et al.,
2015).
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Abstract

Purpose: The present study examined cross-linguistic differences in orthographic transparency
and morphological complexity during complex word recognition. If morphological processing is
more important in morphemically rich languages, we would expect larger morpheme-effects in
Italian. However, if morphological processing is more important in opaque orthographies

morpheme-effects should be larger in English.

Method: 60 Italian and 60 English native-speakers completed an online lexical decision task,
while reaction times and accuracy were measured. To tease apart the independent role of stems
and suffixes, we employed four types of nonwords: Stem+Suffix: night+ness, Stem+NonSuffix:

night-lude, NonStem+Suffix: nisht+ness, NonStem+NonSuffix: nisht-lude).

Results: The results revealed a significant morpheme interference effect in both languages:
nonwords with stems were read slower and less accurately than those without stems and
nonwords with suffixes slower and less accurately than those without suffixes. Crucially, this
observed pattern was larger in English than Italian. Also, a significant stem-by-suffix interaction

suggested that Stem+Suffix nonwords were harder to reject than all others.

Conclusion: The current findings suggest that morphological processing is more pronounced in
opaque orthographies like English, possibly because the activation of morphemic chunks can be
used to compensate for grapheme-to-phoneme inconsistencies, even in a silent reading task

where phonological decoding is not a necessity.
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Introduction

Many studies have investigated mechanisms of morphological processing in the reading of
single languages, particularly English, but only few have investigated how morphological
processing differs across languages. The goal of the current study was to examine cross-
linguistic differences in orthographic depth and morphological complexity in the reading of
morphologically complex words.
On the Role of Orthographic Depth in Morphological Processing

Orthographic depth refers to the consistency of grapheme-phoneme correspondences (GPCs)
in alphabetic orthographies. In transparent orthographies the mapping between the phonemic and
orthographic code is mostly isomorphic, whereas in opaque orthographies this correspondence is
more intricate and unpredictable. This apparently simple orthographic construct has been
consistently found to influence reading mechanisms across languages (e.g., Ziegler, 2010).
According to the Orthographic Depth Hypothesis (Katz & Feldman, 1983; Katz & Frost, 1992)
readers of transparent orthographies have an easier access to prelexical phonology, since they can
use the consistent GPCs of their orthography to retrieve the correct pronunciation of novel and
unfamiliar words. Conversely, readers of opaque orthographies have been found to read
primarily via the lexical route by using groups of letters, such as bodies or morphemes, and other
types of lexical information specific to each word (Miller, 2018). It has been found that
orthographic depth affects both reading aloud (Schmalz et al., 2016; De Simone et al., 2021) and
silent reading (Rau et al., 2015; Schroeder et al., 2022), reading in skilled and beginning readers
(Marinelli et al., 2016; Rau et al., 2016; Rau et al., 2015), and also determines specific symptoms
associated with developmental dyslexia (Marinelli et al., 2023; Provazza et al., 2022). Even more
related to the current study, findings from Mousikou et al. (2020) and Vannest et al. (2002)
further suggest that morphological processing is modulated by cross-linguistic differences in
orthographic depth, indicating that readers of languages that are orthographically opaque are
more likely to parse letter strings into morphemic subunits than speakers of languages that are

orthographically transparent.
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Relatedly, the Psycholinguistic Grain Size Theory (Ziegler & Goswami, 2005) predicts that
the emergence of larger-than-letters reading units depends on the reader’s needs, which in turn
are dictated by the depth of their specific language orthography (Marinus & Jong, 2008). In
English, for example, children learning to read would learn to rely on larger sublexical units such
as bodies or morphemes, because English is considered to have a opaque orthography (Seymour
et al., 2003), and larger sublexical units are more consistent than smaller ones (Treiman et al.,
1995). For instance, in English GPCs are not isomorphic: several letters might represent a single
phoneme (e.g., might - /mait/), the same grapheme might correspond to different phonemes (e.g.,
river - /'tivor/ vs driver- /'drarvor/) and pronunciation may depend on the context as well (e.g.,
read in present vs past tense). In contrast, in an orthographically transparent language like
Italian, readers may need to rely less on larger sublexical units (Marinelli et al., 2016), which is
consistent with Mousikou et al.’s (2020) and Vannest et al.’s (2002) findings suggesting that
morphological processing is enhanced in opaque orthographies.
Cross-Linguistic Differences in Morphological Complexity

A further factor that has been found to influence cross-linguistic differences in
morphological processing are language specific disparities in morphological complexity, i.e., the
complexity of words’ internal structure. Historically, morphological typologists have grouped
languages based on the transparency of morphological boundaries between morphemes,
classifying them as agglutinative, isolating or fusional (1acobini, 2006b; Schlegel, 1808). For
example, in agglutinating languages (such as Turkish and Finnish) the boundaries between
morphemes are easily recognizable, and each morpheme is conveyed by one single morph (the
concrete written or oral realization of the morpheme). Contrarywise, in fusional languages (such
as Italian and English) the boundary between stem and affix tend to blend. Several morphemes
may also correspond to the same morph (see the inflectional morph “a” in the Italian word
“bambin-a”, which indicates both the singular number and gender).

In the early 20™ century, Sapir (1921) added a second typological parameter relying on the

number of morphemes per word, further dividing languages in analytic, synthetic and
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polysynthetic. Words of analytic languages (such as Chinese) tend to have none or few bound
morphemes, whereas synthetic languages (such as Italian) build words made of several
morphemes. When the combined number of morphemes is large, the language is considered to be
polysynthetic (like Finnish). It is important to point out that languages rarely fully belong to one
category or another (see also Brown, 2010; Greenberg, 1954), and that Schlegel’s and Sapir’s
parameters are to be considered independent from each other. For example, while English has
fusional features, its abundant percentage of monomorphemic words showcases usage of analytic
constructions (Aikhenvald, 2007).

More recent attempts at employing quantitative strategies to place European languages on a
morphological complexity continuum are based on indicators such as the number of inflectional
categories and the combination of morpheme types (Bane, 2008; Juola, 2008), number of cases
and vocabulary size divided by text length (Kettunen, 2014), or expression of number (Stump,
2001). Although these measures disagree on the relative placement of the languages towards the
center of the continuum, they have consistently found English to be the least morphologically
complex language and Finnish to be the most morphologically complex one (see Borleffs et al.,
2017 for a review). From a psycholinguistic perspective, research on cross-linguistic differences
driven by different degrees of morphological complexity has been scarce. However, morphology
has been found to impact critical areas of reading, such as reading comprehension (Carlisle et al.,
2010; Frost et al., 2005) or spelling (e.g., Gorgen et al., 2021), and most importantly, it has been
suggested that morphological processing is modulated by morphological complexity
(Beyersmann et al., 2020; Casalis et al., 2015; Haddad et al., 2017), showing that readers of
languages that are more morphologically complex are more likely to parse letter strings in
morphemic subunits than speakers of languages that are less complex.

Mousikou et al. (2020) conducted a comprehensive investigation of the matter by comparing
the performances of speakers of four different alphabetic orthographies (English, French,
German, Italian) with a different degree of orthographic consistency and morphological

complexity in a reading aloud task. Participants had to name morphologically structured and
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non-morphologically structured nonwords, which derived from between-language cognate
words. Nonwords belonged to one of these four conditions: Stem+Suffix (night-ness), Stem +
NonSuffix (night-lude), NonStem+Suffix (nisht-ness) and NonStem+Nonsuffix (nisht-lude).
Morphologically simple and morphologically complex words were also added to the task, to
prevent participants from developing strategies relying on sublexical units only (Mousikou et al.,
2020, p. 4). The authors found that morphological processing was more prominent in English,
the language with the most opaque orthography, and the poorest morphology, of the four
languages. The authors argued therefore that it is orthographic consistency, and not
morphological complexity, that influenced morphological processing. While Mousikou et al.
(2020) provide compelling evidence for the relative roles that orthographic depth and
morphological complexity play in morphological processing during reading aloud, it is uncertain
whether their results from spoken word production generalise to the modality of silent reading,
where a phonological output is not required.

Indeed, the results obtained from the visual lexical decision task of Beyersmann et al.
(2020), comparing two languages with varying degrees of morphological complexity (German
vs. French), revealed that the speakers of the morphologically richer language (German)
exhibited more robust morphological processing than the speakers of the morphologically poorer
language (French), thus demonstrating the influence of morphological productivity on
morphological processing. However, this study was not designed to test the role of orthographic
transparency within visual word recognition, which is reflected by the authors’ choice of
comparing German and French. In fact, although the German orthography is considered to be
more transparent than French (Seymour et al., 2003), French is entirely predictable in the reading
direction (Schmalz et al., 2016; De Simone et al., 2021), thus these two languages do not differ
much in terms of orthographic depth in the reading direction.

More relevant with respect to the cross-linguistic investigation of orthographic transparency
is a study by Vannest et al. (2002), who carried out a series of lexical decision experiments with

English and Finnish speakers. These two languages fall onto the extreme poles of the
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orthographic depth continuum, with English being at its opaque end and Finnish being at its
transparent end, but also differ in their morphological complexity, with English being less
morphologically complex than Finnish, which is a polysynthetic, agglutinating language (Boliicii
& Can, 2019; Borleffs et al., 2017; Pirkola, 2001). The authors found that English-speaking
participants were more sensitive to stem frequencies than Finnish-speaking participants. One
possible explanation for this finding is that morphological processing is more important in
orthographically opaque language like English, which would be line with Mousikou et al.’s
earlier findings.

However, Stevens and Plaut (2022) argue that Vannest et al.’s findings may be ascribable to
the fact that, in order to keep the items comparable between English and Finnish, Vannest et al.
had to employ bi-morphemic items. While these items are representative enough of English,
where bi-morphemic words are common (Vannest et al., 2002, p. 104), a polysynthetic
language’s vocabulary like Finnish encompass many multi-morphemic words. Vannest et al. do
acknowledge this difference: for example, they calculated that the suffix -TON, one of the
suffixes used by in the Finnish experiment, has a chance to be followed by an additional suffix in
87.5% of its occurrence, while the English suffix -ABLE is only followed by an additional suffix
in 11.8% of the cases. Stevens and Plaut argue that because of this, words with a single
derivational suffix, like those employed by Vannest et al., may have been processed by Finnish
participants similarly to monomorphemic stems, something that could account for the poor stem
frequency effects found in this group (p. 1691). Finally, it is worth noting that some of the
suffixes used in the English stimuli were not only bound affixes, like in the Finnish items, but
stand-alone morphemes, such as -able, -hood, -ship and -less, and therefore had a more of a
compound-type status. In sum, existing cross-linguistic evidence around the role of orthographic
transparency and morphological complexity in reading is not conclusive and therefore formed

the focus of investigation in the current study.

Present Study



134

The present study was designed to provide more insights to the topic by investigating cross-
linguistic differences in silent reading of complex nonwords. To address this aim, we compared
English, which is orthographically opaque and morphologically less complex; and Italian, which
is orthographically transparent and morphologically more complex (Borgwaldt et al., 2005;
Borleffs et al., 2017; Kettunen, 2014; Pagliuca & Monaghan, 2010; Seymour et al., 2003).
Typologically, we are contrasting two languages that are both fusional but with a different degree
of synthesis, with English tending towards analytical constructs and Italian tending towards
synthetical constructs. In both languages, however, bi-morphemic words are common, thus
ensuring the representativeness of the experimental items for both languages, and overcoming
one of the main criticism of Vannest et al.'s (2002) design (Stevens & Plaut, 2022). Participants
performed an online visual lexical decision task, using Mousikou et al.’s (2020) items. The
analysis focused on the four types of nonwords: Stem+Suffix (e.g., night-ness), NonStem+Suftix

(e.g., nisht-ness), Stem+NonSuffix (e.g., night-lude) and NonStem+NonSuffix (e.g., nisht-lude).

The main effect of Stem was examined by comparing the two stem conditions
(Stem+NonSuffix; Stem+Suffix) with the two non-stem conditions (NonStem+NonSuffix;
NonStem+Suffix) where the presence of stems was expected to hinder the NO response in the
lexical decision task (i.e., slower and less accurate responses in the stem vs. non-stem conditions,
when rejecting nonwords). The main effect of Suffix was examined by comparing the two suffix
conditions (NonStem+Suffix; Stem+Suffix) with the two non-suffix conditions
(NonStem+NonSuffix; Stem+NonSuffix), where the presence of suffixes was expected to hinder
the NO response in the lexical decision task (i.e., slower and less accurate responses in the suffix
vs. non-suffix conditions, when rejecting nonwords). Additionally, assuming that visual word
recognition is sensitive to the full decomposability of complex letter strings, we predicted a
significant interaction between Stem and Suffix, showing a larger stem effect for suffixed than
non-suffixed nonwords (night-ness vs night-lude), and a larger suffix effect for nonwords

including stems vs. non-stems (night-ness vs nisht-ness).
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We hypothesised that if morphological processing is modulated by language specific
differences in orthographic transparency, there should be a significant Language-by-Stem and a
significant Language-by-Suffix interaction with greater stem and suffix effects in English
compared to Italian participants. However, if morphological processing is modulated by
language specific differences in morphological complexity, there should be a significant
Language-by-Stem and a significant Language-by-Suffix interaction with greater stem and suffix
effects in Italian compared to English participants. A third possibility was that morphological
processing will be comparable across both languages. This could either be because the effects of
morphological complexity and orthographic transparency cancel each other out, or because

neither has an effect on morphological processing.

These hypotheses and the corresponding data analysis plan were pre-registered:

https://aspredicted.org/EFRM_C8V

Methods

Participants

Using the package SimR (Green & MacLeod, 2016) in the R computing environment (R
Core Team, 2021), based on previous data showing significant cross-linguistics differences in
morphologic processing (Beyersmann et al., 2020; Mousikou et al., 2020), we predicted that to
obtain a power of 80% for small effect size (d = 0.01), we needed a minimum sample of sixty

individuals in the Italian and English participant sample.

In total, 66 monolingual Australian English speakers participated in exchange for course
credit, and 73 monolingual Italian speakers participated for monetary reimbursement. Australian
participants were Macquarie University undergraduate students, whereas Italian participants

were recruited through Prolific (https://www.prolific.co). All participants completed the study

online and confirmed to have normal or corrected-to-normal vision. Furthermore, as we wanted
to recruit skilled readers, we included standardised reading tests in the online study. We excluded

from the analysis six Australian English speakers on the basis of TOWRE-2 (Torgesen et al.,
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2012) and thirteen Italian speakers on the basis of MT-16-19 (Cornoldi & Candela, 2014), thus
achieving the pre-registered sample size for both groups (see Table 1 for demographic data, and

further below for the results of the reading tests).

The study was approved by the Human Sciences Subcommittee of Macquarie University
and conforms with the ethical principles of the Declaration of Helsinki. Prior to participating in

the study, participants provided written, informed consent.
Table 1.

Demographic Characteristics

Group English Italian
Gender
Females 51 33
Males 9 27
Age
Mean 25.46 25.33
SD 10.17 3.83
Education
HighSchool D. 54 24
College D. 6 36
Materials

The Italian and English items were adopted from Mousikou et al. (2020) including sixty
words and sixty nonwords. The authors chose English nouns from the Celex database (Baayen et
al., 1995) and Italian nouns from the SUBTLEX-IT (Crepaldi et al., 2015). Stems were
translation-equivalent across languages, and so were Suffixes, when possible. Words were
frequent nouns that could be either suffixed (Stem+Suffix, e.g., clearing) or not
(Stem+NonSuffix, e.g., chest). Each list had thirty morphologically complex and thirty
morphologically simple words. Nonwords were created from frequent nouns and could be built

around a real stem with a real suffix (Stem+Suffix, e.g., armful), a real stem with a fake suffix
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(Stem+NonSuffix, e.g., dognule), a fake stem with a real suffix (NonStem+Suffix, e.g.,
selseness) or without any apparent morphological structure (NonStem+NonSuffix, e.g., tervan).
Item frequency for English were obtained from SUBTLEX-UK (van Heuven et al., 2014) and
SUBTLEX-IT for Italian. Furthermore, we included Orthographic Levenshtein distance

(OLD20: Yarkoni et al., 2008), word length, biphone frequency and number of syllables of each
item as a covariate in the analysis, as the authors reported that they varied significantly across
languages (Mousikou et al., 2020, p. 5). Four counterbalanced experimental lists were created to
avoid participants seeing any stem/non-stem more than once. The psycholinguistic properties of

items can be found in Tables 1 and 2.

The full list of materials is available in the following online repository:

https://osf.io/4g2vs/?view_only=86e666b9fa9445ed987cSdfef41fa9bs

Table 2.

Psycholinguistic Properties of Nonwords.

English Italian
M SD M SD
Nonwords
Stem + Suffix
OLD20 2.5 (0.5) 23 (0.6)
N letters 8.0 (1.3) 8.3 (1.7)
N phonemes 6.8 (1.2) 7.9 (1.7)
N syllables 2.1 (0.3) 3.5 (0.6)
Biphone frequency 10.3 (0.6) 11.1 (0.3)

Stem + Non-Suffix

OLD20 3.0 0.7) 2.6 (0.7)
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Note. Properties taken from Mousikou et al. (2020).

Procedure

We used Gorilla Experiment Builder (www.gorilla.sc) to create and host online both the

English and the Italian experiments. Participants were instructed to sit in a quiet environment,

close other applications running on their device, and to deactivate notifications. Before starting

the experiment, participants answered a short survey created to screen bilingual speakers and

individuals with learning or cognitive impairments, as we wished to recruit monolingual,
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neurotypical readers. Then, demographic data such as age, gender and highest level of education

were collected.

During the experiment, participants were instructed to indicate, as quickly and as accurately
as possible, whether a string of letters was a word or a nonword. To perform the task, they were
advised to hold the index finger of their left hand on the “Z” key for nonwords, and the index
finger of their right hand on the “M” key for words. Before starting the experimental session,
participants responded to ten practice items and were given feedbacks about the accuracy of their
response. The experimental items were divided in two blocks of sixty items each. Each
participant was randomly assigned to one of the four lists available (fifteen participants per list).
The order of the items within the blocks was randomised, and a fixation cross appeared before
each item. On average, participants took 4 minutes to complete this task. Reaction Times (RT)

and accuracy were measured.

Finally, the last phase of the experiment consisted of a reading test. Participants were alerted
that their answers would be recorded for later assessment. Reading skills of English-speaking
participants were assessed through the standardised Test of Word Reading Efficiency 2 (Torgesen
et al., 2012), Form A. Participants had to read aloud as quickly and as accurately as possible as
many words/non-words as possible out of a list of 104 words (measuring sight word reading
efficiency) and a list of 63 non-words (measuring phonetic decoding) in fourty-five seconds. We
calculated the number of items that were read correctly within the time limits, and then
converted the results into the age-based standard scores and percentiles. The mean standard score
for the word reading was 89.3 (SD = 8.4, percentile = 26) and 104.8 (SD = 11.2, percentile = 59)

for the non-word reading.

Italian speakers’ reading skills were assessed using the standardised MT-16-19 reading test
(Cornoldi & Candela, 2014). Participants had to read aloud as quickly and as accurately as
possible a list of 112 words and a list of 56 nonwords, while the time for reading each list was

measured. We calculated the total number of syllables per second and number of errors per list.
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In average, the total number of syllables read per second was 8 for words (SD = 1.4) and 2.8 for
nonwords (SD = 0.5). The mean number of errors per list for words was 1.1 (SD = 1.2) and 2 for
nonwords (SD = 2). For both measures, Italian participants fell at least in the PS category
(“Performance is sufficiently good”), when compared to normative data collected on a sample of

1060 students for words, and 1063 students for nonwords.

Results

Practice trials were excluded from the analyses, as well as one item in the English list that
was erroneously labelled as a nonword (“armful”). As the focus of this study is on nonwords, we
also excluded words from the dataset, which were originally included only for the purpose of the
lexical decision task. Outliers were detected using Q-Q plots for reaction times: data points
smaller than 200 ms or exceeding 2,500 ms were excluded (1.6%). Additionally, we applied a 2.5
residual outlier trimming procedure (Baayen, 2008), further removing 3.4% of the data.
Response time distributions were checked using the Box-Cox system of the powerTransform
function in the CAR package (Box & Cox, 1964; Fox & Weisberg, 2019), which suggested to
inverse reaction times to reduce skewedness (A = -0.94). In total, 6,827 observations were
available for analysis.

Reaction times and accuracy data were analyzed in the R computing environment (R Core
Team, 2021). Linear mixed effects models were constructed using the Ime4 package (Bates et al.,
2015) with three fixed effects calculating the investigated interactions (Language by Stem,
Language by Suffix and Stem by Suffix) plus four additional control measures (scaled
orthographic levenshtein distance, word length, bigram frequency and number of syllables) as

well as random slopes and random intercepts for participants and items. As per Barr and

colleagues (2013), models were computed with the maximal random effects structure, but these
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were overfitted (Baayen, 2008). Next, the random intercepts model was computed and random
slopes were added incrementally. The highest converging nonsingular models are reported
(Matuschek et al., 2017). The final RT’s model random structure included random intercepts for
items and participants, and by-stem random slopes for participants, whereas only random

intercepts were included in the accuracy model.

We used the Anova function (type III) within the car package (version 3.0-12, Fox &
Weisberg, 2019) to calculate p-values and the effsize package (version 0.6.0.1, Ben-Shachar et
al., 2020) to calculate Cohen’s d. Language groups, presence of stem and presence of suffix were
coded using sum-to-zero contrasts. The detailed analyses scripts and results are reported within

the R Markdown file as part of the study’s Open Science Framework repository:

https://osf.io/4g2vs/?view_only=86e666b9fa9445ed987cS5dfef41fa9bs

Reaction times
Only correct answers were included in this analysis, amounting to 6,401 observation points.

Mean reaction times are reported in Figure 1 while the model’s results are reported in Table 3.



Table 3.

Summary of linear mixed-effects analyses for nonword RTs and accuracy.
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RTs Accuracy
Variables ¥2 ¥2 P
(Intercept) 3523.7635 .001 588.5686 <.001
Language 4.0066 .045 8.0783 =.004
Stem 99.5021 .001 81.1646 <0.001
Suffix 89.2265 .001 59.0154 <0.001
Old20 13.3692 .001 4.1567 =.041
Length 67.8215 .001 5.6486 =.017
N° of Syllables 0.1859 .666 2.345 =.125
Bigram Freq. 25.8415 .001 6.1229 =.013
Language:Stem 9.5996 .001 10.7662 =.001
Language:Suffix 14.9052 .001 6.8034 =.009
Stem:Suffix 32.9238 .001 70.4499 <.001

Stem and Suffix Effects.

The main effect of Stem was significant (¥2 = 99.50; p <0.001). Nonwords with stems were

rejected significantly slower than nonwords without stems (A= 70; d = 0.26, t =-9.97). The main

effect of Suffix was also significant (32 = 89.22; p <0.001), as nonwords with suffixes were

rejected significant slower than nonwords without suffixes (A= 66, d = 0.24, t =-9.51). Finally,

the Stem by Suffix interaction was also significant (2 =32.92; p <0.001). In fact, we found a

larger Stem effect for suffixed nonwords (A= 108, d =0.39, t = 11.26) compared to non-suffixed

nonwords (A=43,d=0.16,t=-4.10) and a larger Suffix effect for nonwords with stems (A =

103,d =0.37, t = 10.90) compared to nonwords without stems (A = 38.59, d = 0.15, t = 3.38).
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Language effects.

The main effect of Language was significant (y2 = 4; p = 0.04). English participants were
significantly slower than Italian Participants (A = 64, d =-0.24, t = -2.02). The Language by
Stem interaction was significant (y2 =9.59; p =0.001), suggesting that the Stem effect was
larger in English (A=97, d = 0.36, t = -9.32) than in Italian (A =47, d = 0.18, t = 5.39). There
was also a significant Language by Suffix interaction (32 = 14.90; p < 0.001), showing that the
Suffix effect was larger in English (A =97, t = 8.35; d = 0.35) than in Italian (A =41, t =4.56; d

=0.15; see Figure 1).

Figure 1

R1T5 in Italian and English per Item Type.
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ness), Stem+NonSuffix (e.g., night-lude), Stem+Suffix (e.g., night-ness)
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Accuracy
Overall, accuracy results reflect response time results. Error rates per language group are

reported in Figure 2, and the model’s output is reported in Table 3.

Stem and Suffix Effects.

The main effect of Stem was significant (y2 = 81.16; p <0.001). In general, nonwords with
stems were rejected with significantly lower accuracy than nonwords without stems (A = 0.09, d
=0.35, t=9.00). The main effect of Suffix was also significant (y2 = 59.01; p <0.001), as
nonwords with suffixes were rejected with significant less accuracy than nonwords without

suffixes (A= 0.08, d = 0.35, t= 7.68).

The Stem by Suffix interaction was significant (y2 = 70.44; p <0.001), in fact, the presence
of a stem had a bigger impact on accuracy on suffixed nonwords (A= 0.15,d=-0.52,t=-12.41,
p <.001) than on non-suffixed nonwords (A= 0.01, d =-0.09, t = 0.68, p = 0.49). Conversely,
the suffix effect was larger for nonwords with stems (A= 0.15,d=-0.52,t=11.47, p <.001)

compared to nonwords without stems (A= 0.01, d=0.09, t=0.32, p=0.74).

Language Effects.

The Language effect was significant (2 = 8.07; p =.004), with Italians being more accurate
than English participants (A= 0.03, d =0.11, t = 2.84). The Stem effect was significant in both
languages (p < .001), with nonwords with stems being classified more inaccurately compared to
nonwords without stems in both languages. The Language by Stem interaction was significant
(x2 =10.76; p = 0.001), showing that the effect was larger in English compared to Italian (A =

0.11 vs A=0.06, t = 8.86 vs 4.18; d = 0.42 vs 0.27).

The Suffix effect was also significant In both languages (p <.001), with suffixed nonwords
being incorrectly classified to a greater extent compared to non-suffixed. Similarly to the stem
effect, the Language by suffix interaction was significant (2 = 6.80; p = 0.009), as the suffix
effect was larger in English compared to Italian (A= 0.11 vs A= 0.06, t=7.32 vs 4.20; d = 0.41

vs 0.28).
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Post-hoc analysis.

Although the focus of the current study was on the analysis of the two-way interactions
between Language * Stem, and Language * Suffix, an additional, non-preregistered analysis
including the three-way interaction between Language, Stem, and Suffix was carried out to
explore whether the size of the Stem*Suffix interaction differed between the two languages. The
results revealed a significant three-way interaction in the accuracy analysis (2 =9.87; p=.001),
but not in the RT analysis (2 = 3.10; p = .07), suggesting that the Stem*Suffix interaction was

larger in English (2 = 62.54; p <.001) than in Italian (y2 =16.53; p <.001).
Figure 2

Italian and English Error Rates per nonword type

Error Rates (Italian)
15-

Error Rates (%)

'
NonStem

'
Stem
Stem

Error Rates (English)

20~

Error Rates (%)

NonStem

'
Stem

Stem

0 nonsufiix [l suffix

Note. From left to right. NonStem+NonSuffix (e.g., nisht-lude), NonStem+Suffix (e.g., nisht-

ness), Stem+NonSuffix (e.g., night-lude), Stem+Suffix (e.g., night-ness)
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Discussion
The current study sought to examine cross-linguistic differences in morphological

processing with a particular focus on the role of orthographic depth and morphological
complexity. To address this aim, we recruited 60 Italian and 60 English native speakers who
participated in a lexical decision task under the assumption that Italian has a transparent
orthography but rich morphology, and English a opaque orthography but poor morphology.
Participants responded to four types of nonwords, including Stem +Suffix (night-ness), NonStem
+ NonSuffix (nisht-lude), or Stem +NonSuffix and NonStem + Suffix items (night-lude, nisht-
ness). In both reaction times and accuracy analyses, our findings revealed significant differences

in morphological processing across languages, which are summarised below.

Our key finding is that, although stem and suffix effects were present in both languages,
they were nearly twice as strong in English than in Italian, suggesting that readers of
orthographically opaque languages engage in greater morphological processing than readers of
orthographically transparent languages, regardless of morphological complexity. This finding, in
concordance with both Vannest et al. (2002) and Mousikou et al.’s (2020) data, is of theoretical
and practical importance, and lends credit to the suggestion that readers of opaque orthographies
use morphemes as islands of regularity (Bowers & Bowers, 2018; Haddad et al., 2017; Mousikou
et al., 2020; Plaut & Gonnerman, 2000). Crucially, the current study goes beyond earlier
findings, not only by showcasing the importance of cross-linguistic differences in orthographic
depth during complex word recognition, but also by directly comparing two languages that
clearly differed on the orthographic depth and morphological complexity spectrum, while being
matched in their morphological typology. One of the main criticisms regarding Vannest et al.’s
(2002) earlier work was that the experimental items were not equally representative in both
languages under examination (Stevens & Plaut, 2022; Vannest et al., 2002, p. 104). The authors
employed bi-morphemic items for both languages, regardless of the highly synthetic nature of

Finnish morphology. Additionally, the suffixes used in their English stimuli were both free and
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bound morphemes (-able, -hood, -ship and -less can occur both as stand-alone words and as
suffixes), unlike those used for the Finnish items, and as such they had a more compound-type
status. Our research addresses these typological and representativeness concerns by directly
comparing two fusional languages (Italian: Ataman et al., 2019; Iacobini, 2006a; English:
Choudhary et al., 2018; Mroczkowski et al., 2021; Zhang et al., 2020) with a more comparable
incidence of bi-morphemic words through the employment of complex non-words with very
limited semantic interpretability (a factor that affects lexical decisions, see for example Burani

et al., 1999).

The current data support the idea that, in silent reading, orthographic depth has a bigger
impact on morphological processing than morphological complexity. This is consistent with the
Psycholinguistic Grain Size Theory, which contends that in languages where small orthographic
units (such as graphemes) do not consistently map to speech sounds, readers will progress
towards direct mapping of form to meaning through larger units, such as morphemes, that can be
considered psychologically salient (Ziegler & Goswami, 2005). Our results lend credence to the
hypothesis that readers of opaque orthographies rely on morphemes as a source of pronunciation
consistency, even when speaking is not required by the task, thereby transferring skills learned to
read aloud to silent reading. Several prominent theories of morphological processing exist that
consider morphemes as primary units of word recognition and access to the orthographic
lexicon (Frequency Ordered Bin Search: Taft, 2013, Morphological Pathway Framework:
Levesque et al., 2021, Word and Affix Model: Beyersmann & Grainger, 2023; Grainger &

Beyersmann, 2017).

One key example for a recent theoretical framework of morphological processing is the
word and affix model, which builds on the idea that when readers encounter an orthographic
input, they engage in three distinct processes, including embedded word activation, affix
activation, and morpho-orthographic full decomposition. The first mechanism, embedded word

activation, matches the orthographic input to the orthographic lexicon. As the activation of
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embedded words is an entirely non-morphological process, which also applies to
morphologically simple words (e.g., cash in cashew), it explains why the here observed stem
effects were evident even in nonwords that did not have a fully decomposable morphological
structure (e.g., night-lude). The second mechanism, affix activation, matches the letter string
onto the lexicon's pre-existing morpho-orthographic form representations. Provided that they are
in the proper position (i.e., prefixed in string-initial and suffixes in string-final position), this
mechanism activates affix representations (such as -ness), regardless of whether they are
attached to stems (e.g., night-ness) or non-stems (e.g., nisht-ness), thus explaining the presence
of a suffix effect in both the stem and non-stem conditions. Lastly, the word and affix model
predict increased interference in the stem + suffix condition, where the combined activation of
the stem and the suffix (e.g., night + ness) leads to greater interference as opposed to items
where only a single morpheme is present (i.e., in the stem + non-suffix and non-stem + suffix

conditions), thereby providing an explanation for the here reported stem by suffix interaction.

Limitations and Future Directions

An interesting extension of the current study would be the examination of cross-linguistic
differences in morphological processing throughout children’s reading development. While
Mousikou et al. (2020) found that orthographic depth modulated morphological processing both
in adults and children performing a naming task, research directly comparing adults and children
in silent reading has not been conducted yet. Previous research comparing English-speaking and
French-speaking children in Grade 4 pointed at stronger morphological effects in the
morphologically richer language with the more transparent orthography (Casalis et al., 2015),
which is in contrast with our findings with adult readers. Therefore, it would be fundamental to
verify whether, in silent reading, the relative impact of morphological complexity and
orthographic depth in morphological processing shifts during reading development by directly

comparing skilled and beginning readers. As Mousikou et al. (2020) did not find such evidence
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in a reading aloud study when comparing adults and children data, that would point to a

significant difference between reading aloud and silent reading.

Conclusions

The aim of this cross-linguistic study was to test the influence of orthographic depth and
morphological complexity on visual word recognition by comparing two languages that clearly
differ in these two key dimensions: English and Italian. Our results suggest that readers of
orthographically opaque languages process morphological structure to a greater extent than
readers of orthographically transparent languages, thus providing further support to the
orthographic depth hypothesis and those models, such as the Word and Affix Model, that use

morpheme units as proxies to lexicon access.
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