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Zusammenfassung

Smartphones sind im Alltag der Menschen allgegenwärtig geworden, und damit auch

die Erfassung und Nutzung mobiler Sensordaten. Wahrgenommene Datenschutzbe-

denken und -ängste führen jedoch zu Skepsis bei den Smartphone-Nutzenden und

bremsen schließlich die Verbreitung und Nutzung von Apps, die auf der Verarbeitung

mobiler Sensordaten basieren. Um die Auswirkungen der Sicherheits- und Daten-

schutzprobleme zu reduzieren, beschränkt das Betriebssystem den Zugriff für einige

Datenarten auf ausgewählte Anwendungsfälle, um die Nutzentenden zu schützen.

Dies behindert die Entwicklung neuartiger, anpassungsfähiger intelligenter Nutzer-

schnittstellen und die Erforschung besserer Technologien zur Verbesserung der Pri-

vatsphäre. In meiner Dissertation untersuchen wir, wie wir die Privatsphäre von

Smartphone-Nutzenden verbessern und gleichzeitig die Daten für Anwendungszwecke

nutzbar machen können. Zunächst begründe ich den Bedarf von mobilen Sensor-

daten, indem ich zeige, welche Informationen mit modernen mobilen Sensorsystemen

extrahiert werden können, welche Anwendungsfälle sie ermöglichen und wie drei

Interessengruppen, nämlich Nutzende, Forschende und die Gesellschaft, von ihrer

Implementierung profitieren könnten. Danach hebe ich die aufkommenden Daten-

schutzprobleme hervor und zeige, wie sehr sie die Einführung solcher Apps behindern.

Abschließend schlage ich nutzerzentrierte Ansätze vor, die diese Datenschutzprobleme

entschärfen und gleichzeitig den Informationsgehalt beibehalten, der die Basis für die

Anwendungsfälle der Daten bildet.

3



Wir stellen fest, dass aktuelle Benutzerschnittstellen zu wenig Nutzerorientierung

aufweisen, und identifizieren Transparenz und Kontrollfunktionen als Schlüsselelemente

für eine verbesserte Privatsphäre. Während das Angebot von Kontrollfunktionen die

Bedenken hinsichtlich des Schutzes der Privatsphäre direkt verringert, verschlechtert

Transparenz die Situation zunächst, wenn sie nicht umfassend gewährleistet wird. Wir

bezeichnen diesen Effekt als “Tal der Transparenz” und erörteren auch, wie Transparenz

und Kontrolle mit vorteilhaften Effekten integriert werden können. Wir diskutieren ver-

schiedene Ansätze kontextbezogener Privatsphäre, die (Un-)Angemessenheit von

Privatsphäre-Funktionen während Nutzende einer Aufgabe nachgehen, und das Prob-

lem der mangelnden Motivation der Nutzenden sich mit Privatsphäre zu beschäftigen.

Unsere Arbeit trägt zu einem besseren Verständnis der Privatsphäre von Smartphone-

Sensorik bei. Sie erleichtert die Nutzung mobiler Sensordaten für adaptive intelligente

Anwendungen unter Wahrung der Privatsphäre der Nutzenden.



Abstract

With smartphones becoming omnipresent in people’s everyday lives, mobile sensing

data logging and usage have proliferated widely in the last decade. However, perceived

privacy concerns and fears raise skepticism among smartphone users and finally

throttle the spread and use of mobile sensing-based apps. To accommodate security

and privacy issues, operating system developers impose general access restrictions

on some kinds of data to protect the users. This obstructs the development of novel,

adaptive intelligent interfaces and the study of better privacy-enhancing technologies.

In this thesis, we study how we can improve the privacy of smartphone users while

keeping the data usable for application purposes. We first motivate the demand for

mobile sensing data by showing what information can be extracted with state-of-the-

art mobile sensing systems, which use cases they fuel, and how three stakeholders,

namely users, researchers, and society, could benefit from their implementation. After

that, we highlight the emerging privacy issues and show how much they hinder app

adoption. Finally, we propose user-centered approaches that mitigate these privacy

issues while keeping the output that fuels the data’s use cases. We found an overall lack

of user-centeredness and identified transparency and control features as key elements

towards an improved privacy perception. While offering control features directly reduces

privacy concerns, transparency initially worsens the situation unless it is applied com-

prehensively. We outline how transparency and control can be integrated with beneficial

effects, discuss different approaches to contextual privacy, the (in)appropriateness of
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privacy interfaces in situ, and the issue of a lack of user motivation regarding privacy

belongings. My thesis contributes to a better understanding of privacy in smartphone

sensing. It facilitates using mobile sensing data for adaptive intelligent applications

while preserving the users’ privacy.
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1
Introduction

Ubiquitous mobile devices, especially smartphones, have proliferated within our society

in the last decade. While mobile phones around the year 2000 were limited in their

abilities, i.e., making calls and writing SMS, they did not process much user data. With

the introduction of the smartphone, the amount of tracked user data has increased.

Nowadays, smartphones possess a plethora of data about their users and surroundings.

Data can be passively obtained through device sensors and application programming

interfaces (APIs) or actively entered by the user in apps and device interfaces. Increas-

ing computational power further enlarges the space for data processing and inference

opportunities. Analyses regard multiple data items in relation to each other, and can

cover longer time spans. Low-level data unveil high-level insights. Therefore, our de-

vices can quantify their users and gain context awareness. Context-awareness means

understanding the user. Through being context-aware, the device understands the

user’s current situation and what they are doing. Understanding the user is essential for

ubiquitous technology to well-integrate into the user’s life. Without context-awareness,

even the most sophisticated prediction system cannot deliver relevant interventions

that integrate with the users real-world life. Especially for proactive artificial intelligence

(AIs), such as the novel interaction paradigm of personal large language model (LLM)

agents [254], a detailed understanding of the user’s situation and context is essen-
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tial. The output of every intelligence can only be as good as its input data has been.

Two aspects especially distinguish smartphones from previous technologies: They

are omnipresent and always connected. Due to their pocket-size form factor and the

ubiquity of internet access through mobile networks and WiFi these devices are carried

by many people 24/7, and their services are always available. Thereby, yet unseen

challenges for user privacy arise, which demand novel privacy-enhancing technologies

[103]. Especially the two factors omnipresence and always-connectedness have not

been implemented with previous technologies and require new solutions. Therefore,

existing privacy-enhancing technologies are not designed and pose limitations in that

context. In the literature and our work, we found that users are often critical about

collecting and using their data. They face uncertainty of what data is collected [385]

and which actions are performed with the collected information [347, 388]. A general

lack of information and understanding makes people skeptical privacy-wise [221, 338].

Furthermore, people feel they need to be more in control of their data as current control

mechanisms are not satisfactorily usable with omnipresent data collection. Besides

making users uncomfortable, privacy concerns also lead to users rejecting services and

using devices and applications less. Also, in mobile sensing research studies, where a

smartphone app is deployed in the wild to collect smartphone sensing data passively,

such concerns led to much lower consent rates than in traditional studies [221, 234,

338]. Beyond affecting users’ perception of an app and behavior with the device, the

effects of privacy issues also reach app and OS developers. Reduced usage and users

avoiding certain features throttle business models. Furthermore, security issues that

can follow as a consequence of privacy issues pose a danger to their system and

users. Operating system developers, who are in charge of providing a safe and usable

system to their users, counter privacy and security issues with access restrictions to

data. Detailed, contentful data is made available for specific use cases only, such as

screen and textual contents only being available to accessibility-fostering applications.

Due to a lack of satisfying privacy-enhancing interface concepts, restricting access

to potentially sensitive data sources is the only approach currently protecting users.

However, broader access to detailed, contentful data could enable implementing more

context-aware systems. Through access restrictions, the aforementioned use cases are

no longer possible - privacy barriers obstruct the potential benefits of mobile sensing

technology.
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access to rich data for 
developers and researchers 

is blocked for privacy and 
security reasons

Innovative application 
concepts and better 
privacy-enhancing techno-
logies can hardly be studied

The vicious 
circle of mobile 
sensing privacy

users remain with 
privacy concerns 

developers and rese-
archs can hardly build 

innovative applications

Workarounds proliferate, 
that impose further 

privacy issues and actual 
security risks

🚀🔓 🚨

Figure 1.1 : Mobile sensing privacy is stuck in a vicious circle. The operating system cannot

provide access to rich data for privacy and security reasons, so developers and researchers

cannot study innovative application concepts and better privacy-enhancing technologies.

Data access restrictions also impede research on novel privacy solutions. Thus,

mobile sensing is stuck in a vicious circle of restricted availability, opposing the need

to study privacy-enhancing technologies more in-depth (see Figure 1.1). Currently,

intelligence opposes privacy: Intelligent applications make compromises privacy-wise

to obtain the information their intelligence is based on. In contrast, applications that

provide real privacy dispense with intelligent features. In this thesis, we investigate how

we can improve user quantification through mobile devices while preserving privacy.

We aim to improve users’ privacy while keeping the data usable for the users’ good.

While most current approaches instead improve privacy by reducing data usage, we

aim for privacy going hand-in-hand with an application’s use case.

Mission Statement

With this thesis, we improve smartphone users’ privacy while facilitating the

usage of mobile sensing data for innovative application use cases.
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It is important for me to find solutions to how data can be used for good in a privacy-

friendly manner. Velykoivanenko et al. [405], who study the privacy of fitness trackers,

also conclude that opportunities to increase privacy without reducing the technology’s

utility are understudied.

1.1 Motivation: Mobile Sensing Data Is in the Interest Of

Users, Researchers, and Society

We motivate our research by showing what mobile sensing technology is capable of

now and what it could be in the future. To realize their purpose, applications require

information about the user’s situation and context. Without sharing information and data

with the smartphone, its user experience would be way worse. Information-retrieval

tasks would yield less accurate results, i.e., they would require more detailed search

query specifications from the user. Monitoring activities in the background would

become practically impossible. For example, fitness and health trackers could not

passively keep track of one’s activity, and sleep-tracking applications would have to rely

on manual user input.

With an increasing amount of data, more preprocessing becomes necessary;

furthermore, the increase in computational capabilities enables more pattern discovery

and knowledge extraction processes. Combining both, mobile sensing often allows for

the application of data mining and machine learning techniques. Models can be built

offline with sensing-collected data (e.g., [261, 416]) or trained and optimized online with

continuous user data (e.g., [260]). Multiple devices can also work together in a multi-

agent architecture, yielding ambient intelligence [22], i.e., an intelligent environment

aware of surroundings and people. For the end user this leads to more context-

aware applications, pro-active application behavior, more precise recommender

systems and personal daily support . These benefits mainly target the end-users,

although app developers also indirectly benefit from an improved app experience. Due

to the dissemination of smartphones in our society, sensing can be deployed at scale

efficiently from a technical perspective. In contrast to the aforementioned user-sided

benefits, crowd-sensing applications usually fulfill a purpose that is in the interest of

the app-publishing company or organization, for example, a governmental organization

18 1 | Introduction



tracking parameters in cities (e.g., [126]) or a university that deploys a sensing app to

collect data for a study (e.g., [384]). Especially as data source for interdisciplinary

research, for example, in the domains of health and well-being [98, 280], psychology

[180, 384], and HCI [399], it is valuable. Furthermore, the society can be regarded as

a third stakeholder. Data on environmentally-relevant behaviors, such as mobility or

consumption, can be used by applications to track their progress over time, or support

behavior change [386].

Mobile sensing technology supports these application concepts by providing ubiqui-

tous behavioral data, i.e., the ability to unobtrusively access data on the user’s behavior,

context, and situation in the background [181, 182]. Common behavioral data encom-

passes but is not limited to device usage and mobility behavior, including the choice

of means of transport (e.g., via Google’s Awareness API1), and mobile language use.

Information on behaviors that cannot be directly sensed by the smartphone, such as

consumption and nutrition behaviors, can either be gathered with journaling methods

[401] (e.g., asking the user daily for their consumed amount of meat) via third-party

devices or services (e.g., financial APIs that have access to purchases), or a semi-

automatic approach combining both (e.g., taking a photo of each meal that is processed

by image recognition) [41]. Most data is available immediately in the situation (in situ),

allowing the user to follow their progress live. More rich, contentful data that provides

detailed information on user state and behavior is especially promising. However,

potential research and app design directions are yet unknown, as such data is hardly

made available by the operating system for privacy and security reasons.

Research Gap

We are in a vicious circle of (1) privacy and security issues hindering OS

developers from making rich, contentful data available to developers and

researchers, whereby (2) innovative application use cases and better privacy-

enhancing technologies cannot be developed and studied. Future directions for

mobile sensing-based applications need to be pointed out, and requirements

on data need to be defined.

1https://developers.google.com/awareness/overview, last accessed 2024-11-22
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1.2 Current Barriers: Privacy Concerns and App

Adoption Refusal

There is a general lack of user perspective on privacy. Existing research studied barriers

to the adoption of smartphone apps that include passive sensing, e.g., [83, 348] and

mobile sensing research apps [221, 338]. Moreover, Christin et al. [89] provide an

overview of technical privacy issues and measures. Many papers propose technical

concepts to reduce security issues (e.g., [40, 256]). Today’s literature concludes that

privacy is the most significant social barrier to adoption [221, 266]. Still, the underlying

mechanisms of such effects are unclear: To tackle user privacy concerns, a deeper

understanding of what users actually are afraid of, which outcomes they fear, and which

solutions they desire are necessary. Making an app technically safe and privacy-friendly

does not go far enough to ensure user acceptance.

It is essential to understand these aspects to build privacy-enhancing technologies

that match the user’s desires. Designers of future data-using smartphone apps and

mobile sensing systems need to know how to foster user trust and lower privacy

concerns to reach satisfactory adoption rates. Furthermore, we do not know in detail

which aspects contribute how much to app adoption decisions. In detail, research does

not understand the effects of individual data types, privacy-enhancing technologies, the

aforementioned privacy concerns, and other app characteristics. However, that would

be important to understand, to build privacy-enhancing technologies that match the

users’ desires. People are reluctant to install a sensing app, especially if they cannot

expect a personal benefit thereof [74].

Research Gap

In-depth privacy concerns, their underlying reasons, and the feared conse-

quences of mobile sensing applications are yet unclear. To design better

privacy-enhancing technologies, we need to understand the user perspec-

tive on smartphone privacy and the factors and influences that underlay app

adoption decisions.
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1.3 Solutions: Improving Privacy While Preserving Data

Usability

To tackle the above-mentioned privacy challenges, prior research proposed the concept

of “consent as a process,” including making data logging processes transparent and

giving the users control over their data [179]. However, more information is needed

about the effect transparency and control have on smartphone app adoption. In the

context of privacy dashboards [187], studies have been conducted with diverging

results. Privacy dashboards are a privacy design pattern that makes users aware of the

data services have collected about them. They should provide successive summaries

of the collected data and give an easily understandable overview [121, 457]. While

some studies indicate positive results, such as Tsai et al. [397], other studies revealed

none (e.g., [213]) or even contradictory effects (e.g., [203]). A promising direction is

supplementing transparency with control, which has already been shown to mitigate the

adverse side effects of transparency [141, 187]. For example, increased transparency

decreased trust and willingness to share data [206, 343]. However, those studies were

either conducted in the domain of actively donated data [187], conducted as vignette

studies [213, 221] or did not evaluate transparency and control independently [213,

397]. Thus, developers of mobile sensing applications in industry and research cannot

build on insights into the effects of transparency and control features.

Transparency is currently limited, as Shen et al. [368] argue that current mobile

systems hardly convey to users what happens with their data and which specific data

is used. Especially when it comes to machine learning procedures and data inference,

users have a hard time understanding the procedures and estimating the inherited

capabilities. Control is also not given to a satisfactory extent, as current permission

systems do not allow fine-grain control but only some toggle switches for groups of

data access [248]. Only a few studies investigated the users’ perspective of control

features (e.g., [312] rated usability themselves). Finer-grained permissions (e.g., [363])

were rarely studied and, if so, emphasized on technical aspects rather than on the user.

Research needs to find solutions for better mobile sensing privacy while keeping data

usable for the good. Transparency and control, thereby, are the key aspects underlying

most privacy-enhancing interface concepts.
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Research Gap

There is a lack of privacy-enhancing technologies appropriate in light of mobile

sensing systems’ specific characteristics. Current interfaces do not provide

satisfactory transparency and control, do not keep the user in the loop, and

hinder rather than facilitate the use of rich, contentful data for innovative

application purposes.

CONTRIBUTION

With this thesis, we contribute to two areas: With the studies on users’ perspec-

tive on privacy and app adoption decisions, which we present in Chapter 4,

we help system designers understand how users perceive current systems

privacy-wise. Based on these, we propose means to improve users’ privacy

while keeping the data usable for innovative application use cases, based on

the studies presented in Chapter 5.

We contribute insights on the relevance of app and publisher characteristics

for app adoption decisions, focusing on mobile sensing particularities. Direct

user benefits are essential, as the user’s decision process is mainly based

on an evaluation of the ratio between service value and privacy cost. We

furthermore give insights on what users are actually concerned about, i.e.,

report on potential privacy invasions that users judge to be dangerous, real-

world consequences that they are afraid of, and which mitigation measures

they envision and desire.

The insights from our second main block help app designers, developers, and

the HCI community to create more privacy-friendly applications. As a basis

for nearly all privacy-enhancing technologies, we provide general insights into

the effect of transparency and control. We quantified the initially averse effect

of transparency and showed how control can surpass these. We frame the

phenomenon valley of transparency, where we argue based on prior work

and our studies that current transparency measures do not go far enough,
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to surpass the initial negative effects of users becoming aware of a system’s

data practices. We conclude on critical aspects that should be considered

for smartphone privacy-enhancing technologies and propose three types of

practical approaches. We point out open points for discussion and future

research directions that we would like to motivate the HCI community to study

further. These evolve around both interface design problems, such as control

interfaces and the implementation of holistic transparency, and psychological

aspects, like achieving user motivation to spend effort on privacy belongings

and yielding contextual understanding.

In the big picture, our research has relevant implications for three stakeholders:

Users can benefit from better mobile applications that invade their privacy

less. Context-aware systems can fulfill tasks faster and proactively support

their users. Research projects benefit from better data than was previously

available with manual data collection methods. Finally, due to its scalability and

the omnipresence of mobile technologies, mobile sensing-based applications

have the potential to support our society in dealing with its challenges. We en-

vision creating a better-educated user base that can make informed decisions.

Technology skepticism could be dismantled when users are kept in the loop

more effectively. Confronting people with things they do not understand rather

fears them and raises technology skepticism rather than fostering a literate

relationship with daily technology.

1.4 Thesis Structure and Research Questions

After presenting definitions and related work relevant to the remainder of my thesis, it is

structured into three chapters. Each is devoted to one overarching research question

(RQ 1-3). Further specific research questions are then presented at the beginning of

each chapter. In Figure 1.2, we show how the projects contribute to the chapters.

In Chapter 3, we motivate the demand for and benefit of mobile sensing. We

present application use cases that demonstrate that mobile sensing data interests
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Figure 1.2 : This thesis is structured into three blocks. Within each block are two to four projects.

Icons indicate the kind of methodologies that we applied in each block and the kind of artifact we

contribute.

three stakeholders: Researchers, users, and society. We point out which data these

applications require or might require for future advancements. It follows the overarching

research question:

RQ1 Which benefits can be expected from Mobile User Quantification?

After that, in Chapter 4, we report on privacy and adoption issues that come with

mobile sensing. Referring to the data demands we have shown in Chapter 3, we

show that these demands can currently not be satisfied. With two online surveys and

one interview study, we show that privacy concerns and security issues throttle app

adoption behavior from the user side and also hinder data provisioning by the operating

system developer. Its research question is:

RQ2 What concerns arise from Mobile User Quantification?

In Chapter 5, we then propose three concepts to improve privacy without obstructing

the data’s usability. This means that we emphasized not to simply limit the amount of
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available data. Instead, my proposed concepts aim to bring humans back into the loop

by realizing comprehensive transparency and control mechanisms. This follows the

research question:

RQ3 How to improve privacy without obstructing usability?

We finally reflect on our findings in Chapter 6 and point out the key takeaways and

learnings from our studies. Bringing findings from prior work back in, we discuss the

contradictory results regarding the effects of transparency and control. We propose a

model concerning the relationship between transparency, privacy concerns, and app

adoption behaviors that informs the design of future privacy-enhancing technologies on

overcoming current adverse effects.

1.5 Research Context

The research that leads to this thesis was conducted at the LMU Munich in the years

between 2019 and 2024 in the the Media Informatics Group. I give an overview of all

incorporated publications with clarification of my contribution in Table 8.1 on page 328.

The PhoneStudy Project - Department of Psychology, LMU Munich My research

was mainly conducted with relation to the PhoneStudy project1, an interdisciplinary

research project with the aim of leveraging mobile sensing technologies to answer

psychological research questions. As lead developer I was technically responsible

for developing and running the sensing and analysis infrastructure in multiple field

studies (e.g., [55, 170, 232, 341, 355, 359]), that were conducted at LMU Munich, in

cooperation with national partners such as the university of Heidelberg and the German

Institute for Economic Research (DIW)2, and incorporated into panel studies such as

the Socio-Economic Panel (SOEP)3. The following publications, that are included in

this thesis, were conducted in relation with the PhoneStudy project: [42, 47].

1https://phonestudy.org, last accessed 2024-11-22
2https://www.diw.de/en, last accessed 2024-11-22
3https://www.diw.de/en/diw_01.c.615551.en/research_infrastructure__socio-economic_panel_

_soep.html, last accessed 2024-11-22
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Media Informatics Group My early research at the Media Informatics Group of LMU

Munich was mainly inspired by and conducted in collaboration with Daniel Buschek

[16, 38–40, 49, 351, 392]. I initially studied research questions regarding the topic of

self-reflection and behavior change [16, 41, 391, 392], mainly in collaboration with Nad̄a

Terzimehić, and conducted research in the domain of environmental sustainability [41,

43, 45]. My latest project evolve especially around the topic of privacy in the context of

smartphones and mobile sensing. I conducted that research mainly under the guidance

of Sven Mayer, leading to the following publications that are incorporated in this thesis:

[44, 46, 48].
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2
Related Work

In this chapter, we outline the related work that constitutes the basis for our

work. We, therefore, start with a definition of mobile sensing and describe

the scope that this thesis evolves. Afterward, privacy is introduced, starting

with general definitions and becoming more specific to mobile sensing-related

privacy throughout the remainder of this chapter. Finally, we describe the

state of research regarding privacy-enhancing technologies, outline current

directions research is facing, and point out limitations.

2.1 Mobile Sensing

Passive smartphone sensing enables access to data about its user and surroundings,

with no extra effort for the user [98]. Their capabilities range from acceleration and

position of the device, over user location via GPS, to environmental data, e.g., via the

microphone [111, 242]. An overview of the available passive data sources is given

e.g., by Delgado-Santos et al. [111], or Cornet and Holden [98] in the health context.

The passive data sources can be complemented by actively entered data, for example

through Experience Sampling [401], journaling [135], or data donations [167, 322, 374].
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Mobile sensing based systems can be defined by having three essential charac-

teristics [242]: (1) Sense, i.e. collecting data through a mobile device, (2) Learn, i.e.

deriving some higher level information or insight from that data, and (3) Inform-Share-

Persuade, i.e. fueling a use case with that information. In the literature does not exist a

common and precise definition for the term mobile sensing or smartphone sensing. Its

scope varies, depending on the context and application domain. In the scope of my

thesis I regard mobile sensing as:

• Smartphone infrastructure as outlined by Lane et al. [242], where data is col-

lected with a mobile device to derive information which serves a use case

• I restrict my research to smartphones, and deliberately do not regard other

ubiquitous mobile devices such as wearables, IoT devices, vehicles, or custom

dedicated sensing hardware.

• Data can originate from passive or participatory sensing (cf. [242])

• I do not apply any restriction to datatypes, i.e. generalize for all kinds of people-

centric and environmental-centric data (cf. [244]).

To bring structure into the space of possible sensing, research has come up

with multiple taxonomies. Taxonomies classify mobile sensing apps regarding user

involvement (participatory sensing vs. passive sensing) [242], and the data subject by

the two approaches people-centric and environmental-centric [244]. Passive sensing

is an essential part of context-aware and data-assessing applications, as it lowers

the burden for the user [381], resulting in a higher data frequency and resulting data

has higher quality due to avoiding the self-report bias [107, 383]. Khan et al. [223]

on another dimension describe by how the data of a sensing system is used. They

distinguish between personal sensing, social sensing and public sensing.

2.2 Mobile Sensing as Research Method

Mobile sensing has proliferated as research methodology, to collect data on human be-

havior and their environment. With smartphones having become a constant companion

in all daily situations for most people [220, 222], they offer themselves as tool for obser-

vational studies. The yet prevalent self-report methodologies (e.g., [245]), i.e. people
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are asked to report their behavior manually, are known to differ from actual behavior

[33, 169]. They impose several biases, for example, self-report bias also known as

affirmation bias, that is driven by social desirability and leads to people report behaviors

that they think their observer expects from them [104, 119, 403], or (non-)compliance

biases [459]. Furthermore, data collection manually involving people’s cooperation

is limited in its extensiveness and sampling frequency [132]. Besides being used in

human-computer interaction [399, 447], it finds application in the social sciences [328],

psychology [180], especially personality sciences [36, 384], and medical and mental

health contexts [98, 285].

The objective of mobile sensing in research applications is mostly to gather data

about people in the wild. That can encompass their (a) behavior, (b) state and context,

and (c) aspects on their environment. Data is used to collect large datasets from

which, through statistical analysis or machine learning methods, insights are generated

(e.g., [358, 365, 384]). Besides classical knowledge discovery methods, research

increasingly aims to build prediction models (e.g.[381]). Here mobile sensing is studied

as a tool to detect some user state, which is envisioned to fuel some application

scenario (e.g., [399]). As measurement added on a study that deploys an artifact or

prototype, mobile sensing data is used to study the influence of the artifact on the user

[65]. Accordingly, also the effects of existing features of devices are studied with mobile

sensing (e.g., [170]). Crowd sensing leverages the ubiquity of mobile phones, to collect

data on an area, for example a city (e.g., [126, 448]).

2.3 Foundations of Privacy

Privacy can roughly be described as “The ability of an individual to control the terms

under which their personal information is acquired and used.” [426, p. 42]. Legal

privacy thereby usually differs from what people perceive as their privacy. A plethora

of literature studies the many aspects of privacy [198], such as Westin [426] defining

four states of privacy (solitude, intimacy, anonymity, and reserve). In the context of HCI

privacy encompasses the aspects of controlling information flow, security and concerns

risks, and social aspects raising ethical questions [4]. However, comprehensive a

definition can hardly be made [262]. Privacy is closely related to human freedom,

dignity and independence, has existed ever since, and is thus not a novel phenomenon
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related to digital technologies. However, information technology increasingly challenges

our privacy [5, 445]. Sophisticated knowledge discovery, the omnipresence of digital

footprints, and the blurring line between private and public data make it challenging for

people to obtain their privacy [274]. Helen Nissenbaum’s privacy as contextual integrity

[291] describes privacy rather as a matter of context.

Various theories explain how and why users behave privacy-wise. The Privacy

Calculus Theory [314] states that users weigh the risks and benefits of disclosing their

data to come to a decision. For example, the perceived social benefits outweigh the

risk of data privacy issues for social media apps.

The construct of Service - Privacy Fit is an antecedent to the Privacy Calculus. It

describes whether the service of an app matches its requests Hsieh and Li, Hurwitz

[192, 197], and is thereby part of the user’s risk assessment. Its mediating effects are

mainly benefit expectancy and perceived privacy concern about whose trade-off users

decide. It stems from the older construct of task technology fit [168]. A model of factors

yielding user’s perceived information privacy perception is described by Dinev et al.

[115]. The particularly relevant correlates to information privacy are anonymity, secrecy,

confidentiality, and control.

The relation between willingness to be profiled and the desire for transparency

features is described by the Personalization-Privacy Paradox [20]: Users who value

transparency features are less willing to be tracked and profiled. Karwatzki et al. [213]

justify this with those people being “privacy fundamentalists,” which means that they

are careful with their data in general and value privacy more. Moreover, the Privacy

Paradox states that users are generally concerned about their privacy; however, this is

not reflected in their behavior [5, 292].

When deciding for or against installing an app, users weigh costs and benefits [30].

While the most relevant factors in this decision model are an app’s costs, design, and

functionality, privacy is reported to play only a minor role [30]. However, as most users

are initially unaware of their concerns [157], it is wrong to conclude that privacy has

only minor importance.

Research has developed multiple mental models that describe and explain the

thought and decision processes of people regarding privacy. Coopamootoo and

Groß [97] compile definitions of mental models from privacy-independent research
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of Johnson-Laird [207] and Craik [101], as “internalized, mental representations of

a device or idea that facilitates reasoning. They [mental models] are simplistic and

small-scale representations of reality."

The model of Privacy As Expectations by Lin et al. [255] explains privacy issues

as a mismatch of expectations and reality: People have a simplified model of an app

in their mind, describing how it works. Privacy problems arise if what the app actually

does deviates from the user’s mental model. Bonné et al. [59] studied smartphone

permission decisions, and found that a main decision reason is the user’s expectation

about whether an app should need a permission.

We can also look at this from a Cognitive Behavioral Theory perspective. Here,

the process of informing one’s behavior starts from a privacy attitude that has been

learned and developed over the course of life [97]. From this attitude arise privacy

concerns, which then lead to behavioral intentions. Intentions are then followed by

behavior but may be intercepted by the attitude-behavior gap (also see Theory of

Planned Behavior [9]). Users’ understanding of how a system is working is studied by

Wash [421] and compiled into a set of mental folk models on security threats.

The Privacy Calculus states that users outweigh anticipated risks and potential ben-

efits to decide for or against disclosing personal data [105]. Constituting the central be-

havioral theory that explains users’ decision process regarding privacy, Kehr et al. [215]

extended it also to incorporate user’s dispositions and attitudes. Users mostly accept

the cost of data being collected if they want to use a service (cf. Price of Convenience)

Ketelaar and Van Balen [219].

2.3.1 Defining Privacy Concerns

Coopamootoo and Groß [97] view privacy concerns as an instantiation of one’s attitude,

referring to the user’s disposition. Colnago et al. [94], who interviewed experts in

order to refine definitions of common privacy constructs, define privacy concern as “an

expression of worry towards a specific privacy-related situation.” We thereby conclude

that privacy concerns have two underlying components: (1) users’ predisposition, which

is a result of past experiences (e.g., experienced incidences or things that happened to

friends) and learned values and standards, e.g., developed by their education and social

bubble. The second component is situations, e.g., when the smartphone requests

sensitive data or when filling out a form. These two aspects are processed through the
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user’s mental model (cf. Privacy as Expectation, [255]) of how a system is working,

possibly leading to feared consequences that might happen (= privacy concerns). To

decide on a consequence (e.g., rejecting to provide data to an app) users apply the

Privacy Calculus, outweighing situational perceived risk, and potential benefits.

2.3.2 Concern Taxonomies: Situational

Literature has proposed taxonomies for these arising privacy concerns. Merging models

from Smith et al. [377] (dimensions of individual’s concerns about information privacy

practices) and [379] (structure their taxonomy by activities that invade privacy) privacy

concerns can be described by four dimensions: 1) Data collection, 2) Data processing,

3) Data dissemination / improper access (i.e., how does data get into the hands of

others?), and 4) Invasion and secondary use (i.e., what is the gained data used for,

which implications on the user arise).

2.4 Privacy in Mobile Sensing Applications

Research on privacy and security in mobile sensing apps find that existing privacy-

enhancing systems lack clarifying privacy implications, and users behave inconsistently

with their concerns [89]. Klasnja et al. [227] interviewed participants of a personal

context-sensing study on their privacy concerns. They found that people were primarily

concerned about higher-level features derived from data than the raw data itself. For

example, the ability to derive one’s home address was rated more critical than the

continuous GPS data collection. As a remedy, they suggest explanations of what an

app is doing in the background, alongside features offering transparency and control

on what data is recorded. Wang et al. [418] introduced a threat model and a taxonomy

for privacy issues to bring some structure to the space of potential attacks. They

distinguish between task privacy, identity privacy, attribute privacy, and data privacy to

further propose privacy protection schemes for each privacy issue.

To manage privacy on smartphones, all major mobile operating systems implement

a permission system, where users must grant data access for specific datatypes to

apps individually [312]. However, the implemented smartphone privacy concepts face

limitations and rarely introduce real privacy from a user perspective [140]. Christin et al.

[89] found that existing privacy-enhancing systems lack clarifying privacy implications,
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and users behave inconsistently with their concerns. Balebako et al. [25] found that

users are not careless on that topic, but instead have misconceptions about data

sharing that happens through smartphone apps and lack sufficient information. On

the other hand, users outweigh anticipated costs and potential benefits, referred to as

privacy calculus [105]. Here, users accept data being collected in exchange for being

able to use a service, cf. Price of Convenience [219]. Additionally, today we see digital

resignation [123, 364] or privacy fatigue [86] as an overload or lack of control leads to

resignation, i.e., users giving up dealing with privacy decisions. As such, users face a

challenge with the fundamental concepts of permissions and the associated privacy.

An increasing challenge in the privacy domain is data inference. Through machine

learning and knowledge discovery processes further information can be derived from

on the first sight uncritical data. Users hardly understand these processes [159],

underestimate the underlying potential of inference threats [352, 405].

We also see limitations in the user interface itself. For instance, during permission

requests, users show low comprehension [144], leading to a lack of transparency.

Also, apps often do not convey understandably which information leaves the phone,

making it hard for users to understand potential privacy leakages [25]. The wording

in the permission UI was also found to be hardly understandable, and it was hard for

users to grasp the implications [217]. A general lack of control is a crucial cause of

privacy concerns [268], which has been shown in the online shopping and social media

context [415]. Keusch et al. [221] raised concerns about the lack of control. In some

cases, users do not even have privacy in their own hands, e.g., if one user leaks a

contact list to a service, the other users (who are contained in that contact list) can not

do anything against it [312]. The aforementioned two aspects, (1) transparency and

(2) control, are identified as the two main pillars of information privacy [47, 179], also

coined as the principles of notice and choice [346, 438]. A privacy issue introduced by

app developers is permission overclaiming, also called permission overdeclaration [19].

By setting too coarse permissions, developers may claim less data access than they

technically have permission-wise. An inappropriately huge amount of permissions

also reduces user trust in an application [390]. Fang et al. [140] studied permission

overclaiming on the example of the internet permission. This permission poses insuf-

ficient expressiveness to enforce control over internet access (i.e., access could be

restricted) [28]. They found that many applications would tolerate stricter permission

2.4 | Privacy in Mobile Sensing Applications 33



here. 62% request internet permissions, but 36% make requests to specific domains

only. Furthermore, third-party libraries that request permission for their purpose lead

to that permission being claimed to the full application [308]. Finally, laziness among

developers can lead to permission overclaiming due to confusion about the scope of

individual permissions [390] and the aim to “just make it work” [28].

2.4.1 Users’ Privacy Concerns

Disposition and
Attitude

Situation

Mental Models on how 
technology works Privacy Concerns

Consequences and reaction
("privacy behavior")

Privacy Calculus
[Culnan 1999]

Privacy Framework
[Colnago 2022]

Central Behavioral Theory
[Kehr 2015]

Mental Folk Model of Security
[Wash 2010]

Figure 2.1 : A model compiled from related work that visualizes how various constructs in the

privacy domain interplay. Privacy concerns base on users’ disposition and situation, depending

on how a user assumes that a system is working. Thereon, users decide for consequences, i.e.,

mitigation behaviors, as described by decision theories such as the privacy calculus theory.

Privacy literature from other domains, such as smart homes [449], distinguishes

between assets, adversaries, vulnerabilities, and threats. Building on these models

from the literature, we group smartphone privacy findings into four factors by Zeng

et al. [449]. We compile an overview of how users’ disposition, situation, and mitigation

behavior relate to each other in Figure 2.1.

Differences Between Datatypes (cf. Assets) Summarizing findings from various

studies, users are most concerned about login credentials [83, 152, 155, 324], which

might lead to financial loss or identity theft. It is followed by contextual data, especially

text messages [155] and address book/contact information [129]. Next comes personal
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high-level behavioral data like GPS [152, 155, 227]. Behavioral sensor data like

accelerometers were judged less concerning [227], likely due to the missing direct

relation to personal high-level behaviors.

Differences Between Whom One is Sharing With (cf. Adversaries) Egelman et al.

[129] reported that giving (un)authorized access to personal data is the largest factor

in sharing decisions and an essential aspect of users’ privacy concerns [127, 129].

Data sharing with can be categorized as second-party (sharing with the device or OS

developing company itself [219]) or third-party (advertising companies or data brokers)

data sharing. Users’ attitudes and opinions towards third parties have been extensively

studied= [219]. Yet, it is unclear whether third- or second-party sharing induces more

concerns, cf. [152, 202, 373]. Nevertheless, Balebako et al. [25] reported that generally

aware users, users are still unaware of the actual sharing scope (frequency, target,

apps). Moreover, this varies depending on the surveyed population [6].

Underlying Events (cf. Threats) Users are generally unaware of which real-world

implications they are afraid of and, as such, can not specify the purpose and rea-

sons [152]. Among the few concrete reasons, financial and physical loss is most

prominent [152, 155], followed by concerns about location data, which can lead to fears

of physical threats [227]. However, users are more precise regarding specific domains

and situations. For instance, Afnan et al. [6] reported that participants (Muslim women

in the U.S.) feared being disproportionately subjected to security checks. Efstratiou et al.

[128] found specific fears among their participants when sharing behavioral data in the

workplace. Regarding identity theft, literature points to financial loss and destruction of

personal reputation as concerning [295]. Users become especially concerned when

they lose awareness and control of what happens to their data [373].

Underlying Reasons (cf. Vulnerabilities) Unauthorized remote access, like hacking,

malware, data breaches, or compromised passwords, is mentioned frequently [152,

449]. Wifi and mobile networks are also often perceived as unsafe [83, 449]. Companies

deliberately transmitting/selling data to others is also a frequently mentioned issue [6,

152, 202, 373]. Some people also fear the physical loss of their device, fearing that

someone finding it could access their data [83]. Compiling a ranking of the issues
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is difficult, as holistic, user-centered literature is lacking. Many studies are from a

technical point of view instead of considering the user perspective or surveying only

specific aspects.

2.4.2 Privacy Behaviors: The User Perspective on How to Mitigate
Privacy Issues

Users accept to a huge extent that data is logged when they want to use technol-

ogy [327]. However, they do not appreciate if practices are veiled and happening behind

the scenes, as they always want to be aware and in control of the data flow [327],

also including inferred data [89]. In our literature-derived model of privacy concerns

(see Figure 2.1), users finally decide on privacy behaviors to mitigate their concerns.

Colnago et al. [94] define these as “What an individual actually does or has done in

an attempt to achieve the level of privacy that they prefer.” The first group of privacy

behaviors we found in the literature is about improving a device’s actual security. Within

the limited room for measures from a user perspective, studies primarily report actions

on authentication management [152]. Such measures include choosing strong pass-

words, using 2FA, and password managers [155]. Further security strategies include

clearing history data where possible [445, 449] and using security software [152]. As

the second step of privacy behaviors, when users still do not have sufficient trust in

a technology’s security, literature distinguishes between measures that aim to avoid

behaviors and control data collection. In the first case, users apply behavioral changes,

leading to less data being provided to a device [152]. For example, making voice calls

only in specific environments [127] or avoiding certain things in rooms with a smart

home device [449]. In the online context, measures include avoiding behaviors by not

doing certain tasks via mobile devices, such as opening attachments [152]. The latter

measures to control the data collection include avoiding specific apps, websites, or

networks [152].

2.4.3 Implications of Privacy Issues

Related work comes to the conclusion that privacy is the most important barrier to

mobile app adoption [56, 80, 128]. Studies on adoption rates and reasons against

the usage of mobile sensing apps identified a wide range of privacy concerns: Gen-

eral privacy and data security [80, 221, 266, 338], poor personalization [80], lack of
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usefulness/trust in provided information [80], and general trust [338]. Over half of a

smartphone app’s users no longer want to install an app when they discover how much

personal data is collected [62, 445], and about a third uninstalls applications when

learning about collected information [62].

2.4.4 Role of Transparency and Control

According to Harari et al. [179], privacy should be incorporated into the entire pro-

cess of self-tracking systems. Hence, transparency must be facilitated during each

stage, opt-in should be adopted as the default setting, and control should be provided

throughout each stage. Harari et al. [179] thereby distinguish between the two general

privacy concepts of offering (1) transparency and (2) control. The demand for control

resulted from a vignette study on the willingness to use passive mobile data collection

technologies by Keusch et al. [221], where participants commented on a lack of control

over their data. Literature provides design guidelines for features incorporating both

transparency and control, for example a design space for privacy notices by Schaub

et al. [347], and a design space on privacy control by Feng et al. [145].

2.5 Privacy Enhancing Technologies with Smartphone

Sensing

For the implementation of various technical privacy protection methods, a large body of

research exists, e.g., differential privacy [111, 258], on-device preprocessing [40, 111,

440], early aggregation of data [253], anonymous assessment [89], and cryptographic

approaches such as self-destructive data [163]. From the literature, we found two

major lines of advancements on privacy enhancing technology [60]. Harari [179] call

to treat informed consent as a process rather than a one-time thing, to make data

practices transparent. Their key aspects are what data is being collected, and how

it is used. Reducing the amount of used data is an, in theory, easy step to improve

privacy. However in practice it is often not possible to reduce logging and processing

activities without obstructing a system’s use case. A viable way to reduce the amount

of that leaves the device, and thereby the scope of control of the user, is to apply more

pre-processing on the client device. On-device preprocessing has shown beneficial in
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other contexts, e.g., smarthome [334]. Recent research (e.g., [199]) motivate on-device

preprocessing with mobile sensing applications. Overall, recent research emphasizes

the necessity of a user-centered design, as non-technical measures show a high

importance for users [96]. Thus, both consent mechanisms and data minimization

approaches need to be designed for the user, in order to make an actual improvement

in perceived privacy.

2.5.1 Data Minimization

Data minimization is an essential approach towards fulfilling privacy. It stands for using

only the least possible amount of data that is necessary to realize an application’s

purpose [76, 243]. Unnecessary information, that may be included when raw data is

initially collected for later extraction of higher-level features, should be discarded as early

as possible. The principle of data minimization is also manifested in the General Data

Protection Regulation (GDPR) stating “Personal data shall be adequate, relevant, and

limited to what is necessary in relation to the purposes for which they are processed.”1

Although the principle of data minimization is relatively straight forward to operationalize

and effective, it is in practice difficult to incorporate into apps from both design and

technical perspective [205]. To operationalize data minimization, literature proposes

various concepts. They can be structured by terminologies, such as by Pfitzmann and

Hansen [316] who distinguish different applied strategies. Data minimization is often

violated by the permission system [452], which does not pose sufficient granularity,

requiring post-hoc data cleanup procedures. Trusted third-party runtimes are studied for

example by Jin [205], where developers specify which fine-grain data they need, what

is then enforced by the runtime. Data preprocessing on-device is also promising and

studied in many projects [405], however mostly application-specific. Velykoivanenko

et al. [405] thereby name and distinguish between preprocessing data on-device, and

reducing temporal granularity, as most promising data minimization approaches.

Preprocessing approaches need to be adapted to the application’s specific purpose,

thus it is difficult to come up with generalizable approaches (e.g., [85, 172, 371]). For

machine learning-based applications the amount of data that has to leave the device can

be minimized through model training and improvement that happens solely on-device,

namely model adaptation and federated learning approaches [58, 184]. For example,

1GDPR, https://eur-lex.europa.eu/eli/reg/2016/679/oj, Article 5 (1) (c), last accessed 2024-11-22
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Xu et al. [443] leverage that to improve a smartphone keyboard’s word suggestion

model without one’s typing data leaving the device. Challenging again is implementing

such procedures understandably, i.e. so that users understand what happens and trust

it, in order to actually yield an improvement in privacy perception [405].

2.5.2 Information and Consent Mechanisms

Research has investigated various information and consent mechanisms. In the

following, we give an overview of different popular approaches.

2.5.2.1 Privacy Dashboards

The privacy dashboard is a common privacy design pattern [121]. Other privacy design

patterns are, for example, the Personal Data Table and Privacy Policy Icons [372].

Privacy dashboards make users aware of the data which services have collected about

them. They should provide successive summaries of the collected data and give an

easily understandable overview [121, 457]. For this, they can use demonstrative exam-

ples, predictive models, visualizations, or statistics. Additionally, a privacy dashboard

can provide control options and privacy settings to empower users to control the pro-

cessing and collection of future data, cf. [121, 457]. Especially actions like deletion and

correction of data are highlighted. Finally, privacy dashboards should give an overview

rather than presenting every detail of possibly thousands of data items [372].

Privacy dashboards are spreading in practice, for example, the Google Privacy

Dashboard1, and have become subject to research. They were examined as a GDPR

compliant alternative to consent forms [54]. They were studied as tools to give users a

sense of what data is collected and inform the user instead of listing every detail [20,

213]. Raschke et al. [329] implemented a comprehensive privacy dashboard that adapts

the newsfeed concept from social media. The dashboard incorporates transparency

and control features so that users can view the collected data and learn about the

purpose by obtaining information about involved processors, requesting rectification or

erasure of each data item in the timeline, or reviewing and withdrawing the consent for

each individual data type.

1https://myaccount.google.com/dashboard, last accessed 2024-11-22
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Privacy dashboards are a tool to implement the principles of notice and choice [346,

438], often through features that provide transparency and control [353]. Transparency

and control have long been studied in the context of mobile systems. Permission popups

force mobile apps to provide transparency and control about what data an app can

access [144]. However, the context is limited [410]. Permission popups lack appropriate

information and contain hardly understandable terms, making it hard for users to

grasp the implications of granting permission [217]. Also, the amount of information

conveyed to the user leaves space for improvement [53, 144]. In contrast, interfaces

that provide more detailed information on what happens with the data increase user

confidence [402]. In the web context, similar issues have proliferated. Privacy policies

are long and hard to understand and, thus, often ignored [294]. In addition, they fail to

provide sufficient transparency to the user [53]. Here, consent popups may even be

designed to nudge users towards illegal configurations [293].

Permission popups offer transparency and control before the data logging happens.

In contrast, privacy dashboards take effect afterward. The retrospective approach has

the advantage that the user can be informed about what has actually been logged.

Transparency and control features, incorporated through privacy dashboards, have

shown positive effects: The Google privacy dashboard [141] and a dashboard for online

shopping [187] increased user trust. However, this is only valid for raw data: In the study

of Herder and van Maaren [187], showing derived data increased perceived privacy

risk and reduced user trust. Perceived risks and trust may lead to fewer people using

a service, not sharing required data, or dropping out early. For example, in vignette

studies, participants indicated to prefer using a service that provides transparency

over the logged data [20, 221, 397] or an option to switch off the data collection [221].

However, while control features show a positive effect, they are only seldomly used. In

the studies by Farke and Elevelt only a quarter of the participants involved had already

used or indicated a willingness to use such features in the future [134, 141].

While the previously reported studies in the contexts of webshops, surveys, and

personalization of online services agree that the provision of decision-relevant informa-

tion is positive [456], the literature is contradictory in the context of sensing data [213].

Here, transparency increases privacy concerns resulting in less data disclosure [206].
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This inverse impact of transparency features can also be found in studies on person-

alized advertisements [422] and inferred user interests [353]. Also, the reaction to

transparency features depends on the user’s privacy predisposition [353].

2.5.2.2 Alternative Smartphone Permission Systems

Many technical solutions have been proposed to serve as a middleware between

the app and the user as privacy-enhancing technologies (PETs) for smartphones

(e.g., [23, 136, 363], for an in-depth survey see [370]). Moreover, Pennekamp et

al. [312] reviewed privacy enforcement strategies on smartphones. On the level of

user manipulation, they structure concepts regarding privacy mechanisms into three

categories: 1) reporting (e.g., omnipresent install prompts, permission visualization,

and ways to allow tracking the flow of private information), 2) fine-grained tuning

(such as user-based configurations), and 3) fencing information (e.g., Mockdroid [52],

TISSA [455], SHAMDROID [68]).

With the evolution of mobile operating systems, fine-grained control has proliferated

in slow steps. Permission popups allowing to choose “only one time” access mitigate

the issue of permanent access [283]. Hong et al. [190] already proposed sliders as

interface elements as an extension for the one-time-only feature with three options

options: allow, ask, and deny. Research proposed various approaches to give users

finer control of their data. Jeon et al. [204] categorize permissions into four classes

(e.g., outside resources, sensors), each of which common strategies for permission

subdivision can be applied to. Zhou et al. [455] enables users to bypass the compulsion

to grant a permission to use an application by giving the option to pass falsified data

such as empty data, anonymized data, or bogus. Other approaches involve restrictions

on how many times a critical resource may be accessed [289], and context-dependent

privacy policy configuration [95].

More drastically, Scoccia et al. [363] restructure the Android permission interface

by allowing users to (1) make permissions on a feature level and (2) grant finer-grained

permissions by introducing permission levels, i.e., a granularity at which data or a

resource can be accessed. They found that users appreciated the greater choice, felt

more control, and had higher trust. The traditional Android permissions, in contrast,

were described as misleading, and the enforced binary choice was not preferred.

However, their study is rather proof of the general concept of more granularity in

2.5 | Privacy Enhancing Technologies with Smartphone Sensing 41



smartphone permissions, emphasizing the realizability in Android. The major part of

their contribution is an implemented app instrumenter and its evaluation. The design

process of their so-called permission levels has come up rather short.
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3
Extracting Information With
Mobile Sensing

In this chapter, we show which application use cases smartphone-based mobile

sensing enables. We show that mobile sensing can yield benefits for users,

researchers and the society. Through the presented studies, we point out

the data demands that such use cases have in order to work properly, and

conclude on current limitations in data availability and usability for privacy

and security reasons. These findings motivate the subsequent chapters

of this thesis: To tackle the privacy issues and data access restrictions that

current mobile sensing apps face, we need deeper insights into the users’

privacy perceptions of such apps. Based on these, we can then propose

concepts to mitigate these issues.

To realize their purpose, applications require information about the user’s situation

and context. Without sharing information and data with our smartphone, its user

experience was way worse. Information-retrieval tasks would yield less accurate results,

i.e. require more detailed search query specifications of the user. Monitoring activities
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in the background would become practically impossible. In mobile sensing systems,

we can distinguish between two types of stakeholders: The participant who creates

the data, and the consumer who makes use of it [266]. These may be different or

the same entities. The application of mobile sensing technologies yields benefits for

different types of consumers (most prominently the user themselves, the app developing

company, or a data-collecting organization such as a university) and has proliferated

in various domains (see for example [244] for an overview). With mobile sensing, it

becomes possible to generate patterns and extract knowledge from the data. The,

in comparison to other manual data sources, rather large amount of available data

through passive sensing enables the application of data mining and machine learning

techniques. Models can be built offline with sensing-collected data (e.g., [416] or [261]),

or trained and optimized online with continuous user data (e.g., [260]). Multiple devices

can also work together in a multi-agent architecture, yielding ambient intelligence [22],

i.e. an intelligent environment that is aware of surroundings and people. For the end

user this leads to more context-aware applications, pro-active application behavior,

more precise recommender systems and personal daily support. These benefits mainly

target the end-users, although app developers also indirectly benefit by an improved

app experience.

Crowd Sensing Allows Data Collection at Scale. Due to the dissemination of

smartphones in our society, sensing can be deployed at scale easily from a technical

perspective. However, in practice individuals are often reluctant to install a sensing app

due to privacy concerns and other possible disadvantages such as reduced battery

endurance, especially if they cannot expect a personal benefit thereof [74]. In contrast

to the aforementioned kinds of benefits, crowd-sensing applications usually fulfill a

purpose that is in the interest of the app-publishing company or organization, for

example a governmental organization tracking parameters in cities (e.g., [126]) or a

university that deploys a sensing app to collect data for a study (e.g., [384]).

A major barrier of mobile sensing for its adoption are privacy concerns of the

smartphone users [221, 266]. They weigh perceived privacy risks and expected benefits

(cf. [105]) to make a decision for or against adopting an app. This inherently restricts

the space of implemented benefits, as OS and app developers have to mind these

privacy aspects. Disregarding privacy-induced limitations, more would be possible

today. In the vicious cycle where privacy restricts possible implementations and studies,
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it is hardly possible to gain knowledge on future directions for improvement. However,

insights on what kind of data would be of interest for different stakeholders would be

important to motivate improved privacy-enhancing technologies in smartphones, and

steer which key characteristics they should implement.

In this chapter, we investigate which kinds of benefits can be expected from mobile

user quantification. We point out which requirements regarding privacy these use cases

bring, what informs the design of appropriate information and consent approaches. Our

work proposes mobile sensing use cases that hardly exist yet due to privacy reasons,

while outlining a perspective towards making them possible with further research.

We show that both stakeholder types user and app developing organization would

benefit from more in-depth user quantification, i.e. that the usage of more detailed

mobile sensing data would be in their interest. Furthermore, we introduce the society

as third stakeholder. Technology has shown to have strong effects on our societies,

e.g., through influencing voting behavior [122]. We show that mobile sensing data can

not only yield a benefit for individual users or organizations, but also for the society as

a whole.

Our work motivates further research towards a privacy-paradigm in mobile sensing,

that goes beyond solely limiting data access. The collection and processing of mobile

sensing data is in the interest of the data-generating user. However, this is not valid

for all use cases - that may also be used for purposes that are against the users

will. As a next step, it is therefore important to, first, study privacy-issues that arise

from more in-depth mobile sensing data usage, what users are afraid of, and what

are important factors for them. Second, these insights can inform the design of novel

privacy-enhancing technology concept, that protect the users privacy and helps them

applying their will, while keeping the data usable so that all stakeholders can benefit.

In this section, we present three benefits that mobile sensing can generate. Each is

devoted to a different stakeholder: First, we describe a logging and context-enrichment

approach for mobile language data, which is to the benefit of researchers. Mobile

language data is a powerful data source fueling research questions in various fields

and interdisciplinary projects. Second, we investigate how the joined usage of deep

smartphone usage data and contextual sensing data could support the user, by fas-

tening their interaction with their device. By predicting the next action performed, the

smartphone could anticipate desired results before the user requested them. Lastly, we
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Research Question Paper Section

RQ1 Which benefits can be expected from Mobile User Quantification? Chapter 3

RQ1a Can the evaluation of input prompt text meta data create a benefit for
interdisciplinary mobile sensing research?

[42] Section 3.1

RQ1b How can contextual information improve mobile sensing based research
data?

[42] Section 3.1

RQ1c How can mobile sensing enable novel adaptive and intelligent smartphone
app use cases that are to the users’ benefit?

[393] Section 3.2

RQ1d How does mobile sensing at scale interplay with our society and its
challenges?

[43, 45] Section 3.3

Table 3.1 : Overview of the studied sub research questions of RQ1.

show that also the society as a whole can benefit from mobile sensing technology. We

propose concepts how mobile sensing technology could be applied to target societal

challenges, such as distorted public opinion making and climate change.

All three have in common that they are nowadays hardly possible due to privacy

issues. Smartphones are lacking means to provide the used data in a privacy-friendly

manner. Thus, users either show a low willingness to adopt the envisioned application

scenarios, or the OS developers deny access to such data at all.

To motivate work on improved privacy concepts, the studies in this chapter follow

the overall research question:

RQ1 Which benefits can be expected from mobile user quantification?

An overview of the research questions of the contained subsections is given in

Table 3.1.
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3.1 Passive-Sensing Data for Interdisciplinary

In-the-Wild Research

This section is based on the following publication:

Publication planned: Florian Bemmann, Timo Koch, Maximilian Bergmann, Clemens Stachl,
Daniel Buschek, Ramona Schoedel, and Sven Mayer. “Putting Language into Context
Using Smartphone-Based Keyboard Logging.” In: arXiv preprint arXiv:2403.05180 (2024)

Mobile sensing methods allow researchers to collect information about people’s

behavior unobtrusively in the background over longer periods of time [182, 384]. In

various research disciplines, such data collection methods have shown to outperform

classical methods, such as observations and self-reports.

Of special interest for interdisciplinary research thereby is language data: Lan-

guage is one of the most effective ways to gain insights into people’s minds [87, 309].

Designing personalized interfaces with great user experience in technical systems

requires a profound understanding of user‘s inner feelings and thoughts in relation

to their interaction behaviors in specific contexts. Digital footprints are left behind

in people’s everyday language, such as Facebook posts [362] or WhatsApp instant

messages [228, 407] have been shown to provide useful information on psychologically

relevant traits such as personality traits or depression [131, 362]. Hence, understanding

the mental models, attitudes, psychological states and dispositions of users is a core

goal of research in human computer interaction and in neighboring fields (e.g., psy-

chology, behavioral science). User modeling is often used in HCI to quantify individual

differences for system adaption in a technical systems.

Regarding language in context is thereby very important, as the meaning of textual

contents highly varies with the situation in that it is expressed. To regard text inputs

into context when logging smartphone typing behavior, usually, the target app is used

as a proxy, for example, by filtering for a defined set of communication apps (i.e.,

WhatsApp, Signal, Telegram), or using an app categorization mapping (cf. [357, 384]).

The target-app name is a data feature that is available on most operating systems

easily and common to be evaluated.
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Figure 3.1 : Screenshots of three text fields of the three Android apps: Google WhatsApp (left),

Google Search (middle), and Twitter (right). All three text fields have input prompt texts, that give

the user a hint about what the text field is intended to be used for.

However, the target app name only roughly describes the context in which a text

input happened. It has two major drawbacks: 1) Defining a list of apps that contain the

desired behavior (i.e., messaging or posting on social media) is difficult. A wide variety

of apps exist and their relevance changes rapidly. Thus, categorization approaches

require frequent adaptation. 2) An app may be used for various purposes and thus,

cannot be assigned to one category. For example, the very popular app Instagram is

used frequently to post public content and direct messaging. However, it is regarded as

a social media app only in most app categorizations. Also, search fields that exist in

nearly every app contaminate the resulting text data.

In this study, we demonstrate that the evaluation of more detailed, contextual data

can bring a benefit. User interface properties, such as properties of the typed-in text

field and the surrounding UI can give the text input more context. Selected as an

exemplary property, I evaluate a input field’s input prompt text as contextual property.

The input prompt text gives the user a hint about what kind of content the app is

expecting, which researchers can leverage to understand the input motive of the user.

With that, we propose researchers who study mobile language to filter for WHAT kind of

content users type instead of WHERE the content was typed. We show some examples

of common input prompt texts in Figure 3.1.

In this study, we deploy a holistic logging and preprocessing approach for smart-

phone typing data. On the example of the input prompt text, we investigate how input

prompt UI metadata can be used to contextualize language data and, in this case,

allows us to distinguish language contents by their input motive (i.e., posts, comments,

messaging, search inputs).
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We base the categorization on the dataset from a six-month representative study

(N = 624) that is the first of its kind using this approach. With this context-enriched

keyboard logging and analysis method, we show the untapped potential for research

in sensing language data. We publish our input prompt motive mapping, alongside

an Android library that allows other researchers to reuse our system in the wild. We

critically discuss the threats and dangers that are posed by such technology. While

our logging approach already improves user privacy, we point out space for further

improvements and motivate future work in that area.

Building on our study of the example of the input prompt text, our insights motivate

further efforts to regard more properties of the UI elements that surround a text input

field. We discuss the unraveled opportunities for interdisciplinary researchers who

deploy mobile sensing to collect study data in my discussion.

3.1.1 Research Gap: Leveraging Typing Meta Data

Implementations that access the input events by replacing the keyboard with a custom

implementation allow access to typing metadata (cf. [40, 412]). Only a few works

have been conducted that make use of mobile typing metadata (e.g., [64, 165]), and

the derivation of higher-level contextual features that are relevant to interdisciplinary

research is rare. Nowadays, when analyzing language use, researchers mostly select

and contextualize their data by filtering by the used app, which is only a proxy for the

type of content and the user’s intention, but in practice not accurate. For example,

social media apps can be used for both crafting public content and sending private

messages.

We fill this gap and motivate further research by proposing a context-enriched

keyboard logging approach. Choosing a language logging approach that exchanges

the keyboard with a custom implementation or leverages device APIs, meta information

on where a user did type can be accessed. We specifically regard the input target app

and the input prompt text, i.e., the text that is visible as a background or placeholder

inside a text field as long as the user did not type any content. The usage of input

prompt texts has not yet been studied as a data source for psychological research.

Studied application scenarios in HCI encompass UI automation and privacy-enhancing

tools, e.g., by Pereira Borges Junior [315] to access a specific text field for automated

UI testing or by Wanwarang et al. [420] to help a system understand the meaning and
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input concept of a UI element, respectively the latter by Andow et al. [14] and Huang

et al. [194] who use input prompt text to estimate whether a text field is intended to

contain potentially sensitive contents.Thus we put up RQ1a of this thesis:

RQ1a Can the evaluation of input prompt text meta data create a benefit for interdisci-

plinary mobile sensing research?

Building on my insights obtained on the example of input prompt texts with mobile

language input, we generalize our results and answer RQ1b:

RQ1b How can contextual information improve mobile sensing based research data?

3.1.2 In-the-Wild Logging of Text Input and UI Contextual
Information

To tackle the aforementioned research gap, we study the potential for language use

research that lies in UI metadata. We propose to use device APIs to log mobile typing

behavior and create an approach that makes provided UI metadata usable to create

contextual variables. We develop and provide (a) logging libraries for the Android

operating systems to track language input data, and (b) a categorization approach for

UI metadata that extracts a variable on the user motive of text input from the UI property

input prompt text.

Our method puts an emphasis on:

• Comprehensiveness. Being able to regard text inputs across all apps and input

methods.

• Context-sensitivity. It should be possible to regard text inputs in the user’s

context.

• Reducing Observer Biases. The logging method should have the least possible

observer bias on the participant.

• Privacy. Text input data contains privacy-invasive information, and should thus

not simply be recorded as it is.

• Replicability and Adaptability. The presented approach should be applicable

to many different kinds of research from interdisciplinary fields. Therefore we

report our full research pipeline so that it is reproducible, and can be adapted to

other research’s demands.
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3.1.2.1 Input UI Metadata

We logged the input prompt text alongside a text input through an Android API. This

gives us access to all typing events at full granularity, and allows to retrieve UI metadata.

We abstract each typed word into psychological categories on-device, to ensure that no

raw text contents are logged. The available text input metadata encompasses the input

prompt text, also a title, label, and styling/sizing properties. Label and input prompt

texts tell users what they are supposed to enter and which type of input the app is

expecting. Input prompt texts are visualized as placeholders, that indicate what the

user is supposed to type, e.g., “Message” (WhatsApp) or “Tweet your reply” (Twitter),

see Figure 3.1.

3.1.2.2 Deriving Contextual Feature: Input Motive

In our approach, we solely rely on the input prompt texts. We create a categorization,

that maps input prompt texts into one of 7 categories, i.e. input motives. An input

motive describes the purpose and kind of content that a user is supposed to enter

into a text field, such as search inputs, direct messaging, or public social media posts.

We visualize this concept on the example of the app Instagram in Figure 3.2, list

the input motives in Table 3.2, and describe the categorization procedure in detail in

Section 3.1.4.

3.1.3 Mobile Sensing Field Study

In this section, we present our field study, which to the best of our knowledge, is the

first large-scale deployment (N = 624, 3 to 6 months) of smartphone-typed language

logging in the wild that applies privacy-respectful on-device preprocessing. Its purpose

for this paper mainly is to retrieve a body input prompt texts from real smartphone

usage to create an input prompt categorization that maps input prompt texts to motives.

This can be used as basis for future projects, where it allows to categorize data directly

on-device. Furthermore we describe the characteristics of the obtained data, to give

researchers an overview of what data to expect from such a study.
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3.1.3.1 Implementation

To collect a solid data basis for our categorization in the wild, we developed an Android

app that participants had to install on their smartphones. To access typed language

data, it subscribes to content change events of input fields1. Thereby it is notified on

each change, i.e., each typed or removed character. For the preprocessing procedure

we rely on the provided code of Bemmann and Buschek [40], however our logging is

implemented differently, as we did not adopt their approach of replacing the device’s

keyboard with a custom implementation. With the receiving event comes a reference

to the target input field2 from which we retrieve additional metadata, namely the app

name that the input field belongs to, and its input prompt text.

3.1.3.2 Data Collection: Representative Smartphone Sensing Panel Study

The study was not conducted exclusively for and tailored toward the specific needs of

this paper. Data collection was conducted as part of a cooperation project between the

LMU Munich and Leibniz-Institut für Psychologie (ZPID). Its purpose is to collect data to

answer various research questions from psychology, sociology, and human-computer

interaction.Mobile sensing, experience sampling, and survey data were collected during

an individual study period of up to six months (from May until November 2020). A

detailed description of data collection procedures is supplied in the pre-registration of

the study protocol [356]. In the following description, we focus on the parts of the study

that are relevant for this project. This research was ethically approved and carefully

aligned with EU GDPR guidelines.

By means of a provider for non-probability-based online panels, a starting sample

of 851 participants was recruited according to a pre-specified quota (gender, age,

education, income, confession, and relationship status) representative of the German

population in the age group 18-65. Participants were required to own an Android

smartphone, on which they were asked to install our research app PhoneStudy : The

app had access to the users’ text inputs via the Android Accessibility services3.The

1Android Accessibility Event type VIEW_TEXT_CHANGED https://developer.android.com/
reference/android/view/accessibility/AccessibilityEvent#TYPE_VIEW_TEXT_CHANGED, last
accessed 2024-11-28

2EditText object https://developer.android.com/reference/android/widget/EditText, last accessed
2024-11-28

3https://developer.android.com/guide/topics/ui/accessibility/service, last accessed 2024-11-28
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research app ran continuously in the background of participants’ smartphones during

the study period of three to six months. Language data thereby were pre-processed

with the Language Logger abstraction module of Bemmann and Buschek [40], using

the LIWC dictionary1 [310] for word categorization and a German dictionary [230]

as a whitelist for word frequency counting. The full body of measures is reported in

detail in the study preregistration [356].Participants were compensated in stages, i.e.,

depending on how long and in which parts of the study they participated. They were

excluded from data collection after several reminders if they revoked permissions for

mobile sensing data collection several times for longer than seven consecutive study

days and failed to complete two out of three monthly online surveys per study half.

Participants could withdraw their consent at any time and ask for their collected data to

be deleted. All log data was deleted from the client devices when the study finished, i.e.

immediately before prompting the participant to choose their compensation.

3.1.3.3 Sample

The initial sample consisted of 851 users. We excluded participants who did not grant

all necessary permissions or experienced technical issues (42), switched their primary

smartphone during the study (44), or participated less than two weeks (141).This leads

to a final sample of N = 624 available for further analyses. The mean age in our

sample was 42.65 years (SD = 12.60). The age distribution follows the population in

Germany, having one peak around 40 years and another between 50 and 60. Gender

groups were balanced with slightly more male participants (our sample: 55.34% male,

44.49% female, 0.18% other; national statistics: 49.34% male, 50.66% female, divers is

not captured by the statistic)2. Regarding their highest completed education levels, our

participants are rather well-educated in comparison to national averages. We report a

higher amount of participants holding a school degree (80.00% of the participants hold

a school degree as their highest education (national statistic: 52.58%2), while nearly

none of our participants does not hold any degree (0.81%, national sample: 21.27%).

19.12% hold a university degree (national statistic: 26.15%2). Only native Android

1LIWC is proprietary software. Its usage must be cleared with the authors.
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users were considered as participants, i.e., people who use an Android device as their

primary phone. No devices were handed out for the purpose of participating in this

study.

3.1.3.4 Data Analysis and Offline Preprocessing

The data analysis was conducted on a central server with the statistics software R1. No

raw data was downloaded to local computers. The data analysis was divided into two

steps: In the first step, we imported the data, did general preprocessing (e.g., parse

timestamps, select the final sample), and grouped keyboard events by their text input.

Word category occurrences were encoded in the many-hot format. The resulting data

was in a table-like format, each row representing a text input. If not described otherwise,

we analyzed events of type added and changed and discarded removed events. The

data were grouped per text input. In the second step, we categorized apps and input

prompt texts.

3.1.4 Input Prompt Text Categorization: Distinguishing Language
Contents by Their Input Motive

In this section, we describe our input prompt text categorization and show the process

of how we created it. We attach our input prompt text category mapping to this paper.

However, we think it is important to enable researchers to create their own category

mapping, to meet the specific characteristics of their dataset.

Prefiltering Input prompt texts can be dynamically created by the according smart-

phone app, and may thus contain private content. For example, some apps extend input

prompts such as “Reply to message” with the corresponding user name, i.e. “Reply to

John Smith.” As it is our premise not to have names of conversation partners in our

dataset, we filtered such input prompt texts. We did this through the assumption, that

an input prompt text that contains private information, is unlikely to occur for multiple

2Source: Federal Statistical Office of Germany https://www.destatis.de/EN/Home/_node.html,
last accessed 2024-11-28

1https://www.r-project.org/, last accessed 2024-11-28
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Categoriza�on into mo�ves by input prompt text:

Commen�ng Search

Messaging
Public Post

Categoriza�on of
text inputs by app:

Social Network

Data Input

Figure 3.2 : Instead of categorizing collected in-the-wild text input data by the originating app,

we propose to regard the originating text field’s input prompt text. This figure shows on the

example of the app Instagram, that text inputs into Instagram are not just social media contents

such as posts and comments, but can also have other motives such as messaging, search, and

data input.

distinct participants. Thus, we removed all input prompt texts that only occurred with

one participant. To aggregate the input prompt texts into input motives for further

analyses, we applied a semi-automatic, two-step categorization concept:

Identification of Major Motives We identified five major motives that users follow

when composing texts on their smartphones. Those constitute our input motives:

Messaging, Posting, Commenting, Search, and Data Input. Furthermore we have the

two categories Other and Ambiguous: input prompt texts that cannot be assigned

to one of these were labeled as Other. Ambiguous was used if the meaning of an

input prompt text was unclear at all. We describe the input motives in Table 3.2.

Our categorization regards all smartphone text entry interactions of all participants,

regardless of app category or any other pre-selection.

Categorization Step 1: Automatic Keyword Stem Matching: To categorize input

prompt text into input motives, we applied a semi-automatic approach. In the first stage,
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Motive Description Example keywords for au-
tomatic categoriza-
tion

Messaging A private message targeted to a
defined person or group of peo-
ple

“Type a message” (WhatsApp),
“Enter your message here” (Face-
book Messenger)

nachricht, message

Posting (Semi-)public posts in social me-
dia applications. They are vis-
ible to either anyone (public
posts) or limited to a group of
people (e.g., friends of that user)

“Write a caption” (Instagram),
“What are you doing?” (Face-
book)

Commenting Content that is attached to an ex-
isting post, usually with the same
visibility as the post

“Comment ...” (Facebook),
“Tweet your reply” (Twitter)

komment, comment

Search Content that constitutes a search
query. e.g., inputs into search
fields

“Search apps, web, and more...”
(Google Quicksearch), “Search
photos...” (Gallery app)

such, search

Data Input Inputs that ask the user for some
information, usually form fields

“email address” (on a login
screen), “Stop, address, ...” (in
a public transport service app),
“Spanish translation” (in a lan-
guage learning app)

Other The input prompt text cannot be
assigned exactly one motive, or
the purpose is clear but does not
belong to one of the five main
motives

e.g., experience sampling and
questionnaire items, “write a
note...”

Ambiguous The input prompt text’s meaning
and purpose is not understand-
able at all

“0,” “???”

Table 3.2 : We categorize text inputs on smartphones into input motives, using a text field’s hint

text.

we were looking for keywords that could be used to categorize input prompts auto-

matically. We decided to classify all texts that contain German and respective English

word snippets “such” / “search” as Search, “komment” / “comment” as Commenting,

and those containing “nachricht” / “message” as Messaging. With this step we could

categorize 3,671 distinct input prompt texts.

Categorization Step 2: Manual Coding: For further categories, we did not find

a reliable matching scheme and thus, proceeded to categorize all remaining input

prompt texts manually. We limited our manual categorization to only those input prompt

texts which occur in more than 0.01% of all logged texts (465 input prompt texts).

The categorization was done independently by three researchers (R1 to R3), in three

iterations.
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Assigned Input Prompt Texts

Input Motive Overall Manually Coded Disagreements Cohen’s Kappa 95% CI

Messaging 568 31 4 0.88 [0.79;0.97]
Posting 20 20 4 0.75 [0.6;0.9]
Commenting 157 4 1 0.75 [0.41;1]
Search 2997 16 1 0.78 [0.63;0.93]
Data Input 248 248 12 0.85 [0.81;0.9]

Other 13 13 7 0.8 [0.57;1]
Ambiguous 105 105 16 0.82 [0.75;0.88]

Table 3.3 : Number of assigned motive categories, alongside disagreements and interrater

agreement to each motive category of the manual coding process.

R1 in the previous step created the category definitions and the first coding iteration

was done by two other researchers independently. We thereby intend to keep the coding

free of biases that arise from the motive identification phase. R2 and R3 both coded

50 randomly selected input prompt texts independently. They afterward compared

their coding and discussed the differences. Their notes and suggestions were given

to R1, who then improved the motive definitions. Changes included refinement of

the Data Input category, and splitting up and refining Other and Ambiguous (in R1’s

initial definition, they were joined). In the second coding iteration, R2 and R3 used

the refined motive definition to code the remaining input prompt texts. They agreed in

89.7% cases, of 438 input prompts that were manually coded, R2 and R3 agreed on

393 cases, and for 45 cases their coding differed. To check the inter-coder reliability

we evaluated Cohen’s Kappa [304] resulting in a nearly perfect agreement, according

to the classification of Landis and Koch [241] (K = 0.83, 95% CI: [0.78;0.88]). The

remaining discrepancies were resolved by R1 by coding the input prompts independent

of the decisions of R2 and R3. Afterward the coding of R2 and R3 were additionally

taken into account to overthink the coding of R1. The different coding decisions were

discussed where necessary, and R1 made the final decision. This increased our final

coverage to 88.4% of all text inputs, with 4,108 distinct input prompt texts being covered.
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3.1.5 Descriptive Evaluation of Input Prompt Text Categorized Data

In this section, we evaluate descriptive statistics of our input prompt text categorization.

We report the characteristics of our mobile typing language dataset with input motive

as a new independent variable. We show the advantages that researchers gain when

selecting and filtering their language data by input motive, instead of by app category.

3.1.5.1 The Dataset

In total, our analysis encompasses 1,868,416 text inputs across 624 users. The average

smartphone user in our sample typed 23.40 text inputs per day (SD = 28.23). These

made up 146 words (SD = 155) per user per day. Regarding all text inputs, each text

input consists of on average 9.44 words (SD = 30.7). During a text input, the users

added on average 8.13 words (SD = 25.6), changed 1.31 words (SD = 6.35), and

removed 1.50 words (SD = 6.86) words.

3.1.5.2 Descriptives of the Input Prompt Categorisation

Of all 1,868,416 text inputs, 1,112,317 (59.5%) obtained an input prompt text. Our

categorization labeled 983,281 (88.4%) of them, covering 52.63% of all text inputs.

The most frequent input motives were Messaging (44.0%), Search (33.8%) and

Data Input (12.2%). The social media categories Posting (1.0%) and Commenting

(3.2%) occurred less often. The occurrence of the remainders categories Ambiguous

(4.9%) and Other (0.9%) is on a low-level, what shows that our category mapping

covers the user’s motives well in nearly 95% of all text inputs.

3.1.5.3 Input Prompt Motives vs. App Categories: Changes in Data

Characteristics

We compare the number of words per text input, regarding their motive category. We

found that text inputs that fulfill a functional purpose, such as Search (MSearch =

2.30words, SDSearch = 6.80) and Data Input (MDataInput = 2.73, SDDataInput =

9.29), are significantly shorter than texts of motives whose content is targeted towards

other people, such as Messaging (MMessaging = 12.43, SDMessaging = 18.80), Post-

ing (MPosting = 12.84, SDPosting = 19.00), and Commenting (MCommenting = 12.65,

58 3 | Extracting Information With Mobile Sensing



1

10

100

1000

Commenting Messaging Posting Ambiguous Other Data input Search
input motive category

nu
m

be
r 

of
 w

or
ds

 p
er

 te
xt

 in
pu

t

Figure 3.3 : Words typed per user per input motive. Search inputs are rather short (1 to 3

words), and Messaging inputs are rather long with 5 to 50 words. Social network contents like

posts (Content Creation) and Comments range in between.

SDCommenting = 20.28). Other text inputs range in between of both clusters (MOther =

5.32, SDOther = 9.42). A Kruskal Wallis rank sum test with a consecutive Dunn’s test

(p-values adjusted with Bonferroni method) revealed significant differences between

the three groups Search and Data Input vs. Messaging, Posting and Commenting vs.

Other for all pairwise comparisons with α < .01.

Furthermore, we regard how much of the logged text contents could be matched

with the applied dictionary. We analyze the different matching rates of text input (1)

selected via our motive categories derived from the input prompt texts, and (2) filtered

by the app categories of Schoedel et al. [357]. Therefore, we compare the matching

rates of the extracted LIWC categories for the input motive Messaging with the app

category Messages, for the input motives Posting and Comment with the app category

Social Network, and the same named input motive Search with the app category

System (a comparison with an app category is not clearly possible in this case. We

have chosen the category System, as it contains some search apps).
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LIWC
MATCHING RATE

WORDS PER
TEXT INPUT

Input Text Selection M SD M SD

App Category: Communication 48.32% 31.05% 16.43 38.30
input motive: Messaging 50.64% 30.33% 12.43 18.80

App Category: Social Media 31.59% 33.52% 12.87 39.60
input motive: Posting 38.82% 30.34% 12.84 19.00
input motive: Commenting 41.78% 30.35% 12.65 20.28

App Category: System 18.78% 31.67% 4.34 20.00
input motive: Search 13.02% 28.60% 2.30 6.80

Table 3.4 : Comparing characteristics of text inputs filtered by input motive (yellow background)

and app category (green background). We compare mean and standard deviation for the two

variables matching rate and number of words per text input.

In general, we found matching rates for messaging content being the highest

(around 50% for both kinds of categorization), followed by social media content between

30% and the lower 40s. Search inputs, in general, match the dictionary rather badly

(10% to 20%). This characteristic is not surprising, as messaging consists of rather

natural language, whereas hashtags and more net-speech might enhance social media

language. Search queries contain rather specific words (names, locations, etc.) that

are not contained in the dictionary.

Filtering content by input motives instead of app categories could strengthen these

characteristics: We found higher matching rates for messaging and social network

content when selecting text input via input motives than when using the equivalent app

categories (please find the effect sizes reported in Table 3.4). For the category Search,

the matching rate behaves oppositely, i.e., the input motive Search shows a lower

matching rate than the respective app category System. Standard deviations when

filtering by motive category instead of app category were lower in all comparisons.

3.1.6 Discussion

3.1.6.1 RQ1a: Input Prompt Text Metadata Yields More Specific Context for

Mobile Tying Data

With our study, we could successfully show that sensed UI metadata does help to

put mobile text inputs into context. Regarding a text field’s input prompt text allows
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to derive the user’s input motive. For interdisciplinary research this is of interest, as

people behave differently depending on what kind of content they craft. For example,

private messages have different characteristics than public social media posts [407].

The analysis of our study data showed that selecting text inputs via the input prompt

text yields higher matching rates in the LIWC dictionary than when selecting via app

categories for messaging and social media content. Although we did not compare

modeling scores of exemplary dependent variables and psychological constructs (such

as predictions of age and gender [228], affective states [229]), this implies that the

yielded data is cleaner and of higher quality when selecting text inputs via the input

prompt text. The opposite behavior for the input motive Search is not surprising and

can be explained by the characteristics of search inputs: They are very short, usually

just a few words (see Figure 3.3 for comparison) and consist of specific terms (e.g.,

companies, names, locations). They are, in general, more ambiguous and, thus, often

not covered by closed-vocabulary approaches, such as the LIWC dictionary. Thus,

lower matching rates for the input motive Search in comparison to the equivalent app

category are not a bad sign but instead speak for a cleaner body of actual search

inputs. To study search inputs using the presented approach, we recommend designing

a dictionary specialized on the underlying research question first, such as Remus et al.

[337] created for sentiment, or Cheng et al. [79] with who collected keywords indicating

depressive states.

3.1.6.2 RQ1b: Sensed Contextual Information Enhances Behavioral Research

Data

Understanding contextual factors of behavior is important for most research cases. Not-

understood effects in data lead to a high variability and unexplained random effects. This

makes the result of statistical tests less powerful and obstructs the overall data analysis.

Furr [158] explain the relevance of context, especially when regarding language: Uttered

statements technically are verbal behaviors. Their relevance regarding a psychological

characteristic, such as psychology, highly depends on the context in which it was

uttered. Understanding context is also helpful to design assessment methodologies,

for example experience sampling design where users are questioned in-situ. Physical
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context features have shown to explain a part of experience sampling compliance and

missing-out behavior [336]. Our study, where we took input prompt texts as an example,

showed that smartphone sensing can deliver such contextual information.

3.1.6.3 The Potential of Further UI Aspects

Our work is, to the best of our knowledge, the first that investigates the usage of the input

prompt text as contextual variable about the user for research. Building on this starting

point, we see more potential in input prompt texts that should be explored in future

work. Furthermore, our approach can be generalized to regarding the surrounding UI

of user input events, beyond solely regarding text input events.

Derive Context From Input Prompt Text In our work, we used the input prompt texts

to categorize text inputs by the kind of input that developers expect. However, other

kinds of categorizations are possible as well. For example, the input prompt text can be

used to infer the language an app is configured to be in, which likely also is the input

language.

Take Surrounding UI Into Account Besides the input prompt text, surrounding UI

elements could also be of interest, such as the label of a text field or the input field’s

size.

UI Context for User Input Events Going beyond the here studied text inputs, our

approach does apply to user input events in general. For all kinds of smartphone

usage behavioral datathe surrounding UI and other contextual data could be taken into

account.

3.1.6.4 Privacy Issues Restrict the Availability of UI Data

Our method is based on the Android accessibility services, which provide access

to the full visible UI including texts, images, and user inputs. This data is highly

security and privacy sensitive, why Android’s policies only allow its usage for specific

purposes, especially excluding deceptive purposes, or to work around privacy controls
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and notifications1. Publishing an app that uses this approach in the app store would

require to be declared through the permission declaration2 and would only be allowed

for “helping users with disabilities interact with your app.”3

These restrictions make it hard for researchers to use such data and deploy their

research apps in a user-friendly way. Furthermore, access to privacy-sensitive data

sources might be further restricted or withdrawn in the future. The reason for all this

is that nowadays privacy protection concepts cannot deal with such data. A variety of

information may be contained in user interface data. Current all-or-nothing consent

mechanisms do not give users control over which aspects they are fine with being

used and for which purpose. Thus, the currently best option for the operating system

developer is to restrict the general access to such data heavily.

3.1.6.5 Service Privacy Fit

Mobile sensing use cases that are constructed mainly to fuel research with behavioral

data unfortunately pose a rather bad service-privacy fit. While the benefit mainly lies on

the researcher side, users by nature do not have a direct benefit, instead high privacy

implications by giving away their data. The mostly prominent offline data processing

makes them give away control, even worsening the privacy implications. Researchers

try to counteract this by supplementing such studies with artificial benefits, such as

monetary compensation of providing data feedback. However, in practice research app

developers do hard creating a sufficient service privacy fit which leads to rather low

adoption rates of such apps.

1https://support.google.com/googleplay/android-developer/answer/9888170?hl=en&ref_topic=
9877467#accessibility, last accessed 2024-12-02

2https://support.google.com/googleplay/android-developer/answer/9214102, last accessed
2024-12-02

3https://developer.android.com/guide/topics/ui/accessibility/service, last accessed 2024-12-02
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3.2 Sensing Data For Adaptive Applications

System developers and researchers aim to make our mobile devices more and more

intelligent. Smartphones have incorporated personal assistants such as Google As-

sistant1 or Siri2, and smartphone apps reduce user interactions where possible with

automated decisions and content, to make their usage as convenient as possible.

Furthermore, recommender systems and proactive interventions have proliferated into

many areas of daily life, such as (physical) activity recommendations to pursue better

physical or mental health (e.g., [196]), or app suggestions based on one’s current

situation (e.g., [211]).

With machine-learning heavy research laying the technical foundations for more

advanced prediction approaches in the past years (cf. [326]), HCI research can build

on that to provide users a benefit thereof. However, all these approaches require

that the model or agent understands the user’s situation and is aware of their context.

Contextual and interaction data [326], especially GUI hierarchy and user actions (e.g.,

[250, 425, 454]), contain a huge application potential.

In this section, we describe the prevailing discrepancy between a high usefulness

of detailed smartphone data, and the limited availability due to privacy issues. We

show recent developments from related work, and present three showcases that we

have been working on: Context-adaptive keyboards, intelligent interventions for mindful

smartphone use, and deep activity tracking. They all rely on sensing data, and thereby

can hardly be implemented due to a lack of data availability. We argue that users would

benefit if their data could be leveraged for intelligent applications in a privacy-friendly

way.

Based on this discrepancy we argue that better privacy-enhancing systems need to

be designed. We conclude that the prevailing information and consent mechanisms in

smartphones are not sufficient, and throttle the proliferation of advanced intelligent and

adaptive sensing applications. This section therefore follows the research question:

RQ1c How can mobile sensing enable novel adaptive and intelligent smartphone app

use cases that are to the users’ benefit?

1https://assistant.google.com/platforms/phones/, last accessed 2024-12-02
2https://www.apple.com/de/siri/, last accessed 2024-12-02
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3.2.1 Novel Adaptive Intelligent Application Use Cases

Intelligence and adaptivity can be leveraged for the users’ good in multiple ways. Based

on reviewed literature, we compiled recent advancements in the field into the following

categories.

Improved Background Behavior & Context Adaptivity OS developers improve their

devices’ self-management by adapting to the user’s situation. Background processes,

such as battery management, backup tasks, and other schedule-able background

processes are usually not of immediate importance for the user and are thus flexible in

their time of execution. The smartphones operating system tries to understand its user’s

usage patterns, in order to adapt performance and charging behavior for improved

battery lifetime1. Similarly, gathered understanding of the user’s context and behavior

is used to schedule notifications, aiming for less interruption and distraction [239].

Personal Assistants & Novel Interaction Approaches With the recent rise of

Large Language Models (LLMs), research on task automation concepts has increased.

Here the user enters a prompt via voice or text input, and an agent interacts with

the smartphone and its apps to complete the prompted task [411, 425]. Acting as a

personal servant, such agents reduce the interaction with apps or even may replace it

completely2. Personal assistants have proliferated built-in into the operating system,

such as Siri suggestions. Chihani et al. [81] demonstrate how the composition of

user-defined rules and context-awareness can facilitate application compositions, i.e.

tasks where one smartphone app is not used individually, but a sequence of app usage

is necessary.

Interaction Automation Research on model-based intelligent user interface adap-

tation follows multiple objectives, such as increasing efficiency (e.g., reducing task

completion time or error rate), or improving subjective user satisfaction and providing

a hedonic value [3]. Do and Gatica-Perez [117] develop an approach to predict the

next used app, which can be used in concepts such as proposed by Moschelli [287] to

1https://9to5google.com/2022/09/15/android-adaptive-battery-explainer/, last accessed
2024-12-02

2https://www.telekom.com/en/media/media-information/archive/
deutsche-telekom-frees-smartphones-from-apps-1060272, last accessed 2024-12-02
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improve transitions between apps and simplify multitasking. In the concepts of Zhou

and Li [454] and Lee et al. [250] the next click that the user might perform is predicted.

They propose an overlay that auto-selects the target input element and thereby takes

over this decision from the user and fastens the interaction.

3.2.2 Three Case Studies

In the following we present three case studies that we have proposed during my work.

They heavily rely on mobile sensing data and yield a benefit for their users.

3.2.2.1 Adaptive Keyboard

Smartphone keyboards show a bar word suggestions, where the user are offered words

that they might likely want to type next. While prediction algorithms that that predict

which words will likely follow the typed text input advance constantly, little has changed

regarding the interaction modalities. Keyboards present a set of words in the top row of

the keyboard, which the user can choose from.

We propose two concepts how keyboard word suggestions could leverage contex-

tual data to become more intelligent: First we propose to make the amount of displayed

words dynamic, depending on the user’s current activity. While being on the go, more

word suggestions might be appreciated than in a steady situation. Second, we propose

to let the user choose how a content is written instead of the exact words. For example,

an LLM-based quick dial that offers different tones of a text could allow the user to

adapt their text rapidly.

Context-aware number of word suggestions We propose to make the trade-off

between occlusion by word suggestions and space for other screen contents dynami-

cally. We developed a prototype based on the Android AOSP keyboard that can show

between 0 and 3 lines of word suggestions at the top of the keyboard. While a button

interface allows the user to increase or decrease the number of word suggestion lines

manually, it also takes user’s situation and context into account to learn the user’s

preferred choice.
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Figure 3.4 : Screenshots of two prototypes of an LLM-supported smartphone keyboard. Left:

Response Generation with Prompt Adaptation, Right: Tone Adaptation

We motivate future work to deploy our prototype in the wild, to study two main

questions: (1) How do users perceive the adaptable number of word suggestions and

how does it influence their typing performance? (2) In which contexts is which number

of word suggestions beneficial?

LLM-based content suggestions Large language models open a space for novel

text generation approaches on smartphones. Instead of the user writing a text with AI

supporting them by word suggestions, users can instead prompt the LLM to craft a text.

Besides crafting a text from scratch, models can also be used to reformulate existing

content in a user-defined style, for example to make a text more polite. We conducted

two focus groups to come up with two concepts for how to leverage LLMs to improve

smartphone text input interfaces:

Tone Adaptation This concept allows the user to reformulate an existing text in a

different tone. They can choose from a set of message tones (e.g., happy, anger, bad

surprise).

Response Generation with Prompt Adaptation When using the message history of

an ongoing conversation, an LLM could be used to generate an appropriate response.

Our focus group showed that users thereby prefer to get multiple response suggestions

to choose from. Furthermore they indicated the desire to edit the prompt, for example

to change some aspects of the generated responses and customize them.
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3.2.2.2 Rabbit Hole Interventions

This section is based on the following publication:

Nada Terzimehic, Florian Bemmann, Miriam Halsner, and Sven Mayer. “A Mixed-Method
Exploration into the Mobile Phone Rabbit Hole.” In: Proc. ACM Hum.-Comput. Interact.
7.MHCI (2023). DOI: 10.1145/3604241

The mobile phone rabbit hole (MPRH) describes rather over-the-top and, at times,

prolonged digital content consumption compared to the user’s initial intention [84, 263].

Given that the smartphone has become an ever-present companion, it is now feasible to,

accidentally or not, drop into a digital rabbit hole at any given time and place. Research

(e.g., [263, 264]) and society (e.g., [93, 389, 419]) have debated the negative rabbit

hole-like effects, in particular in the digital well-being research area (e.g., [340, 404]).

Based on mobile sensing data from a two-week field study, we have shown that it

is possible to predict users falling into a mobile phone rabbit hole. We reflect on the

definition of the MPRH and discuss UI implications on how to communicate MPRHs,

both in an intervening and preventive way. This helps users being more aware of their

smartphone usage, and, if desired, break out of unwanted or excessive smartphone

usage behaviors.

Predicting the Mobile Phone Rabbit Hole The prediction model relies on four types

of mobile sensing data: 1) smartphone sensor data, which are internal smartphone

sensors such as the accelerometer or proximity sensor; 2) usage events, such as

the accessibility service events or Android app usage events; 3) smartphone state

information, which refers to, e.g., the current ringer mode, the screen state or the

internet connection availability and source; and 4) smartphone events, which include

phone calls’ or SMS’ received.

We predict single rabbit hole sessions, i.e., develop an algorithm that can detect an

ongoing rabbit hole right at a time or afterward. Therefore, we have split our dataset

into a train, validation, and test dataset by participants, i.e., we assigned 15 users

to the train set, 3 to the test dataset, and 3 to validation. Due to the huge class

imbalance, we applied SMOTE oversampling [77]. After the initial model investigation,

we selected a random forest as the model best-performing model. Then, we optimized

the hyperparameters using with a grid search, tuning the parameters listed in Table 3.5.
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Model Parameter Optimization Range

n_estimators 5, 10, 100, 200, 500, 700
max_features sqrt, log2, None
max_depth 4, 5, 6, 7, 8, 10, 12, 14, None
min_samples_leaf 1, 2, 4
min_samples_split 2, 5, 10
criterion gini, entropy, log_loss

Table 3.5 : The model parameters and their optimization that was tried by a grid search. The

values for session prediction are underlined identifying the best value of each parameter.

The model training with the identified best parameter configuration takes approximately

4 seconds on a commodity notebook. We implemented the prediction model using

Python’s sklearn library1.

We investigated to predict whether a smartphone usage session is a rabbit hole

or not, i.e., treating each session as an observation and the users’ label on whether

they did more than intended as the target variable. The chosen model optimization

parameters, which we identified through a grid search, are underlined in Table 3.5.

On the training dataset, with 15 participants, the model reached an accuracy score

of 87.97%, and on the test dataset, with 3 participants, 64.97%. On the validation

dataset, where we tested the model with 3 more yet unseen participants, the model’s

performance is 72.41%, which we consider as the model’s actual performance. The

precision for rabbit hole sessions thereby was higher (77%) than that of usual sessions

(69%).

Analyzing our model’s feature importance, we find that the features contributing

most to the prediction of a rabbit hole session are related to app usage, precisely usage

of apps of the categories social media, system, and communication (descending order

by the impact on the model output magnitude). The number of clicks and click frequency

show high importance, and also the number of sessions that happened beforehand in

the previous 3 hours. Device settings rank rather low, only the WiFi status connected

ranks high. Other settings, such as the ringer mode, show even less importance to

the prediction. Calculating a conversion to time-relative features is beneficial for some

features, esp. the number of usages of system apps and time spent in social media

apps. To understand how these features contribute to the models’ prediction result,

1https://scikit-learn.org/stable/index.html, last accessed 2024-12-03
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ID Expert’s Research Topic Gender Age

E1 Health & Wellbeing at Work M 31
E2 Mental Health & Wellbeing F 27
E3 Mental Health & Wellbeing F 32
E4 Technology-Mediated Communication F 28
E5 Usable Privacy & Security F 26
E6 Human-Robot-Interaction M 28

Table 3.6 : Demographics overview of our focus group participants.

we created SHAP values and plots [265]. The SHAP values allow for a more in-depth

analysis of how feature values influence the result. In Figure 3.5, we visualize the top

20 features for the prediction model as a SHAP plot. The distribution of the colored dots

conveys how each feature value is distributed and which values contribute to which

direction (i.e., push the prediction decision towards the result rabbit hole or non-rabbit

hole. Spending time in social media apps is a strong predictor for rabbit hole sessions,

same for system apps (red dots are shown on the right side only). A high number of

scrolls in system apps and clicks in general also argue towards a rabbit hole. However,

a generally high scroll frequency argues rather against a rabbit hole.

Design Suggestions to Communicate and intervene against the MPRH We

conducted an expert focus group (N = 6), to collect ideas on how to effectively commu-

nicate the detection of an ongoing MPRH to the user, as well as brainstorm potential

concepts for prevention and intervention. We are interested in ways of communicating

that falling into an MPRH is likely to happen to affected smartphone users. We recruited

six HCI experts (four female, two male, mean age = 28.6 years), i.e., people who

do teaching and research in HCI. Table 3.6 provides an overview of the experts. All

experts use a smartphone daily. We asked the experts to brainstorm ideas on how to

communicate the likeliness of the user falling down an unwanted MPRH. We differenti-

ated between the detection and prediction scenario, as well as the wrongful detection

scenario. The goal of informing the user should be primarily to raise awareness that

they are about to fall into a rabbit hole; E3 described it as “a trigger for self-reflection.”

The experts’ group agreed that sudden notifications and pop-ups that consume the

whole screen, such as iOS’ screen-time notifications1, should not be the way to go

1https://support.apple.com/en-gb/guide/iphone/iphbfa595995/ios, last accessed 2024-12-12
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Figure 3.5 : Beeswarm SHAP plot, visualizing how the top 20 features contribute to our session

prediction model. Each point indicates how an observation contributes to the model’s output.

A positive impact value pushes the prediction result towards deciding on a rabbit hole and a

negative one against it. Features with the suffix (norm.) are normalized by the session length.

– these tend to become swiftly annoying and ignored by the user. Thus, four experts

(E3-E6) proposed a reminder banner that blends in the user’s current content context.

For example, E3 proposed “[a] reminder there so that you cannot miss it, but you can

also easily just ignore it.” Blending in was an important discussion point – the rabbit

hole is a continuum, and as such, the user should not be suddenly informed of the rabbit

hole, but rather gradually, as the rabbit hole develops. This could give the user time to
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Figure 3.6 : Four resulting sketches from our experts’ focus group on the question of communi-

cating MPRH to the user. From left to right: (1) A user terrified of their image in the black mirror,

after being in a MPRH. (2) Floating timer. (3) Quick shutting down of the screen once MPRH was

detected. (4) Timer blended in content, as Instagram post.

prepare ending the interaction with their smartphone. Concrete examples suggested

were presenting a timer (see Figure 3.6, left) or turning the screen gradually off (see

Figure 3.6, right), similar to rendering a tunnel on the smartphone’s screen. In the case

of a textual prompt, the prompt could ask the user questions beyond their smartphone

behavior. E3 and E4 proposed asking about user’s emotional state, how they feel about

this use session; reminding them of their initial intention and whether they have fulfilled

it – if not, the smartphone could “jump” to the app of the initial intention; or proposing

a contextually appropriate alternative activity instead, to exit the digital tunnel. E1

reflected at this point: “How do we actually get out of rabbit holes now? [...] It’s usually

like, some time critical thing comes up that you have to do or you, like, finally convince

yourself that, like, I could be doing something better every time.”
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The smartphone could proactively and beforehand suggest an alternative activity

either from user’s daily ToDo List (E2) or randomly (E6) before the MPRH. Further

discussion revolved around balancing effectiveness and annoyance – the more drastic

ways are more effective (e.g., turning off the screen), but also more frustrating when

they’re wrong (e.g., the user might think the smartphone is broken). If an incorrect

detection occurs or if the user wishes to explore further, certain participants suggested

that the user should be given the option to continue their exploration. However, this

would require the user to actively respond: “[If] I wanted to be in the rabbit hole, I will

just turn on my smartphone, which is okay, but I do have to do something active [as

response]” (E6). Another proposal involves a “cute” visualization of a rabbit – in order

to reduce the annoyance factor – that needs to be taken out of a hole. E2 suggested

the option for the user to indicate intentional rabbit hole desire beforehand, in order

to prevent wrongful detection. In any case, experts enhanced the importance of the

system learning individual patterns of use and adapting to those, as “clearly, we all

have, like, different [patterns of use]” (E1).

The Importance of Contextual and Situational Data Our RHT app focused primarily

on smartphone usage behavior, i.e., what users do on their phones. The focus group

informed us that it takes an initial situation of the user (e.g., desire to kill time, intent to

look up contextual information briefly) combined with a trigger (e.g., distracting notifi-

cations, recommendation algorithms) to lead to a rabbit hole session. To encompass

these findings, future work could investigate sensing data with the aim of extracting

rabbit hole-prone user contexts and situations. By combining data on location and time,

the system could detect scenarios raised in the focus group, for example, killing time

instead of going to sleep. We see potential in the prediction of rabbit hole-prone situa-

tions, rather than individual sessions. With our definition, we argue that the observed

smartphone usage behavior is a property of the MPRH. In a rabbit hole-prone state

(e.g., desire to kill time), users are prone to be caught by recommended content, which

we comprehend as the high usage of entertainment and gaming apps in our data. The

high occurrence of system apps in a MPRH, particularly launcher apps, expresses

users often visiting the home screen. This might be due to the state of boredom and

lack of inspiration on what to do next – in pursuit for the next dopamine shot.
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With a greater dataset, our predictor model could enable more fine-grained situated

monitoring of smartphone use, i.e., how smartphone use is situated in different everyday

life contexts. These might build on top of existing self-monitoring visualization that,

again, solely display smartphone use indicators ignoring the interplay of smartphones

and users’ everyday activities outside of it. Thus, future research could employ and

compare the suggested approaches in its efficacy.

3.2.2.3 Intent Prediction

Albeit technically not being a sensor, one of the most used mobile sensing data types

is app usage. This in most cases encompasses aggregated statistics about for how

long and at which times an app has been used. More detailed information what the

user did inside an app is used rarely for mobile sensing applications nowadays. While

aggregated statistics are rather easy to evaluate and extract knowledge of, in-app

behavioral data requires more sophisticated preprocessing. Current work that deals

with in-app behavioral data either drops a lot of information during their preprocessing

(e.g., [251], who only keep layout box positions and texts), or relies on tedious, manual

labeling (e.g., [332]). Besides this practical issue, privacy issues makes such data

hardly usable with current procedures.

Deep Activity Vectorization In this section, we propose an approach to vectorize

deep activity data, i.e. sensing data about UI hierarchies and user input events. We

developed this as a first step towards the realization of intent prediction, which enables

app use cases such as quick dial interfaces or in-situ prefetching of results. A visual

overview is given in Figure 3.7. The concepts overall idea thereby is to regard each

interface state as one frame for a sequence prediction machine model. Interface states

are thereby separated by user actions, i.e. decisions of the user on how to proceed,

which are given to the system in the form of UI inputs (e.g., button clicks). The interface

contents thereby are distinguished into two types:

1. Informational Content that contains information about the current state of the

process that the user is pursuing, desired information as process output, and

information illustrating the next options. These contents can consist of textual

contents, graphics such as images, visualizations, and layout structure can be
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Figure 3.7 : Vectorization procedure for smartphone app interfaces. On the example of Android,

an interface can be accessed as its UI tree hierarchy. We propose to extract relevant information

thereof, distinguishing it into interface contents and interface options. Through this vectorization

process, each interface state can be vectorized into one frame for sequence prediction models

such as RNNs.

used to convey information. To vectorize these elements, past research has

proposed approaches for the individual data datatypes. Li et al. [251] propose a

layout vectorization approach. To include texts they use a BERT model [333],

however for text vectorization a plethora of approaches have been yet developed,

most interestingly for this context Word2Vec by Church [90].

2. Interface Options of which the user should choose in order to continue in the

interaction process. These options can be single button clicks, or consist of

multiple individual actions. For example, a user may need to fill out an input

form such as visualized in the travel app example in Figure 3.7 where origin

and destination need to be specified. Besides being also part of informational

content, the offered options constitute the prediction target of an intent prediction

model.

The Privacy Challenges of Deep Activity Data Albeit the proposed concept envi-

sions novel, innovative application concepts, some work needs to been before this can

come into practice. Besides the technical challenges outlined above, privacy issues

need to be solved. Interface hierarchy data can contain any information the user may
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enter into their phone and an app displays, including passwords, private messages and

pictures. To make use of such data in practice, privacy-enhancing technologies need to

be developed that are capable of working with data that:

• may contain a variety of content types, including but not being limited to text

contents and images

• is able to deal with unforeseeable content structures

• manages to inform and provide control over data flows with a high frequency

and resolution.

In contrast to other commonly used datatypes, it is unforeseeable which contents may

be contained in UI tree data. Thus we need a solution that goes beyond listing users

information to which they may grant or deny access.

3.2.3 Discussion

In the following, we discuss the benefits, challenges, and opportunities of sensing data.

3.2.3.1 User Benefits of Sensing Data

With the presented application use cases we have shown that users can benefit from

the usage of mobile sensing data. All these approaches require that the model or agent

understands the user’s situation and is aware of their context.

Context-awareness is important for predictive use cases and adaptive interfaces,

and access to detailed smartphone usage behavior enables proactive smartphone

features that offload the user. Current implementations rely on data sources that

are both originating from the end-user and other external sources [3]. In order to

actually reduce the interaction of the user, mostly user-external sources have to be

used: According to the review of Rachad and Idri [326], contextual- and interaction

data are used by 3/4 of the studied projects, while user-provided feedback is collected

only in 4% of the reviewed papers. Also for the adaptive keyboard use cases, a broad

contextual understanding of the user’s situation is essential. We hypothesize the main

differences to originate from the user’s physical activity (i.e. typing on the go vs. typing

in a steady situation), and social contexts (i.e. whether the tying process interrupts a

current social situation, or the user is alone and typing is their sole task) While physical
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activity data yet is available to application developers (see e.g., the Google Awareness

API on Android1), understanding social contexts is a yet difficult topic. Current research

in social sensing leverages a variety of datatypes, including privacy-invasive datatypes

such as microphone and call logs (cf. review of Zhang et al. [451]). Furthermore,

access to the typed content is beneficial for adaptive keyboard cases. Especially when

it comes to response generation, it is inevitable to process at least the current text input,

even better would be to access also the past messages.

Among interaction data, user interface states and actions are important for mostly

all projects (e.g., [250, 411, 425, 454]), especially access to apps’ GUI hierarchy

and user actions. Projects relying on classical contextual information sensed by the

smartphone (e.g., [81, 117, 287]) are not capable of fulfilling specific tasks and going

beyond app- or activity level predictions.

3.2.3.2 User-Oriented Use Cases Show a Good Service Privacy Fit

From the service-privacy fit perspective, mobile sensing use cases that produce a direct

benefit for the data-originating user can be expected to have a rather good service

privacy fit. Users immediately perceive the benefit of the data usage, and notice the

outcome of disabling data access. This applies especially to proactive and predictive

use cases such as the presented intervention and quick dial scenarios.

Nevertheless challenging may the reach of a good service privacy fit be with deep

activity data. Deep activity tracking requires access to very detailed and in-depth

data on what users do on their smartphones. It is hardly foreseeable for users what

information such data consists of, as view hierarchy data can contain anything from text

contents, over pictures, passwords, and data of third parties. Also a variety of aspects

can be inferred, which is hardly estimate-able by users. This strong privacy impact

opposes a likely rather strong service value, as users could directly see what benefit

they can gain if that data is evaluated. However, as this data is not commonly used yet,

we do not know much about users perceived service privacy fit with deep activity data.

1https://developers.google.com/awareness/, last accessed 2024-12-03
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3.2.3.3 Challenges

As the outlined use cases have mostly not proliferated yet, uncertainties and challenges

remain. Especially for complex data types, such as view hierarchies, sequences,

and abstract contextual data no appropriate privacy enhancing technologies exist.

Users is hardly enabled transparency and control of such data. Preprocessing of

data on-device, which can drastically reduce the information gain to the necessary,

becomes increasingly difficult with an increase in data complexity. While preprocessing

of smartphone usage statistics are popular and even offered by the Android operating

system, no widely applicable methods exist yet e.g., for view hierarchy data. A further

challenge is introduced with the proliferation of LLMs. Nowadays most models run

online, are a black-box, and it is uncertain whether and how data that is put in is

incorporated into the model.

3.2.3.4 Opportunity: Interactive Explainability

In line with the high value on the service side in the service privacy fit, applications

that yield a direct benefit for the user pose some specific opportunities. The directly

visible benefit illustrates its user for what their data is used. Depending on the specific

application it is possible to immediately convey which data enables which functionality,

respectively allows to demonstrate a decrease in features with decreasing data access.

This dependency could be used to enable transparency through interactive explain-

ability, i.e. allowing the user to interactively experiences how an application output

behaves with enabling or disabling specific data accesses. Furthermore, on-device

(pre)processing of data often is easier with applications that create a benefit on the

user side. While the nature of data collection for research usually is to build a database

offline on a machine controlled by the researchers, user-oriented use cases may have

their logic implemented in client-side code.
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3.3 Sensing Against Societal Challenges

This section is based on the following publications:

Florian Bemmann, Carmen Mayer, and Sven Mayer. “Leveraging mobile sensing tech-
nology for societal change towards more sustainable behavior.” In: arXiv preprint arXiv:
2303.12426 (2023)
Florian Bemmann and Sven Mayer. “User-Centered Sustainable Technology Design:
A Reflection on Human-Computer Interaction Research for a Sustainable Society.” In:
International Conference on ICT for Sustainability (2023)

Mobile sensing systems do not only have an effect on their direct users and app

publisher. Being deployed at scale, the sum of individual effects has an influence on

our society as a whole. When designing technology, it is thus important to regard also

effects on the big picture, and to reflect on how technology shapes our environment.

Ubiquitous technologies also accompany novel challenges to our societies. Scalable

digital communication media such as social platforms proliferate rapidly, and change

the way we consume information and communicate on a global scale.

Social media platforms give users a distorted impression on the public opinion and

sentiment. Filter bubbles rather reinforce our current opinion, instead of contrasting it

to other views and making us regard and consider different perspectives on a matter

[120]. Digital footprint data thereby plays an essential role in regard of nowadays

societal challenges: It contains a huge amount of (concealed) information about

their users, what users are mostly not aware of. Using methods of psychometrics

and psychological targeting [275], the data can be exploited for unethical purposes.

Targeted advertisements that speak towards the user’s fears, and subconsciously

form their norms and values. Targeted advertisements based on digital footprint data

can influence societies and poses huge challenges to our democracies [122]. For

the challenge of climate change, ICT’s scalability and fast proliferation poses novel

opportunities. Technology makes our daily activities more efficient, and can support us

in reaching our aims. However, especially information technology is also a large energy

consumer, contributing substantially to green house gas emissions [1]. Furthermore,

efficiency-increases are often eaten-up by rebound effects [175].

Besides these challenges, sensing data can also be used to tackle them. Regarding

the challenge of climate change, a pro-environmental attitude in the general population
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is essential to combat it. Society as a whole has the power to change economic

processes through market demands and to exert pressure on policymakers - both are

key social factors that currently undermine the goals of decarbonization [137]. Creating

long-lasting, sustainable attitudes is challenging and behavior change technologies do

hard to overcome their limitations. Environmental psychology proposes social factors to

be relevant, a.o. creating a global identity feeling [330] and widening one’s view beyond

the own bubble. From our experience in the field of mobile sensing and psychometric

data inferences, we see strong potential in mobile sensing technologies to implement

the aforementioned goals. To shed light on the possibilities and risks that mobile

sensing brings for our society, this section follows the research question:

RQ1c How does mobile sensing at scale interplay with our society and its challenges?

In the following, we outline how mobile sensing based technology can help to tackle

nowadays societal challenges. We therefore first point out the current limitations that

HCI is facing from literature. Then we join research from environmental psychology

with the opportunities of HCI, so show mobile sensing based application cases that

could support the fight against the challenges.

3.3.1 What SHCI Recently Did: Limitations of Behavior Change
Technology

Having arised 15 years ago, sustainable human-computer interaction research (SHCI)

has become a relevant field. It studies how computing technologies can be applied

to limit environmental consequences and proliferate pro-environmental behavior [66].

Building on concepts of habit forming, self-optimization, and behavior change applica-

tions, HCI also investigated using such concepts to foster sustainable behavior. For

example, in the domain of shopping and food consumption, there exist a variety of con-

cepts, mostly based on recommender systems aiming to overcome the attitude-behavior

gap. In-shop decision support systems provide information on specific products, e.g.,

food miles [210] or consumer-generated environmental impact information [286, 396].

Recommender-systems were developed to recommend sustainable products [395].

However, shopping decisions are subject to complex constraints like family dynamics

and daily routines [91, 92] (e.g., the distance to the shop, preferences of all family

members and required cooking effort.) Related systems have to fit into the broader
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context of life in order to be used. Thus, recommender-systems that decide based on a

limited set of criteria are no ideal solution [210]. Also mobility is a well-studied domain

(e.g., [153, 424]), as mobility behavior is rather easy to track with ubiquitous devices

and transportation is publicly known as major CO2 source.

Due to the limitations that recommender systems face, recent approaches try to

push people more towards sustainable mobility [153] or foster sustainable consumption

through self-reflection [41].

However, persuasive sustainable interventions have limited real-world impact be-

cause the main objectives against acting sustainably are external circumstances that

cannot be overcome by persuasive technology [69]. Furthermore, achieved behavior

changes of studied projects are often not long-lasting in the wild [185]. In their recent

review, Bremer et al. [66] summarize the efforts and limitations of past SHCI research,

and call for going beyond individual behavior change and rather aim for societal change.

While persuasive technologies in other domains, usually designed to directly im-

prove an aspect of oneself (e.g., physical fitness, mental health), can directly track

progress and report improvements, that is more difficult with SHCI related behaviors.

One’s impact on climate change cannot quantified as easily as improvements in one’s

fitness level. Regarding sustainable behavior, classical behavior change-supporting

technologies face limitations in real-world applicability, above all a lack of “good reason

to use” e.g., extrinsic motivation, (see the Technology Integration Model of Shaw et al.

[366] for factors influencing continued use).

3.3.2 Environmental Psychology and the Power of Societal Change

Actual technology alone is not sufficient to combat climate change, societal change

(that can be supported by technology) is at least as important [137]. They report

consumption patterns and corporate responses to be the two social factors that still

undermine the goals of decarbonization. Hereby the latter is indirectly controlled by

the first (i.e. companies adapt to market demands). Behavioral- and environmental

psychology try to explain why people do not behave sustainably even though they

have an attitude towards it (i.e. attitude-behavior gap), or what counteracts people

developing an environmentally friendly attitude.
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Attitude-Behavior Gap Regarding consumer behavior, the main barrier towards

actual sustainable behavior are hard circumstances like price, perceived availability,

and convenience [17]. A lack of such extrinsic motivational factors come together with

rather weak intrinsic motivations: Moral short-sightedness [18] and doubts whether

one can make a difference as individuals throttle the intrinsic motivation of many

people. Among the five obstacles towards far-sighted actions that Ascher [18] point out,

especially selfishness and uncertainty play a role in our context. The effects of one’s

climate-negative actions are for western societies geographically far away (i.e. out of

one’s extended circle of selfishness) and the relationship is indirect, i.e. a concrete

behavior does not directly lead to a concrete consequence.

Classical behavior change technologies (e.g., [149]) are thereby doing hard in

making an actual change towards climate-friendly behaviors.

Pro-Environmental Attitudes In behavioral models, an attitude is a basis for behavior.

Thus besides aiming for behavior change, the formation of a pro-environmental attitude

among the population also is an important building block. Reese [330] argues that a

common human identity, i.e. people regarding themselves as global citizens instead

of part of some local group, could inform beliefs about environmental justice. Huber

and Hilty [195] propose instead to leverage the behavior-to-attitude link. It is reported

to be stronger than the vice versa link between attitude and behavior, although less

studied yet. The behavior to attitude link can for example be observed when people are

forced to life changes, e.g., when moving the location of home or workplace, in which

associated higher flexibility towards pro-environmental change was observed [423].

Global Identity Perception People regarding themselves as global citizens instead

of part of some local group, inform beliefs about environmental justice and lead to

more sustainable norms and motives [331]. Although decision models say people

rate their rational decisions from a moral perspective, immoral behavior often happens

subconsciously. A social, physical, and timely distance from the effects of climate

change lead to moral disengagement. Behavioral psychology explains its factors and

proposes ways to overcome moral shortsightedness that could be applied in HCI and

lead to more sustainability-oriented overthinking of rational decisions [34].
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3.3.3 Application Concepts

Nowadays ubiquitous devices such as smartphones and -watches accompany their

users throughout the whole day. We envision the following technologies as means

to support societal change and implement approaches pointed out by environmental-

psychology research in the previous section. Finally, we present application cases that

we envision to help climate and society.

Mobile sensing technology supports these application concepts by providing ubiq-

uitous behavioral data, i.e. the ability to access data on the user’s behavior, context,

and situation unobtrusively in the background [181, 182]. Common behavioral data

encompasses but is not limited to device usage, and mobility behavior including the

choice of means of transport (e.g., via Google’s Awareness API), and mobile language

use. Information on behaviors that cannot be directly sensed by the smartphone,

such as consumption and nutrition behaviors, can either be gathered with journaling

methods [401] (e.g., asking the user daily for their consumed amount of meat), via

third-party devices or services (e.g., financial APIs that have access to purchases),

or a semi-automatic approach combining both (e.g., taking a photo of each meal that

is processed by image recognition) [41]. Most data is available immediately in the

situation (in situ), allowing the user to follow their progress live.

Machine Learning based Inferences allow assessing non-directly measurable

behaviors and attitudes, such as personality traits [384] and political orientation [224].

Explained decisions of models support users in reflecting on their data and identifying

connections between and reasons for behaviors [39].

Data becomes especially powerful when it is collected at scale, put into context,

i.e. comparing it with one’s own historical data or with the data of others. Data of other

groups of people can be collected either via mobile crowd sensing systems [161],

derived from existing sensing datasets of past studies such as conducted by Schoedel

and Oldemeier [356], or accessed via APIs. Such comparisons can help people to

classify their behavior with the local/national/global average. People can thereby also

be pulled out of their bubble, which is a strong measure towards a sustainable attitude

as depicted hands-on in Section 3.3.3.1.

In the following, we interconnect the presented insights from environmental psychol-

ogy with the specific capabilities of mobile sensing technology, to propose application

concepts supporting societal change.
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3.3.3.1 Extrapolation of Sensed Behavior: Becoming Aware of Own Behavior

Many behaviors that have an ecological positive or negative impact can be captured

with smartphone sensing in situ, i.e. at the moment when it happens. Data on

environmentally-relevant behaviors, such as mobility or consumption, can be used by

applications to track their progress over time, or support behavior change [386]. A major

factor limiting the proliferation of HCI towards sustainable behavior is the individual

feeling of not having a higher-level impact. This limits intrinsic motivation and post-use

evaluations, leading to non-adoption of technology. To overcome this issue, we envision

an application that makes users conscious of their behavior in relation to others.

Show Environmental Impact if Everybody in Your Country Behaves as You at the

Moment By taking the difference of the user’s behavior to national average values,

users could be made aware of which impact one has as part of a larger group. By

distinguishing between people that (a) already take efforts to live environmentally

friendly and (b) those who do not, it could be further pointed out which impact it would

have if (a) engaged individuals would stop their engagement (corresponding to lacking

motivation) and (b) further people could be convinced. This might foster a global identity

feeling, which is a key factor to environmentally sustainable behavior [330].

Show Environmental Impact if Everybody in the World Behaves as You Do at the

Moment A different effect might be achieved when comparing with global averages .

From the viewpoint of members of western societies, even the behavior of environmen-

tally engaged people is carbon intensive when compared with the global average. The

awareness of this should hint people to that (a) further engagement is still necessary,

and (b) helps perceived losses of quality of life (e.g., renunciation of air travel) from

outside their own bubble. While in one’s (social media) bubble it seems usual to fly

several times per year, this is not the case when compared with the global standard.

This view should help users regard themselves as global citizens and to judge their

behavior regarding global standards.

General Design Considerations In general, such an application should be designed

for passive use, i.e. the app giving the user information and food for thought occasionally

when appropriate. Ambient narrative interfaces, such as visualization on the lock- and

84 3 | Extracting Information With Mobile Sensing



home screen as proposed by Murnane et al. [288], are promising because users do not

have to actively use them and research has shown that ambient information is easier to

process [177]. Also augmenting the real world, for example with public displays [273]

or AR augmentations should be considered.

3.3.3.2 Believable Agents

Conversational interfaces that express emotion and personality [319], could incorporate

sustainability-oriented norms in their language. We are influenced by our impression of

how our peers’ and the society’s opinion is. Especially, the perceived expectation of

fellow people towards ourselves is known to have a strong influence. With technology,

such as conversational agents and robots becoming more and more human-like, they

might also gain the ability to impact ourselves through a kind of peer pressure.

3.3.3.3 Games

Video games cannot only fulfill entertainment purposes. They constitute an area of

social life, can be used for learning and collecting experiences. Video games, in

contrast to the real world, enable people to experience the effects of their actions in

a try-and-error like manner, without facing the potentially serious consequences that

the real world brings. In the context of SHCI games thereby are a valuable tool (cf.

[226]). Users can learn through simulations (e.g., [318]) and experience how their

acting influences the climate (e.g., [218]) and the society (e.g., [290]). Furthermore,

video games can support triggering pro-social behavior, such as empathy Wulansari

et al. [439]. Specific game designs or design aspects may also be evaluated to increase

sustainable norms and values, for example by including green nudges [307]. Klammer

[226] for example distinguish between effects on a rational level, i.e. making people

understand relationships, an emotional level, i.e. making people care about it, and lastly

the action level, where people actually take action against it. Games are a promising

environment through their massive adoption and usage in society. They manage to

immerse and engage their users more than many other media, and induce fun and

enjoyment. People thereby are often intrinsically motivated to play a game, which

solves the major issue of a lack of motivation that many other SHCI applications face.

Besides classical desktop games that are played in a steady situation at home, mobile
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ubiquitous games have emerged in the past years and shown to be successful. Mobile

augmented reality games that take place in the real world, the most prominent example

is Pokemon Go, integrate themselves into daily life and context. We expect especially

this integration of game elements into the real world to be promising. Together with

mobile sensing based context-awareness, all three levels of effects (rational learning,

emotional caring, and acting) could be targeted in a way that integrates well and with

low user efforts into daily life. We see strong potential in video games for the field of

SHCI. Further research should investigate how the specific characteristics of games

can be used in regard of nowadays societal challenges.

3.3.3.4 Context-Aware Decision Support

Although decision support systems have faced challenges in their real-world applicability

recently, we would like to motivate further investigations in that direction. With the rapid

progress in intelligent systems, especially the rise of large language models, decision

support systems might become able to mitigate their current limitations.

3.3.3.5 Content Recommendation

Content recommendation systems, such as social media, news feeds, and search

engines, contribute to the perception of our social bubble and norms. Today, they

support current beliefs and perceptions instead of widening perspectives. This has

mainly economic reasons. It is in the platform interest to rather show people content

that they like i.e. sticks to their opinion, and controversial, rather extreme content by

nature engages people which again makes users use the platform. SHCI needs to

find solutions on how the negative effects of content recommendation systems with

the thereby created filter bubble can be mitigated, in a way that has the chance to be

adopted by platform operators. The workings and effects of social polarization are

complex [143], and the design of such technologies thereby needs careful consideration

of psychological and sociological effects. For example simply exposing people to other

perspectives has rather shown negative effects: Exposing people to beliefs of opposing

groups does not reduce, but even increase polarization [24].
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3.3.4 Discussion

In this section, we discuss the promising future approaches and ethical aspects.

3.3.4.1 Real-World Interventions and Suggestions Need Context Awareness

Context-awareness is key to actually have an effect in SHCI. For games, recommender

systems, and LLM based agents, awareness of the user’s situation is essential to act

appropriately. Without data on the user’s situation, also novel approaches like LLMs

cannot create an output that fits to the user’s current situation and thus as real world

applicability.

3.3.4.2 Ambient Information

While interactive systems were initially designed to have users explicitly interacting

with technology, ambient intelligence or implicit human computer interaction integrates

technology and interactions with it into our environment. Interactions happen in situ,

more “on-the-fly,” and thereby more natural and less interrupting [350]. Ambient

intelligence can be found in various artifacts, such as conversational agents that are

in our phones or are ready for use in smart home devices and on websites, robots,

and also interfaces such as smartphone lockscreens or smart devices may contain

ambient intelligence elements. Concepts such as the one Murnane et al. [288] show

that information presented ambiently on the smartphone lockscreen has persuasive

potential. Ambient information presentation especially has the advantage of bypassing

the issue of motivational lack, as users automatically get in contact with it.

Context-Aware, Ambient Information could help users classify and compare

their behavior with others and different social and global groups [43] by including them

on smartphones’ lock screens (cf. [288]) or smartwatches. Concepts that leverage

ambient interfaces especially pose the advantage that they do not require active usage.

Users stumble upon them passively, while following other usage intentions. Thereby

such interface concepts can reach people who are not actively looking for or aiming at

dealing with topics such as pro-environmental behavior.
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3.3.4.3 Personality-Based Targeting: Unconscious Attitude Formation

Targeting content towards specific user groups has long existed especially in the context

of the advertisement or election promotion campaigns, for example adapting ads by

location, nowadays known as macro targeting. With the rising availability of more

detailed user data, targeting procedures became more personalized and dynamic.

From targeting ads to situations (e.g., work vs. leisure [26]) up to targeting content to an

individual’s personality, known as psychometric targeting [113, 275]. These individual

targeting mechanisms are also known as micro-targeting [50]. Micro-targeted ads

unconsciously influence their audience, by speaking to fears and other subconscious

triggers. Cambridge Analytica demonstrated the power of such technology, by influenc-

ing a.o. the Donald Trump election and Brexit vote [122] with mass persuasion through

targeted content based on social media data. The border between clearly unethical use

cases of psychometric targeting methods, such as the raisal of people’s fear supported

by fake news in the Donald Trump campaign, and societally accepted uses, such as

personalized advertisements on social media recommending products in one’s area of

interest, is a continuum. Research should discuss to which extent the application of

psychometric targeting can also be used for the good in an ethical manner [35]. Barriers

to sustainable behavior are diverse and depend on individual norms, education, and

experiences. One’s attitude can make an exemplary subdivision: Among people whose

general attitude is in favor of sustainable behavior, the attitude-behavior gap describes

reasons that hinder actual sustainable behavior. On the other hand, there are people

whose attitudes are not in favor of acting sustainably at all. Both groups of people have

to be targeted differently when designing systems supporting sustainable behavior. In

the first case, it is promising to support people in their intended actions (e.g., lowering

burdens of the behavior). However, in the latter case, persuasion of one’s internal

beliefs and attitude would have to go first. Targeting could encompass various kinds

of content. Advertisements and pro-environmental campaigns in social media could

be targeted, to approach the viewer’s individual burden against sustainable behavior.

The unconscious approach could thereby bypass limitations of conscious targetings,

such as rebound effects and climate depression. Furthermore, it enables us to talk to

audiences that are not inherently interested in the topic of climate change.
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3.3.4.4 Ethics: Sustainable = Good?

What is a good purpose is a matter of perspective. While for many people it might

be undebatable that fostering sustainability is a good aim and political popularism is

not, however, outside of this bubble, for example from the viewpoint of a confident

republican politician, it might be vice versa. As a basis for the previous discussion

point, we need to discuss whether what is good can be defined at all. Is it ethically

correct to try to convince people with our pro-environmental viewpoint? This discussion

is relevant for most technology that we design. Although for attitude and behavior

changing applications its influencing nature is obvious, nearly all of our technology has

some kind of influence on its users.

3.3.4.5 More Interdisciplinary Research

To design real-world applications we always need to go beyond the field of sole HCI.

Especially when we talk about human behavior and societal relations, collaboration

with other research fields is necessary in order to build good solutions. In the context

of ecological and societal sustainability, this are especially the fields of environmental

psychology, sociology and behavioral psychology. We want to motivate research go

more often beyond their own research bubble, and include perspectives, experiences

and insights from other related fields.
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3.4 Chapter Conclusion

With the presented mobile sensing use cases in this chapter, we have shown that

mobile sensing workflows can generate valuable benefits for multiple stakeholders.

Mobile sensing data collection methods enable researchers to collect high-level human

behavioral data in the field unobtrusively, fueling interdisciplinary research. Smartphone

usage data reveals bad usage patterns, such as the mobile phone rabbit hole, and can

enable interventions that help users to prevent or interrupt these. Detailed behavioral

and contextual data furthermore allows to develop novel adaptive applications, of which

users gain a direct benefit. The more in-depth the available data describes the user’s

context, the better such applications can integrate into the user’s daily life. Being

deployed at scale, mobile sensing technologies can have an influence on whole social

groups and societies. This poses the opportunity to use them for the common good,

e.g., to fight nowadays societal challenges such as polarization and climate change,

however, also brings risks. In order to design adaptive, user-supporting applications

well, a fine-grain and as comprehensive as possible view of the user’s state and

situation has to be available to the system. Especially novel proactive AI systems need

detailed contextual information. Without such contextual data, proposed actions and

interventions may be irrelevant as they may occur in situations where they are not

appropriate.

However, using such rich, contentful mobile sensing data is hardly possible yet.

People hesitate to adopt data-heavy apps for privacy reasons, and operating system

developers restrict the access to such data in order to protect their users. Research

lacks general insights about users’ perceptions of such data usages, especially on the

perceived privacy implications of mobile sensing apps. Although it is generally known

that mobile sensing is perceived as privacy invasive, little is known about users’ concrete

fears, concerns, and worries. Furthermore application designers lack evidence on

which features raise more or less concerns, and how they could be mitigated best. An

essential model to describe users’ app adoption intention is the service privacy fit. The

service value of a sensing app varies strongly across the here presented application

use cases. While the use cases where users have a direct benefit show a high service

value, mobile sensing studies, where by nature a researcher or organization is the
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major stakeholder, show a low service value. However, concrete insights on which

features of apps and other factors facilitate or hinder the adoption of mobile sensing

apps do not exist yet.

Chapter Take Away

This chapter motivates mobile sensing-based applications for the good of

multiple stakeholders. Detailed, rich and contentful sensing data is thereby an

essential building block of advanced app use cases. However, privacy concerns

arising with such data and access restrictions by the operating system hinder

their proliferation.
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4
The User Perspective on Mobile
Sensing Privacy

This chapter reports on the users’ perspective of smartphone sensing

privacy: We study how users perceive their privacy in the context of mobile

sensing-based smartphone apps, which data practices raise privacy concerns,

and what outcomes they specifically are afraid of. We report how users

currently approach these issues, and which mitigation measures they

envision to improve their privacy situation. These insights constitute an

important basis for the design of novel privacy-enhancing interfaces.

This chapter is based on the following publications:

Planned Publication: Florian Bemmann and Sven Mayer. “The Impact of Data Privacy
on Users’ Smartphone App Adoption Decisions.” In: Proc. ACM Hum.-Comput. Interact.
MobileHCI ’24 MHCI (2024). DOI: 10.1145/3676525
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Florian Bemmann, Maximiliane Windl, Tobias Knobloch, and Sven Mayer. Users’ In-
Depth Privacy Concerns with Smartphone Data Collection

In the previous chapter, we have seen that the better a device understands its user’s

behavior and context, the better an adaptive service can be. Therefore, very detailed,

contentful data types, such as detailed smartphone usage behavior or text contents, are

especially interesting. However, data-heavy applications hardly make it into published

apps. Users hesitate to install apps that use a lot of data, and operating system devel-

opers restrict access to rich, contentful data to specific purposes only. Current research

has already identified privacy concerns as the most important barrier to sensing app

adoption. Yet, the underlying reasons are not understood, cf. [56, 80, 128]. We do not

know much about the effects of individual data types, privacy-enhancing technologies,

and other app characteristics concerning users’ privacy decisions. Furthermore, there

is a general lack of the user perspective of privacy. Existing research studied barriers

to the adoption of smartphone apps that include passive sensing, e.g., [83, 348] and

mobile sensing research apps [221, 338]. Moreover, Christin et al. [89] provide an

overview of technical privacy issues and measures. A plethora of papers propose

technical concepts to reduce security issues (e.g., [40, 256]). Today’s literature con-

cludes that privacy is the most significant social barrier to adoption [221, 266]. Still, the

underlying mechanisms of such effects are unclear: To tackle user privacy concerns, a

deeper understanding of what users actually are afraid of, which outcomes they fear,

and which solutions they desire is necessary. Making an app technically safe and

privacy-friendly does not go far enough to ensure user acceptance.

These aspects are important to understand to build privacy-enhancing technologies

that match the users’ desires. Designers of future data-using smartphone apps and

mobile sensing systems need to know how to foster user trust and lower privacy

concerns to reach satisfactory adoption rates. To gain insights towards this problem,

we put up the overall research question for this chapter:

RQ2 What concerns arise from mobile user quantification?

To collect knowledge on the users’ perspective of privacy, we conducted two online

surveys (N = 100 each) and one interview study (N = 20). First, we conducted an

online survey to get quantitative insights into how specific app characteristics affect
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users’ app adoption decisions. Depending on several app characteristics, we asked

users about their willingness to install and use a new mobile app. We consider the data

types used, privacy concerns, privacy-enhancing features around transparency and

control, and the benefits that users expect from the app. Second, we conducted another

online survey (N = 100) investigating (a) users’ knowledge of general smartphone data

practices and privacy-enhancing technologies, (b) what users are concerned about,

and (c) how their concerns can be mitigated. Through additional interviews (N = 20),

we enrich the mainly quantitative results with a more qualitative-driven user perspective.

Using a mixed methods approach, we investigate contextual factors influencing privacy

concerns and analyze concrete user concerns. In detail, we show the underlying

reasons causing the concerns, the specific privacy issue and feared consequences, the

involved actors, the actions causing users’ privacy concerns, the especially dangerous

data types, and possible mitigation measures.

Our first online survey confirmed that users’ main decision criteria for or against

app adoption are the trade-off of privacy and expected benefit. Moreover, we uncovered

more details on the specific data types and benefits. Using information about wallet- and

account information induces most privacy concerns, followed by contentful datatypes

such as text messages and microphone data. On the other hand, the expected benefits

around productivity best mitigate these issues. Especially apps that help pursue a

productive daily life or offer a monetary incentive have a high app adoption likelihood.

The second online survey together with the interviews reveals what users are concerned

about precisely. Here, we found that users are most concerned about third parties

getting access to their data and misusing it to steal money or harm them. Users fear

financial loss, being manipulated, and criminal activities being targeted against them.

Users are initially unaware of their concerns; however, concrete privacy concerns arise

when they engage with the topic. They see the underlying privacy issue mostly in data

shared with or stolen by third-party actors such as companies or hackers. Overall, we

found a lack of transparency in all stages. To mitigate the users’ privacy concerns, app

developers should mind user-centered privacy, including transparency, control, and

trust.

We go beyond existing literature by investigating smartphone users’ privacy con-

cerns in-depth by going further than merely finding that privacy concerns are an

important issue. Our findings show which app design settings designers and devel-
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opers must be especially careful about, such as users’ fears. We steer future work of

privacy-enhancing technologies and underline the importance of better smartphone

consent mechanisms, especially for contentful datatypes.

Research Gap

People’s privacy decision-making processes have been studied a lot in the past. There

exists a plethora of mental models (e.g., [110, 148, 225]), each with its own focus

explaining several aspects that affect users’ decisions. What strategy a user chooses

and how they weigh the multiple aspects, depends on personal and app-specific

characteristics [118]. We know from present studies that opinions and experiences

from other people play a significant role (i.e., reviews and ratings). However, other app

characteristics, especially tracked datatypes, and contents, are said to be the main

factors influencing data-sharing decisions but are not studied in detail yet [173]. But

with more detailed data being used more and more and fancy models being on the

rise, knowledge about the effects of usage of such data gains importance. Literature

reports strong non-willingness to install a tracking-heavy app as soon as users know

that behavior [47, 61, 338]. While a few works study the influence of extensive data

tracking in general, research lacks evidence of the effects of data types specifically.

Also, regarding app characteristics around transparency and control features, we do not

know much about their effect on adoption. We put up the first two research questions:

RQ2a Which app characteristics hinder or facilitate the adoption of a mobile sensing

app?

RQ2b Which datatypes stop people most from adopting a mobile sensing app?

Regarding related work on user’s concerns we found many markers; however, when

drilling down on specific issues, we found only very limited insights and explanations

for the specific user concerns. For example, in studies where users are directly asked

for privacy concerns, a diverse set of privacy and security issues is reported, but only a

few concrete, underlying concerns were mentioned [152, 324]. Insights on underlying

reasons and fears are often rather a byproduct of studies, e.g., in Frik et al. [152] who

directly admit that concern mentions are imprecise and superficial. Colnago et al. [94]
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define privacy concern as “an expression of worry towards a specific privacy-related

situation.” Reviewing the related work, we do not find sufficient insights, especially the

criteria of specific is not yet satisfied.

With this work, we aim to understand the in-depth user concerns, the underlying

reasons, and the users’ perspective. Going beyond technical security and designing

for the user is essential to overcome trust and adoption issues. End-users’ concerns

and expectations are not sufficiently considered in the design process of privacy char-

acteristics and features in systems [21]. To accomplish privacy by design, designers,

and developers should take a more user-centered approach and should put a stronger

emphasis on involving users’ views and feedback. Therefore, it is important to under-

stand the users’ current concerns, so that researchers and developers can design

appropriate user-centered solutions. Thus, To reach a better foundation for the develop-

ment of future privacy-enhancing measures in smartphones, we compiled the following

research questions addressing three research areas: Understanding People, In-Depth

Privacy Concerns, and Solutions to Mitigate Concerns.

People’s Understanding and Knowledge About Data Logging and Usage (RQ2c)

In the context of apps, it is known that users weigh perceived risks against benefits

when deciding for or against the installation [437]. Thus, to make an informed decision,

users have to be knowledgeable. Moreover, from research on privacy policies in the

context of online services, it is known that users barely read them [277, 294]. However,

without understanding how an app and its privacy protection measures work, it is

difficult for users to reach a low level of concern. Thus, we pose:

RQ2c What is people’s level of knowledge regarding privacy and security practices of

the data collected through their smartphones?

Users In-Depth Privacy Concerns (RQ2d) While RQ2d will give an understanding

of users’ preconceptions, we lack crucial insights about the actual concerns. So

far, researchers have only investigated other domains, such as IoT [324], online

advertisements [375], or smart homes [434]. Therefore, we investigate the users’

privacy concerns of mobile sensing apps in-depth with:

RQ2d What are people’s detailed privacy concerns and feared real-world conse-

quences of smartphone privacy issues?
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Research Question Paper Chapter

RQ2 What concerns arise from Mobile User Quantifica-
tion? Chapter 4

RQ2a Which app characteristics hinder or facilitate the
adoption of a mobile sensing app? [44] Section 4.1

RQ2b Which datatypes stop people most from adopting a
mobile sensing app? [44] Section 4.1

RQ2c
What is people’s level of knowledge regarding pri-
vacy and security practices of the data collected
through their smartphones?

[48] Section 4.2

RQ2d
What are people’s detailed privacy concerns and
feared real-world consequences of smartphone pri-
vacy issues?

[48] Section 4.2 and Section 4.3

RQ2e What are solutions to mitigate privacy concerns
from the users’ perspective? [48] Section 4.2 and Section 4.3

Table 4.1 : Overview of the studied sub research questions of RQ2.

Solutions to Mitigate Concerns (RQ2e) To complement the insights on concerns

and their influencing factors, we investigate the user’s perspective of how concerns

could be mitigated with:

RQ2e What are solutions to mitigate privacy concerns from the users’ perspective?

4.1 Study I: Privacy Issues Hinder the Proliferation of

Sensing Apps

4.1.1 Methodology

To quantify the effects that app characteristics, especially logged datatypes and con-

tained transparency and control features, have on smartphone users’ app adoption

intention, we conducted a large-scale online survey. The questionnaire consisted of

three phases: 1) demographics, 2) effects of app characteristics on app adoption, 3)

differences between individual datatypes. We provide the questionnaire in the Supple-

mentary Material. We describe our results descriptively and run comparative tests, and

finally, we discuss the implications of our results on future human-centered smartphone

app privacy design.

98 4 | The User Perspective on Mobile Sensing Privacy



4.1.1.1 Survey Design

In this section, we show the structure of our survey and explain how we came up with

our questions and assessed items.

Part 1 - Demographics In the beginning, we asked for participants’ smartphone

usage to confirm their study eligibility and assessed demographics (country, gender,

age, education, occupation). To classify our sample regarding their technology and

privacy predisposition, we also assessed affinity for technology interaction (ATI) [151]

and the IUIPC questionnaire [268].

Part 2 - Factors on App Adoption We assessed participants’ app adoption intention,

depending on several app characteristics and perceptions. We assessed each aspect

with multiple items that we derived from literature-based constructs and calculated a

score value for each aspect. We introduced the participants by telling them that we

were interested in their decisions for or against installing and using a new smartphone

app. All questions began with I usually install an app on my personal smartphone...

following the adapted item. For example, ...if I feel I have control over my personal

information that has been released (one of the three items on transparency), or ... that

requests sensitive personal information as one of three items constituting permission

sensitivity. Where appropriate, we opted for the more extreme wording of an item

(i.e., using reinforcements such as “very”), as people in general agree that data is

sensitive and risk-related. Thus, an extreme formulation yields better distribution in

the responses [109]. We presented all statement questions using a slider ranging

from Strongly disagree to Strongly agree on a 100-point scale without ticks and default

selection (cf. [272, 335] who have shown that sliders lead to more precise responses).

To ensure high data quality, we included attention checks as a slider item, which had to

be moved to the very left or right at the end of each phase. We assessed the following

potential factors of app adoption:

• Perceived Permission Sensitivity Perceived permission sensitivity describes

the level of discomfort users perceive when an app requests certain permission

to control their mobile devices and use of their personal information [171]. We

use this construct to estimate how much impact mobile sensing data usage
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overall has on the app adoption intention. We adopted the items of Gu et al.

[171] (SENS1 - SENS3), which they developed and validated with a confirmatory

factor analysis (CFA) [150].

• Benefit Expectancy We measure the extent to which a user believes they will

benefit from installing an app with the construct of benefit expectancy. We use

three items that Hsieh and Li [192] adapted from Venkatesh et al. [406] and Lai

and Shi [240], and adapted them to our context’s wording.

• Transparency Features Privacy-enhancing technologies that offer transparency

to the users are known to affect users’ app adoption decisions [47]. We assess

the three transparency aspects data collection, process transparency, and data

use transparency through three subscales from Agozie and Kaya [7].

• Control Features Equivalent to transparency, we also assess the impact of

control features. We base five items on those of Xu et al. [442].

• Service - Privacy Fit It describes whether the service of an app matches

its requests [192, 197], from a user’s perception. To assess the effect of the

service-privacy fit on app adoption, we adapted the items used by Hsieh and Li

[192], who adapted items on task-technology fit [168] from Yang et al. [444] and

Laugesen and Hassanein [246].

• Privacy We assess the effect that potential privacy concerns have on app

adoption with four items adapted from Gu et al. [171].

• User Ratings We create an item that asks for the relevance of app store ratings.

• Trust in Publisher We assess trust in the app and its publisher with adapted

items from Duan and Deng [125], who adapted items on trust in system [292]

and trust in organization [13].

Part 3 - Effects of Specific Characteristics In the third part of our survey, we regard

(1) datatypes, (2) publisher, and (3) personal benefits in more detail. We gathered

a list of datatypes (respectively publisher types and personal benefits) from related

work, and let participants rate them individually. Thereby, we create a more nuanced

understanding of how these three factors affect an app adoption decision in detail.
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Datatypes To compile a list of datatypes, we reviewed all Android permissions1,

accessibility service event types2, and iOS permissions3, and grouped them into human-

understandable data types. We distinguish between read access and permissions that

request write access or the ability to perform actions. For each permission, we ask

users about (1) its perceived sensitivity and (2) potential risk. All permissions are listed

in the Supplementary materials.

Publisher We let our participants rank four types of app publishers by how much

they trust them to protect their privacy. We reviewed publishers in the Android and iOS

app stores and found it comprehensive to cover university, governmental organizations,

companies, and non-profit organizations.

Benefit To break the expected benefits down in more detail, we collected specific

benefits from related work. We used items based on Jung [208], formulated based on

their code name and examples. We added monetary incentive, which is mentioned by

Malik et al. [269] but not included in the codes of Jung [208]. We report on this rating

separately and do not include it in the score on benefit expectancy.

Open Question As the last element, we added an open text field question, where

participants could enter any feedback about the survey.

4.1.1.2 Pilot Testing

We piloted the study with 20 participants. We ensured that we received an appropriate

data distribution, and checked for critical comments in the final open feedback question

that could have hinted towards issues with understandability. Our pilot test did not raise

any issues.

1https://developer.android.com/reference/android/Manifest.permission, last accessed 2024-12-03
2https://developer.android.com/reference/android/accessibilityservice/AccessibilityService,

last accessed 2024-12-03
3https://developer.apple.com/documentation/bundleresources/protected-resources, last accessed

2024-12-03
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4.1.1.3 Procedure

We implemented the questionnaire in the survey tool Qualtrics and recruited participants

through Prolific. We balanced the participant pool by gender, age, and country of

residence and required participants to speak English fluently. We rewarded participation

with 3£ as the study took approximately 20 minutes.

4.1.1.4 Participants (Survey Part 1)

We recruited 100 participants (47 female, 50 male, and 3 non-binary), aged 18 to

66 (M = 31.9, SD = 10.1). Most participants were either full-time (50) or part-time

employed (24). A third (34) were students, and half held a university degree (35

had bachelor’s degrees, and 20 had master’s degrees). Most participants lived in

Poland (13), South Africa (11) and Italy (10). To assess our sample’s affinity with

technology, we used the affinity for technology interaction scale (ATI) [151]. Its scale

ranges from 1 (least affinity for technology) to 6 (highest possible affinity). Our sample

had an average score of around 4 (M = 4.13, SD = 0.82). This indicates a tendency

towards a higher technology-affine sample than the average population. According

to the classification of Franke et al. [151], the ATI of an average population is to be

expected at around 3.5, with high ATI samples around 4. Regarding the questions

on perceived information privacy, our participants rated Awareness on average with

6.19 (SD = .76), Control with 5.83 (SD = .87), and Collection with 5.70 (SD = 1.13)

(higher scores correspond to higher privacy).

4.1.2 Results

Participation took approximately 17 minutes to complete the study. We run the statistical

evaluation in Python and R. Moreover, we applied non-parametric tests when the

normality was violated.

4.1.2.1 Factors to App Adoption (Survey Part 2)

In the second part of our survey, we assessed the relevance of a selection of factors

to app adoption intention. For each factor’s items, we calculated the mean value over

its items, constituting a score value. We inverted item values where necessary so

that a higher score indicates higher app adoption intention for each factor. All scores
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Figure 4.1 : Ratings of app adoption intention, for ten factors.

were normalized to a value range from 0 to 1. The obtained scores are generally high,

constituting a distribution that is shifted towards the upper end of the scale. As our

data thus is not normally distributed, we regard the median instead of the mean in the

following.

The strongest positive effect on app adoption intention was indicated for the factor

Privacy, i.e., if users perceive an app as being privacy friendly (Mdn = .94,SD =

.14,min = .24,max = 1). Thereafter, follow Benefit Expectancy, i.e. users tend rather

to install an app if they expect to have a benefit thereof (Mdn = .86,SD = .12,min =

.52,max = 1). Thereafter follow the perceived Service-Privacy Fit (i.e. whether users

perceive that the app’s privacy invasions are appropriate regarding its provided service),

perceived permission sensitivity and Transparency about data collection all with median

scores above 0.8. With a median between 0.7 and 0.8 follow the type of Publisher, the

app’s Rating, and Transparency about Data Usage, Transparency about Processing

and lastly, the presence of Control features.
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factor Mdn SD Min Max

Privacy 0.942 0.137 0.242 1 - - - - - - - - -
Benefit Expectancy 0.862 0.119 0.517 1 .057 - - - - - - - -
Service Privacy Fit 0.837 0.182 0.157 1 0 .764 - - - - - - -
Permission Sensitivity 0.833 0.183 0.153 1 .001 1 1 - - - - - -

Transparency
(Collection) 0.812 0.218 0 1 0 .064 1 1 - - - - -

Publisher 0.780 0.157 0.317 1 0 .035 1 1 1 - - - -
Rating 0.770 0.241 0.060 1 0 .002 1 .566 1 1 - - -

Transparency
(Usage) 0.768 0.245 0 1 0 .001 .065 .136 1 1 1 - -

Transparency
(Processing) 0.758 0.239 0 1 0 0 .467 .049 1 1 1 1 -

Control 0.756 0.199 0.178 1 0 .005 1 1 1 1 1 1 1

Table 4.2 : Descriptive statistics of the rated app adoption intention given that the respective

feature is present in an app (left side). On the right, we show the p values of a pairwise Wilcoxon

rank sum test (Bonferroni adjusted), for which we conducted post-hoc tests of a Friedman test.

The score on Perceived Privacy turned out to be significantly higher than all other

factors except Benefit Expectancy (Friedman rank sum test with post-hoc pairwise

Wilcoxon rank sum tests; X2(9) = 128.21, p < .0001). Benefit Expectancy also

shows a significant difference with most factors. Besides, the only significant difference

was detected between Permission Sensitivity and Transparency about Processing.

4.1.2.2 Factors in Detail (Survey Part 3)

Datatypes In four blocks, we asked our participants to rate each datatype’s (1)

permission sensitivity and (2) perceived risk; separately for permissions that depict

read access and permission that grant write access / perform some action. The rating

was done on a continuous slider, yielding values between 1 and 100. The two measures

sensitivity and potential risk show a significant moderate to strong correlation to each

other (r(98) ∈ [.49; .79]; p < .0001), except for reading wallet information, whose

correlation is only weak (r(98) = .35, p < .0001), cf., classification of Schober et al.

[354]. Therefore, we will report on both measures together. Detailed independent

values can be found in Table 4.3.
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Sensitivity Potential Risk Pearson Correlation

Item Mdn SD Mdn SD r(98) CI

Read Data
wallet information 99.5 17.5 100 20.1 .35 *** [.17;.51]
account information 94 21.8 94 26.3 .53 *** [.37;.66]
text messages and calls 91 27.2 90.5 28.4 .61 *** [.47;.72]
microphone data 89 30.4 87 30.2 .65 *** [.52;.75]
camera data 87 26.7 82 28.9 .66 *** [.54;.76]
location 84.5 26.3 86.5 28.6 .59 *** [.45;.71]
contacts 82.5 28.7 85 28.2 .64 *** [.50;.74]
screen contents 70 27.7 75 28.7 .62 *** [.48;.73]
data from smart home devices 65.5 30.3 67.5 30.2 .58 *** [.43;.69]
keyboard typing data 63 31.5 67.5 33.0 .64 *** [.50;.74]
notifications 59 30.5 51 29.9 .49 *** [.32;.62]
calendars and reminders 58 30.3 53.5 30.4 .66 *** [.53;.76]
body sensors and health data 52.5 31.8 50.5 31.2 .70 *** [.58;.79]
interactions and touch behavior 51 28.3 54 27.5 .63 *** [.50;.74]
phone state 51 30.5 55 29.0 .63 *** [.49;.73]
physical activity data 50.5 27.8 49 27.0 .62 *** [.48;.73]
motion data 48 26.6 44.5 26.7 .59 *** [.45;.71]
usage statistics 47.5 26.6 46 30.0 .73 *** [.62;.81]
music library 22 25.3 22.5 24.4 .59 *** [.44;.70]

Write Data
send text messages 92 20.3 89 21.9 .73 *** [.63;.81]
edit contacts 89 22.8 81.5 24.0 .69 *** [.57;.78]
install apps and packages 89 24.3 88 24.6 .66 *** [.54;.76]
add, edit, and delete files and media 87 24.4 88 25.8 .71 *** [.59;.79]
change my phone’s state 67.5 31.8 63 31.0 .72 *** [.61;.80]
access the internet 67 31.6 68 30.9 .79 *** [.71;.86]
edit calendar entries and reminders 65 27.9 65 30.0 .75 *** [.66;.83]
send me notifications 49.5 30.6 44 30.3 .72 *** [.61;.81]
edit my music library 40.5 31.3 33 31.1 .74 *** [.63;.81]

Table 4.3 : Statistics of participants’ sensitivity ratings and potential risk for various read and

write datatypes. Pearson’s correlation statistics show how the two assessed factors sensitivity

and potential risk correlate (*** p<.001).

Read Access The highest rank datatypes about wallet and account information,

followed by the contentful datatypes text messages, microphone data, files and media,

camera, location, and contacts. They all show median rated permission sensitivity of at

least 82.5 and potential risk above 82.0. After a gap of 12.5 points on the sensitivity

scale and 7 points on the potential risk scale, users rank screen content, keyboard

typing data and data from smart home devices with at least 63 points regarding

sensitivity and 67.5 potential risks. For potential risk, we see another gap between

the remaining datatypes. All do not reach a higher median than 55, while that is not
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Figure 4.2 : Participants perceived sensitivity and potential risk of different read-only permis-

sions.

existent for sensitivity (next-highest datatype at 59). The last and by far lowest ranked

datatype is music library with a median sensitivity of 22 and a median potential risk of

22.5. The second-last datatype ranks at least twice as high for both scales.

Write Access Regarding write access permissions, for both scales, the four per-

missions send text messages, install apps, add, edit and delete files, and edit contacts

rank the highest, showing a gap between 87 and 67.5 points in sensitivity respectively

81.5 and 68 points in potential risk. The following three datatypes change my phone’s

state, access internet, and edit calendar entries and reminders were ranked between

67.5 and 65 in sensitivity, respectively 68 and 63 points in potential risk. With some

distance, send me notifications and edit my music library are at the end of the spectrum

with a sensitivity of 49.5 and 40.5 points and a potential risk of 44 and 33.
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Figure 4.3 : Participants’ perceived sensitivity and potential risk of different write-access

permissions.

Differences Between Read and Write Permissions For all datatypes that can

be paired to a respective read and write variant, we compared the participant ratings

between the according read and write permissions. Write permissions were rated

more sensitive and imposing higher potential, except for notifications; there users did

rate oppositely. Differences are significant for both ratings of phone state (p < .01),

notifications (p < .05), music (p < .01), the sensitivity of text messages and calls

(p < .05) and contacts (p < .05), and the potential risk of calendar and reminders

(p < .05) (paired Wilcoxon Signed rank tests).

Publisher Regarding the app publisher, users rate apps published by universi-

ties as most likely to be adopted (Mdn = 76,SD = 26.9), and non-profit organi-

zations as second (Mdn = 61.5,SD = 28.0). Thereafter, governmental organizations

(Mdn = 52,SD = 30.1), and the lowest app adoption intention were rated to compa-

nies (Mdn = 35.5,SD = 28.1). The best-rated option university and the last option

company each differ from all other options significantly (Friedman rank sum test with

post-hoc pairwise Wilcoxon rank sum tests; X2(3) = 79.02, p < .0001).
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Figure 4.4 : A pairwise comparison of read and write permissions show that users rate write

permissions more sensitive and impose higher potential risk than their read equivalent, except
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Figure 4.5 : While participants indicated clear differences in their willingness to adopt an app

between different publishers, the differences between various personal benefits are rather low.

Personal Benefits The ratings of personal benefits regarding app adoption intention

indicate that participants’ app adoption intention does not differ that much by which

personal benefit an app provides. The medians of all ten rated benefits range between

79.5 and 61 and thus show less spread than the other factors that we assessed. The top

five benefits are goal-oriented, rather productive benefits (productive daily life (Mdn =

79.5,SD = 22.1), monetary incentive (Mdn = 79,SD = 23.3), amusement (Mdn =

77,SD = 25.4), improving communication (Mdn = 76.5,SD = 22.7) and acquiring
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information (Mdn = 74.5,SD = 24.4)). Less concrete and more leisure-focused

benefits show up at the end of the rating: Sense of comfort (Mdn = 68.5,SD =

24.1), restoration (Mdn = 62.5,SD = 27.7), socialization (Mdn = 62,SD = 27.0),

hanging out (Mdn= 61.5,SD= 30.7), and personalized device environment (Mdn=
61.0,SD = 25.3).

4.2 Study II: Online Survey: The User Perspective of

Privacy Concerns, Fears, and Mitigation

We first conducted a large-scale online survey to gain quantitative insights into our

research questions. The questionnaire consisted of three phases: 1) demographics and

knowledge, 2) understanding users’ concerns in general, and 3) specific concerns and

envisioned mitigation measures. We provide the questionnaire in the Supplementary

Material.

4.2.1 Survey Design

We presented all statement questions using a slider ranging from Strongly disagree to

Strongly agree on a 100-point scale without ticks and default selection, cf. [272]. To

ensure high data quality, we included attention checks as a slider item, which had to be

moved to the very left or right at the end of each phase.

Phase 1: Demographics and Knowledge This phase consists of six blocks: 1)

demographics, 2) participants’ general privacy perception (IUIPC questionnaire [268]),

3) technology affinity (ATI scale [151]), and 4) a set of self-constructed free text items

on which smartphones the participants own and which mobile sensing apps they are

familiar with. Here, we also introduced a definition of mobile sensing apps. Afterward,

we had 5) a self-constructed set of items on the knowledge and understanding of 4

privacy-enhancing measures occurring in mobile sensing systems (encryption, anony-

mous data collection, hashing, remote server). For each concept, the participants had

to indicate for three statements, whether they were true or false. We randomized the
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order of the questions to prevent order effects. The last item in this first phase is 6) one

self-constructed item about how much users familiarize themselves with the privacy

implications before installing an app.

Phase 2: Understanding Users’ Concerns In the second phase, we openly asked

about the users’ concerns. To not bias the participants, we deliberately asked open

questions before letting them rate items that tackled specific aspects. The open

questions asked the participant to name one specific concern, define what exactly

they are afraid of happening, which situations, datatypes, and involved actors they

considered particularly concerning, and how they envisioned their concerns to be

mitigated. This phase was implemented as an optional loop so that participants could

potentially express multiple concerns.

Phase 3: Specific Concerns Afterward, four mobile sensing app use case scenarios

were presented in a randomized order, namely Ambient Noise App, Navigation App,

Sports and Fitness App, and Travel Advice App (see Supplementary Material for a

scenario description). For each scenario, we asked questions on the general concern,

familiarity, perceived usefulness, and envisioned concern mitigation options. After doing

this for all four scenarios, we again went through the scenarios and asked for concerns

regarding specific aspects compiled from Windl and Mayer [434] and Barbosa et al.

[27], such as third-party data access or profile building. We further randomized the

order of the four scenarios.

4.2.2 Pilot Testing

We piloted the study with 20 participants, including a full qualitative data analysis.

We ensured that all questions were understandable, the questionnaire was working

well technical-wise, and that we received the desired kind of responses. After ana-

lyzing those 20 pilot responses, we made significant changes, especially to the open

questions of the second phase. Moreover, we tested and discussed the design of the

self-constructed set of items on knowledge and understanding of privacy-enhancing

technologies with three researchers from our lab who were not involved in the project.

We thereby ensured that the items were not formulated misleadingly and were solved

correctly for people who were familiar with the presented concepts.
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4.2.3 Procedure

We implemented the questionnaire in the survey tool Qualtrics and recruited participants

through Prolific. We balanced the participant pool by gender, age, country of residence,

and occupation and required participants to live in Europe and speak English fluently.

We rewarded participation with 3.34£ as the study took approximately 25 minutes.

4.2.4 Participants

We recruited 100 participants (48 female, 51 male, and 1 non-binary), aged 19 to

72 (M = 31.5, SD = 9.2). Most participants were either full-time (49) or part-time

employed (14). A third (31) were students, and half held a university degree (34

had master’s degrees and 27 had bachelor’s degrees). Most participants lived in

Poland (17), France (11), Portugal (8), and Hungary (8). To assess our sample’s affinity

with technology, we used the affinity for technology interaction scale (ATI) [151]. Its

scale ranges from 1 (least affinity for technology) to 6 (highest possible affinity). Our

sample had an average score of around 4 (M = 3.87, SD = 0.97). This indicates

a tendency towards a slightly higher technology-affine sample than the average pop-

ulation. According to the classification of Franke et al. [151], the ATI of an average

population is to be expected at around 3.5, with high ATI samples around 4.

4.2.5 Data Analysis

We preprocessed the questionnaire data with Python and imported the free text answers

into ATLAS.ti for coding. Two researchers independently coded the first 20 participants.

We then discussed the coding and revised these participants’ codings before one

researcher coded the remaining participants. With all participants coded, three authors

met in person to discuss the codes and formed initial themes. We iteratively reworked

the codes and themes in multiple sessions by comparing the coded snippets across

all themes. The final coding consists of 374 distinct codes organized into 53 code

groups. Each code expresses a specific aspect (e.g., take out a loan), while code

groups categorize them to a broader level (e.g., financial loss).
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Figure 4.6 : Distribution for our two measures of engagement with privacy information (left) and

knowledge about privacy enhancing technologies (right). The dashed lines represent the means

of each measure.

4.2.6 Results

In this section, we present our results along with our research questions. We start

with general concerns and influencing factors before we describe the detailed types

of concerns expressed by participants. We show how concerning our participants

rated several aspects of sensing applications and what they imagined to mitigate their

concerns.

4.2.6.1 User Knowledge (RQ2c)

In our quiz items that assess how knowledgeable and informed users are about

technology, privacy, and security in the smartphone context users are, participants

mostly reached 6 points (M = 5.62, SD = 3.34; scale [-12;12], the expected random

response is 0). The score distribution is skewed towards the right and not normally

distributed, see Figure 4.6.

We also asked the participants how much they made themselves familiar with the

data practices before installing new apps. On a continuous scale between 0 and 100,

the average answer is in the middle (M = 48.22,SD = 30.73). Taking a look at the
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Figure 4.7 : Our code groups that underlay the seven themes of our privacy concern model.

Numbers in the upper left corner of each code indicate the number of online survey participants

expressing the code, the number in the top right corner the number of mentions in the interviews.

distribution (cf. Figure 4.6) , we found a gap in the middle, i.e., very few participants

replied with values around 40. Additionally, we found two peaks, one at around 30 and

one at around 70. Thus, we identified two types of users: Those who care very little

and those who care rather much about the data handling practices of an app.

4.2.6.2 Privacy Concerns in the Sensing Data Pipeline (RQ2d)

A comparison of concern ratings regarding given aspects assessed both in the be-

ginning and end of the survey revealed significantly higher concerns in the second

assessment (Mbefore = 39.09, Mafter = 58.16; scale [0;100]; Wilcoxon signed-rank

test: p < .001). This shows that people are not fully conscious of their concerns initially,

instead, concerns arise while dealing with the topic.

In the questionnaire, we presented each user with four scenarios of using a mobile

sensing app. Designed in a 2×2 factorial design, they incorporate the two variables

approaches of mobile sensing systems (people-centric vs. environmental-centric) and

involvement of people (participatory sensing vs. opportunistic sensing) proposed by

Laport-López et al. [244].

We found significantly higher concerns for opportunistic sensing (i.e. passively

collected data) (M = 43.1, SD = 33.8) than for participatory sensing (i.e. actively

entered data) (M = 35.1, SD = 29.9). Furthermore, environment-centric data (M =

44.1, SD = 33.4) yielded higher concerns than people-centric data (M = 34.1, SD =

30.1). We conducted a two-way non-parametric ART ANOVA [436] for Approaches
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Figure 4.8 : Reported privacy concerns regarding four presented mobile sensing scenarios.

vs. Involvement. We found both main effects, Approaches and Involvement, are

statistically significant different, F(1,396) = 9.461, p < .01 and F(1,396) = 6.214,

p < .05, respectively. Moreover, we found a statistically significant interaction effect

F(1,396) = 4.954, p < .05. We found significant interactions between those two

variables and the users’ privacy concerns.

Regarding the results by individual scenarios, the reported privacy concerns were

clearly the highest for the scenario ambient noise app. The navigation app and sports

and fitness app were judged as least privacy concerning. The scenario travel advice

app was rated a bit more privacy concerning than the latter two. The concerns per

scenario are visualized in Figure 4.8.

We found that data misuse (M = 72.68), 3rd party data access (M = 71.79)

and data getting stolen (M = 69.45) were the most concerning aspects. 3rd party

data access was rated significantly more concerning than 2nd party data access and

1st party data access using Kruskal-Wallis rank sum test and Dunn’s Test [296]; see

Figure 4.9 and Table 4.4. Furthermore, we found significantly lower concerns for local

data processing and local data storing in comparison to their global alternatives.
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Figure 4.9 : The rated concern level of specific privacy-threatening aspects of mobile sensing

apps, regarding four mobile sensing app usage scenarios.

4.2.6.3 Qualitative Analysis: Users’ Privacy Concerns Regarding Smartphone

Data (RQ2d)

Our thematic analysis revealed seven overarching themes that describe the scenarios

evoking privacy concerns. Figure 4.10 gives an overview of how the themes connect:

An UNDERLYING CAUSE (e.g., a weakly secured server) triggers a PRIVACY ISSUE

(for example, data being stolen from that server by hackers). Privacy issues provoke

a (REAL WORLD) CONSEQUENCE (for example, the stolen data being leveraged to

withdraw money from an online banking account). A PRIVACY ISSUE is caused by

ACTIONS, involves ACTORS (e.g., hackers, companies), and affects specific DATA TYPES.
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MITIGATION MEASURES can be employed to tackle a PRIVACY ISSUE. Figure 4.7 shows

an overview of all themes and their affiliated code groups. In the following, we describe

the themes in more detail.

Underlying Cause Most (82) users see the fault for privacy issues in the app compa-

nies. Of these, most (49) users believed security issues occurred without companies’

malicious intent but due to Lacking App Security. Users described scenarios, such as

data leaks, security breaches, or hacker attacks. However, several (28) users also be-

lieved that privacy issues are caused by companies not employing sufficient measures

(Careless App Security), as P63 stated: “I am concerned about lack of proper care

from a company.” Moreover, several participants (19) also mentioned app-independent

security issues, such as “viruses and spyware” (P89). Finally, five participants also

mentioned Inaccurate Privacy Policies as a trigger for privacy concerns, as P35 ex-

plained: “[I am] concerned that sometimes terms of privacy do not tell everything about

the use of my data. That maybe they are lying about [...] what happens to my data.”

Privacy Issues Most (80) participants were concerned about too many people having

access to their data. Precisely, data theft (28) and their data being sold (24) were

mentioned. For example, P1 is concerned that “the company that had my data could

have sold it, or another way would be that they were hacked and the database was

compromised.” Data theft and trade are followed by the feeling of being surveilled (23),

for example, by tracking their location. Logging data without reason was also frequently

mentioned (20), which included the collection of personal histories, constantly logging in

the background, or accessing data sources that the user did not authorize. Participants

KRUSKAL WALLIS DUNN’S TEST

chi-squared df p Z p

1st party data access vs. 2nd party data access −1.471 1.
1st party data access vs. 3rd party data access −4.794 <.001
2nd party data access vs. 3rd party data access 228.36 12 <.001 −3.323 .070
Global Data Storing - Local Data Storing 6.667 <.001
Global Data Processing - Local Data Processing 6.736 <.001

Table 4.4 : The two-way F-statistics of users’ privacy concerns, regarding different types of

threats. P-values of Dunn’s test are Bonferroni adjusted.
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Figure 4.10 : Our privacy concern model. Privacy issues are at the center, triggered by causes

and leading to consequences.

also mentioned concerns caused by not knowing what an app is doing (18), such as

using or sharing data without their knowledge. Data misuse by the company, e.g., for

profit, was mentioned least often.

Consequences Most (28) participants feared not necessarily harmful but annoying

consequences such as personalized advertisements or being manipulated regarding

their shopping behavior. Participants also frequently (25) mentioned consequences

that represent a loss of control, for example, that big datasets about them could be

gathered or that their identity is stolen and misused, leading to further consequences

such as “[..] the possibility of identity theft.” (P7). Moreover, several (21) participants

feared that their data might get publicly available, or even directly affect participants’

lives beyond the online world through theft (19), or even physical harm (18), such as

stalking. A different aspect of consequences with real-life impact is financial loss (6), as

P66 describes “[...] my financial data. Let’s say I did not pay one month of my mortgage.

This info can then be spread all over the globe, and I will not be able to get a loan from

a bank [...].” Lastly, manipulation was also mentioned by a few (5) participants.

Actors Participants most frequently (46) mentioned third parties without criminal

intent, such as advertising companies, when asked who triggered their privacy concerns.

The second most frequently (38) mentioned actor was the first party, i.e., the app
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company. Interestingly, 35 participants fear that third parties with criminal intent, such

as hackers, pose a danger to their privacy. Our participants also named government

organizations (15), and secondary parties (4), such as phone manufacturers, as actors

evoking privacy concerns.

Actions Participants mentioned most frequently (42) that actions “in the real world”

trigger their concerns, especially the use of public WiFi networks. Users also expressed

concerns during data transactions (14), i.e., while documenting, viewing, or working

with data. When interacting with an app, most users (10) were more concerned

when installing an app (10) than when being asked to grant permissions (6). Lastly,

participants were also concerned about other people causing a privacy issue for them

(4).

Data Types The most frequently mentioned data type was personal information

(131), such as login details, phone numbers, or home addresses, followed by files

and content (37), such as photos. Moreover, participants often named behavioral

data (36), such as location and habits, and financial data (34). Finally, participants

mentioned communication protocols (27) (e.g., WhatsApp messages), phone use (13)

(e.g., screen time), demographics (8) (e.g., age and gender), and in-app behavior (3)

(e.g., the time they spent in an app) least frequently.

4.2.6.4 Solutions to Mitigate Privacy Concerns (RQ2e)

Interestingly, the most mentioned measures to reduce their concerns were changes

in their own behavior (mentioned by 45 participants). Most ideas are related to using

an app less or not at all, blocking permissions, or only choosing trusted companies.

Behavior changes by the app company were mentioned second most frequently (25).

Most suggestions were related to data minimization: Apps and companies should ask

for and use less data (e.g., “companies not requiring as much data and not tracking

online activity,” P33), and store data only for the necessary amount of time. Next, we

recognized a desire for more transparency features (18) (better understandable privacy

policy, more clearly stating what, when, and how data is used) and the wish to have

more control over what happens with their data. For example, P35 expressed the

desire to learn “how the app works and collects [their] data.” Suggestions for technical
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security (18) included safer storage and transmission of data, e.g., by encryption or

processing and storing data locally. Regulatory measures are often mentioned (16),

here, participants desired more laws for data safety, global standards, and institutions

that enforce the rules. Least frequently (6) were statements that we categorized as

control features, e.g., the ability to turn off data access.

4.2.7 Summary

Our survey shows that users generally know about privacy-enhancing technologies

(RQ2c). However, we found that they are ambivalent about informing themselves

about the privacy aspects of new apps and denounce that they are not well informed.

The online survey’s qualitative part revealed themes around the topic of smartphone

privacy and gave us an impression of which aspects are relevant to users (RQ2d).

Quantitative questions confirm that third-party data theft and misuse concern users the

most. Furthermore, the quantitative questions revealed high concerns, especially for

passively sensed data on contextual variables. However, due to the nature of an online

survey, it is hardly possible to get a detailed understanding of users’ concerns and to

understand how they could be mitigated. Therefore, we decided to supplement these

insights through interviews to gain a more in-depth understanding. This will especially

help answer RQ2d (in-depth concerns of the users) and RQ2e (mitigation measures).

4.3 Study III: Interviews: Users’ Privacy Concerns,

Fears, and Envisioned Mitigation Approaches

We conducted an interview study to get a more in-depth understanding of the patterns

that participants came up with in our online survey. In semi-structured interviews, we dig

deeper into the users’ concerns and perceived mitigation opportunities. Furthermore,

we want to confirm our privacy concern model (cf. Figure 4.10) with a second participant

sample.

4.3.1 Procedure

We decided to conduct semi-structured interviews with a guideline whereby the order of

the questions does not have to be strictly followed, and the interviewer can ask follow-
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up questions whenever appropriate [191]. The guideline contained three key topics:

Users’ knowledge level, users’ concerns and fears, and mitigating factors, including

knowledge of protective measures. Each section had three to five questions, and we

also added possible follow-up questions. We designed the questions open-ended [427],

and we explicitly noted that the questions did not suggest particular answers so that

each participant could reflect on their knowledge or opinions without biases. When

developing the guideline, we first formed the topic areas before we formulated the

concrete questions. In the next step, we critically reviewed these questions and

reformulated them whenever necessary. Thus, the questionnaire creation was roughly

based on Helfferich [186].

At the beginning of the interview, participants had to fill out an online questionnaire

to assess their demographics, affinity for technology interaction (ATI) [151], and their

individual information privacy concern level using the IUIPC questionnaire [268] and

three items adapted by Prange et al. [323] based on Malhotra’s causal model [268]. In

addition, we formulated three statements on concerns about smartphone data collection

and disclosure (i.e., general concern about smartphone data collection and second

and third-party sharing), where participants had to indicate their level of agreement on

a continuous 100-point slider, ranging from “strongly disagree” to “strongly agree.” We

recorded the interviews and compensated the participants with 5C.

4.3.2 Data Analysis

Each interview took, on average, 22 minutes and 33 seconds (SD = 9m20s), resulting

in 7.5 hours of audio material. The interviews were transcribed using the transcription

software Trint1. Afterward, we proofread all transcriptions and corrected any errors. We

analyzed the interviews using ATLAS.ti and thematic analysis [63], meaning that three

researchers first independently open-coded two interviews. We then met to discuss our

codes, resolve ambiguities, and form a joint codebook. One researcher then coded the

rest of the interviews, after which a fourth researcher joined to form code groups and

overarching themes through multiple rounds of hour-long discussions.

1https://trint.com/, last accessed 2024-12-06

120 4 | The User Perspective on Mobile Sensing Privacy

https://trint.com/


4.3.3 Participants

We recruited 20 participants, half through the university’s mailing list and half via

convenience sampling. Through this, we hoped to recruit a more diverse sample,

including different professions and age groups. The participants from the interview

study are, on average, older than our first sample from the online survey, i.e., closer to

a societal average (M = 39, SD = 20, min = 18, max = 82). Nine participants were

full-time employed, eight were students, two were retired, and one currently underwent

training. Their affinity for technology interaction is slightly below average (M = 3.55,

SD = 1.04, cf. the classification of Franke et al. [151]). Regarding the questions on

perceived information privacy, our participants rated their Awareness on average with

6.17 (SD = .95), Control with 5.32 (SD = 1.15), and Collection with 5.38 (SD = 1.15)

(higher scores correspond to higher privacy). Participants indicated medium general

concern about their smartphone collecting their information (M = 63.60, SD = 27.45),

a little higher concerns about data being shared with second parties (i.e., the device

manufacturer or operating system developers) (M = 70.0, SD = 20.81), and rather

high concerns on data being shared with third parties (M = 80.95, SD = 20.15).

4.3.4 Results

We mapped the interview citations to our privacy concern model codes developed

based on the survey results (cf. Figure 4.10). The interview data fits well with our model

and we could rediscover all codes. Additionally, we added the new code The User to

the code group Underlying Cause, and Circumstances to Mitigation Measures. The

User entails statements of users seeing themselves as the cause of privacy issues, a

pattern we did not find in the online survey. Circumstances include mitigating factors

that are passive factors instead of actively performed measures.

4.3.4.1 Underlying Causes (RQ2c)

Regarding underlying causes of their privacy concerns and present privacy issues, in-

terview participants majorly mentioned topics that affect the current privacy information

mechanisms (code group Inaccurate Privacy Policy) and issues that they see among

themselves (code group The User ).
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Inaccurate Privacy policies. Users mention that they would like to know more about

what happens with their data, but the given information mechanisms make it hard for

them. Our participants especially criticized that privacy policies are too long and hardly

understandable. Moreover, P13 explained that they “tried to read privacy statements,

but it’s a lot of text.” Even when users overcome the issue of time, they are not satisfied,

as P18 describes in their experience: “Sometimes, I also read the explanation, but all

the conditions are unclear.” P10 even accuses companies of deliberately hiding details,

saying “that is of course somewhere already intentional that you make it so complicated

[...]”. P9 formulates precisely what they would prefer, namely “not such a mega long

text, but one that is so probably presented in bullet points or so” aiming for knowledge

about “how this data is processed and whether it is passed on to third parties.” Many

participants admit that they usually do not really read but blindly accept privacy policies.

The User Our participants saw the most common causes of privacy issues among

themselves. Due to the current weak informed consent mechanisms, participants

expressed unknowingness 22 times. In 19 quotes, they describe that for them, comfort

outweigh concerns, resulting in the user being the cause for privacy issues. Eleven

quotes even indicate that users reached resignation on the topic of privacy. They lack a

general feeling and understanding of what happens with their data behind the scenes:

“These Internet giants, which I can’t assess at all, and which are like a black hole for me,

and where I do not know at all what they are doing with it and what they are capable of

when it really matters” (P5). Besides what happens with their data, participant “do not

know how many years that the data will be stored” (P9), and wonder “to what extent

that then saves in the long term” (P3). What kind of data gets logged and processed

by default, and to what users agree simply by purchasing a device, are also unclear.

Furthermore, the reasons for data usage are often unclear, meaning that data logging

often lacks a justification, as P9 explains: “I can not understand that [why location

is requested] and I have no idea why the location is then requested and therefore I

click on deny because I have no idea” (P9). Our interviews indicate that this lack of

justification leads to both concerns and an increased tendency to deny data access. In

general, we found a perceived lack of control. P19, for example, states that “I do not

think we have any influence at all, because we do not know what’s in the technology”.
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However, people do not feel alone with these issues and do not see themselves as the

problem; rather, they think that most people face similar problems, as P16 describes: “I

do not think I’m the only one who knows so little about it”.

Security Issues We aggregated the mentioned security issues into the code groups

Lacking App Security, Careless App Security, and App Independent Security Issues.

Participants mentioned only very few technical security issues with apps, and if so they

were vague. They believe that the risk of hackers accessing resources can hardly be

ruled out. Besides these few technical concerns, participants mentioned many soft

causes involving app-providing companies. They often criticize that they are forced to

disclose their data to use a service, making them feel powerless: “So I do not have the

feeling that I have any influence on it” (P1). Moreover, a lack of trust in the companies

is omnipresent: “I do not think that this is one hundred percent certainty, that only data

that you agree to be used is actually collected” (P14).

4.3.4.2 Privacy Issues (RQ2c-d)

Illiteracy As a result of the previously observed dissatisfaction with privacy informa-

tion, illiteracy is a central theme that we found among the participant’s privacy issues,

e.g., P7 stating “sometimes it’s not quite clear to me exactly which data is being pro-

vided.” The lack of understanding evokes skepticism. Our interviews show that people

would be less concerned if they were better informed about what happens with their

data.

Third Party Data Sharing Concerns arise, especially around whom data is shared

with and for what purposes. Disclosure to third parties is the most mentioned privacy

issue. “There is the discomfort of not knowing how it will be used and, above all, to

whom it will be passed on” (P19). People believe that companies might sell their data

to others and are even afraid that their data will become publicly available. Besides

deliberate disclosure by companies, our participants also believe in data getting stolen

frequently. Such concerns were mentioned half as many times as the aforementioned

concerns: “There are so many, these data leaks, these bank data leaks or PayPal data

leaks” (P4).
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Misuse Participants mentioned concerns about misuse, especially the creation of

profiles: “I actually do not want user profiles to be created about me and all the data,

so all this data ends up coming together in a user profile” (P3). With such user profiles

“it may also be possible to read off interests, attitudes, and the like. I would subsume

that under the term personality profile.” Thereby participants are especially afraid of

technology’s ability to reveal information that is uncomfortable or not even known by

themselves. For example, P8 envisioned a case of the smartphone being aware of

one’s pregnancy earlier than the woman herself: “There is a teenage girl who was

pregnant, but she did not know that she was pregnant and googled her symptoms. And

then some company sent her a sample pack of Pampers.”

Acceptance of Data Logging The acceptance for data usage is generally quite low,

as users believe data is logged without valid reasons. Overall, they dislike data getting

logged: “On the whole, I find it generally bad that data are collected” (P12). Some

participants think beyond themselves and complain that information on other people

is also logged without their consent. “I do not think that’s okay because what can my

friends do if I agree and then their data is passed on?” (P16).

4.3.4.3 Consequences (RQ2d)

After looking at privacy issues and their underlying causes, we were interested in what

consequences users actually are afraid of. Consequences can be real-life events that

might happen as an effect of privacy issues or outcomes in the digital world that affect

the user. As major topics concerning the user, we mostly found real-world conse-

quences like financial loss and influencing beliefs. The participants further mentioned

criminal activities like Theft, Physical Harm, and Shared Information. Furthermore,

Emotional Damage and Data Loss were mentioned.

Financial Loss Participants are afraid of “that your bank account is emptied” (P12)

and “that you just get bills that you have to pay because you ordered goods but did

not get them” (P12). Furthermore, participants envision that activity and health data

could have an influence on their credit-worthiness and insurance rate. While users find

direct monetary loss to be likely through hacking, they expect that insurance companies

would rather buy data from app companies to fuel their risk assessment.
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Manipulation Our participants are aware of procedures that make use of user data to

influence beliefs and manipulate the behaviors of their users. They see risks in derived

profiles being used to subconsciously influence one’s beliefs, especially regarding

political opinions, shopping behavior, and increased device usage: “Manipulations

happen in people unconsciously. And I think this is a very difficult and dangerous topic

for our society” (P7). They mention political manipulation more often than other factors

like shopping, and stress that the impact is more severe: “I find it difficult when I am

manipulated in a way to vote for a party that wants to come to power. I find that has

a very different effect than if I buy the top from the brand because it was advertised

to me” (P7). P8 generalizes this to the issue of filter bubbles: “What’s problematic is

when you then use that to reinforce some opinions, or spread certain content more. So

I do not know, for example, if you think about the US elections or all these fake news

scandals, that you get the same information over and over again instead of somehow

getting a broader picture of it.” On the bigger picture, P3 mentioned the concern of “a

change in the political landscape.”

Criminal Activities Participants mentioned many criminal activities they believed

to be enabled by privacy issues. For instance, having one’s location data “they see

exactly when you are not at home, [and] could take advantage of that to break into your

house” (P17). Identity theft is an issue that some participants came up with, envisioned

for various use cases. Beyond buying things on one’s behalf, which is closely related

to the aforementioned issue of financial loss, impersonation was brought up: “They

naturally use your data to take your entire identity and then use it to either go shopping

or impersonate you” (P12). P10 is afraid of being dragged into criminal activities by

their accounts being misused: “you are pulled into some criminal stories and have

no idea at all about it, because your email was tapped.” P7 even envisions that “ my

whole identity could be erased and someone else could take my identity. Now, to put

it bluntly, if there are photos, if my whole character can be recreated, if you want to

have me away from society, you can achieve that through that.” Further criminal points

of attack are fraud via telephone or postal mail. Forged documents could be created

by using signatures and photos. As a less sophisticated, but nevertheless annoying
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consequence, participants mentioned spam and advertisement : “Consequences are

simply that you are spammed too much by companies” (P9). Spam can result in fraud

by requesting payments or asking to enter login credentials.

Shared Information Participants mentioned the vague concern of being spied out:

“And so there can even be spy features in there that we do not know about, that

we do not even know what the purpose is of collecting and evaluating this message

somewhere” (P19). This is especially concerning as it may happen in the background

without the user’s awareness. “That’s just this paranoia that you always have a little bit.

I have [camera and microphone] disabled, but maybe it still works somehow, maybe

that’s running in the background” (P20).

4.3.4.4 Actors, Actions, and Datatypes (RQ2d)

Actors In contrast to the online survey, participants mentioned criminal third-party

actors more often than non-criminal third-party actors. Participants are especially

afraid of hackers gaining illegal access. Second-party actors, such as the device

or OS developer company or big tech companies were only mentioned a couple of

times. Governmental organizations, such as governments, parties, or the police, were

mentioned often. Not surprisingly, the first-party company, i.e., the developing company

of an app or platform, sometimes raises concerns in our participants.

Actions Participants expressed most concerns during real-world actions and active

data entry. Having their phone with them yielded concerns during arbitrary activities.

Situations where people have to enter data into an application manually also raise

concerns about the usage of services. Here, participants brought up examples about

photos, contact management, and search. The lifecycle steps of an app, i.e., installing

it and granting permissions, were mentioned only sporadically.

Datatypes In the interviews, participants often mentioned Personal Information as a

matter of concern. Many stayed rather general and did not specify this further, while

concrete aspects like interests, contact information, and name and phone number were
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mentioned. Among behavioral data, everything that is related to one’s location was a

big matter of concern. More device-related data like files, contents, and communication

details were also mentioned but did not stand out.

4.3.4.5 Solutions to Mitigate Concerns (RQ2e)

User Behavior Most mentioned mitigation measures evolve around user behavior,

i.e., actions that users themselves can and should do. This mostly includes active

non-disclosure of data, for example by denying apps’ permission requests, disabling

data sources in the device settings (e.g., disabling location or even being in flight mode),

leaving input fields empty where possible, or otherwise entering falsified data, as P2

describes: “by disclosing as little data as possible, so that if I have to give personal

data somewhere, I just give a false date of birth, a false name and so on.” As it is not

always possible to use a service without giving data, participants mention the non-use

of services or devices as their last option to protect their data. Some participants also

described that they do some tasks only on their laptops instead of on their smartphones:

“When I log in to Paypal, it is not on my cell phone most of the time, but rather on my

laptop” (P7). Others describe that they leave their smartphone at home at some times

which makes them feel less surveilled, or do not use some kinds of devices at all.

Especially smart home devices: “So that’s why I do not have Alexa in the house either”

(P17). Some participants admit that better password management or using separate

email addresses would be beneficial. They suggest making use of data deletion options

more often, for example, clearing cookies, and histories, or actively requesting the

deletion of their collected data with app companies.

Transparency The two most frequently mentioned concern mitigations were (1)

transparency on the data usage and (2) using data for a purpose that users find

beneficial. The latter is for example “(market-)research” (P12, P8), “location for location-

based services” (P3, P9), and in general use cases where users see a direct benefit

for them by granting access to data. They admit that “a lot of data is also necessary

for the services that are offered there” (P13). Continuing closely on the results of bad

transparency through privacy policies (cf. Section 4.3.4.1), users would like to know

what data is logged, would like to get insights into created profiles, and wonder for how

long data is stored. What is happening to their data is also interesting, i.e., how it is
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processed and whether it is passed on to third parties. They lack knowledge of reasons

for data processing and possible effects. Participants mention many suggestions on

how these information needs could be satisfied: Information on data usage should

be “as concise and informative as possible and as understandable as possible” (P5).

To improve current consent mechanisms, P13 suggests visual means to convey what

happens: “Sometimes, it would be nice if there was a bit of a simple overview. Somehow

no idea, little pictures, little pictures that tell me what happens with my data. I would

find that practical.”

Regulations An also frequently mentioned suggestion to improve the users’ privacy

situation are regulations. While P13 formulates it rather soft “there should be standards

that encourage companies to handle data responsibly and not sell it to third parties”,

P15 sees a chance in strict laws: “if there were clearer laws about how those could be

used, if I knew, okay, they can use them, but if they’re used past a certain point, then it’s

sort of illegal.” To avoid loopholes, regulations would ideally be on a supra-national level.

P16 believes that “it would, of course, be great if something like this were regulated

throughout the EU [...] because that would be more effective, I imagine.” Participants

thereby emphasized that “[governmental agencies] then have to monitor it accordingly”

(P5). As users do not trust governmental organizations to stick to such rules and control

themselves, “then there might have to be external control systems to control that” (P5).

Company Behavior and Technical Security Fewer participants envision that behav-

ior changes by the companies and the application of technical security measures could

mitigate their privacy concerns. Wishes include simply collecting less data (P5, P7,

P2), deleting data as soon as possible (P2, P4, P7), and not selling or disclosing data

to others (P4, P6, P10, P13). An idea of P19 includes managing data in a similar way

as it is done with artistic content. They propose that “when data is resold, I think it’s

right that, as in the case of copyright, you should also be involved, so to speak. And not

to get rich, but simply to limit the whole thing a bit”. Purely technical security measures

such as encryption (P13, P17), two-factor-authentication (P18, P20) or very general

“more security” (P12) were mentioned only sporadically.
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Circumstances Also, sporadically, some participants said that their current living

circumstances contribute to mitigating concerns. P1 mentions being less concerned

“because I have not yet had any very bad experiences,” and P2, P3, and P20 mention

that they are less concerned due to our solid political system. Also, a couple of

participants believe that “on an individual level, no one bothers to get our personal data,

my personal data, because there is simply too little to get” (P11) what contributes to

mitigated concerns.

4.4 Discussion: The State of Mobile Sensing Privacy

With these findings we go beyond existing literature, by investigating smartphone users’

privacy concerns in-depth rather than merely finding that privacy concerns are an

important issue. We summarize the implications of our studies, and map them to this

chapter’s research question, in the following.

4.4.1 RQ2a: The Ratio of Privacy and Benefits Mainly Decides App
Adoption Behavior

Our ranking of the importance of factors for app adoption (see Section 4.1.2.1) shows

that the ratio of privacy and benefit matters most for potential users. The top 4 rated

factors to app adoption all relate to privacy and benefits. In general, that aligns with

past work where related constructs are studied, such as the privacy calculus (e.g., [148,

216]). To gain a deeper understanding of the two aspects privacy and benefits, we

let users rank them more specifically in Section 4.1.2.2, to go beyond the insights of

existing literature.

4.4.2 RQ2b: Users Are Most Concerned About Leakage of
Contentful Data and Actions on Their Behalves

Identity- and Financial Theft Wallet information and account information rank highest

on our scale of perceived sensitivity and potential risk. These are not of an informational

nature that reveals something about their user, but rather can give third parties access

to one’s resources and may enable identity theft. This is in line with send text messages

4.4 | Discussion: The State of Mobile Sensing Privacy 129



being rated as the most concerning writing-datatype, which also depicts some sort of

identity theft. We conclude that users are generally most afraid of outcomes that affect

their financial status and online identity.

Misuse of Contentful Datatypes Besides the identity-related datatypes, we see

data types that are contentful, i.e. user-centric information that may contain private

topics, rank high. Namely, these are text messages and calls, microphone data, files

and media, camera data and screen contents. Within these also occur location data

and contacts, which, however, are rather an observed property of the user respectively

actively entered collection of information. The actual information value contained

therein is diverse and can range from rather worthless ambient noise to personal

private conversations.

4.4.2.1 Productive Benefits Over Leisure Stuff

In the ranking of the effect that several benefits that an app provides have on the app

adoption intention, we see that productive and use-oriented benefits make a stronger

impact on app adoption than fun and leisure-oriented apps. A productive daily life

as app purpose even surpases a monetary incentive. The rather abstract purpose

amusement is the only non-productivity benefit that was rated to the upper half of the

spectrum by our participants.

4.4.3 RQ2c: Users Are Knowledgeable in General but Lack
Information About Concrete Apps

Summarizing the online survey and interviews, we found that the major issue regarding

knowledge about smartphone privacy is a lack of information about the data practices of

apps. Users’ general knowledge and understanding of how smartphones and privacy-

enhancing technologies work are rather good in our sample. 90% of our participants

could answer most of our quiz items correctly. However, it has to be noted that the

sample of our survey was rather young and reported an above-average ATI score.

Regarding concrete apps, participants mentioned that they are often not clearly

aware of what data apps are logging and what happens with their data afterward. They

are uncertain about what data apps can obtain from the device. Privacy policies are
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criticized for not being understandable. In our quantitative assessment of engagement

with privacy information mechanisms, we found that users behave ambivalent; while

some people claim to engage a lot and try to inform themselves, others do not.

People’s concerns were partially vague; they mentioned many uncertainties and

things they were unsure about but “have heard about it.” We see that this presence

of uncertainties and the laborious nature of informing oneself about privacy leads to

reduced motivation to do so. This negative feedback loop finally reduces trust and

transparency and increases concerns. Thus, we conclude on RQ 2c that the users’

general knowledge of smartphones and privacy-enhancing technologies is good,

but they lack information and understanding of apps’ data practices.

4.4.4 RQ2d: Users Fear Uncertain Data Incidents That Affect Their
Real-World Lives

The quantitative and qualitative results of both studies agree that users are most

concerned about third parties stealing and misusing their data. Users are well able

to name concrete consequences and are rather afraid of events happening in the

real world, such as financial loss and burglary. They also came up with non-obvious,

far-away consequences like manipulating (political) beliefs based on created personality

profiles. Moreover, passively sensed data (e.g., location, audio) thereby concerns them

more than actively entered data (such as personal information entered in a form). Data

processing on global, remote servers concerns them more than local.

The users’ concerns evolve mostly around uncertainties and demand better trans-

parency and control. We also found that users who know and understand more about

privacy-enhancing technologies have greater concerns. This finding aligns with the

literature [157] that found that users initially ignore privacy but show growing concerns

when they become aware of the possible consequences. Furthermore, our results

also reflect the findings of Coopamootoo and Groß [97], who argue that responses

are heavily biased by the cognitive processes that are triggered by the assessment

methodology.

We conclude on RQ2d: Smartphone users are concerned about their data

being misused by unknown third parties, and being used against them with

negative implications on their lives.
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4.4.5 RQ2e: Mitigation of Privacy Concerns: User-Centered Privacy
Measures

In RQ2e, we probed users on how they think their concerns can be mitigated. Our

participants suggested various measures that they can take themselves to overcome

privacy risks, such as changing their own behavior or measures they can easily under-

stand. Technical measures, such as improving app security, encryption, and stronger

authentication, were sporadically mentioned. We see that user-centered measures

are more relevant than technical ones – thus educating users. As users cannot fully

understand technical security measures and do not have proof of effect, the yielded

trust benefit in an app is limited. Furthermore, users’ views, concerns, and expecta-

tions have to be incorporated more [21]. Thus, this is a clear call to incorporate

user-centered privacy in apps, to increase users’ trust in the apps they use.

4.4.6 Lack of Trust: Call for Regulations

Transparent information mechanisms and control features require trust in the information

being true. Respectively, control features affect what they are claiming. However, in

the interviews, we noticed that participants were skeptical about whether companies

are actually honest. Participants accused companies of incompleteness of provided

information, not implementing what they promised, and a general reluctance to act

for the users’ good. Hence, a major group of suggested mitigation measures are

regulations, as a way to force the companies and guarantee user-friendly behavior. In

our first survey on app adoption intention we saw huge differences between different

types of app publishers, with companies scoring worst. Thus, (tech) companies should

work on their reputation and find ways to guarantee privacy. Role models from the

technical perspective could be approaches like differential privacy (cf. Zhao and Chen

[453]) or digital signature approaches.

4.4.7 Users Do Hard Implying Privacy Risks of Abstract Data Types

From the literature, we know that users do hard estimating which high-level information

about them can be inferred from low-level data, such as raw sensor values [179, 235].

Our study shows that this also applies to less abstract data types: Interestingly, users

rated potential risk and sensitivity of screen contents only on rank 9, and thus lower as,
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e.g., text messages or files and media. This shows that, although it might be logical for

most users that screen content can also contain textual content, it is perceived as less

sensitive at first sight, as the informational content is less abstract.

4.4.8 A Lack of Appropriate Privacy Enhancing Technologies
throttles Mobile Sensing Applications

Our studies reported that privacy issues are a major barrier to the adoption of mobile

sensing smartphone apps. Especially, deep, contentful data was rated critically, as

users can hardly estimate its information gain and what can potentially inferred from

it. Transparency and control are important factors that can mitigate concerns, how-

ever current privacy enhancing mechanisms can hardly deal with complex, contentful

datatypes.

A lack of transparency is the major overarching topic that goes through all three

studies. It came up in all code groups, respectively, stages of our privacy concern

model. Also, Transparency was indicated an increasing app adoption intention in the

first survey. Uncertainty and a lack of information, knowledge, and understanding

constitute the cause of many privacy issues and feared consequences.

Strongly tied to the aforementioned lack of transparency is also the desire for more

control. It is not as present in the users’ minds yet as transparency is, but when digging

deeper into interview responses, we saw that they feel like they are not the owners of

their data anymore. The high relevance self-centered privacy issue mitigation measures

that users have reported further underlines the lack of control. Users see themselves

forced to restrict their own behavior, as last measure of impact.

Users are especially interested in what their data is used for, and would like to

control it also after data left their devices. Both desires of Transparency and Control

are hard to fulfill in the context of contentful data, the application potential of which

we have envisioned in Chapter 3. This contradiction currently reflects by smartphone

OS developers heavily restricting access to such data, which in turn throttles novel

innovative mobile sensing data based applications.
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4.4.9 Motivation of Novel User-Centered Privacy-Enhancing
Technologies

During our research we found that current privacy-enhancing technologies, i.e. infor-

mation and consent mechanisms, are not satisfying. Based on the demands from

Chapter 3 and the privacy issues found in Chapter 4 we motivate the following require-

ments for the design of novel privacy-enhancing technologies.

Solutions for Contentful Data Current privacy consent mechanisms are rather

limited in their options. Usually, one can only completely grant or deny access to a

datatype. Thereby all datatypes are treated similarly, without considering the inherent

differences that they pose. For example, for location, different granularities could be

offered, or for microphone data, the user’s context may be considered. The span of

inherent information is wide, and with nowadays all-or-nothing permission concepts

such data cannot be used in a privacy-respectful way. Our study thereby motivates the

design and evaluation of novel privacy-enhancing technologies, especially for contentful

datatypes. Not only app developers but also users would benefit: Besides gaining

increased privacy and mitigating risks, they would benefit from more adaptive and

intelligent apps fueled by rich, detailed data.

User-Centered Privacy Privacy-enhancing technologies should keep the user in the

loop. Sole technical security measures do not make a privacy difference from the user

perspective. Users has to be conveyed the feeling of understanding what happens

and, in case they feel the need, the ability to control processes related to their data

anytime. Most users are more satisfied when they understand what happens (although

many users initially cannot express the demand), and regarding we have a clear lack.

Users have to be kept in the loop of their data processing, from logging until (remote)

processing.

Explain Data Inference Potential Related work and also our study results have

shown that users do especially hard estimating the privacy implications that data

inferences may have. Approaches have to be developed that convey what kind of

hidden information lies in their data. This is challenging as one by nature cannot know

what is or will in the future be possible. Furthermore, knowledge discovery processes
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mostly happen offline and with an individual’s data being merged into a larger dataset

encompassing many users. Thereby the processes become more complex to explain

and are out of the scope of control of the user.

Design for Different Audiences We saw that the spectrum of how much people

care about privacy is somewhat polarized. While some people really care and can be

hardly satisfied, others do not care at all and are not willing to spend time and effort

into privacy-related tasks. Future research should consider designing differently for

these two audiences.

Transparency Thus, the most desired mitigation measures evolve around increasing

transparency: Better consent mechanisms and precisely short and concise information

that highlights the essential aspects were mentioned by nearly all participants. It has

to be easy to understand and could be augmented with visual elements that help to

understand the flow of one’s data. Advantageous would also be to make the aim and

purpose of data processing clear. Although we saw a generally low acceptance for

data logging and processing, our interviews have shown that people mostly agree with

data usage if the purpose is clear and, in their eyes, meaningful. Thus, we conclude

that system designers and developers should put an emphasis on concise,

transparent, and understandable information and consent mechanisms.

Control However, having direct control over one’s data from logging to processing

poses an effective concern mitigation measure. We saw that most mentioned mitigation

measures evolve around things that the users themselves perform, and rather few

mitigation measures the data processing opponent or other third parties. We argue that

users should be offered full control over their data and what happens with it at

all times. reduces the perceived concerns.

Not-In-Situ Solutions Privacy-decisions are usually made in-situ, i.e. permission

requests are prompted in that moment when an app actually needs access to some

data. On the one hand contextualizing privacy decisions has shown to be good (e.g.,
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[433] in the context of web consent forms), on the other hand users in-situ have a aim or

task they want to fulfill, which decrease their motivation to cope with privacy decisions

right in that moment.
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4.5 Chapter Conclusion: The State of Mobile Sensing

Privacy

To shed light on the concrete outcomes that users are afraid of happening due to privacy

issues, and to see which factors play a role in mobile sensing app adoption decisions,

we conducted two online surveys and one interview study. We overall found that users

are concerned of outcomes that affect their real-world lives. That are especially stolen

wallet- and account information which may lead to financial loss or identity theft. Rich

datatypes such as text messages and microphone data are deemed dangerous due

to the large and varying amount of content. Concerns are mitigated if users expect a

benefit alongside the data, especially benefits towards their productivity. In general,

users are initially unaware of many issues, until they deal with the topic of data privacy.

For rather abstract datatypes they do hard estimating the contained information gain,

and they can hardly judge which further information prediction models might infer from

their data. They see the underlying issue mostly in data shared with or stolen by

third-party actors such as companies or hackers.

With these findings we go beyond existing literature, by investigating smartphone

users’ privacy concerns in-depth rather than merely finding that privacy concerns are

an important issue. Privacy-enhancing technologies are needed, that tackle these

issues. Especially more user-centered privacy design, control throughout the full data

processing pipeline, and solutions to convey trust in technical privacy and security

measures are necessary.

Chapter Take Away

Current privacy-enhancing technologies are not sufficiently user-centered.

Measures that improve privacy and security from a technical perspective do

not necessarily also affect the user’s privacy perception. Rich and contentful

data, processed through machine learning, poses special challenges. Users

do hard estimating the information inherited in such data and understanding

prediction procedures. Novel approaches to provide transparency and control

to users need to be researched.
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5
How Can We Improve User
Privacy, Without Obstructing the
Data’s Output?

In this chapter, we propose solutions to improve the smartphone users’

privacy regarding mobile sensing applications, while keeping the data usable

for the application’s purpose. Building the basis for most privacy-enhancing

interfaces, we first study the effects of transparency and control in smart-

phone apps on users’ privacy perception and application adoption behavior.

We present four approaches towards improved user privacy, three of them

were evaluated in-the-wild yielding insights on their real-world effects.

In Chapter 3, we have seen that there is a need for more in-depth sensing data,

in order to enable innovative use cases. However, Chapter 4 has shown that privacy

issues throttle the adoption of smartphone apps with mobile sensing technology. They

raise privacy concerns among the data generating user, and raise concerns among

OS developers about their users security and privacy. The underlying problem is that
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current privacy-enhancing technologies, i.e. information and consent procedures and

features, are not sufficient. The high information gain of mobile sensing data is opposed

by a lack of transparency and control. The concerns on both user and developer side

lead to lower app adoption and availability of mobile sensing data. Thereby, fewer

innovative applications proliferate in the wild. In this chapter, we first study the influence

that transparency and control have on users’ app adoption decision. Based on the main

insight that transparency always should be accompanied by control, we study three

concepts that provide transparency and control over mobile sensing data. In Section 5.2

we investigate the potential of on-device pre-processing and log data review in the

context of mobile language data. Section 5.3 presents a concept providing fine-grained

permission control on smartphones through sliders. Through an interactive machine

learning interaction concept that we present in Section 5.4 we finally propose solutions

regarding prediction models and data inference. With the presented concepts, we show

that well-designed transparency and control features can facilitate the proliferation of

mobile sensing data. The user-desired transparency helps them being informed and

understand what happens, however to actually mitigate privacy concerns and increase

app adoption the availability of control features is key. How both affect the users is

thereby highly individual, and varies across users. Overall, this chapter’s studies adhere

to our third research question:

RQ3 How to improve privacy without obstructing usability?
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Research Question Paper Section

RQ3 How to improve privacy, without obstructing usability? Chapter 5

RQ3a
How do transparency and control in a privacy dashboard affect the
number of users adopting and dropping out of a passive mobile sensing
app?

[47] Section 5.1

RQ3b How do transparency and control in a privacy dashboard affect the
awareness of and knowledge about the data logging? [47] Section 5.1

RQ3c
How do transparency and control in a privacy dashboard induce be-
havior change and self-reflection and thus the logged data of a passive
mobile sensing app?

[47] Section 5.1

RQ3d How do transparency and control in a privacy dashboard affect a passive
mobile sensing system user’s privacy concerns and trust? [47] Section 5.1

RQ3e How does on-device preprocessing of mobile language data affect users
privacy perception? [40] Section 5.2

RQ3f What are helpful sub-steps for fine-grained data control? [46] Section 5.3
RQ3g How do we deliver the additional control that is usable? [46] Section 5.3
RQ3h How does it perform compared to the existing Android permission UI? [46] Section 5.3

RQ3i How can interactive machine learning yield transparency regarding
prediction and inference potential of mobile sensing data? [38] Section 5.4

Table 5.1 : Overview of the studied sub research questions of RQ3.

5.1 The Influence of Transparency and Control Features

This section is based on the following publication:

Florian Bemmann, Maximiliane Windl, Jonas Erbe, Sven Mayer, and Heinrich Hussmann.
“The Influence of Transparency and Control on the Willingness of Data Sharing in Adaptive
Mobile Apps.” In: Proc. ACM Hum.-Comput. Interact. 6.MHCI (2022). DOI: 10.1145/
3546724

Previous research proposed the concept of “consent as a process” to tackle privacy

issues, including making data logging processes transparent and giving the users

control over their data [179]. In our studies presented in Chapter 4, we also found a

demand for transparency and control; although transparency was more often requested

than control. However, the effects of transparency and control are rarely studied yet.

In the context of privacy dashboards [187], studies have been conducted with

diverging results. While some indicate positive results [397], other studies revealed

none [213] or even contradictory effects [203]. A promising direction is supplementing

transparency with control which has already been shown to mitigate the adverse side

effects of transparency [141, 187]. For example, increased transparency decreased
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trust and willingness to share data [206, 343]. However, those studies were either

conducted in the domain of actively donated data [187], conducted as vignette stud-

ies [213, 221] or did not evaluate transparency and control independently [213, 397].

Thus, developers of mobile sensing applications in industry and research cannot build

on insights on the effects of transparency and control features. Regarding privacy

dashboards as a means to implement transparency and control, the literature showed

that a well-informed design is needed to avoid adverse effects [141].

In this study, we investigated the effects of transparency and control features on

smartphone users app adoption decision and perceived privacy. On the example of

a privacy dashboard, we quantified conversion rates depending on transparency and

control as two individual factors.

The findings of this study help us to steer the design of future privacy-enhancing

technologies. We find which features actually make a difference regarding app adoption,

and which aspects have to be considered with care. Thereby these results constitute

the foundation for the studies presented in the following.

5.1.1 Background: Transparency and Control Through Privacy
Dashboards

In this section, we introduce privacy dashboards as a means to tackle the privacy

issues and implement the privacy tool suggestions derived from the previous section.

We first define privacy dashboards, describe existing privacy dashboard projects, and

finally give an overview of work on transparency and control in privacy dashboards.

The privacy dashboard is a common privacy design pattern [121]. Other privacy

design patterns are, for example, the Personal Data Table and Privacy Policy Icons [372].

Privacy dashboards make users aware of the data services have collected about them.

They should provide successive summaries of the collected data and give an easily

understandable overview [121, 457]. For this, they can use demonstrative examples,

predictive models, visualizations, or statistics. Additionally, a privacy dashboard can

provide control options and privacy settings to empower users to control the processing

and collection of future data, cf. [121, 457]. Especially actions like deletion and

correction of data are highlighted. Finally, privacy dashboards should give an overview

rather than presenting every detail of possibly thousands of data items [372].
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Privacy dashboards are spreading in practice, for example, the Google Privacy

Dashboard, and have become subject to research. They were examined as a European

General Data Protection Regulation (GDPR), compliant alternative to consent forms [54].

They were studied as tools to give users a sense of what data is collected and inform

the user instead of listing every detail [20, 213]. Raschke et al. [329] implemented a

comprehensive privacy dashboard that adapts the newsfeed concept from social media.

The dashboard incorporates transparency and control features so that users can view

the collected data and learn about the purpose by obtaining information about involved

processors, requesting rectification or erasure of each data item in the timeline, or

reviewing and withdrawing the consent for each individual data type.

Privacy dashboards are a tool to implement the principles of notice and choice [346,

438], often through features that provide transparency and control [353]. Transparency

and control have long been studied in the context of mobile systems. Permission popups

force mobile apps to provide transparency and control about what data an app can

access [144]. However, the context is limited [410]. Permission popups lack appropriate

information and contain hardly understandable terms, making it hard for users to

grasp the implications of granting permission [217]. Also, the amount of information

conveyed to the user leaves space for improvement [53, 144]. In contrast, interfaces

that provide more detailed information on what happens with the data increase user

confidence [402]. In the web context, similar issues are proliferated. Privacy policies

are long and hard to understand and, thus, often ignored [294]. In addition, they fail to

provide sufficient transparency to the user [53]. Here, consent popups may even be

designed to nudge users towards illegal configurations [293].

Permission popups offer transparency and control before the data logging happens.

In contrast, privacy dashboards take effect afterward. The retrospective approach has

the advantage that the user can be informed about what has actually been logged.

Transparency and control features, incorporated through privacy dashboards, have

shown positive effects: The Google privacy dashboard [141] and a dashboard for online

shopping [187] increased user trust. However, this is only valid for raw data: In the study

of Herder and van Maaren [187], showing derived data increased perceived privacy

risk and reduced user trust. Perceived risks and trust may lead to fewer people using

a service, not sharing required data, or dropping out early. For example, in vignette

studies, participants indicated to prefer using a service that provides transparency
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Paper T C Finding Context Method

Keusch 2019 [221] ✗ ✓ An option to switch off data collec-
tion would significantly increase the
willingness to participate

mobile sens-
ing studies

vignette study

Tsai 2011 [397] ✓ ✗ Transparent privacy information
policies increase the usage of the
service and even justify higher
prices

online pur-
chasing

between-
subject lab
experiment

Elevelt 2019 [134] ✗ ✓ 74% of the participants continued
sharing their GPS data although
they could have opted out

smartphone
sensing

Longitudinal
diary study
with sensing
(enabled by
default, opt
out possible)

Awad 2006 [20] ✓ ✗ Acceptance of tracking and effects
of transparency vary with personal-
ity

personalization
in online
shops

survey

Karwatzki 2017 [213] ✓ ✗ Transparency has no positive effect
on willingness to disclose informa-
tion

personalization
of event find-
ing online
service

evaluation of
screenshots in
2x2 design

Farke 2021 [141] ✓ ✓ Transparency reduces concerns,
control features are used rarely

Google
Privacy Dash-
board

interview af-
ter guided us-
age

Herder 2020 [187] ✓ ✓ Control and transparency on raw
data increase trust, while trans-
parency on derived data decreased
trust but increases concerns

online pur-
chasing

vignette
study with
assessment
of behavior
intention

Schnorf 2014 [353] ✓ ✓ Depending on the user predispo-
sition, transparency can also raise
anxiety

inferred user
interests

survey

van Kleek 2017 [402] ✓ ✗ Transparency on what happens with
their data increases user confidence
when deciding for an app

mobile app
choice

prototype
study

Table 5.2 : Studies on the effects of transparency (T) and control (C) in privacy dashboards,

their context, methodology, and findings. Most studies were conducted with vignette or survey

methodologies, while evaluations of real behavior are rare.

over the logged data [20, 221, 397] or an option to switch off the data collection [221].

However, while control features show a positive effect, they are only seldomly used. In

the studies by Farke and Elevelt only a quarter of the participants involved had already

used or indicated a willingness to use such features in the future [134, 141].

While the previously reported studies in the contexts of webshops, surveys, and

personalization of online services agree that the provision of decision-relevant informa-

tion is positive [456], the literature is contradictory in the context of sensing data [213].

Here, transparency increases privacy concerns resulting in less data disclosure [206].
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This inverse impact of transparency features can also be found in studies on person-

alized advertisements [422] and inferred user interests [353]. Also, the reaction to

transparency features depends on the user’s privacy predisposition [353]. To give an

overview, we show studies evaluating the effects of transparency and control with their

context, methodology, and findings in Table 5.2.

5.1.2 Research Questions

Incorporating privacy-enhancing features that provide transparency (e.g., [20, 221,

397]) and control (e.g., [221]) have positively affected users’ trust and privacy con-

cerns. Furthermore, vignette studies indicated positive effects on the usage of such

services [213, 221]. However, it is unclear whether those effects hold in a real applica-

tion, especially in the light of the Privacy Paradox that indicates discrepancies between

behavioral intentions and real-world behavior, cf. [5, 292]. Further, most research has

been conducted in the context of online shops or personalized adaptive services and

was fueled by data actively provided to the system by its user. In contrast, only a few

works exist in mobile passive sensing applications, where data is collected without the

user’s active involvement. And if so, studies used vignette methodologies and only

assessed user intention via self-reports instead of actual behavior. Yet, to the best of

our knowledge, no study measured the effects on participation rates and app usage,

the resulting data (i.e., gaps), the privacy concerns, and trust in mobile sensing apps

equipped with a privacy dashboard while treating transparency and control features

as two independent factors. To address this gap, we define the following research

questions:

RQ3a How do transparency and control in a privacy dashboard affect the number of

users adopting and dropping out of a passive mobile sensing app?

RQ3b How do transparency and control in a privacy dashboard affect the awareness

of and knowledge about the data logging?

RQ3c How do transparency and control in a privacy dashboard induce behavior change

and self-reflection and thus the logged data of a passive mobile sensing app?

RQ3d How do transparency and control in a privacy dashboard affect a passive mobile

sensing system user’s privacy concerns and trust?
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We compared four privacy dashboard variants to investigate these research ques-

tions: Transparency and control, either transparency or control, and a baseline variant

without both. This 2× 2 factorial design allowed us to evaluate the effects of trans-

parency and control independently. In addition, we deployed the privacy dashboard as

part of a passive mobile sensing app in the wild (N = 227) to overcome the limitations

of related work that often relied on vignette studies. In the beginning, we did not

tell participants that the privacy dashboard was the study’s primary objective to be

able to measure natural, unbiased behavior. We started with a preliminary survey to

operationalize transparency and control and decide which features to implement in the

dashboard.

5.1.3 Preliminary Survey

We first assessed which transparency and control features are important to users to

inform the development of our privacy dashboard. Then, we aimed to incorporate only

essential features to not overwhelm the users. We conducted a survey (N = 118) to

determine which transparency and control features are most important for users. There-

fore, we presented our participants with a vignette of a hypothetical mobile sensing

scenario and asked how likely they were to participate in that study. The design of the

vignette study, including the questions, is adopted from Keusch et al. [221]. The partici-

pants rated a set of privacy dashboard transparency and control features on a 5-point

Likert scale for their likeliness to increase their willingness to participate. We collected

the presented features from related work by constructing a list of features these papers

used to implement transparency or control in their privacy dashboards [221, 329]. We

further asked them to select a minimal set of features that they would like to have in a

hypothetical mobile sensing application. Finally, we incorporated all features desired by

most of the users into our privacy dashboard design.

5.1.3.1 Participants

The sample consisted mainly of students (62%) and employees of IT companies (20%).

Their mean age was 27 years (SD = 8.4). The following insights are based on 115
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Figure 5.1 : Results of our preliminary survey to inform the privacy dashboard design. We

implemented all features where the majority of the participants fully agreed or rather agreed that

it would increase their likelihood to participate (a).
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participants (3 participants stated in the first question that they would participate in the

vignette study in any case, and thus we could not ask them about features to improve

their participation likelihood).

5.1.3.2 Results

Detailed control features were the most desired. Disabling data logging ranked high in

both questions, whereas fine-grained control (disabling single data types, 77% agreed)

was more desired than disabling the full logging (72% agreed). They also desired the

option to delete all data (76% agreed) and single data types (60% agreed). Further, the

transparency features to view the recorded data (69% agreed), and a trial phase (70%

agreed) were rated to increase participation likelihood. Participants rated retrospective

features as less critical. Less than half of the participants stated that retrospectively

deleting data of specific periods (47% agreed), exclusively allowing data of specific

periods (37% agreed), or removing data of single data types (49% agreed) would

increase their likelihood of participating.

5.1.4 Study

We conducted the study with the PhoneStudy app1 and added a privacy dashboard

to understand the impact of transparency and control. We evaluated the mobile

sensing privacy dashboard in a 2×2 factorial study design, with the presence of (a)

TRANSPARENCY and (b) CONTROL features as the independent variables. Thus, each

participant was assigned to one of the following four conditions:

• Baseline: The mobile sensing app without any possibility to view logged data or

control the logging

• Transparency Features: The app with a privacy dashboard that allows users to

view the data but not delete or pause data entries (Figure 5.2 1-4)

• Control Features: The app with control features where users can pause the

data logging (Figure 5.2 5-7)

• Both: The app with both a dashboard to view data and control features to pause

logging and delete data entries (Figure 5.2 1-8).

1https://phonestudy.org/, last accessed 2024-12-06
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This modular design allowed us to turn single features on and off depending

on a user’s study condition. Following our research questions, we can hence study

the behavior of users who were exposed to one of the two factors independently

and compare how our dependent variables behave. Hence, in contrast to studies

from related work, we can evaluate the effects of transparency and control features

individually.

5.1.4.1 Apparatus

The PhoneStudy app collects the sensing data, incorporates the privacy dashboard,

and implements study management features such as prompting questionnaires when

desired by the researcher. It was available for Android (version 6 or above) and

was distributed as an APK file. We implemented the privacy dashboard as a web

app built with the React JavaScript Framework to make it as reusable as possible

for other applications. For this study, it was seamlessly integrated into the sensing

app using an Android WebView. WebViews allow direct communication between its

JavaScript environment and the native Android code1, such as displaying and deleting

data from within the dashboard. The control features to pause the data collection

were implemented via a native Android screen. The sensing app communicated with

a central server to control the study flow and gather the data. This also allowed the

distribution of the questionnaires at specific study stages via push notifications. The

questionnaires were implemented in the online survey platform SoSci Survey2. Thus,

we could run our study completely remotely.

We made the following design decisions for the privacy dashboard: 1) We only

show raw data but no aggregations and interpretations. Raw data is the first step in

every data processing workflow and is thus present in every mobile sensing application.

Furthermore, the effects of aggregations and interpretations are highly dependent

on their precise design and implementation. Since we wanted to keep our results

generalizable and independent of one specific application case, we forward such

analyses to future work. 2) Informed by the results of the preliminary survey, we

implemented all features, where the majority of the participants fully or rather agreed

that they would increase their likelihood to participate. We list the resulting set of

1https://developer.android.com/reference/android/webkit/WebView, last accessed 2024-12-06
2https://www.soscisurvey.de, last accessed 2024-12-06
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Feature Implementation T C B

Disable logging by data type In the Settings screen (5) one can disable the logging via
data type specific toggles.

✗ ✓ ✓

Delete all data Is already implemented in a dedicated tab to fulfill the
privacy regulations.

✓ ✓ ✓

Pause entire logging In the Settings screen all toggles can be turned off, and a
pause duration in hours can be specified (6).

✗ ✓ ✓

Trial phase The first data items are uploaded after 24 hours, thus one
can uninstall the app within the first day without data
being transmitted.

✓ ✓ ✓

View data In the View Data tab a timeline visualizes all logged data
items (1). Additionally a detail view (2) which is ac-
cessible via a context menu (8), raw data view (3), and
explanations (4) about what can be inferred from the data
are provided. The timeline can be filtered by datatype and
timerange (9).

✓ ✗ ✓

Review data before transmis-
sion

Data is uploaded only after 24 hours, thus one has time
to view and withdraw before transmission by deleting all
data of the current filter selection (7) or single data items
via an item’s context menu (8).

✗ ✗ ✓

Pause logging by data type The toggles in the Settings screen allow to set a pause
duration (6).

✗ ✓ ✓

Table 5.3 : In this table we show the features derived from our preliminary survey and requirement

analysis (left column) and matches it to how each feature is implemented in the dashboard

(column Implementation). The three rightmost columns denote in which of the experimental

conditions each feature is present: Transparent Features (T), Control Features (C), and Both (B).

features in Table 5.3. 3) The privacy dashboard has two main screens. A view data

screen that mainly implements the Transparency Features and a settings screen that

contains most control features. Figure 5.2 shows a visualization of the structure, and

Table 5.3 explains how the agreed-on features are incorporated. 4) The timeline concept

of the view data screen is informed by the privacy dashboard of Raschke et al. [329].

Each data item is listed in chronological order, beginning with the newest. In contrast

to theirs, our dashboard is optimized for smartphone screens, i.e., controls to configure

filters like time range, data type, etc., are hidden in menus. While deleting data is

supported in the according study condition as well, we did not include features to rectify

erroneous data. Multiple items of the same type in a row are collapsed (e.g., “9 more

app usages”) but can be expanded on demand. In general, all views follow Google’s

design standard Material Design1.

1https://m3.material.io/, last accessed 2024-12-06
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Figure 5.2 : The UI of our privacy dashboard is structured into two main components: The

timeline view (1-4) that offers transparency, and the settings features (5-7) that implement control

over the data logging.

5.1.4.2 Procedure

We used convenience sampling to recruit our participants (via email lists, social media,

and Slack). The advertisement contained only a little information. We merely advertised

it as a study on smartphone usage in daily life. For further information, the ad referred

to an onboarding questionnaire to reduce the risk of a hidden selection bias by privacy

disposition (DTVP) [213]. If people drop out in the onboarding questionnaire instead of

the study ad, we could count them. When opening the onboarding questionnaire, users

were randomly assigned to one of the four study conditions. Then the study details

(e.g., mobile sensing app has to be installed, data is logged, study duration) were

introduced to the potential participants. In addition, for the non-baseline condition, we

advertised the respective privacy features prominently. Via this onboarding procedure,

we could retrace how the transparency and control features already influenced the

decision to install the mobile sensing app. Thus, monitoring the “interest in the study.”
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The participants could download the app via a QR Code or a link. In the non-baseline

condition, the setup process started with an intro slider where the respective privacy

features were again advertised. Afterward, participants had to walk through a four-step

setup process to accept the app’s privacy policy and grant the necessary system

permissions. The app then summarized the study procedure. Finally, the app prompted

a link to the pre-study questionnaire (see Section 5.1.4.3 for the instruments).

Participants should then keep the app on their phone for seven days while data

was passively logged in the background. Our app logged smartphone behavior (i.e.,

opening and closing apps), connectivity status (i.e., wifi and Bluetooth status), and

high-level activity data (like walking, biking, or running1). After two days, the app

reminded the participants about the transparency and control features via a notification.

After seven days, the app prompted the post-study questionnaire via a notification (see

Paragraph 5.1.4.3 for the instruments). At the end of that questionnaire, participants

chose their compensation, and the study was finished. We compensated participants

for their participation with either 15C via PayPal or a respective amount of study points

that can be credited at our university2. We visualize the study procedure in Figure 5.3.

According to the ethics approval procedures at our faculty, we assessed our study with

the ethics committee’s questionnaire. As a result, we concluded that it was not ethically

questionable and forwarded the completed questionnaire to the ethics committee.

5.1.4.3 Measurements and Logs

The collected data consists of three parts: 1) a pre-study questionnaire in the app, 2)

the app usage data, and 3) a post-study questionnaire. We chose this study design to

observe changes in behavior and knowledge. Moreover, some measurements need to

be collected before to get unbiased insights (e.g., the prior privacy experience), and

others can only be collected after using the dashboard (e.g., behavior change and

self-reflection).

1Retrieved via the Google Awareness API activity recognition,
https://developers.google.com/awareness/android-api/snapshot-get-data#get_the_current_activity,
last accessed 2024-12-06

2The participation in the study is still anonymous, and data required for compensation and study
credits is kept independent of the study sensing data and questionnaire answers.
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Figure 5.3 : A flowchart visualizing the procedure of our study. Potential participants were re-

cruited with a sparse study description (i.e. not mentioning that a mobile sensing app is involved).

When they clicked on the onboarding link which was realized with an online questionnaire tool,

they were immediately randomly assigned to one of the four study conditions. Afterward, the full

information about the study was presented, mentioning the privacy dashboard in the applicable

conditions, and the condition-specific Android app could be downloaded. After the installation

participants had to fill out the pre-study questionnaire, on day seven the post-study questionnaire.

Pre-Study Questionnaire After installing the app, the pre-study questionnaire was

prompted via a notification which took approximately 5 minutes to complete. There

we assessed participants’ prior privacy experience and how good they were informed

about what data was logged during the study and what happened with their data:

• Prior privacy experience: Contributing to RQ3d, we used the construct collection

of Degirmenci et al. [110], which consists of adaptions of the items about prior

privacy experience from Xu, Gupta et al. [441], computer anxiety by Stewart

and Segars [387], perceived control by Xu, Teo et al. [442], and app permission

concerns by Smith et al. [376].

• Knowledge about data logging: A set of self-constructed items constituting a data

logging quiz. It consists of 12 statements about logging, e.g., “ The PhoneStudy

app is logging my precise location (GPS coordinates).” The participants had

to rate each item whether it was true, false, or they did not know. We use this

information to answer RQ3b.

• Knowledge of how data is processed: Also corresponding to RQ3b, we con-

structed another set of items constituting a data processing quiz. It consists of

10 statements on where the data is processed (e.g., “The collected data is never

leaving my smartphone”), who has access (e.g., “My collected data is accessible
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for everybody on the internet”) or anonymization (e.g., “The collected data is

anonymous, i.e., cannot be connected to my real-world identity”). Equivalent

to the items on knowledge about data logging, participants had to rate whether

each statement was true, false, or they did not know.

App Usage Logging The PhoneStudy app tracks its usage to determine how partici-

pants used the privacy dashboard and control features. We track lifecycle events of

the PhoneStudy app screens and detailed usage of the privacy dashboard (which log

items were visible, if the detail view was clicked, if a filter was applied). Furthermore,

usages of the control features were logged (e.g., which data items were deleted, when

the logging was paused). Among others, we need this information to investigate RQ3c,

as the usage of control features directly affects the resulting log data.

Post-Study Questionnaire At the end of the study period, another questionnaire

was prompted via a notification. Here we assessed whether the privacy perception

and knowledge about data logging and processing changed during the study, how

the control features were used (if present), which effects the app usage had on the

participants, and whether the app was usable in general. The post-study questionnaire

took approximately 8 minutes and ended with the choice of compensation. In detail,

the questionnaire inquired about the following factors:

• Prior privacy experience (repetition, cf. Section 5.1.4.3)

• Knowledge about data logging (repetition, cf. Section 5.1.4.3)

• Knowledge of how the data is processed (repetition, cf. Section 5.1.4.3)

• Data deletion behavior (condition Control only): Freetext and slider items on how

many data items participants deleted in total, how many of which data types,

why they did it, and in which situations (RQ3c) (see Table 5.4).

• Logging pausing behavior: Freetext and slider items on how often the logging

was paused in total, how often for which data types, why they did it, and in which

situations (RQ3c) (see Table 5.4).
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• Behavior change and self-reflection: Four self-constructed items, inspired by the

Technology-Supported Reflection Inventory of Bentvelzen et al. [51], on how the

app usage affected smartphone usage, real-world behavior, and self insights.

Additionally, a free text item on what changed and why (RQ3c).

• Logging awareness: Four self-constructed items on how aware participants were

of the logging, whether this awareness influenced them, and if yes, what and

why (RQ3b).

• Usability and other comments: Finally, we assessed the UEQ item groups on

attractivity, perspicuity, and stimulation [361]. Furthermore, participants could

enter any comments or remarks on the app and study in a free text field.

5.1.4.4 Data Analysis

The Android app sends its log data to our central server, where the data of all users

is collected. The questionnaire data, which we initially stored at a university server, is

also imported here. The raw data is not exported to the researchers’ local computers

for privacy and security reasons but instead analyzed on the server. Therefore we use

an RStudio Server1 instance running the statistics language R at version 4.1.3. We

provide the preprocessing script files and the aggregated data in a Jupyter Notebook2.

5.1.5 Results

In the following, we present the results of our evaluation of the privacy dashboard’s

transparency and control features in the wild. Each of the following subsections

corresponds to one of our research questions: We show how transparency and control

features affect the app installation rate, usage, and dropout (RQ3a); evaluate which

effects on privacy concerns and trust are raised by both aspects (RQ3d); how aware

users are about the logging and whether the knowledge about the logging differs

(RQ3c); and whether induced behavior change and self-reflection could be noticed,

thus the resulting data is influenced by the two factors (RQ3b).

1https://www.rstudio.com/products/rstudio/#rstudio-server, last accessed 2024-12-06
2https://github.com/mimuc/mobilehci22-transparency-and-control, last accessed 2024-12-06
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Figure 5.4 : Participation rates throughout our mobile sensing study. Users with the control

features were significantly more likely to install the app, whereas users with the transparency

features were significantly less likely to do so.

5.1.5.1 Mobile Sensing App Usage

In this section, we show which influence the experimental conditions had on how many

participants installed our mobile sensing app, how long they kept it on their phones,

and how much they actively used the app with its respective privacy features. These

objectives correspond to RQ3a.

In total, 1286 potential users opened the onboarding questionnaire through our

study advertisement. Already here, they were equally assigned to the four experimental

conditions. Of those, 17.7% (227) finished the onboarding questionnaire and indicated

a willingness to install the app, roughly equally across the conditions (χ2(3) = 1.607,

p = .658). Of those who indicated a willingness, 66.1% actually installed the app and

granted the required system permissions. There was a significant difference between

156 5 | How Can We Improve User Privacy, Without Obstructing the Data’s Output?



users who indicated participation and those who installed the app (χ2(3) = 16.557,

p = .0009). Post hoc comparisons revealed that users with the Control Features

installed the app, significantly more often (84.3%), while significantly fewer users with

Transparency Features did so (47.4%). After having installed the app the dropout was

comparatively low. 85.3% of those who installed the app kept it for at least one day

(χ2(3) = 3.674, p = .299), 84.0% for 7 days (until end of the study) (χ2(3) = 1.390,

p = .708).

Dashboard Usage: Factor Transparency Throughout the 7-days study, the users

who had the possibility to view their data in the privacy dashboard (Transparency

Features and Both) did so on average 14.60 times. A Mann-Whitney U Test (W =

631.5, p = .430) showed no differences between the conditions (MTransparency =

14.74, MBoth = 14.45). The distribution of usage frequencies (visualized in Figure 5.5)

is common, with a peak at around ten times, a set of more frequent users that opened

the dashboard between 20 and 50 times, and a few outliers with up to 80 usages. Due

to the data not being normally distributed according to a Levene test, we used the

nonparametric Mann-Whitney U test instead of a standard t-test.

Dashboard Usage: Factor Control Those who had the option to control the logging,

i.e., turning the logging of specific data features off or deleting data entries, made only

rarely use of that. The average user paused the logging of one datatype 1.8 times

Baseline Transparency Control Both Total

Study Phase N % N % N % N % N %

Interest in
Study 322 100.0% 321 100.0% 322 100.0% 321 100.0% 1286 100.0%

Indicated Par-
ticipation 56 17.4% 57 17.8% 51 15.8% 63 19.6% 227 17.7%

App Installed 38 67.9% 27 47.4% 43 84.3% 42 66.7% 150 66.1%
Study Day One 29 76.3% 23 85.2% 38 88.4% 38 90.5% 128 85.3%
Study End 29 100.0% 23 100.0% 37 97.4% 37 97.4% 126 98.4%

Table 5.4 : The number of participants throughout each study stage. The relative values relate

to the stage before, i.e. report how many users continued since the previous stage.
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Figure 5.5 : Histograms visualizing the average usage frequency of the provided privacy features

per user. The dashed lines shows the group mean. Users with the factor transparency (a) used

the privacy dashboard on average 14.74 (Transparency Features) resp. 14.45 (Both) times. The

features of factor control (b) in contrast were used very rarely, on average 1.33 times (Control

Features) resp. 2.29 times (Both).

(MControl = 1.33, Mboth = 2.29; Mann-Whitney U Test: W = 960, p = .395). The

frequency distribution shows that the majority of the users did not use that feature at all

(74 out of 85 users in Control Features and Both, respectively 87.06%).

Participants in the condition Both additionally could delete data entries from within

the dashboard. This feature was used even more rarely by only 3 out of 42 users. In

total, 15 data entries were deleted.

5.1.5.2 Logging Awareness and Knowledge

We assess how much the participants know about (1) what happens with their data and

(2) what data is logged during the study to answer RQ3b. Therefore, we used items

designed as a data logging quiz and data processing quiz that had to be answered in

the pre-study and post-study questionnaires.

Data Understanding The data understanding quiz assessed knowledge on what

happens with the data that the participants’ app collects during the study, i.e., who

has access to it, where it is processed, and where it is stored. The participants had

158 5 | How Can We Improve User Privacy, Without Obstructing the Data’s Output?



Baseline Transparency Control Both

Data Understanding - What happens with my data?
Pre-Study Questionnaire [0;10] 6.55 7.91 6.54 8.08
Post-Study Questionnaire [0;10] 6.63 7.13 7.21 8.44
Difference Before/After [-10;10] +0.296 −0.818 +0.559 +0.333

Logging Knowledge - What is logged?
Pre-Study Questionnaire [0;12] 5.72 6.27 6.05 5.83
Post-Study Questionnaire [0;12] 6.26 6.61 6.5 6.56
Difference Before/After [-12;12] +0.704 +0.182 +0.529 +0.788

Table 5.5 : Participants answered two groups of quiz-like items to assess their knowledge of

(1) what happens with their data, and (2) what data is logged. While the latter did not show

differences between the conditions, we noticed significantly higher knowledge of what happens

with the data among participants that were using either the transparency or control features.

to check for each of the ten statements whether they were right or wrong. For each

correctly rated statement, one gained 1 point; otherwise, 0. Thus, each participant

reached a score between 0 and 10. We performed a Shapiro–Wilk test which showed

that the data is not a normal distribution; thus, we used the nonparametric Aligned

Rank Transformation (ART) ANOVA [436].

We first assessed the pre-study questionnaire. Here, users of Both and Trans-

parency Features scored on average higher than those of Baseline and Control Fea-

tures (see Table 5.5). The ART ANOVA shows a statistical significance for the main

factor TRANSPARENCY. However, there was no statistically significant difference for the

main factor CONTROL, nor was there an interaction effect, see Table 5.6.

After using the app for seven days (post-study questionnaire), users of the Trans-

parency Features had a lower mean score than before (-0.818), while the other condi-

tions on average increased (Baseline: +0.296, Control Features: +0.559, Both: +0.333),

see Table 5.5. The ART ANOVA showed again a statistically significant difference for

the main factor TRANSPARENCY; however, not for CONTROL or an interaction effect,

see Table 5.6.

Important for app developers is if the app – the transparency and control features –

impacts the user understanding. Therefore, we run a third ART ANOVA on the change

in score (differences start− end). Here, the ANOVA could not reveal any difference;

see Table 5.6.
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Analysis of variance (ANOVA) using ART [436]

TRANSPARENCY CONTROL T × C

dfn dfd F p F p F p

Data Understanding - Pre 1 120 18.606 <.001 0.031 .861 0.699 .792
Data Understanding - Post 1 114 12.818 <.001 2.693 .104 0.153 .697
Data Understanding - Differences 1 112 3.135 .079 1.707 .194 0.506 .478

Logging Knowledge - Pre 1 120 0.211 .647 0.213 .645 0.822 .366
Logging Knowledge - Post 1 114 0.096 .758 0.131 .718 0.412 .522
Logging Knowledge - Differ-
ences

1 112 0.101 .751 0.341 .560 1.733 .191

I learned new things about myself 1 111 0.137 .712 0.030 .863 1.543 .217
I learned new things about my be-
havior

1 111 0.001 .978 0.227 .634 3.590 .061

I have changed my smartphone
usage

1 111 0.475 .492 0.957 .330 0.169 .682

I have changed my behavior 1 111 0.677 .412 0.879 .351 0.025 .874

Perceived control 1 117 2.598 .11 9.358 .003 2.679 .104
App permission concern 1 117 0.004 .949 3.709 .057 1.14 .288
Perceived surveillance 1 117 0.374 .542 1.928 .168 2.85 .094
Perceived intrusion 1 117 0.824 .366 3.41 .067 9.441 .003
Permission Acceptance 1 117 1.114 .293 3.18 .077 1.89 .172

UEQ Score 1 111 0.399 .529 0.521 .472 0.748 .389

Table 5.6 : The two-way F-statistics of our two factors Transparency and Control, and their

interaction effects.

Logging Knowledge Similarly, as with the data processing quiz, we assessed how

much the participants knew about what the app was logging in the data logging quiz.

Here we let them rate 12 items about the logging of data types (e.g., is GPS location

logged raw? Are phone calls recorded?). The scores were, in general, lower than

for the data understanding items, especially since the scale had a higher range (0 to

12). We could neither find any significant differences between the conditions in both

pre-study- and post-study questionnaires nor significant effects between the factors,

see Table 5.6.

Comparing the scores before and after the seven-day study we found a slight

improvement over all conditions, again with Transparency Features users showing the

lowest (+0.182). Both shows the highest increase (+0.788), closely followed by the

Baseline (+0.704). Control Features users increased their logging knowledge by, on

average, 0.529 points. We could not find any statistically significant effects using an

ART ANOVA [436]; see Table 5.6.
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Figure 5.6 : Users of the conditions Transparency Features and Control Features reported

slightly higher learnings about themselves and their behavior. However, none of the effects was

significant, and no effect could be observed regarding self-reported behavior changes induced

by our privacy dashboard.

5.1.5.3 Behaviour Change and Self-Reflection

The items on behavior change and self-reflection correspond to RQ3c. We included

four items inspired by the Technology Supported Reflection Inventory (TSRI) in the

post-study questionnaire [51] to assess self-reflection and learning effects (learnings

about myself and learnings about my behavior ) and behavior change (change in

smartphone usage and change of behavior ) induced by our privacy dashboard. Slightly

more users of the conditions Transparency Features and Control Features agreed
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that they had learned something about themselves and their behavior; however, there

are no statistically significant differences, see Table 5.6. Moreover, no differences

are visible between changes in smartphone behavior and real-world behavior change,

see Figure 5.6 and Table 5.6. Furthermore, the free-text responses did not reveal

differences regarding transparency and control features. Although users mentioned

gaining insights during the usage (e.g., that they are using their smartphone too much,

high social media usage, or unlock it unnecessarily often) and reported behavior

changes (more conscious phone usage, reduction of screen time, and unlocks), we

found no relation to the presence of transparency and control features. The sole

presence of the logging app had more effect than the privacy dashboard.

Bayes Factor estimates returned values for BF0+ below 1/3, which according

to the classification scheme by Jeffreys [339], provides moderate evidence for H0.

This means that the data is more than three times more likely to occur for a system

where the factors TRANSPARENCY and CONTROL have no effect than for one where

the privacy dashboard triggers learning effects and behavior change. For all four

measurements, except for learnings about my behavior BF0+ is below 0.1. This

donates strong evidence that H0 (no influence) is 10 times more likely (learnings

about myself : BF0+ = .089, learnings about my behavior : BF0+ = .196, change of

smartphone usage: BF0+ = .085, change of behavior : BF0+ = .085).

5.1.5.4 Privacy Concerns and User Experience

According to RQ3d, we evaluated privacy concerns about the usage of our app at

the end of the seven days of app usage. Therefore we used the item collection by

Degirmenci [110], which is tailored to the use of mobile devices. It is structured into five

subscales. We tested the effects of the factors transparency and control via two-way

ANOVA tests for normally distributed data, the nonparametric ART ANOVA otherwise.

The results are plotted in Figure 5.7.

The factor control showed a significant positive effect on the ratings about perceived

control, see Table 5.6. Users of the condition Control Features reported the highest

scores for perceived control (MControl = 21.0, scale range: [5;35]), followed by the

condition Both (MBoth = 20.5) and Baseline (MBaseline = 19.1). Users of the condition

Transparency Features scored lowest (MTransparency = 14.6). In the ratings for app

permission concern, slightly lower scores were reported for the conditions Control
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Figure 5.7 : Scores of the items on prior privacy experience [110]. Users that were offered

transparency features were in general most concerned, even more than those who did not have

the privacy dashboard at all. Control features could to some extent mitigate those concerns, and

the both conditions scored equally and for some items better than the baseline condition without

any privacy dashboard features.

Features and Both; however, the factor control does not reach the significance level of

p < .05. For the perceived surveillance scale, the condition Transparency Features

reports slightly higher values; however, again not significant. Perceived intrusion also

shows the highest scores for users of the condition Transparency Features, followed

by Control Features, which scored above average. Although the individual factors

do not reach significance, we found significant interaction effects. The permission

acceptance is highest in the condition Control Features, with the other conditions

ranging equally. None of the factors was statistically significant.

UEQ scores for Attractiveness, Perspicuity and Stimulation were rather bad, ac-

cording to the benchmark intervals of Schrepp et al. [361]. The condition Control

Features scored highest (MControl = 0.555), followed by Both (MBoth = 0.334) and

Transparency Features (MTransparency = 0.311). The baseline condition without any

transparency or control features received the lowest scores (MBaseline = 0.288). How-

ever, we could not reveal that the factors are statistically significantly different, see

Table 5.6.

5.1.6 Discussion: Transparency and Control

RQ3a: How do transparency and control in a privacy dashboard affect the number

of users adopting and dropping out of a passive mobile sensing app? Our results
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show that transparency and control have different effects. While transparency led to

fewer users actually installing the mobile sensing app, control, in contrast, increased

the number of users. The dropout, later on, seems not to be affected.

The observed app usage rates across the study phases are common for mobile

sensing studies. The literature agrees that once a potential participant has agreed

to participate, it is unlikely that they quit their participation early [201, 282]. The low

conversion rate of 10% is also common. For example, Kreuter et al. [234] report

a revocation of 88% in a comparable mobile sensing study. The Control Features

having the highest participation rate and best concern and trust rates in opposite

to Transparency Features aligns with the literature. We can confirm the finding of

Schnorf et al. [353] that control does not lead to less trust. Also, we support the

recent work by Farke et al. [141]. They studied the “Google Privacy Dashboard” and

emphasized the importance of control. Transparency features alone rather deter the

users. They become aware of what is logged, which - without control features - might

make them feel like their data is not in their hands anymore. From a trust and concern

perspective, this is even worse than not providing any transparency. We argue that

in the Baseline condition, the users instead experience a sense of security due to

unknowingness, which seems to be better than knowing what happens in detail but

being unable to control it. However, it is interesting that the biggest difference between

the groups, with significant effects for both factors control and transparency, did not

occur while using the app with the users’ data but during the onboarding phase. This

means that the main difference was not made by whether the users could view, delete

and pause their data, but by the advertisement of the privacy-enhancing features in

the onboarding process. This aligns with the usage statistics of the control features:

The sole presence of control features made users feel better protected, although they

only rarely made use of them. Therefore, we conclude that the screenshots during

onboarding presenting the transparency features, including demo data, made the

difference. We argue that they have better conveyed what is logged than the sole

privacy declaration.

RQ3b: How do transparency and control in a privacy dashboard affect the

awareness of and knowledge about the data logging? We found that transparency

is the influencing factor: Users with this factor could better recall the information.
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In contrast, users without it caught up during the one-week app usage. While the

knowledge increased for both factors, it increased the least for transparency. The

awareness of and knowledge about what data is logged, however, was not affected by

transparency nor control. During the first assessment in the pre-study questionnaire,

both the knowledge about what data is logged and what happens with the data had

the lowest scores in the condition Baseline, i.e., when no privacy-enhancing features

were available. The reason might again be the screenshots with demo data, i.e., the

control features in the onboarding process, which as a side effect, seem to convey

what the app is doing. However, during the one-week usage period of our mobile

sensing app, the scores in Transparency Features behaved significantly differently.

They decreased for the data understanding items, while all other conditions increased,

and reported the lowest increase of all conditions for the logging knowledge items. The

reason for the low improvement of the logging knowledge scores might be caused

by the presentation: The control features screen in the conditions Control Features

and Both provided an overview over all logged datatypes, whereas the main view

in condition Transparency Features consists of a timeline view. As a result, rarely

logged data types (e.g., Bluetooth settings changes) were likely not seen by users

who used the dashboard rarely and did not scroll down much. In future systems, we

recommend not only providing a strictly chronological order (timeline view) but also a

grouped view where at least one entry of each data type is presented prominently. We

suspect self-reflection effects regarding the increase of the data understanding scores,

which were present in all conditions except Transparency Features. For example, since

changing logging settings and deleting data requires an active decision, we suspect

that this might have made people think more about what the app does.

RQ3c: How do transparency and control in a privacy dashboard induce behavior

change and self-reflection and thus the logged data of a passive mobile sensing

app? After having used the app, we asked the participants about the learning effects

and behavioral changes induced by the app. If they at least rather agreed on having

learned something or changed their behavior, we further asked them to describe

the effect. Interestingly equal self-insights and behavioral changes were mentioned

across the study conditions. We conclude that not the presentation of the data led

to those effects but the sheer presence of the mobile sensing app. Thus, it does
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not make a difference whether a privacy dashboard is included or not. Our Bayes

factor analysis further supports that an effect by the privacy dashboard itself is very

unlikely. The control features implemented in the dashboard, i.e., pausing the logging

and deleting logged data, were used only rarely. Besides a few users who used those

features regularly, the vast majority did not make use of pause or delete features at all.

Concluding on RQ3, we did not find any indicators that the log data is influenced by a

privacy dashboard incorporating transparency and control significantly. However, we

are aware that self-reported measurements, as we used them to assess self-reflection

and behavior change, do not provide full evidence. We encourage future research to

conduct studies that measure actual behavior in the wild.

RQ3d: How do transparency and control in a privacy dashboard affect a passive

mobile sensing system user’s privacy concerns and trust? We found that the

factor control showed significantly higher scores in perceived control which is not sur-

prising and confirms the effectiveness of the control features, albeit not used frequently.

The app permission concern shows a similar (inverse) trend; users who had the option

to control the logging might, thus, be more willing to grant the app permissions. The

results of the permission acceptance items behave accordingly, supporting this conclu-

sion. Furthermore, we found high scores in perceived surveillance and intrusion in the

condition Transparency Features, but not in Both. This aligns with our findings from the

app usage and dropout rates: Transparency Features should always be accompanied

by the ability to control the logging.

5.1.6.1 Future Work on Privacy Dashboards

In the future, we recommend that more focused investigations would need to be con-

ducted to obtain detailed insights on behavior change induced by privacy dashboards.

We did the first step by investigating RQ3. However, measuring behavior change in

in-the-wild studies is difficult and self-report scales as we used it can be biased [119].

Our privacy dashboard presented only raw data to the users. We deliberately omit-

ted any aggregated or inferred data to keep our study setting generalizable and neutral.

However, nearly every real-world application does some processing to use the data.

Following the “consent as a process” approach [179] and guidelines for privacy in big

data systems [274], the data processing steps following the raw data collection should
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be incorporated into privacy dashboards. Therefore, dedicated research becomes nec-

essary that studies the effects of aggregated and derived data in privacy dashboards.

Current research is contradictory. Here, Herder et al. [187] report increased trust and

decreased perceived risks by derived data, while Rudnicka et al. [343] hypothesize that

transparency about the derived data might make people less fearful.

Privacy perception is a very individual construct. The studies of Schnorf et al. [353]

distinguished different groups of users by their privacy-related predisposition. Also,

Awad et al. [20] reported that the relation between transparency and the resulting

effect depends on the user: People who desire transparency are less willing to be

profiled. Thus, for them, trust decreases, and concerns increase with the provision

of transparency than for people who have a weaker desire for privacy. Future privacy

dashboards could make use of this and adapt to their user. Therefore, researchers

could extend our RQ4 and investigate different kinds of privacy dashboards depending

on the individual user’s predisposition towards privacy perceptions.

5.1.6.2 Take-Aways Regarding Transparency and Control in Mobile Apps

Study Take Aways

For the design of information and consent UIs we take away the following key

points: Transparency should always be augmented with control. Sole trans-

parency rather raises concerns but leaves the users with their concerns. Users

should be offered control, rather than forcing them to exert it. This means,

interfaces should rather have a character of being available on-demand,

instead of forcing users to make privacy decisions in a specific situation. The

privacy-enhancing features should be advertised prominently. Users rarely

actively look for privacy. Giving them the ability to inform themselves about the

happenings and take over control passively is essential.
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5.2 On-Device Preprocessing of Mobile Language Data

The user typed a new WhatsApp message at 11:34:Hello   Lisa,    how     are      you    today?   ☺
Greeting

11:34:12 added

hellosummerhowbewebicycleitodaywhyyou

322168412999124717310238
Question Word

11:34:16 added
Verb

11:34:17 added Personal Pronoun
11:34:19 added

Temporal
11:34:22 added

☺ 
11:35:13 added

app com.whatsapp
start 11:34:11
end   11:34:25
characters added   30
characters altered   30
hint   Messagecharacters submitted 30unknown

11:34:17 added }
The word frequency table, accumulated over multiple weeks, could then look like this:

... ...

Figure 5.8 : Overview of our data logging method to facilitate privacy-respectful studies of

language use in everyday mobile text communication: Text entered by a participant (e.g., in a

chat app) is abstracted to avoid revealing private content to the researchers while still catering

to a wide range of common research interests. Left: Our Word Categorisation concept maps

a predefined set of words to categories (e.g., “Hello”→“Greeting”). Moreover, Custom Regex

Filtering allows for flexibly logging predefined strings, such as emojis. Centre: Metadata about

the keyboard session is logged as well. Right: Our Whitelist Counting concept logs total usage

counts for words in a predefined whitelist.

This section is based on the following publication:

Florian Bemmann and Daniel Buschek. “LanguageLogger: A Mobile Keyboard Application
for Studying Language Use in Everyday Text Communication in the Wild.” In: Proc. ACM
Hum.-Comput. Interact. 4.EICS (June 2020). DOI: 10.1145/3397872

Collecting data on language use is a key challenge central to all such work. Re-

searchers either examine existing corpora or they have to collect data from computer-

mediated communication (CMC) applications on their own [407]. This comes with an

inherent methodological challenge: There is a difficult tradeoff between a) limiting data

collection to respect participants’ privacy, and b) collecting comprehensive, unbiased

and natural data to answer open research questions. Recent studies highlight this: For

instance, Rosenfeld et al. [342] report that reluctance to participate was a key challenge

for their study of communication via WhatsApp, despite emphasising encryption and

anonymisation.

Some studies aim for control in the lab and/or with writing tasks (e.g., “[w]rite an

e-mail [...] explaining that you will not be able to take the next exam.” [124]). This

avoids observing private messages yet clearly limits the data to the given topics. To
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collect actual everyday messages, researchers have asked people for retrospective

submissions of selected chat-logs. However, this data may be biased, for example due

to capturing only one channel (e.g., one app, such as WhatsApp) and participants’

criteria for selecting the submitted chats [154, 380, 400, 407].

It can also be difficult for researchers to avoid looking at private content during

analysis of natural text logs (e.g., when thematically coding statements). This also

extends to third-parties (e.g., chat partners in an app), who might not have consented

to the study at all. As examples of private content, full chat logs may contain sensi-

tive information like names, phone numbers, intimate conversations, passwords, and

financial data.

We present a novel method and tool to address this challenge and support re-

searchers in running studies of language use in the wild: LanguageLogger, a mobile

keyboard app, allows researchers to log useful abstracted language data from text en-

tered on participants’ smartphones (see Figure 5.8). We also provide this functionality

as a logging module for integration into other research apps. Concretely, we employ

three text analysis methods in a novel way, namely for text abstraction that runs directly

on participants’ phones. Hence, our app never reveals raw text to the researchers yet

caters to many research interests. In brief, our text abstractions are:

• Whitelist Counting: The number of occurrences is logged for each word in a

predefined whitelist, for example “conference: 14”, “paper: 25”.

• Word Categorisation: Entered words are mapped to categories configured by

the researchers. For instance, “Jane is happy” might be logged as [name, verb,

positive adjective].

• Custom Regex Filtering: Strings that match predefined regular expressions are

logged as-is, or as an event indicating the occurrence of a match, but not the

string itself. For instance, this can be used to log emoji use.

Note how these abstractions not only avoid recording potentially private text content

but also pre-process the data in a way that many researchers require anyway. We

provided the user transparency and control over the data collection: In a web-based

dashboard they could view samples of their logged data to get an impression of the

workings of the preprocessing. Control over the data logging is enabled through

a button that is always present in the keyboard, which allows disabling the logging
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temporarily. The contribution of this study is two-fold: We propose a text abstraction

process for mobile typing data, that, for the best of our knowledge, has the best trade-off

of privacy-friendliness and richness in gained data yet. Second, we present insights

from a user study on the effects of incorporated transparency and control mechanisms.

The contribution to this thesis is especially the report of how these measures affect

users’ perception of privacy. This project integrates into this thesis through the following

research question:

RQ3e How does on-device preprocessing of mobile language data affect users privacy

perception?

5.2.1 Concept Development Process

Overall, we employ a keyboard app with three text abstraction methods. Here we

describe our concept development process.

5.2.1.1 Defining Foundations for Supporting Privacy & Trust

At the outset, our need for a new data logging concept was motivated by our practical

experiences with several interdisciplinary studies on data collection in the wild. We

found that trust in such field study setups is more complex than a yes/no decision with

typical informed consent and approvals. Thus, taking additional measures to make a

study setup more privacy-respectful in our view is a highly worthy investment. This

also follows the foundations presented in related work on privacy-aware keyboard

logging [71]: The goal is to support a trustful relationship between participants and

researchers with a concept and tool that records relevant data without revealing private

content.

Note that, as in the work by Buschek et al. [71], this assumes a generally trustworthy

foundation: We do not claim full protection against malicious intent (e.g., researchers

actively trying to spy on their participants) since ethical research standards still need to

be upheld by the researchers and in more fundamental, institutional ways – and not

exclusively by a keyboard app.
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5.2.1.2 Assessing Logging Requirements for Research

To support a wide range of research interests we analysed the literature in detail.

Our goal was not to conduct an exhaustive survey but to identify the main study

approaches, as presented in the related work section. We analysed the work with

regard to requirements for both logging procedures and the resulting logged data

to answer these questions: 1) Which data is observed (e.g., chat messages)? 2)

Which measures are computed on said data (e.g., word counts)? 3) Which privacy

measures/challenges are reported (e.g., participants reviewing messages)?

In addition, we ran an interdisciplinary workshop on logging language use and

a series of subsequent discussions with four researchers from HCI, Psychology and

Statistics. This was organised in the context of a joint long-term research project

and study planning, thus eliciting real methodological needs. We also discussed our

literature analysis with this group. We aggregated the following requirements for our

mobile tool:

• Integration in everyday life To observe natural everyday language without bias

the logging tool must be incorporated in people’s usual environment/systems.

• Differentiation between shared-public and private content Language differs

between personal messaging and publicly shared content. Thus, our tool should

allow for assessing or filtering for the context of writing (e.g., in which app).

• No extra efforts for participants To enable long-term deployment in the wild

with reasonable effort, the system should not demand extra work from partici-

pants, such as reviewing logs.

• Device-wide logging – but none for chat partners To yield a comprehensive

corpus and respect privacy, the tool should be able to process all mobile writing

of the participant, but none of other people (e.g., chat partners).

• No access to raw text To respect privacy, no one except the participant should

be able to access the raw typed text.

5.2.1.3 Developing a Logging Strategy: Text Abstraction

From our requirements analysis it became evident that in the vast majority of studies

the actual raw text content is ultimately rarely needed for the conducted text analysis.
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Text Analysis Study Goal Data Covered by

Word-based: no. of words/textisms
(e.g., “lol”)

Use of textisms in formal vs
informal comm. [124]

Email written in
study task

Whitelist Counting

Category-based: no. of words per
pre-defined category (LIWC
cat. [311])

Associations of word use and
personality [446]

Public blog
articles

Word Categorisation

Category-based (LIWC [311]);
word-based: psycho-linguistic stats
on counts of words in a 150k
dictionary (MRC [432])

Associations of tweets and
personality [166]

Public twitter
data

Word Categorisation,
Whitelist Counting

Message-based: no. of
words/characters; keyboard-based:
use of auto-correction & suggestion

Use of WhatsApp / chat
behaviour [400]

WhatsApp chat
histories

Keyboard Sessions,
Further Logging

Word-based: no. of words/textisms;
interaction-based: texting
speed/frequency

Relating texting
speed/frequency with
language & literacy
measures [303]

Mobile texting
(in given study
task)

Whitelist Counting,
Keyboard Sessions,
Further Logging

Non-textual cues: counting emojis Associations of emoji use and
personality [252]

Public twitter
data

Custom Regex Filtering

Table 5.7 : Examples of common text analysis methods in research on (mobile) language

use, along with example studies and data sources. The last column indicates which of our text

abstractions and logging features cater to each analysis. Overall, the table illustrates that we

address a wide range of research interests: We enable these analyses for data from everyday

(personal) mobile text communication, while avoiding that people have to share actual raw

text with the researchers. Note that some measures were self reported (e.g., use of auto-

correction [400], texting frequency [303]), whereas we enable quantitative logging of such data.

For example, text is often analysed in abstracted and aggregated ways, such as the

number of words per category. Table 5.7 lists key examples to illustrate this. Therefore,

a viable approach to facilitating both participants’ privacy and the researchers’ workflow

is to apply these text data processing steps directly on the device, to then only share

the resulting abstracted data. A closer look motivates three particular types of text

abstractions:
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Words are counted: For instance, the number of occurrence of words or word

categories is analysed with regard to associations with the author’s personality [166,

446] or to compare language use between contexts (e.g., formal vs informal [124]).

Words are categorised, that is, mapped to pre-defined categories or values: For

example, Herring et al. [188] was interested in ‘female’ and ‘male’ stylistic words. There

also exist generalised categorisations that are widely used across studies, for example

the LIWC dictionary [311]. “Categories” can also be numeric, such as SentiWS by

Remus et al. [337], which assigns sentiment scores to words.

Specific terms are measured: Some studies analysed aspects of text that require

more flexibility. Typically, this involves text elements not captured by categorisations

such as LIWC [311]. However, these are still analysed in an abstracted way, namely as

occurrences or counts. A prominent example are recent analyses of emoji use [252,

409].

5.2.2 Final Logging Concept

We next describe our final concept, that we then applied in the field study, in detail.

5.2.2.1 Text Abstractions

First, we describe how we realized the three kinds of text abstraction motivated above.

For a visual overview, see Figure 5.8.

Whitelist Counting For this text abstraction method, the researchers define a list

of words before the study. Whenever one of these whitelisted words is entered this

is counted by the system. For example, consider a study that looks at the use of

positive words such as good, happy, great and thus includes these in the whitelist. The

sentence “Thomas is happy” would then be logged as “happy: 1.” Other words, such as

the name “Thomas”, are not recorded. These counts are summed up, such that at the

end of a study, the researchers in this example might get a table such as “good: 123;

happy: 456; great: 789.” It is easy to see that this does not reveal private messages as

long as enough text is logged overall. We quantify this with our experiments.

Word Categorisation Here, researchers define a mapping from words to categories

(e.g., “happy: positive emotion”). Words are then mapped to categories and the system
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only logs that those categories occurred (we call these word events). If a word is not

included in the mapping dictionary, the category unknown is recorded. As metadata,

category log entries also have a timestamp, the app, a flag indicating if the word was

added/edited/removed, and a reference to a keyboard session. In case of an edit, the

category before and after the change is logged. Overall, entered text is thus logged

as a sequence of such word events. For example, when a user types “I am happy” in

a WhatsApp message this might be logged as three word events: personal pronoun,

verb, positive emotion. This does not reveal the raw text as long as categories are not

too specific (i.e. in an extreme case where each word is its own category this would log

raw text). Again, we quantify this in our experiments.

Custom Regex Filtering We integrate a regular-expression matcher to allow for

logging custom patterns that would be hard to specify in a list of terms, as for the other

two abstraction methods. Entered text is checked against the configured matcher(s). In

case of a match, the system can either 1) log the matched string as-is or 2) just the

occurrence of a match. For example, this could be used to count how often people

enter phonenumbers (without logging them), or to log emojis via the emoji unicode

range: “Call me at 004915778948140 ” would then be logged as two regex events,

that is, “phonenumber” and “ ”, plus metadata (e.g., timestamp, app). By the way, if

you read this and send a text message to the aforementioned number, I will invite you

to a free lunch.

5.2.2.2 Lemmatisation

Before applying the text abstraction concepts described above, each word can optionally

be lemmatised. For instance, went, going would be replaced with the root word go.

This is useful since common dictionaries such as LIWC [311] do not contain inflected

forms.
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5.2.2.3 Keyboard Sessions

We define a keyboard session to start when the keyboard opens and end when it is

closed. We store metadata for each session: Number of characters added/altered,

name of the app in which the text has been entered, hint-text/label of the text field,

timestamps of the session’s start and end.

5.2.2.4 Further Logging

Further logged data includes the use of word suggestions and auto-corrections (oc-

currences, not words). The app can log available Android sensor data which was also

logged by related work [71], such as touch data (not text revealing), device orientation,

accelerometer, gyroscope, and so on.

5.2.2.5 Logging Exceptions

Following related work [71], we realised two logging exceptions: First, we never log

fields for passwords, logins, addresses etc. This uses Android field types. While we

cannot guarantee that every field is marked in this way by developers, many apps do

so since it is essential for accessibility. Moreover, note that strings like passwords and

names of accounts/people are not part of our whitelist dictionary and thus never logged

as text anyway. Second, as the related work, our keyboard UI shows a small lockpad

icon that allows people to pause logging.

5.2.3 Implementation as an Android Module and Keyboard App

We created a reusable and remotely configurable Android keyboard application, Lan-

guageLogger, as described next.

5.2.3.1 Overview of System Modules

For reusability, the LanguageLogger app project consists of four modules: One is the

keyboard, the other three realise the data processing. Each module represents one

layer of functionality. This loose coupling allows easy integration of the implemented

functionalities (or a subset thereof) into other applications, such that our logging

methods can be used with other studies and apps, not only as part of our keyboard.
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The embedding into Android applications ensures that raw text content does not leave

the client device. The dependencies between the four modules are visualized in

Figure 5.9. Regarding the “flow” of the data, the application module provides the raw

source data and passes it on to one or both of the processing modules. The resulting

data then is returned to the application module. Thus no data is exchanged between

the other LanguageLogger modules implicitly. In the following four subsections we

present the four modules in more detail, each representing one layer of functionality.

5.2.3.2 Application Module (here: Keyboard)

The Application Module constitutes the “host app” that uses LanguageLogger logic to

process its logdata. Here we build on the keyboard app of Buschek et al. [71], which in

turn uses Google’s Android Open Source Project (AOSP) Keyboard1.

The host app module includes the other required modules as local library mod-

ule dependencies2. A module’s functionality can then be used by instantiating the

respective class and calling their methods. The result is either provided as return

value (synchronous operation) or can be obtained by implementing a callback and

passing it with the method call for asynchronous operations. For flexibility, the storage

or transmission of the resulting log data also has to be implemented in this host app

module; in the case of our keyboard app implementation this includes the transmission

to the LanguageLogger server. We visualize the dataflow between the modules in

Figure 5.10.

5.2.3.3 Base Module

Functionality that is required by multiple other modules is located in the base module,

to avoid redundancy. This includes a REST client that matches our LanguageLogger

server implementation, and utility classes for handling console logs.

1https://android.googlesource.com/platform/packages/inputmethods/LatinIME/, last accessed
2024-12-06

2https://developer.android.com/build/dependencies#dependency-types, last accessed 2024-12-06
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Figure 5.9 : Overview of the main architecture of our app: Dashed arrows indicated Android

module dependence. The preprocessing (Text Extraction Module) and abstraction logic (Text

Abstraction Module) are separated from the host application (Application Module). All modules

are loosely coupled, thus it is possible to use the LanguageLogger logic in other Android

applications as well.
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processContentChangeEvents(❸)
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Data Types used in this UML diagram:

❶ Character-level change events:
       e.g. „H“, „He“, „Hel“, „Hell“, „Hello“

❷ statistics of keyboard session:
       e.g.: character count: 5, app: com.whatsapp, ...

❸ word-level change events:
       e.g. ADDED: „Hello“

❹ abstracted logdata
       e.g.:
        - Word Categorisation: ADDED: Greeting
        - Whitelist Counting:  ... , Hello: 323, ...
           (with the value for „Hello“ being increased by 1)

❷

❸

Figure 5.10 : An UML sequence diagram visualizing the dataflow between the LanguageLogger

modules. Which types of data are passed is indicated by the numbers in the filled circles, which

are explained on the right. Typing the word “Hello” is used as exemplary user action.
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5.2.3.4 Text Extraction Module

The structure of the input data collected by applications depends on the data source.

Thus, this module servers as a layer to separate text abstraction logic from source-

specific preprocessing steps.

ContentChangeEvents Language log data typically arises in the form of character-

level logs (e.g., when observing user interactions). In the case of our keyboard, for

example, events consist of the text field content after each keystroke: For instance, a

user typing the word “Tom” in a sentence “Hello Tom” yields the events “Hello T”, “Hello

To”, “Hello Tom.”

However, to apply our text abstractions, we need events on word-level, such

as in this case ADDED: “Tom”. In the following, we refer to such an event as a

ContentChangeEvent.

In particular, we distinguish two types of such events, fitting the two types of Word

Categorisation described in Section 5.2.2.1:

• ADDED, CHANGED, REMOVED, SPLIT, JOINED, represent user actions (on

words) that happened in temporal order during a typing session.

• CONTAINS corresponds to the presence of a word in the final submitted text

(e.g., a text message entered in a chat app).

These ContentChangeEvents are created from incoming character-level events us-

ing the class MessageDiffWordEventExtractor (for events of type ADDED, CHANGED,

REMOVED, SPLIT, JOINED) and FullMessageWordExtractor (CONTAINS). This works

synchronously, as the processing is not computationally expensive.

FullMessageWordExtractor This can be implemented in a straightforward fashion:

It takes the text and splits it into single words with a regular expression. In particular,

this expression matches sequences of word characters (e.g., in our implementation for

German: a-zA-Z0-9äöüß’), enclosed by non-word characters (everything except the

word characters).
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MessageDiffWordEventExtractor The extraction of ADDED, CHANGED, REMOVED,

SPLIT and JOINED events is more complex. The general algorithm, in short, works as

follows. For each character change event:

• Split the text into words, with the regular expression mentioned above.

• Identify the word that has changed or was added/removed: Compare each word

in the content after the character change with the word at the same index before

the character change.

All consecutive character change events affecting the same word are collected. Com-

paring the content before the first and after the last character change event of such a

sequence yields the overall change that the user performed.

However, there are many edge cases of user actions that cannot be tackled without

significantly extending this general procedure. To name just a few:

• Adding a new word in between existing ones: We observed users technically

doing this by appending or prepending a word to an existing word and typing the

separating space character only at the very end. For example, the sequence

“Hello how are you”, “Hello Thow are you”, “Hello Tohow are you”, “Hello Tomhow

are you”, “Hello Tom how are you” would, without special consideration, result

in CHANGED: “how” → “Tomhow”, SPLIT: “Tomhow” → “Tom, how”. However,

the intended correct log should just be: ADDED: “Tom”

• Pasting and auto-correction: If users paste text sequences or auto-correction

changes complete words multiple characters (possibly at different positions) may

change with one change event published by the system, whereas the general

algorithm described above expects just one character to differ.

We conducted early user tests, including raw content alongside the extracted words,

to identify as many of these edge cases as possible. Thereafter, we used test-driven

development to improve our algorithm, adding unit tests for each newly identified edge

case. In this way, we extended our first general algorithm to a carefully grown decision

tree.
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5.2.3.5 Text Abstraction Module

This module implements the language processing of Section 5.2.2 in a resource-efficient

manner that does not disturb the user. In contrast to the work performed in the Text

Extraction Module, the Text Abstraction Modules is more computationally intensive: The

word lists and category mappings defined by the researchers are loaded into working

memory and are repeatedly queried. Thus, the required memory and computation time

depends on the study configuration and can become quite large (e.g., the German

dictionary we deployed in our study contains 300,000 words). We implemented the

following measures to still keep the processing unobtrusive for the user:

• Load one list after another: The jobs are not parallelized and word lists are not

combined to one single list. This lowers the peak memory requirement.

• Implementation as Android AsyncTask1: The work is performed on a background

thread, avoiding blocking the calling thread.

• Resource-aware scheduling with Android JobScheduler2: The AsyncTask is

wrapped by a JobService, that is scheduled to launch when the device is not in

active use.

If lemmatisation is activated it is applied in this module. In our implementation,

we used the TreeTagger software of Schmidt et al. [349], but this can be flexibly

changed. All services for the text abstraction methods can be scheduled with one

method call, through the class RIMEInputContentProcessingController. Due to the

underlying asynchronous implementation, callbacks have to be implemented to obtain

the resulting data.

Furthermore, the Text Abstraction Module contains a service class to calculate

aggregated statistics of keyboard sessions (KeyboardMessageStatisticsGenerator ).

For example, this includes calculating the number of characters entered in the keyboard

session and the keyboard session start/end time. Other applications could use this

logic to get similar statistics for their respective unit of reference (e.g., for notification

logging this would compute statistics per notification).

1https://developer.android.com/reference/android/os/AsyncTask, accessed 2024-12-12
2https://developer.android.com/reference/android/app/job/JobScheduler, accessed 2024-12-12
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5.2.3.6 Backend

We implemented a backend application communicating with the mobile app through

a REST interface. The backend fulfills two main objectives: Configuration of the text

abstractions, and storage of the logdata.

Text Abstraction Configuration The text abstractions presented in Section 5.2.2 can

be configured in a system of phyical and logical configurations: Researchers upload

a word-to-category mapping (for Word Categorisation) and a wordlist (for Whitelist

Counting), as a physical mapping/list. One or multiple physical lists can then be

combined into a single logical configuration. These logical configurations are then used

on the mobile device. This separation allows for easy changeability, for example, in

the case that a single dictionary needs to be replaced or updated within the context

of a larger study configuration. Moreover, Custom Regex Filtering is configured by

entering regular expressions in the backend. The LanguageLogger app downloads

these configurations from the backend during the setup process.

Storage of Log Data The log data that the backend retrieves from the mobile devices

is stored in a relational database, implementing the relations between keyboard ses-

sions and extracted categories. Each category belongs to a keyboard session. Custom

Regex Filtering logs are also treated as categories, as their data structure is similar.

The whitelist word counts are collected in an absolute frequency table, encompassing

the whole study duration.

5.2.4 User Study

We ran a field study as an example deployment of our text abstraction methods and

tool. Our aim was to test the methods and app and to assess the users’ views of the

text abstractions.

5.2.4.1 Apparatus: Keyboard App, Questionnaires, Web UI

For the study we set our keyboard to this example configuration: For Word Categori-

sation, we used the common LIWC dictionary [311]. For Whitelist Counting, we used

the DeReWo Lemma List published by the Leibniz Institute of the German Language
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(IDS) [230]. For Custom Regex Filtering, we specified matchers for emojis. These are

example choices for this first deployment, motivated by the literature. Our tool is flexible

and easy to use with other dictionaries, whitelists, and so on. Apart from our keyboard,

we used the following components:

A web interface showed participants examples of their own logged data (e.g.,

word categories, counts). It was used as part of the post-study questionnaire and the

interviews.

A pre-study questionnaire explained the three text abstraction concepts in detail,

along with illustrated examples (similar to Figure 5.8). This not only served as an

introduction but also as part of the informed consent procedure. The questionnaire

also assessed people’s attitudes towards privacy in general, using the item sets of

Buchanan et al. [70]. Finally it asked for demographics and provided instructions to

install our Android app.

A post-study questionnaire asked about 1) potential influences of the keyboard and

logging on usability and experience, 2) perceived privacy protection, and 3) feedback

on app and study. Moreover, the questionnaire linked to the web UI and thereafter

again asked about perceived privacy protection.

5.2.4.2 Participants

We recruited 20 participants (12 female, 7 male, 1 prefer not to disclose) via newsletters

and social media. Their mean age was 24.5 years (range 19 - 34). They received 5C,

plus 5C for an optional interview (which 4 people did). Using the items of Buchanan et

al. [70], people’s self-reported attitude regarding privacy concern, general caution, and

the importance of technical protection was slightly above neutral.

5.2.4.3 Procedure

Participants first filled in the pre-study questionnaire. Then they installed our app on

their phones and set it as their default keyboard. After two weeks of use, they filled

in the post-study questionnaire, including the web interface that showed examples of

their logged data. Finally, we invited participants to semi-structured interviews to get a

more detailed picture on the points from the questionnaires. For example, we asked
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Figure 5.11 : Overview of our study data, averaged per day and person: (a) Number of logged

keyboard sessions, (b) word events, (c) increases of word counts (Whitelist Counting), and (d)

regex events (here: emojis). Each boxplot shows the median, upper- and lower quartile, min/max

whiskers and outliers.

about their impressions of the study and app, perceived privacy protection with the text

abstractions, and further feedback. Interviews were audio recorded to facilitate later

analysis.

5.2.4.4 Results

For this report, we define a word event as entering a word, editing a word, or deleting a

word. We define a keyboard session as the time from opening the keyboard to closing

it.

Overview of Logged Data We logged a total of 12,318 keyboard sessions. On

average, a session had 10.16 (SD 6.39) word events. Averaged per day and person,

we logged 42.86 (SD 26.69) keyboard sessions, 539.56 (SD 345.61) categorised words

by Word Categorisation, 172.65 (SD 266.01) count updates by Whitelist Counting, and

4.42 (SD 6.98) emojis by Custom Regex Filtering (also see Figure 5.11). Regarding

typing context, the top five apps were: WhatsApp (6,455 keyboard sessions), Chrome

browser (940), Instagram (435), Google Quicksearch on the homescreen (404), and

Telegram messenger (376).

Perceived Privacy through Text Abstractions (Post-Study Q.) Our post-study

questionnaire included the five-point Likert item “I feel protected by this kind of data
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logging concepts, (a) before the log data review and (b) after it.
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Figure 5.13 : Results on awareness of logging while typing and the reported influence of that

awareness on the typed content.

abstraction” (Figure 5.12 top, 5=strongly agree). Here, participants rated Word Cat-

egorisation best (M=4), followed by Custom Regex Filtering (M=3.5) and Whitelist

Counting (M=3.5).

We also asked people to order the text abstractions by how much these contribute

to respecting their privacy: 13 of 20 people judged Word Categorisation to contribute

the most to respecting privacy, followed by Whitelist Counting (4) and Custom Regex

Filtering (3).

Influence of Log Data Review (Post-Study Q.) The post-study questionnaire pre-

sented users with a subset of their log data via a web UI, then asked again about

privacy protection through the abstractions (Figure 5.12 bottom). We found no sig-
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nificant changes comparing ratings before and after this review for the three text

abstractions (Wilcoxon signed-rank tests, all p > .05). Hence, we found no evidence

of an overall shift towards lower or higher ratings.

There were rather individual shifts, both ways: 16 of 20 people changed their

opinion on at least one of the three concepts. Ratings for Whitelist Counting were

changed by seven people, who all except for one lowered their ratings. In the interviews,

two of those stated that they could relate the counting data more easily to themselves

than expected. One participant noticed a high count for “I,” making them wonder

whether he was too egocentric. Another one recognised terms from band names and

concluded that he might be identified by these otherwise rare words if his musical taste

was known. For Word Categorisation we did not notice a trend (8 did not change, 6

increased, 6 decreased). For Custom Regex Filtering five people changed their rating

(4 increases, 3 decreases).

Influence of Study Setting on Text Content (Post-Study Q.) Our post-study ques-

tionnaire had five-point Likert items on potential influences of the study situation and the

keyboard functionality and UI. Figure 5.13 shows the results: Overall, people reported

that they were aware of the data logging during the study (median 4). However, they

indicated that this had little to no influence on the text they entered (median 1).

Influence of Study Keyboard on Usability (Post-Study Q.) Our post-study ques-

tionnaire also included five-point Likert items on potential differences of our app to

people’s usual keyboard apps. Most people found differences (median M=4) and felt

that this influenced their interaction behaviour (M=4). More specifically, 16 people

(rather) agreed that different auto-completion was an influence (M=5), while ten rated

this way for visual UI differences (M=3). Free text questions and interviews showed

that auto-completion was worse since the app had not learned users usual words (yet).

Moreover, a key UI difference was how to access special characters and emojis.

5.2.5 Limitations

Our text abstraction methods and tool enable new studies of everyday mobile language

use in the wild which have not been possible so far. Nevertheless, our approach comes

with some limitations:
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Our app only logs text entered by the participant. Hence, we can neither easily study

full conversations, nor distinguish between receivers of text within one app. Extensions

might, for example, extract chat partners from notifications (cf. [344]), although this

raises issues of logging data from non-participants.

It is also difficult to use text abstractions that require word/category lists in open

vocabulary work [362], which explores occurring terms instead of a defined set. This

may also apply to slang terms. This could be partly addressed by defining a very

comprehensive whitelist, or by informing word lists with a pre-study (e.g., to collect

slang terms).

Furthermore, text abstractions inherently limit what kind of text representations are

available. For instance, many computational methods in Natural Language Processing

use word embeddings (i.e. words represented as high-dimensional vectors, e.g. [313]):

In a privacy view, these embeddings are no different to logging words, since usually

embeddings can be turned back into words. Hence, we do not support directly logging

words as embeddings. However, the word data that is indeed logged with our tool (e.g.,

whitelisted words) could be converted to embeddings post-hoc (albeit not contextual

ones [378]). Regarding further word metrics, a future version might be extended, for

example, to count word co-occurrences for the whitelisted words.

Finally, introducing a keyboard app is unlikely to match people’s own keyboards

exactly. We used a common open-source keyboard from Google to optimise familiarity

for many Android users. Nevertheless, people noticed differences for auto-correction

and small UI design choices. While we do not expect these to considerably impact

on language use, we plan to improve on this in future work (e.g., via options for UI

customisation and importing existing user dictionaries).

5.2.6 Discussion

5.2.6.1 Logging Everyday Mobile Language Use

We have shown that it is feasible to log everyday mobile language use in a privacy-

respectful way, using a keyboard app with integrated text abstractions. Researchers

can further minimize the potential of reconstructing raw text from such abstracted data
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by logging enough data per person. In our experiments and study, 50-100 sentences

comes close to the minimum and can easily be achieved within a two-week study (for

many people in our study much earlier, 1-2 days).

Data collected with our method and tool can meet many sought-after criteria, such

as 1) covering all mobile text communications, 2) including personal ones (e.g., chats),

3) unobtrusive long-term measurements, and 4) varied natural everyday contexts. Very

few people felt that the study influenced the content of their writing. People in our

study also typed in their usual everyday apps, including chat apps and web browsers.

These results are all positive with regard to achieving comprehensive and unbiased

data collection. We thus conclude that our method and tool present a valuable addition

to the toolset for research intersted in everyday mobile language use.

5.2.6.2 Remaining Privacy Risk

As in related work [71], our goal is to facilitate privacy-respectful studies – not to

counter malicious attacks. Responsible study planning still comprises more than a

keyboard (e.g., secure data storage). Besides attacks, it might be possible to gauge a

user’s interest in some topics from word counts (e.g., one interviewee mentioned rare

words over-represented in his favourite band names). If this is to be avoided it can

be addressed with a more selective whitelist for word counting. Overall, the choice of

whitelist and category mappings influences what can be inferred from the abstracted

data. Our app supports tailoring these settings to research questions, which can limit

collected data and possibly unwanted inference opportunities. In all cases, our method

avoids logging raw text.

5.2.6.3 Privacy Perception

The majority of participants found that the text abstraction methods contributed to

protecting their privacy in our study. In more detail, perception of privacy was individual:

In the interviews, some participants stated quite low concern and did not deem it

necessary to use our provided opportunity for a log data review. Others were more

sceptical and would have preferred more details about the logging system’s inner

workings. Fittingly, participants’ scores also varied for the questionnaire on general
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privacy concerns [70]. Individuality of perspectives is also indicated by the fact that the

log data review influenced participants’ perception of the abstractions in both directions

(see next discussion point).

5.2.6.4 Log Data Review

In contrast to other methods, ours does not require participants to manually review

data as text abstractions are applied automatically. We still tested the idea of data

review, using a web UI after the study. Seeing their own abstracted data influenced

some people’s perceptions of the abstraction methods yet not in a systematic way

overall. One exception was Whitelist Counting, which four people found less protective

after the review. Crucially, motivations for rating protection more critically after seeing

the data were not related to fears of raw text being reconstructed, indicating that our

method succeeded with regard to this main concern. Instead, people noticed potential

inferences of a more general kind (e.g., one interviewee wondered if a high count of

“I” indicated egocentrism). Feedback generally showed that people liked this view on

their data. Overall, we conclude that showing actual logged data could replace generic

examples to inform participants of how the data is processed. Future work could also

integrate such a view into the keyboard app directly.

5.2.6.5 Communicating Privacy-Aware Logging

Two people avoided entering passwords and locations. We do not record password

fields and neither passwords nor specific location names are in the whitelist. Fittingly,

one interviewee explained that she might not have behaved differently if she had better

understood how the system worked exactly. We see a tradeoff between 1) providing

extensive (technical) detail to facilitate trust and 2) not overwhelming people (cf. long

terms of use). Future work could integrate some of these explanations into the app as

part of a typical first-launch intro, which users know from many apps today.

5.2.6.6 Further Opportunities for Research and Applications

We illustrate the rich opportunities enabled by our method and tool with ideas for future

studies, methods, and applications.
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Analysing the Use of Non-Verbal Cues in Mobile Messaging An active line of re-

search analyses non-verbal cues, such as emojis, for example to reveal misunderstand-

ings [102, 284] and improve UIs [320, 321]. Recent work using questionnaires [409]

concluded that real-world data collection is needed yet warned about privacy chal-

lenges due to logging private messages. Our tool enables such studies: For instance,

researchers can set regular expressions that capture emojis in context (cf. [320]).

Long-Term Observations of Everyday Language Use Running silently in the back-

ground our app enables long-term observations without repeatedly asking people to

do study tasks. For example, such studies could investigate changes in language use

when a person moves to a new location, social circle, and/or starts to learn and use a

new language. Related work also indicates changes with age [362].

Enriching Data Collected with Other Methods Our approach can be combined with

other mobile study methods, such as experience sampling (ESM) or mobile (context)

sensing: Studies could use ESM to ask users about subjective experiences (e.g.,

mood) and now relate this to in-situ language use collected with our tool at and around

that moment. More generally, such combinations of different objective and subjective

information channels enrich observations [72, 401].

Informing Intelligent Text Entry Systems Word suggestion and correction algo-

rithms could use datasets on language use collected with our method, for example,

to address the cold-start problem for new users of a keyboard. Moreover, intelligent

reply systems (e.g., Google Smart Reply [212]) could consider a user’s word usage to

generate replies that are in line with personal style and language use.

Personalising Intelligent Mobile Applications Data recorded with our method could

also inform intelligent systems. For instance, a chatbot might prefer words that fit the

user’s logged frequent vocabulary to avoid misunderstandings. Related, educational

apps could be personalised to help users learn a foreign language, either by estimating

progress from words used in that language or by teaching translations for the used

words, increasing relevance for the learner (cf. [317]).
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Integrating Logging Beyond the Keyboard LanguageLogger is implemented in a

modular way. Thus it could be incorporated into other Android applications, dealing

with other textual data than keyboard logs. For example, incoming notifications could

be analyzed regarding their content. This could enhance previous studies which looked

only at notification categories [344], e.g., to now also analyse content topics and

sentiment.

Integration with Other Privacy Approaches There exist also other approaches to

collect data in the wild in an anonymous way: For example, differential privacy [116]

and randomized response techniques [138] add systematic noise to the data, without

changing the full dataset’s characteristics. However, such noise might be less suitable

for studying language use of individual users, which is important for research in psy-

chology. Such different approaches could also be combined: For example, differential

privacy for a specific use case could be applied on top of our tool, e.g., as noise on our

extracted word frequencies.
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5.3 Fine-Grain, Continuous Smartphone Permissions

Figure 5.14 : Privacy Slider enables users to select which granularity of their data they want to

give to smartphone apps.

This section is based on the following publication:

Upcoming: Florian Bemmann, Helena Stoll, and Sven Mayer. “Privacy Slider: Fine-Grain
Privacy Control for Smartphones.” In: Proc. ACM Hum.-Comput. Interact. MobileHCI ’24
MHCI (2024). DOI: 10.1145/3676519

Permissions are nowadays most prominent approach to implement control on

smartphone sensed data. However, only around 6% of users understand the scope

of the permissions they agree to [368]. Shen et al. [368] argued that current mobile

systems hardly convey to users what happens with their data and which specific data

is used. Moreover, apps request permission, such as location, to display weather

information and full device access to support accessibility. However, the weather could

be forecasted by only knowing the current city, and the screen readers only need the

screen content – not full access. Current permission systems do not allow fine-grain

control but only some toggle switches for groups of data access [248]. In combination,

users are often unaware of what they agree to and do not have the needed control

when understanding the specific case. Thus, users need more transparency in the

process coupled with better control of their data.

With smartphones becoming more intelligent, apps and services require increas-

ingly more contextual user data to provide high-quality support, e.g., O’donoghue and

Herbert [305]. To reduce potential privacy issues, the researcher has proposed a

wide range of mechanisms to preserve the users’ privacy. The simplest solution is

outsourcing the decision-making process to an algorithm [142, 299, 325]. However, it

takes all control from the user. Thus, Gao et al. [162] opposed recommending decisions
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to the user and not just taking them for them. Moreover, decisions might be context-

depended [431]. This raises the question: Are all-or-nothing decisions, as they are

implemented with the current grant or deny toggle switches, a good option in the first

place? The current operating system addresses this by adding a frequency component

to the permission, which the user can set for how long the permission is valid. However,

the underlying decision as to which specific data the app has access remains the same.

For this, Olejnik et al. [299] added an option “obfuscate” as an alternative to “deny” and

“grant.” Here, obfuscate helps to retain privacy which 73% of users found useful. An

alternative approach is by Malviya et al. [270], who envisioned that fake data could

be used to make a function work while protecting the users’ privacy. While these are

options to increase the privacy level of the users’ data, they lack the ability to allow

the users to determine the abstraction level of data to be shared. In other words, the

user will still be given full device access and meter-precise location. In summary, the

permission interface has to meet the tradeoff of giving users detailed control while

sufficiently summarizing and reducing the options so that users are not overwhelmed.

In this work, we aim to address the limitations of today’s all-or-nothing permission

control systems. As such, we designed and developed a fine-grain permission system.

In detail, we envision replacing today’s toggle switch with a Privacy Slider to hand full

data control back to the user. For this, we first conducted an online survey (N = 123)

to understand what control users envision they need to gain control over their data. In

detail, we asked how they could subdivide the all-or-nothing permissions; for instance,

the location could be subdivided using the location precision. The results show a total

of 135 potential steps for ten datatypes. Next, we investigated the user’s concern

concerning the steps using an online study (N = 109). This allowed us to rank and

potentially group the steps to optimize usability; we supported this step by conducting

a workshop (N = 5) before starting a multi-stage design and development process

of our Privacy Slider. In a final evaluation (N = 32), we compared Privacy Slider to

the classical toggle switches in two scenarios: a permission popup and the device

permissions screen.

We make a set of contributions all leading up to the design and implementation

of Privacy Slider. Our first two studies show how sliders can support control and

transparency based on steps between today’s all-or-nothing choices. The subsequent

implementation showed that Privacy Sliders significantly outperformed toggle switches
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RQ2 RQ3RQ1

Study I: 
Item Generation

Online Survey 
* 114 participants 
* 9 HCI experts

Study II: 
Item Concern Rating

Online Survey

* 130 participants


Study III: 
Item Grouping

Focus Group

* 3 experienced users


* 2 experts

* 2 resercher

Privacy Slider 
Design & Development

Implementation

* multiple test rounds


Study IV:

Privacy Slider Validation

Lab Study

* 14 participants


Figure 5.15 : The development process of Privacy Slider.

with respect to privacy, security, control, transparency, and understandability. Thus,

Privacy Sliders have the potential to support users in making better decisions when

controlling their devices’ permissions.

5.3.1 Research Gap and Derived Concept of a Continuous
Permission System

Only a few studies investigated the user perspective of control features (e.g., Pen-

nekamp et al. [312] rated usability themselves). Finer-grained permissions (e.g.,

Scoccia et al. [363]) were rarely studied, and, if so, emphasize technical aspects rather

than the user. Moreover, the choices given to the user by today’s systems are typically

binary, most prominently toggle switches. At the same time, it is clear that choices

are often not binary. For instance, to get the weather forecast, apps do not need the

user’s precise location; the city the user is in would be enough to determine whether

an umbrella is necessary today. However, current systems only allow an all-or-nothing

choice, which causes many privacy concerns and allows for more potential to infringe

on users’ privacy than necessary.

As a result, we witness the need for more fine-grained mobile permission systems

that enable users to configure their data logging on steps between granting access to

all or nothing. For this, we pose three research questions:

RQ3f What are helpful sub-steps for fine-grained data control?

RQ3g How do we deliver the additional control that is usable?

RQ3h How does it perform compared to the existing Android permission UI?

We conducted four studies to address these questions; see Figure 5.15. In Study

I (N = 123), we investigated the potential items that are of interest to users to be

controllable. In Study II (N = 109), we asked users to rate the items concerning
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their privacy concerns. We used these concerns in Study III (N = 5) to rank and

group the items into semantically similar groups. Moreover, we investigated possible

representation methods, such as how much abstraction and control users want. In

combination with multiple rounds of testing and debugging, we developed the final look

and feel of Privacy Slider. Lastly, we carried out an A/B testing (N = 32) to ensure the

usability outperforms the industry standard using toggle switches to control users’ data.

5.3.2 Study I: Item Gathering and Concern Rating (Online Survey -
RQ3f)

In this study, we investigate what users would like to control beyond current binary

options. Here, we intentionally ask users and experts to gain both perspectives: a)

What do users understand to be important for them? and b) What could developers

see as important to enable certain applications? Therefore, we conducted an online

survey (N = 123) with smartphone users and HCI experts to reach a sample of diverse

experience levels regarding UX and privacy.

We asked participants to envision the use of 10 different datatypes to explore new

avenues for a future permission system. Here, we prompted them with the following

ten datatypes: app usage, camera usage, incoming message, notification, phone calls,

screen content, text input, user activity, voice input, and volume & brightness. The

datatypes are rooted in a combination of typically tracked and collected data [344] and

common activities [57]. Moreover, all of them can be tracked today and are typically

controlled via phone permissions.

5.3.2.1 Procedure

First, we explained the procedure and content of the study and asked to give informed

consent. Next, we asked participants’ demographic data such as age, gender, educa-

tion, and professional field. See the complete question in the supplementary materials.

For each datatype, we collected participants’ ideas using the question: “Which inter-

mediate stages would you find useful?” Participants did this for ten specific datatypes.

Additionally, we asked participants for the logging frequency, which is a property overar-

ching over all datatypes. At the end of the survey, we rewarded participants with 9 GBP

per hour.
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5.3.2.2 Participants

In total, we recruited 123 participants. We recruited 28 participants from our institution

and an additional 86 participants via Prolific to diversify the sample. Additionally, we

supplemented the sample with 9 HCI experts whom we personally recruited to reflect

expert opinions. We required all participants to use a mobile phone or tablet at last

almost daily. Participants were between 19 and 74 years old (M = 29.1,SD = 9.4),

and 64 identified as female, 58 as male, and one as diverse. The majority reported

a university degree as their highest degree of education (85), 19 had a high school

degree, 28 had a high school diploma, 5 had a completed apprenticeship, 4 had a

secondary school degree, and one participant finished school without graduation. Their

top 5 professional fields were IT, electrics and engineering (45), economy and logistics

(14), social and pedagogy (12), services and sales (11), and arts and media (8). In

total, our sample resided in 19 different countries, most from Germany (37), South

Africa (33), Portugal (10), and the United Kingdom (9).

We determined the targeted sample size on the go via thematic saturation, i.e.,

when the recruitment of further participants did not reveal new steps [259]. We stopped

recruitment when the saturation index reached a threshold of 90%, which, through

the underlying information weighting model, expresses that the probability of mentions

being shared between existing and new participants is 90%.

5.3.2.3 Results

We used Python, R, and Atlas.ti to analyze the data and ensure the validity of the

responses. We received 1339 individual feedback statements for the different data

types. We analyzed our participants’ responses using Affinity Diagramming [183].

We formed code groups per datatype. Through this process, we sorted the 1339

statements into 135 distinct codes. On average, each participant contributed 9.9 codes

(SD = 11.9). Figure 5.16 gives a visual overview of the final groups.We retrieved the

most distinct codes for the datatype text input (21 distinct ideas), phone calls (16), and

voice inputs (16).
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 Participants 1 Physical Data 16 Time 16

Voice input
App Name 8 Audio clarity1 Background sounds 2 Duration4 Frequency4 Language 2 Length 1 Location 22

Resulting action 2 Time 6 Tone 4 Topic 8 Transcript 8 Voice assistant input 3 Voice recording37 Volume 1

Volume & Brightness
Automatic adjustments 8 Buttons usage 1 Duration 4 Edit source 4 Intensity 2

Location 1 Signal processing 2 Thresholds 6 Time 6 Volume category 4

Figure 5.16 : The 135 codes for the ten datatypes that emerged from the 1339 participant

statements.

The most common mention across many datatypes is the location at which a logging

event/data item took place, i.e., the location of a physical activity, the location the user

was at when receiving a text message, etc. It was mentioned as the most frequent step

in 6 of 10 datatypes and was mentioned second frequently for the remaining 4.

For datatypes where it is appropriate, the name of the respective data item was

mentioned often; i.e., for datatype physical activity the activity’s name, and for app

usage the app’s name. The point of time was within the top 5 steps for all datatypes

except text input and voice input. Also, the duration was mentioned often (e.g., on rank

4 for activity and phone calls, and rank 3 for app usage).

5.3.2.4 Summary

In total, our 123 participants came up with 135 distinct codes that are important for the

ten scenarios. Many steps are common for multiple data types; for example, App Name

was mentioned with all but one, or location was mentioned for every data type. The
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frequency with which steps are mentioned varies. While location is among the top 3

most mentioned steps for most data types, it is among the two least mentioned steps

for data type Volume & Brightness. However, we do not know for sure whether the

mentioning frequency is an indicator of importance, relevance to the user, or privacy

concern. It may rather depend on how present an aspect is in the users’ minds. Existing

research shows that people are initially rather unaware of privacy risks and do hard

naming their concerns unless they are confronted with the topic (cf. [157]). The order

of the collected steps is thus neither given by the survey participants nor naturally by

the aspects’ characteristics. To obtain a concern ranking, which is required in order to

place them on a slider scale, we conducted another study.

5.3.3 Study II: Item Concern Rating (Online Survey - RQ3f)

With the results of Study I, we next investigate how the 135 codes (see Figure 5.16) are

rated with respect to their privacy concern. It will inform the design of potential mech-

anisms to allow users to make fine-grain console adjustments. Thus, we conducted

another online survey (N = 109) and let users rate their perceived privacy concerns

for the codes.

5.3.3.1 Procedure

First, we explained the procedure and content of the study. Afterward, we asked them

to consent to the data recording and storage. Next, we asked participants’ demographic

data such as age, gender, education, and professional field. For each step that resulted

from the item gathering study (cf. Figure 5.16), participants had to rate their agreement

with a statement worded “I am very concerned with my smartphone tracking duration of

the activity (e.g., 1h)” on a continuous (101 point) slider item [156, 335]. We grouped

the items on survey pages by datatype, presenting in total 135 items distributed over 10

pages to the user. Each page started with a short paragraph reminding the participants

of their task and context. Steps for the overarching property frequency were not

ranked, as they are all-time indications that have a natural order. We disclose all study

instruments in the supplementary materials of this paper.
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5.3.3.2 Participants

In total, we recruited 109 participants (42 from our institution and 67 via Prolific).

As in the first study, participants had to be fluid in English or German and use a

mobile phone or tablet at last almost daily. Their ages are between 18 and 60 years

(M = 29.7,SD = 9.5), with 60 identifying as female, 47 as male, one as a diverse

participant, and one who preferred not to disclose. The majority reported a university

degree as their highest degree of education (65), 34 had a high school degree, 3 had

a secondary school diploma, 5 had a completed apprenticeship, and two participants

finished school without graduation. Their top 5 professional fields were IT, electrics

and engineering (31), economy and logistics (13), health (11), social and pedagogy

(9), unemployed (6), service and sale (5), and arts and media (2). 32 did not identify

themselves with the given groups and specified other professions. In total, participants

reside in 17 distinct countries. The most represented countries of residence were

Germany (43), South Africa (21), Portugal (12), and Greece (4).

5.3.3.3 Results

The participant’s general privacy concern ratings over all items are in the middle of the

1-100 scale (M = 45.8, SD = 33.8). The concern values are distributed in a rather

bimodal distribution , i.e., the fewest values are in the middle range around 50, and

most values are either very low or very high. A slight tendency to the left shows that

people were more often rather less concerned than rather high.

Taking a look at the stated concern value grouped by datatype, we see that

spoken/written contents were rated most concerning, with phone calls having the

highest concern ratings (Mdn = 59, SD = 35.1) and voice input the second highest

(Mdn = 55, SD = 34.8). Text inputs and screen contents are both on rank three

(Mdn = 46, SD = 33.8). The lowest concern ratings were stated for volume and

brightness (Mdn = 24, SD = 31.4). The values for all ten datatypes are in Figure 5.17.

5.3.3.4 Summary

As a result of Study I and II, we created a collection of steps for a set of common data

types. We have not performed any reduction or grouping of steps yet. However, to not

overload the UI, a reduction to a reasonable amount of steps has to be considered.
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Figure 5.17 : Boxplot of the concern ratings in our item concern rating study. The black line

indicates the median.
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To group steps, we see two general options: (1) Numerically, i.e. merging steps with

close-by concern rating into a group, or (2) semantically. To make this and other design

decisions we will in the following conduct a focus group.

5.3.4 Study III: Focused Exploration (Focus Group - RQ3f)

In the previous two studies, we have collected steps that represent subaspects of

logged data, accompanied by privacy concern ratings. The results of both studies

suggest that it is possible to subdivide today’s toggle switches to set up permissions.

Study I gave a wide range of steps between all or nothing, and Study II ordered them

according to the users’ concern level. While this allows us to put all steps on a slider,

ensuring full transparency and control; to the users; however, with so many steps, the

usability might suffer. Thus, next, we investigate potential user-facing presentations

of a novel permission system using a focus group. This investigation will inform the

design.

5.3.4.1 Procedure

After explaining the focus group and answering any open questions, we asked partici-

pants to fill out a consent form and demographics questionnaire. Then the participants

introduced themselves and were introduced to the topic. We introduced the general

idea and discussed the differences, pros, and cons between toggles and sliders. As the

next step, the focus group leader presented the collected steps from Study I augmented

using the concerns of Study II for each datatype (see supplementary materials). With

this information, we asked the participants to envision to group and potentially sort the

steps with the goal of keeping transparency and control high but at the same time also

the usability. Finally, the group discussed how the sliders could be best integrated into

smartphone usage, i.e., when users would use them and what is needed for effective

use.

5.3.4.2 Participants

The focus group was conducted with 5 participants (3 female, 2 male) and led by the

two first authors. The participants were between 24 and 29 years old (M = 26.6,

SD = 2.4). We were aiming for the perspective of both experts and the user side,
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so we recruited two experts and three smartphone-experienced users. The experts

were HCI researchers who are currently pursuing their Ph.D. The three users were two

students and one public service employee.

5.3.4.3 Results

The focus group took just over 1 h. We did an audio recording and transcribed this

into a text file, which we then coded using ATLAS.ti. This resulted in 49 distinct codes

that were assigned in total 90 times. We grouped the codes into 7 code groups, which

constitute to topics presented in the following.

Use Case and Target Audience of Privacy Sliders The focus group identified

privacy sliders as a way to simplify privacy settings for users who are not willing

to spend time or do not have sufficient technology understanding to do so. P1

mentioned “I do not think the idea of the slider is a bad one because it would make

it easier for a lot of people who do not deal with such things that much.” - [P1], and

P2 came up with a concrete example of a family member “[...] I can tell my mom, that

once you are halfway through the slider, the app can do more but it also knows more

about you.” The participants also pointed out that it is important not to curtail expert

users in their control over their data, i.e., still have detailed control options available

on demand “But maybe it would be good, as [P2] says, that you would then still have

the possibility to set individual things differently.” - [P1] and proposed separate toggles

e.g., to turn off single aspects. P2 summarized the combination of privacy sliders and

on-demand toggles as “Good thing for people without much IT knowledge [...], but if I

deal with it, then I can use the fine limb ticks.”

Privacy Slider Scope The focus group came up with the idea of having one central,

default privacy configuration that overarches all apps and datatypes: “I would

expect to be able to set it in the system once, all abide by it and if they need something

extra then I am asked.” - [P1]. When users are about to perform some action they

are least willing to deal with privacy configuration and would benefit from a default

configuration “If you want to take a picture, it should be fast but first you have to adjust

everything” - [P3]; “Therefore already before!” - [P1].
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Finer Granularity for Continuous Datatypes When the group discussed how much

sense sliders would make for specific datatypes, P1 and P2 came up with examples

of use cases where a reduced granularity of data would be sufficient. P1: “I have an

example for the location theme. If you could then just go in again, and change that again,

then it’s enough if I can set: City, State, Country. Or I would like to say more precisely

that I am currently in XY street.” The group had the opinion that ordering steps for a

slider specifically on location data is easy, concluding that a slider to control location

granularity would be good. “Although I would say with location, within locations I would

find it exciting if it was a slider. From not at all, to city or urban area at 300m.” - [P1].

Similar ideas arose for content, such as texts, speech, and images. “Kind of like the

direct content, it is obvious what’s on the far right and everything before that is what

you can infer through the content. So like tone, emoji, language.” - [P2]. A level of

“content abstraction” [P2] was proposed as a continuous scale that could be mapped

onto a slider.

Grouping of Steps Participants suggested to rather group steps by topic instead

of strictly adhering to privacy concern levels. They proposed various groups that make

sense to them, e.g., P3 suggesting that “Time and Duration could be put together, so

everything that has this time and duration aspect.” or P1 who distinguishes between

personal and contextual data: “I would try to separate it like this: personal data, the

data that is more context and something like location or context plus data related to

something like app name.” A general desire for grouping was expressed especially in

cases where many steps exist “It’s just a lot. So you couldn’t display it like that on the

slider, you would have to group it in any case.” - [P3].

Ordering of the steps We discussed the order of steps in the focus group, which

was derived from Study II (Item Concern Rating). Participants overall agreed with the

resulting order, however, the difficulty of deciding on an appropriate order varied with

the datatype. P1 and P2 stated that they did hard ordering the steps of app usage

and activity, while they found that ordering text input went intuitively easy through the

degree of content abstraction. The focus group participants could not comprehend why

camera type and duration were rated relatively concerning, while physical data and

emojis received a surprisingly low concern rating.
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The Relation Between Data Privacy Concern and Importance When discussing

the privacy concern rating in turn of the step order, the focus group also discussed

whether the concern is the right ordering criterion in this case. P3 mentioned that she

does not find the location very private if it is really necessary: “I do not think that’s so

bad, because you need the location for many apps. Be it renting a car or scooter or

Google Maps.” In line with this, the idea is to order by the ratio of privacy sensitivity

and importance in a specific use case.

User Desires and Design Decisions When a system contains multiple privacy

sliders (e.g., for various datatypes), it is important that consistency of similar steps

positions is guaranteed. Otherwise, users might face unexpected behavior. “The

location should always be specified the same. Also, if you now have different sliders

and I would now set everything to 60 or so, then I would also expect that it is somehow

everywhere the same “safe.” And if then suddenly a location is already at 50, then that

would be super stupid, just because I do not want to read every time.” - [P1]. The exact

position of steps on the slider was not deemed that important, P2 suggested mapping

them with equal distances instead of trying to represent the exact concern values.

5.3.4.4 Summary

The focus group gave us a good understanding of people’s opinions on how our insights

from Study I and II could be fused into a privacy slider design. They agreed on the

appropriateness of sliders, especially for datatypes that impose a natural order, such

as location or content. A slider interface might especially be beneficial to non-expert

users, but we also take away that it is important not to restrict expert users by removing

detailed controls. While the idea of having a system-level slider to set a default privacy

policy was liked, participants also pointed out the advantages of runtime permissions,

aligning with findings in the literature (e.g., [363]). The privacy slider design should thus

incorporate both concepts.

We noted that, in our focus group, the expert participants had higher speaking

shares. We perceived that the non-expert users had hard imagining the slider concept

in-depth. We, therefore, conclude that a study with an implemented prototype is

necessary to get a sufficient user perspective.
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5.3.5 Privacy Sliders: The Final Design (RQ3g)

Based on our two surveys, the focus group, and a review of related work, we propose

a concept for privacy sliders – a novel user-centered mobile data permission system.

Privacy sliders realize two central aspects: First, a simpler, easier user interface that

enables quick and easy privacy setting-making. It targets users who are either novices

or not willing to spend much time on their data privacy configuration. Second, privacy

sliders enable users to choose a custom level of granularity, at which they want to allow

to pass data to an app. Both are presented in detail in the following two subsections.

5.3.5.1 The System-Level Settings Slider - Sliders as Simplification for Fast and

Consistent Privacy Configuration

We propose to implement one slider as a central, default privacy configuration, which

overarches all apps and datatypes. A prototype is sketched in (Figure 5.18): The more

to the right the user pushes the system-level slider, the more detail is granted for every

datatype. To meet expert users’ needs and individual needs on specific datatypes, the

access level to a datatype can be overwritten. One slider per datatype allows overriding

the system-level slider’s setting (e.g., in Figure 5.18: For the location, the user has

configured lower granularity data access).

Based on the results of our focus group we envision that this simplifies users

indicating their privacy preferences. Especially novice users and those who do not want

to spend much time on privacy configurations might benefit from the intuitive and fast

UI of a slider.

5.3.5.2 Enhanced Permission Popups: Information Minimization of Continuous

Datatypes

In the focus group, we found that for some data types, such as location and content

(text, speech, and camera were mentioned), it makes sense to configure granularities.

Steps for location data could, for example, be reduced to an accuracy of +/- 500 m, city,

or country. For many use cases, that might be sufficient: For example, when using a

weather forecast app it would be sufficient if the OS passes the city name to the app,

instead of the user’s precise location. For content, such as text messages, content

abstraction procedures could similarly be applied.
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Figure 5.18 : The system-level slider (left) is used to configure the phone’s general privacy

settings, per default applying to all apps and overarching all datatypes. It is especially targeting

users who do not want to spend much time with single privacy decisions. The sub sliders below

allow to set overriding configurations for single datatypes. A popup (middle) allows to make

settings per app, and the overview screen (right) summarizes the settings.

Supplementing the previously presented system-level slider, our privacy slider

concept introduces such configuration options for location and content. These sliders

(see Figure 5.19 (left) and (middle)) are meant to replace the current permission UIs,

e.g., the only one time, always, when using the app single-choice radio button interface

that Android currently uses for location access permission.

5.3.6 Study IV: Slider Validation (Lab Study - RQ3h)

To evaluate our privacy slider concept, we implemented it as a prototype and conducted

a lab study. Participants were asked to use both a UI mockup of a traditional permission

interface and a mockup of the privacy slider interface concept. We assessed both

interfaces’ effects in a mixed-method approach, using survey items and interview

questions. The study consisted of 4 scenarios, with participants going through them

two times, once using traditional Android permission UI and once more using the
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Figure 5.19 : We enhance permission popups with a slider that allows to choose a level of

granularity. The screenshot on the left visualizes this on the example of the location permission,

the middle one for text message contents. On the very right we show our control condition,

consisting of a slider-less permission popup as it is implemented in the Android UI nowadays.

slider interface. Three of the scenarios were runtime permission popup situations (see

Figure 5.20), and the remaining one was the general privacy settings menu deploying

our system-level slider (see Figure 5.18). The order in which the four scenarios were

presented was randomized.

5.3.6.1 Apparatus

We mocked the Android permission UI (runtime popups see Figure 5.19 (right), and

the settings menu see Figure 5.18 (right)) with a Progressive Web App1. The runtime

permission popup scenarios consisted mainly of a series of app screenshots that the

users clicked through, augmented with button respectively slider UIs that mimic the

permission interface. Launched in fullscreen mode and being tailored specifically to

the study device, the UI experience was very close to real Android UI. To rule out the

effects of the mock, we also mocked the traditional Android permission popup UI with

this approach, instead of using the OS implementation.

Slider Steps: System-Level Slider In Section 5.3.2 we collected potential steps for

privacy sliders for each datatype and ranked them by their level of privacy concern

1https://web.dev/progressive-web-apps/, last accessed 2024-12-06
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Figure 5.20 : A series of screenshots that shows one of the scenarios that we used in our

studies from left to right: Here the participant is advised to craft an Instagram post, that is tagged

with its location. This figure shows the privacy slider condition of the experiment.

in Section 5.3.3. However, in Section 5.3.4 we found that a strict order by privacy

concern does not make sense to users, as the varying order of similar steps on different

datatypes might lead to unexpected configurations. We thus follow the idea of the focus

group to group the steps by topics “that make sense.” These groups then constitute the

steps of the system-level slider and its sub-sliders (except the continuous datatypes

location and content). Thus the sliders for all datatypes are designed equal. We order

the steps on their slider by the median concern value that our participants in Study II

rated them.

Slider Steps: Location and Content As pointed out by the focus group, location

and content pose an inherent granularity, which can be mapped to a continuous slider

design. We chose the following steps, based on mentions from the focus group and

proposed order in Section 5.3.3:
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Location: not at all, country, state, city, urban area, 500m, 300m, street name,

exact location

Content: not at all, language, length, tonus, emojis, common words/sentences,

topic, raw content

5.3.6.2 Procedure

The study conductor met each participant in our lab in a separate room with a table.

After explaining the study, the participants read and signed the consent form. We

then started with a questionnaire on one’s individual information privacy concern level

using the IUIPC questionnaire [268]. Furthermore, we assessed affinity for technology

interaction (ATI) [151] and demographics.

To get participants into the thinking mode and to affiliate with the scenario of giving

permissions, the study conductor talked with them for a couple of minutes about their

last contact with smartphone permissions, what they thought and felt in that situation,

and what the decision was like. Then we introduced them to one of the two conditions

Classic or Slider in randomized order. For both conditions, we ran participants through

the same procedure: a demo of the condition, then they tested the three showcases,

and finally, they tested the system-level settings application. After each but the demo,

they filled in a system usability scale (SUS) [214] questionnaire and answered six items

on perceived control, privacy, security, making sense, transparency, and understanding.

These items were assessed on a continuous slider scale, we disclose the wording

in the supplementary materials. At any time, participants could verbally or in writing

articulate additional feedback.

In the end, we asked participants additionally if they had any further feedback. We

audio-recorded the full procedure and rewarded participants with 10 EUR per hour

or the respective amount of study credit points. Participation took approximately 30

minutes to complete the study.

5.3.6.3 Participants

We recruited 32 participants via our university mailing list, Slack channel, Instagram,

and personal contacts. We required participants to be daily smartphone users and be

fluent in English. Participants were between 21 and 70 years (M = 28.0, SD = 8.5),
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Figure 5.21 : Ratings on five aspects around privacy compared for the classic permission UI and

the slider UI. On the left regrading permission popups on runtime, on right side for the device’s

settings menu.

with 18 female and 14 male participants. They reported having a Master’s degree

(16), a Bachelor’s degree (9), a high school degree (4), a doctoral degree (1), not

finished school (1), and a vocational education (1). All participants reside in Germany,

besides one participant from the United States. To understand our sample’s privacy

perception, we assessed the IUIPC questionnaire [268]. Our participants rated their

Awareness on average with 6.2 (SD = 1.3), Control with 5.7 (SD = 1.3), and Collection

with 5.7 (SD = 1.2) (higher scores mean more privacy-affine). Their mean score of

affinity for technology interaction (ATI) was 4.1 (SD = 1.0). This indicates a rather

technology-affine sample. According to the classification of Franke et al. [151] the

ATI of an average population is to be expected at around 3.5, with high ATI samples

around 4.

5.3.6.4 Results

We run the statistical evaluation in Python and R. Moreover, we applied non-parametric

tests when the normality was violated. We did the qualitative coding again in Atlas.ti.

Usability The users’ rating on the system usability scores (SUS) was higher for the

slider UI than for the classical UI, for both the runtime permission popup comparisons

(see Table 5.8) and the system-level settings menu (see Table 5.9). According to

the adjective classification of Brooke [67] all interfaces’ usability can be regarded as

excellent, only the classic device settings menu was rated as good only. However, only

in the runtime comparison does the slider significantly outperform the classic approach.
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Privacy Effects For the system-level settings, we can use the classical Wilcoxon

signed-rank test after confirming the non-normality of the data. However, for the

permission runtime popups, we perform an ART-ANOVA [436] with task and participant

as random factors to account for the differences between the three showcases. We

compared the effects of the classic and the slider UI on their users’ privacy perception,

see Figure 5.21. We show that Privacy Slider outperforms the classic approach

significantly in nearly all measures. The only non-significant items are the measures for

usability and making-sense in the system-level settings menu. However, descriptively

the slider performs better also for these items. See Table 5.8 and Table 5.9 for all

measures and test results.

Qualitative Feedback We coded the free text responses, transcribed audio record-

ings, and interview notes in Atlas.ti. We then organized the codes into code groups,

which constitute the following topics.

Slider Interface is Preferred over Classic Button Interface

In general, comments on the slider interface were better than on the classic button-

only interface. Many participants mentioned that they did prefer the slider interface,

while none said that they’d rather like to stay with the classical version. P39 described

it as “a big improvement over the usual UI and would definitely prefer this in all cases.”.

Similarly, P12 “No, I think its a great addition.” and P21 “liked it much better than

the previous one.” In contrast, the classic condition was described as having “not

enough options for data privacy” (P26) and being “too general.” P53 expected a “more

Runtime Popups

Classic Slider Normality Wilcoxon∗

M SD M SD W p W/F p

SUS 81.9 9.2 88.2 11.1 .925 <.001 88.5 <.001
Control 39.7 26.2 73.7 24.8 .939 <.001 133.98 <.001
Privacy 40.6 25.9 70.5 25.0 .939 <.001 107.21 <.001
Security 39.8 24.4 61.9 26.1 .964 <.001 65.951 <.001
Sense 59.7 28.2 81.0 21.2 .885 <.001 52.23 <.001
Transparency 33.6 24.9 58.6 31.3 .93 <.001 54.58 <.001
Understanding 35.2 26.2 58.2 29.4 .935 <.001 54.183 <.001

Table 5.8 : The statistical results of Study IV, regarding the runtime permission popups. ∗ we

report F values for all but SUS using the ART-ANOVA.

210 5 | How Can We Improve User Privacy, Without Obstructing the Data’s Output?



detailed option display.” For continuous datatypes, such as location, the slider interface

was more intuitive to use for some participants. One mentioned that they’d prefer it

for continuous datatypes only: “Slider for me is only useful for continuous values like

distance.” (P51). Especially in the weather app scenario the ability to configure a

granularity makes sense to the participants, as e.g., P60 stated: “The weather apps do

not require my exact location so I like this slider feature here.”

System-Level Settings: Better Overview and Easier Getting-Into with Sliders

People liked the ability to use sliders for the device-wide privacy settings as well.

Participants liked the overview that the sliders gave on data collection. P39 reported on

the system-level slider: “This was close to perfect, I think this is how it should be. The

granularity of specific sliders also grants insight into all the different data that is being

collected, which the normal UI completely lacks.” In contrast, the classical settings

menu is often criticized as it is hard to get into it and lacks an overview. “Especially

at first glimpse, the system is not that easy to get an overview of.” (P62). The lack

of transparency of the classical interfaces also leads to a lack of trust, as a further

mention of P39 shows: “Many options were hidden and you have to kind of guess what

each thing does. Also, not sure if the options will be reverted after an update.”. P26

complained that “you have to click through more” with the classic interface. Besides

clear benefits, our participants also pointed out some drawbacks of the new slider

interface. Criticism mainly evolved around the system-level slider, which stood on

top of the settings screen above all individual permission sliders. e.g., P22: “I do not

think I would use one slider on the top. Especially as the different categories only

Device Settings

Classic Slider Normality Wilcoxon

M SD M SD W p W p

SUS 78.0 17.0 80.0 18.1 .887 <.001 203 .382
Control 60.5 27.7 80.7 23.6 .876 <.001 63 <.001
Privacy 66.1 24.6 80.4 25.2 .86 <.001 83.5 <.001
Security 59.8 25.9 73.5 27.2 .9 <.001 84.5 <.003
Sense 73.2 25.0 82.2 23.3 .835 <.001 117 .086
Transparency 48.8 31.5 66.7 29.9 .922 <.001 114 <.009
Understanding 40.6 29.6 66.2 29.4 .92 <.001 58.5 <.001

Table 5.9 : The statistical results of Study IV, regarding the system level settings. ∗ we report F

values for all but SUS using the ART-ANOVA.
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make sense for some apps. Instead, I would get rid of the slider on top and instead

have a categorical setting like privacy level high/medium/low for example.” P10 saw

privacy risks for lazy, speeding users introduced by the system-level slider: “On further

reflection, this feature now strikes me as very risky to dangerous. For example, it could

tempt me as an annoyed user to be happy to easily set the location permission for all

my navigation and sports tracking apps to maximum, and thus unintentionally set e.g.,

the memory access permission for all apps ever downloaded to completely open as

well.”

Besides some points of criticism, the participants overall liked the slider version. “It

is very sexy, please install it on every phone.” (P40). They saw the main benefit of the

slider-based system-level settings menu in its intuitive understandability and overview.

“The permission settings were very clear and concise, it was easy to gain an impression

of how the data would be used.” (P53). Less technology-experienced users would

benefit: “[The slider] controller [is] more intuitive for older people or people who do not

have smartphone affinity.” (P25).

Sliders Improve Transparency

Besides improved control, participants also perceived higher transparency about

the data collection. The sliders with their steps make transparent which aspects a

permission encompasses “The granularity of specific sliders also grants insight into

all the different data that is being collected, which the normal UI completely lacks.”

(P39), and even give the user more sense about how their data is used “The permission

settings were very clear and concise, and it was easy to gain an impression of how

the data would be used.” (P53). Having an overview of the active steps of each

permission slider, the user could quickly grasp what is collected “They explained what

exactly would be collected.” (P22). P28 further saw an explanatory effect and triggered

reflection processes: “Offers control but also explains the usage of the data, and by

showing the different levels of data abstraction people get a feeling of how much the

data can actually capture and gives an opportunity to realistically reflect on their own

boundaries.”

More Perceived Control on How Data is Used

Participants mentioned that the system-level slider gives them control on how data

is used: “The permission settings were very clear and concise, and it was easy to

gain an impression of how the data would be used.” (P53). However, we found that,
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independently of the applied method, participants felt a general lack of control over

what happens with their data after granting access to it. Especially regarding the

classic interface, many participants mentioned that the given control options only give

control on what data is passed to an app, but not at all what thereafter happens with

their data; i.e. with whom it is shared, how it is processed, where it is stored. We

observed a general lack of trust in all that happens behind/after the granting interface,

independent of the method. It was mentioned that “trust [is] missing, the method is not

the problem” (P13). Similarly, P38 expresses issues with control over the later stages

in the processing pipeline: “This Interface suggests some form of privacy control but

unless one denies everything, there is limited control once data is in the app.” P28

expressed missing “control over where the data is stored, with whom it is shared, and

what information is drawn from it.” This issue is out of the scope of permission granting

methods which we focus on in this paper, but nevertheless noteworthy for future work.

Slider Design A couple of participants expressed different preferences of the

slider’s step order, for example, P21 generally expressed that “The order of some levels

of privacy did not make much sense to me.” or P13 proposing based on their cultural

background that “emojis should go to the last. In India, different emojis are differently

interpreted.” Customization of steps per app was suggested by P38 “The slider might

be adjusted by application, since for example weather is no more accurate than a

couple of 100 meters anyway.” On the other hand, some participants were concerned

about too many differences between the sliders. P10 said that inconsistencies in the

slider steps could lead to unexpected behavior. A medium slider value should express a

similar level of data and privacy across all sliders. In general, it was perceived as a “very

sufficient interface, and with a bit of background knowledge, it is easy to understand

how it works and what it does.” (P52).

Detailed UI Comments As for the nature of a high-fidelity prototype study, partici-

pants also pointed out many detailed UX improvement suggestions and criticisms of

our prototype. During the study, a couple of unclarities in the UI were pointed out, espe-

cially regarding the slider-based system-level settings (e.g., “not clear what gradations

mean.” (P51)). The behavior of the sub sliders and their toggles was unclear to some

participants (“unintuitive what you turn on with the toggle?” (P10) ), also explanations

on the slider steps, for example with context menus, were desired. A few participants
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generally misconceived the slider steps as selecting instead of summing up. However

in general the participants made themselves familiar with the slider UIs quickly, and

further explanations by the study conductor were necessary in individual cases only.

5.3.6.5 Summary

Summing up on the lab study where we tested our high-fidelity privacy slider prototype

with 32 participants, we conclude that the concept of privacy sliders was perceived

very positively. Participants saw benefits in several scenarios, the usability was rated

better than with the traditional privacy settings UI, and we found positive effects on

transparency and control. We collected points of criticism that can be improved in

future iterations. For example, step positions on the sliders should be determined by

their concern level instead of the percentage of the slider scale, and the cumulative

behavior has to be better explained.

5.3.7 Discussion of Privacy Slider

5.3.7.1 Runtime Permission Sliders Outperform the Standard Permission UI

The feedback on runtime permission popup sliders was overall very good. Extending

the current button UI with a continuous choice of data granularity made sense to our

participants and was perceived as intuitive, regarding the system usability score it

significantly outperformed Android’s current UI. Especially for data types that impose

a natural degree of granularity (such as location), it was liked, and participants envi-

sioned situations where they see an advantage in continuous permissions. With its

straightforward user flow, which is close to Android’s current design, users got into

it easily and there is not much that could trigger confusion. We argue for including

this in future runtime permission popups. While fine-granular permission concepts

have been published in the past occasionally, for example by Jeon et al. [204] and

Scoccia et al. [363], the present study is, to the best of our knowledge, the first study

that implements it as a well-usable slider UI and studies its usability and applicability

with lay smartphone users.
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5.3.7.2 System-Level Settings Slider

Also in the system-level settings menu sliders were preferred by our participants. We

see a benefit, especially in the transparency and overview that they provide, what

participants confirmed in their qualitative statements. The system-level slider on top

was deemed a good feature for novice users, and the flat menu structure required users

to click through less. However, the more complex nature of a whole settings menu in

contrast to a single-case runtime popup makes designing challenging. This reflects

in a couple of remaining usability issues that we found in our study, and need to be

addressed before rolling this out in the wild.

Most importantly, user support should be included in helping users get into the

principle of how the slider-based menu is working, such as a tour, as proposed by

Carlèn [75]. Furthermore, it has to be ensured that users do not experience unexpected

behavior across the sliders. In our study, we found that users perceived privacy

concerns of specific steps differently, and thus would have expected a different order.

However, with the system-level slider on top, it is essential that the subsliders that are

moving alongside do not show unexpected configurations.

5.3.7.3 A Method-Independent Lack of Control of What Happens With the Data

In the qualitative feedback, participants mentioned that they desire more transparency

and control over what happens with their data after a permission has been granted.

As they also admit, this is out of the scope of our study on the permission granting

interface, however, we think this finding is nevertheless important to note. Sliders could

for this issue be part of the solution as well. In our case of granting data access, sliders

enabled control and conveyed transparency to their users. Generalizing privacy sliders

to a modality for configuring data transactions, they could also find application on other

stages of the data pipeline. The setting options of how far data is passed on, or in

what depth it is analyzed, pose a natural order (for example data not leaving the device,

going to the app company’s server only, being processed on a cloud server, being

disclosed to third party companies, being made available publicly).
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5.3.7.4 The Tradeoff Between Warning Fatigue and User Control

Permission interfaces have to deal with the tradeoff of warning fatigue, i.e. users’ desire

for control and on the other hand being mad about too much information, options, and

time spent. Users tend to ignore privacy-enhancing technologies (also coined the

challenge of user ignorance) [10, 25] and concepts that foster their usage have to be

considered, such as nudging approaches (e.g., [394]). Control-providing concepts have

to be designed with care, as sophisticated concepts may quickly annoy their users and

thereby fail [312]. While this is not the case for our runtime permission slider, users

do not have to deal with the system-level settings unless they actively look for them

in the settings menu. Users could be triggered to use the system-level settings in

appropriate situations. That could be once after the device has been set up, to choose

the device’s default privacy policy, after the installation of multiple new apps, or after

context changes (for example when travels or holidays are detected).

5.3.7.5 Contextual Privacy and Personalization

The privacy slider configuration could also be context-dependent. Users prefer data

disclosure differently depending on their context, as Wang et al. [417] show in the

example of online behaviors. Including context in runtime permissions help users

make their decision [363] and enables an even more fine-grained choice, also called

flexible permission [363]. A system that is able to understand and extract a contextual

difference given, that would even be possible without additional user burden. Contextual

privacy has shown to be beneficial in various use cases, such as online privacy poli-

cies [433] or IoT [301]. Regarding smartphone permissions, research has shown that

the incorporation of contextual cues can improve decisions [429] and studied machine-

learning-based decision support [398]. We think that our fine-granular approach to

permissions well integrates with such approaches. The non-binarity of continuous

privacy configurations could be used to reflect model uncertainties, i.e. instead of

a prediction model requiring to output a binary all-or-nothing decision, an insecure

prediction could lead to a slider value somewhere in the middle. Furthermore, the

context could be another dimension of configuration that could be controlled through a

slider (e.g., rating private situations on weekends as more concerning and worthy of

protection than behavior during office days).
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5.3.7.6 Privacy Sliders Enable Novel Adaptive Use Cases

To avoid the unpleasant consequences of privacy issues, data usage by applications

is restricted. Access to potentially sensitive resources, such as screen contents and

detailed device activity, is in Android for example organized into the Android Accessibility

services. Thereby access is highly restricted to a few purposes only. By going from the

current binary approach to fine-grained configuration we envision that such resources

could be opened to wider application purposes. Screen contents for example could be

leveraged for adaptive application scenarios, such as predicting next-action sequences,

if the data was abstracted to the smallest necessary level of detail. Exact text contents,

like text messages, names, or login credentials could be abstracted to tokens like

textmessage, name, and logindata. They would thereby still be useful for several

application scenarios but way less privacy-invading. Continuous permissions, realized

through privacy sliders, thus not only have a privacy-preserving effect on the users but

also enable novel opportunities for application and system developers.

5.3.7.7 Future Work: Field Study

In the present study, we have focused on users’ opinions on the privacy slider. We

deliberately asked end-users because they are the major stakeholders regarding

privacy; their data is worked with and they opt for buying and using their smartphone.

In the next iteration of the privacy slider, developers should also be taken into account,

to see which effects fine-granular permissions would have on them, what changes from

the development perspective, and find solutions on how developers could deal with

that. Developers would need to deal with data of different granularity. If they in the

worst case simply reject all except the finest data levels and thus force users to push

the privacy slider to the finest level, not much would be won for the user. They still

would be in the dilemma of granting (full) data access or not using the application (cf.

Stach and Mitschang [382]). Flexible data structures might be needed in mobile app

frameworks, to make it easy to work with varying granularities of data. Furthermore,

an in-the-wild study has to be conducted. Our lab study was appropriate to get first

insights on privacy sliders, showed that it is promising, and yielded valuable insights for
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the next iterations. However, to see how users actually use them in real situations and

which effects that has, a field study, where privacy sliders are distributed to the users’

own devices, has to be conducted.
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5.4 Transparency Through Interactivity: Interactive

Machine Learning

This section is based on the following publication:

Florian Bemmann, Daniel Buschek, and Hussmann Heinrich. “Interactive End-User
Machine Learning to Boost Explainability and Transparency of Digital Footprint Data.” In:
Yokohama, Japan: HCXAI Workshop at ACM CHI 2021, 2021

Digital footprint data is increasingly used to fuel powerful artificial intelligence

systems e.g., to predict future behaviour or characteristics of the user [117]. The

purpose of predictions ranges from content personalization and recommendation

[73], over adaptive user interfaces [369] to research purposes, e.g., in the fields of

psychology [384]. With power comes responsibility: Tracking huge amounts of personal

data demands for a good privacy protection concept to reach real transparency. The

usual approach has been to inform the user about who collects and processes what

data. However, with the possibilities which big data and psychometric modeling enable,

that is not sufficient anymore. People should also be informed about how data is being

used [179]. Therefore the full process of AI systems should be transparent [300].

Figure 5.22 : Interactively giv-

ing feedback on a locally trained

personalized predictor: In the mid-

dle, a local explanation gives feed-

back from the system to the user,

explaining which mobile sensing

features contributed to the model’s

decision. At the bottom, the user

gives feedback to the system, com-

municating why the model falsely

concluded that the user is at home.

Here: User states that the feature

WiFi connected is too general.
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Digital footprint data contains a huge amount of (concealed) information about their

users. Using methods of psychometrics and psychological targeting [275], the data can

be exploited for unethical purposes. Targeted advertisements based on digital footprint

data can influence societies and poses huge challenges to our democracies [122].

Unfortunately users do especially hard in understanding the capabilities of machine

learning procedures. Related work and our studies in Chapter 4 have shown that

users can hardly estimate what potential lies in digital footprint data, and thereby rate

abstract-looking data as way less privacy-invasive. In this section, we study how an

interactive machine learning interface can educate users on these procedures, to reach

more transparency and sense for the inherited prediction potential. Therefore we put

up the following research question for this section:

RQ3i How can interactive machine learning yield transparency regarding prediction

and inference potential of mobile sensing data?

5.4.1 Explaining Through Interactivity for Better Transparency

If users would be more aware of and understand how their data is leveraged for

psychometric modeling, they may less likely be susceptible to content targeted based

on their personality. By bringing explainability to the process of digital footprint model

building, we think one can increase transparency and an understanding about how

psychometrics work.

To do this we introduce participatory design and interactive explainable AI to data-

collecting mobile apps. Instead of just being observed, users should be included in

the full process of data collection and model building. Beyond showing what data

is collected, it should be explained which features are extracted and what they are

expressing, why the feature selection decides for certain features, and how a model

can learn to predict a target variable from these inputs. Interactivity is therefore well

suited, but unfortunately not very prominent in intelligent systems [8]. Research on

intelligent systems calls for enabling rich feedback from the user towards the system

[238], and interactive machine learning has demonstrated positive effects on learning

[12] and explainability [130].
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Figure 5.23 : To collect ground-truth data for mobile model building in our prototype, the user

was asked to indicate when leaving from / returning to home via a permanent notification.

The concept of interactive user-involvement as explanations in XAI is contextually

transferable and could be established as a general XAI technique. We envision more

transparent and thus responsible intelligent systems, by letting users participate in and

interact with data collection and model building.

5.4.2 Proof of Concept: Interactive Model Building Demonstrates
the Hidden Information in Digital Footprint Data

To operationalize interactive explainability in practice, we incorporate it into a Mobile

Sensing smartphone app. Our basis is the PhoneStudy app1, which collects passive

sensing data and self-reports in the wild to fuel offline model building for psychological

research [384]. In a working prototype we brought the model building to the client device,

allowing the user to train a personalized model on-device. Features are extracted locally

from user’s live sensing data, and self-reported data is used as prediction target.

In a first experiment we use the binary variable being at home or not at home as

prediction target and basic device status features as input data. Although this is a trivial

1https://osf.io/ut42y/, last accessed 2024-12-09
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example, it demonstrates our concept of mobile model building with live sensing data

to show to users how “hidden” information in digital footprint data might be revealed:

The model fitted nearly perfectly on features on the smartphone’s WiFi status.

We want users to better understand what can (and can’t) be inferred from digital

footprint data, by making psychometric modeling explainable and interactive. There-

fore we apply explainable artificial intelligence (XAI) techniques to a Mobile Sensing

research project: We deploy a Machine Learning model that predicts personality from

smartphone usage data to the user’s smartphone, incorporate XAI concepts, and study

the interaction with and effects of local explanations. The functioning of psychological

profiling is thereby explained to the user with their live data. Furthermore we introduce

interactivity: In a working prototype the user selects a desired target variable, and

trains a personalized model with their live data that tries to predict the target variable.

We will investigate whether the usage of an explainable and interactive psychometrics

app can lead to an understanding of the principles of psychological profiling, and raise

awareness about the inference potential that lies in ones digital footprint data. While

current work in the domain of explainable artificial intelligence (XAI) mostly explains

decisions of models with the aim of interpretability:

Who? We target the non-professional, data-generating smartphone user, whose data

is the basis of modern psychometric profiling models.

Why? We think that an understanding of what happens with users’ data and what can

(and cannot) be inferred is important. Regarding research, our vision is to empower the

user: Data collection and model building should be more a collaboration of user and

researcher, than the researcher observing the user. After (1) having raised awareness

for what data is recorded, we on the long term we aim for (2) creating an understanding

of psychometric models and their capabilities (and limitations), (3) show what they

can be used for in practice (esp. targeting and manipulation) to (4) create awareness

against targeted (fake) content that manipulates people.

Where? A Mobile Sensing smartphone application is the optimal basis for our ap-

proach. It provides a plethora of data that is user-centric, making the explanations and
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interactivity interesting for the user. The ability to deploy our system completely on the

client-side avoids that privacy-sensitive data has to leave the user’s device and makes

it scaleable.

5.4.3 Discussion

5.4.3.1 Can Interactivity Boost Explainability?

We argue for interactivity – going beyond passive explanations. The literature supports

this idea: For example, trying configurations of learning systems and observing effects

is desired by users of ML systems and could result in a better understanding [130] and

long-term learning effects. The effects of absence and presence of specific features on

the model performance could convey their value to the user. Principles of correctability

and rich feedback [238] should be incorporated in ML systems, and be used beyond

improving models. To further inform and evaluate this approach, it should be studied

how such interactivity and user-to-system feedback affects the understanding of a

system: Which insights can be conveyed easier, and which cannot?

5.4.3.2 Interactive ML for Data Transparency

Transparency is limited in current systems that collect data for model building: Beyond

explaining the user who collects what data, systems should convey how data can be

used and what can be inferred [179] to reach real transparency. To implement this, we

suggest to include the user in the model building process. We want to study whether

interactively trying out inference techniques with their own data, thus experiencing which

kinds of predictions can work and which are more difficult, support real transparency.

5.4.3.3 Participatory Model Design

In our concept the user is included in the model building process, rather than just

observed [8]. To reach “Participatory Model Design,” inspired by Participatory (Product)

Design, new workflows for research working with user data should be studied: Can

users be involved in the big challenges, e.g., feature design and selection? Users could

create features they think are predictive for them, try them out in a local model, refine

their features. Finally the researchers collect only a set of individual models and feature

descriptions from their study participants.

5.4 | Transparency Through Interactivity: Interactive Machine Learning 223



Figure 5.24 : Interactivity on per-

sonalized predictors is only suit-

able for intra-user variables. To ex-

plain inter-user variables like per-

sonality, we propose to deploy a

pre-trained predictor on the client

device and locally run and ex-

plain predictions using the data

collected by the user’s device.

5.4.3.4 Interactivity for Personalized vs. Universal Models

Personalized models can demonstrate predictions about intra-user variables, such as

some status of the user (e.g., indoor/outdoor, mood, stress). To showcase models that

compare users (inter-user variables) among certain characteristics (e.g., personality) a

universal model is needed. While for a personalized model the full process of training,

evaluation and prediction can be demonstrated live, for universal models it is only

possible to show predictions using a pre-trained model. Thus, different concepts of

interactivity have to be designed for both types of models, and their effects on the user

may have to be studied separately.

5.4.3.5 Make a Difference: Inference Potential and (Unethical) Applications

Users being aware of what can be inferred from their digital footprints is an important

first step. However, to make a difference with this work we encourage to think beyond:

Building on the outlined interactive explainable mobile sensing app, it should be studied

how it can further be used to “vaccine” people against (unethical) applications of

personal data collection: McGuire’s Inoculation Theory [278] proposes weakened pre-

exposure to protect against persuasion. With The Bad News Game1 the application

1https://www.getbadnews.com, last accessed 2024-12-09
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of Inoculation Theory has shown a reduction of susceptibility in the domain of online

misinformation [31]. Similar concepts seem promising to the domain of targeted content

as well. Can we demonstrate the suggestibility of content that is targeted with personal

data, to empower users to unmask and reluct against such in the future?

5.4.3.6 Motivating User Engagement

Our concept is not targeted to a specific user-group, instead any data generating

smartphone user should be encouraged to use it. While a short term usage could be

motivated by gamification techniques (e.g., little challenges or tasks), we assume that

long-term use would require more sophisticated application concepts. Furthermore

it should be discussed whether long-term use is even needed to yield the desired

understanding.
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5.5 Chapter Conclusion: Improving Privacy While

Keeping Data Output

We started this chapter with motivating the need for transparency and control to improve

user privacy. In a field study on privacy dashboards incorporating both features (cf.

Section 5.1.1), we found that transparency initially decreased the user’s perceived

privacy. The offering of control features could then reverse this effect and lead to an

improved privacy perception compared to a baseline condition. Interestingly, the control

features were in fact rarely used, thus the sole availability of them gave users a sense

of agency. This lets us conclude that transparency should always be accompanied by

control.

Based on these findings we presented three approaches for privacy-enhancing

technologies that are appropriate for mobile sensing. We explored on-device pre-

processing of mobile language data as a means for data minimization (cf. Section 5.2),

proposed and evaluated fine-grain control in Android permissions (cf. Section 5.3),

and finally proposed the concept of interactive machine learning to inform and educate

users about the hidden potential of data inference and predictions (cf. Section 5.4).

Chapter Take Away

Transparency and control are the two main components of privacy-enhancing

interface concepts that can mitigate perceived privacy concerns. Transparency

needs to be incorporated comprehensively, otherwise it can induce adverse

effects. Privacy interface always act on the edge to user annoyance and

warning fatigue, as users’ motivation to spend effort on privacy belongings is

mostly low. Their perception of an application’s service privacy fit and obtained

benefit by giving away their data mainly influence privacy decisions.

For future work, we would like to motivate more in-the-wild studies. Our lab study of

the privacy slider was appropriate to get first insights, showed that it is promising, and

yielded valuable insights for the next iterations. However, to see how users actually use

them in real situations and which effects that has, a field study, where privacy sliders
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are distributed to the users’ own devices, has to be conducted. Similarly, we did not

evaluate our proposed concept of interactive machine learning yet, but would like to do

that in the future.
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6
General Discussion

In this chapter, we regard the findings from the studies of this thesis in the big

picture, discuss their implications, and draw conclusions for future research and

industry. We therefore first reflect on the overarching research questions

that guided the previous chapters. We especially elaborate on the effect of

transparency, and explain its two-sided influence on app adoption behavior

with the valley of transparency. We derive concepts to tackle the omnipresent

lack of user motivation regarding privacy, and discuss various approaches of

how to integrate privacy interfaces best in apps’ interaction flow. Finally,

we point out the specific challenges that mobile sensing brings privacy-wise,

discuss to which scope our insights apply, and point out remaining issues and

directions for future research.

6.1 RQ: How to Support User Quantification While

Preserving Privacy?

Research on privacy-enhancing technologies in the context of mobile sensing is not

new. Prior work’s focus was especially on the user side, i.e., protecting user privacy
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Figure 6.1 : Mobile Sensing applications can be to the benefit of three stakeholders. The user,

researcher, and society.

as well as possible. Furthermore, proposed approaches are often rather technical

and study the security side [89, 209, 239], which hardly keeps the user in the loop.

However, in reality, multiple stakeholders are involved in the proliferation of mobile

sensing systems. Besides the user, this includes especially the app publisher. The

latter publish their apps mostly with an interest in mind, such as pursuing a business

model through earning money or collecting data for further use. Approaches to improve

privacy that focus only on the user thereby hardly show relevance in practice: App

publishers will unlikely incorporate solutions that yield restrictions on the app publisher

side. Furthermore, if apps become less intelligent and decline in user-friendliness,

users also notice that and might, depending on their consideration of the service

privacy fit, opt for a less privacy-friendly option. To have potential impact in-the-wild,

both parties need to be regarded.

6.1.1 RQ1: Which Benefits Can Be Expected From Mobile User
Quantification?

To give context on the mobile sensing landscape and its involved actors, we have shown

in Chapter 3 who benefits from sensing data. We identified three major stakeholders

that benefit from collecting and processing mobile sensing data.

Mobile sensing data collection methods enable researchers to collect data on

people in the field. This data helps them understand human real-world behavior and

how people use technology. It helps to explain psychological constructs such as
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personality and can enable interventions that help users prevent or interrupt unwanted

behaviors. Interdisciplinary research from multiple fields identified mobile sensing

methodologies as data source that outperforms classical approaches such as manual

journaling and observations in regard of data quantity, objectivity and scalability.

Detailed behavioral and contextual data furthermore allows to develop novel adap-

tive applications, of which users gain a direct benefit. By using passively sensed

data, interactions are sped up, as users do not have to enter all information manually

anymore. Contextual data can be auto-filled, most prominently location in navigation

and location-aware search use cases. Furthermore, with systems becoming more

proactive, the demand for contextual data rises. Without understanding the user’s

situation, recommendations and suggestions by interactive systems remain rather

dumb and are low in relevance in regard to the user’s daily life and real-world situations.

Furthermore, mobile sensing technologies can be deployed at scale, whereby they

can influence whole social groups and our society. Crowd-sensing applications can

be used to track environmental parameters, such as ambient noise. Mobile Sensing

poses the opportunity to use data for the common good, e.g., to be one component

of approaches that fight modern societal challenges such as polarization and climate

change. All technology that comes with power also brings responsibility. When providing

such data, it is essential to remember that it can also be used for unethical purposes,

such as surveillance and control in authoritarian states.

In order to design adaptive, user-supporting applications well, a fine-grain and as

comprehensive as possible view of the user’s state and situation has to be available to

the system. Without such contextual data, proposed actions and interventions may be

irrelevant as they may occur in situations where they are not appropriate.

6.1.2 RQ2: What Concerns Arise From Mobile User Quantification?

However, mobile sensing applications face a low adoption rate. People are skeptical

about apps that require much data from them, especially when it comes to passively

collected aspects in the background. In mobile sensing research studies, where

an app is deployed in the wild to collect user data, researchers face much lower

consent rates than in traditional studies [221, 234, 338]. Conversion rates of studies

can hardly be quantified with comparable numbers, there are many variables that

influence the conversion rate, e.g., participation reward, advertisement, logged data,

6.1 | RQ: How to Support User Quantification While Preserving Privacy? 231



other participation obligations, or the country in which a study was conducted. The

participation rate in a mobile sensing study can be expected to be around 10%; for

example in the IAB-SMART study of Kreuter et al. [234], 15,9% of all invited participants

actual installed the app, of which 71% granted all requested permissions. Among

mental health patients, Di Matteo et al. [114] measured that 41% were clearly willing to

install an app that helps them detect potential disorders, with acceptance to requested

permission ranging between 19% and 46% depending on the datatype. Although the

app of Di Matteo et al. [114] deals with a more sensitive topic than the one of Kreuter

et al. [234], the higher benefit for the user seems to lead to a higher adoption rate.

The use of rich and detailed data on users’ behaviors and their smartphones’

states also induces real security issues, such as stolen login credentials. Operating

system developers are forced to protect their users and restrict access to such data. As

currently no appropriate privacy-enhancing technology exists that allows to deal with

highly sensitive data, they see access restriction as the only option.

We overall found that, from the user perspective, users are concerned about

outcomes that affect their real-world lives. That are especially stolen wallet- and

account information which may lead to financial loss or identity theft. Rich data types

such as text messages and microphone data are deemed dangerous due to the large

and varying amount of content. Concerns are mitigated if users expect a benefit

alongside the data, especially benefits towards their productivity.

In general, users are initially unaware of many issues until they deal with the topic of

data privacy. For rather abstract data types, they find it hard to estimate the contained

information gain, and they can hardly judge which further information prediction models

might infer from their data. They see the underlying issue mostly in data shared with or

stolen by third-party actors such as companies or hackers. With these findings, we go

beyond existing literature by investigating smartphone users’ privacy concerns in depth

rather than merely finding that privacy concerns are an important issue.

6.1.3 RQ3: How to Improve Privacy, Without Obstructing Usability?

To meet the demand for data unveiled by RQ1, while tackling the issues pointed out

in RQ2, we, in this thesis, regard both the user and app publisher perspectives. We

emphasized preserving privacy while keeping the data usable for its stakeholders.
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Key Aspects of Privacy-Enhancing Technology Design Summarizing the findings

from our studies and related work, we point out the following key aspects to consider

with every privacy-enhancing technology.

Implement comprehensive transparency. Transparency is the first and essential

building block to mitigate user privacy concerns. If users remain in doubt about what

happens with their data, they can hardly put off their concerns. However, it is important

to implement transparency comprehensively. If users are given only partial information,

they may remain with more doubts and concerns than before. Furthermore, to avoid

users feeling helpless, transparency should always be accompanied by control.

Offer Control. We found that control is the factor that mitigates users’ privacy

concerns. Interestingly, users rarely made use of the provided features. Solely providing

control and giving them the ability to control data logging and processing happenings

whenever they desire to do so made the difference. Control thereby offers itself as the

most relevant feature of privacy-enhancing technologies. Control has been shown to

make a difference in privacy concerns, while reductions in data quantity and quality

have been shown to be negligible.

Do not annoy the user - the trade-off of warning fatigue and user control.

Permission interfaces have to deal with the trade-off of warning fatigue, i.e., users’

desire for control and, conversely, being mad about too much information, options,

and time spent. Users tend to ignore privacy-enhancing technologies (also coined the

challenge of user ignorance) [10, 25] and concepts that foster their usage have to be

considered, such as nudging approaches (e.g., [394]). Control-providing concepts must

be designed carefully, as sophisticated concepts may quickly annoy users and fail [312].

While this is not the case for our runtime permission slider, users do not have to deal

with the system-level settings unless they actively look for them in the settings menu.

Users could be triggered to use the system-level settings in an appropriate situation.

That could be after the device has been set up, when choosing the device’s default

privacy policy, after installing multiple new apps, or after context changes (for example,

when travels or holidays are detected).

Mind Service-Privacy fit and Privacy Calculus. Our research has identified

the service-privacy fit as the most relevant decision model for privacy decisions. If

users see a benefit in data usage, they tend to neglect privacy. For app designers, this

6.1 | RQ: How to Support User Quantification While Preserving Privacy? 233



expected bene�t

privacy cost

app adoption likelihood 
according to the  
privacy calculus

Figure 6.2 : We identified the privacy calculus and the related service-privacy fit as main

decision models regarding app adoption decisions.

means that it is important to make the purpose of data collection and processing clear

throughout the full pipeline. Thereby, an emphasis must be put on the user perspective,

i.e., explaining why it is in the user’s interest to leverage their mobile sensing data.

User-Centered Privacy. Things that users do not understand rather make them

skeptical. We have also seen this effect in our studies on the privacy perception of data

practices. Technical security measures that neglect to respond to the user are hardly

perceived as privacy improvement. Technical measures for privacy and security should

thus always be accompanied by a user-centered interface solution that conveys to the

user what is happening.

Take Away

Offer control whenever possible: The ability to control data logging and pro-

cessing practices mitigates users’ privacy concerns. Although users actually

use control features rarely, their availability and the option to do so anytime

makes the difference.

Privacy-Perception of Three Methods In this thesis, we propose three approaches

to improve privacy that keep the data output usable. These are namely on-device
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preprocessing, fine-granular control, and interactive user involvement. We studied and

presented them in Chapter 5, and the following shows what we found in our studies

regarding the users’ privacy perception of our methods.

Most participants felt protected by on-device preprocessing procedures. In

more detail, perception of privacy was individual: In our interviews, some participants

stated low concern and did not deem it necessary to use the opportunity we provided

for a log data review. Others were more skeptical and preferred more details about

the logging system’s inner workings. Fittingly, participants’ scores also varied for

the questionnaire on general privacy concerns [70]. The log data review influenced

participants’ perceptions of the abstractions in both directions, indicating the individuality

of perspectives (see next discussion point). Feedback generally showed that people

liked this view of their data. Overall, we conclude that showing actual logged data could

replace generic examples to inform participants of how the data is processed.

In our lab study, the feedback on more fine-granular permission options was

overall excellent, especially for novices. Extending the current button UI with a continu-

ous choice of data granularity made sense to our participants and was perceived as

intuitive; regarding the system usability score, it significantly outperformed Android’s

current UI. Especially for data types that impose a natural degree of granularity (such

as location), it was liked, and participants envisioned situations where they see an ad-

vantage in continuous permissions. With its straightforward user flow close to Android’s

current design, users got into it quickly. We argue for including this in future runtime

permission popups. While fine-granular permission concepts have been published in

the past occasionally, for example, by Jeon et al. [204] and Scoccia et al. [363], the

present study is, to the best of our knowledge, the first study that implements it as

a well-usable slider UI and studies its usability and applicability with lay smartphone

users.

Our concept of interactive machine learning, presented in Section 5.4, is not

evaluated yet. Its main contribution towards privacy is an increased understanding of

machine learning procedures, thus transparency. We expect its influence on perceived

privacy and user trust to be a two-sided sword. As outlined in section Section 6.2,

where we discuss the effects of transparency in detail, interactive machine learning

might require a careful and comprehensive design. If it partially explains inference and
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prediction procedures and leaves its users with doubts and questions, its effects might

be negative. Users could be scared by the presented potential and hidden opportunities

that lie in such systems.

6.2 The Valley of Transparency

In our studies, we found that transparency in mobile sensing applications did not

mitigate perceived privacy concerns. Instead, users became aware of privacy issues,

which raised concerns and decreased app adoption. This finding aligns with past

literature, which fits our results. For example, Tsai et al. [397] report that transparency

tends to decrease service usage; however, if the lack of transparency means that users

are not even aware of data usage practices, they are more likely to adopt a service.

Regarded from a naive point of view, this questions whether we should implement

transparency at all. While ethical and moral reasons require transparent data practices,

the result-driven perspective could make developers ignore it completely. However, we

think that this quite negative perspective on transparency is only half the truth.

To understand and solve this issue, a deeper understanding of the relationship

between transparency, service usage, and other related factors is necessary. Notably,

prior work found that trust is a mediating factor between various external and perceived

factors and system adoption intention Choobineh and Kini [88]. Trust is known to

positively influence service adoption [37, 279]. Janic et al. [203] also found that

the effect of privacy on trust highly depends on other factors, especially the user’s

understanding. We know from other domains that trust is a mediating factor between

system factors and service adoption [249].

Our findings and past work indicate that there may be a U-shaped relationship

between both: Our field studies and surveys show that when transparency is introduced,

users become aware of a system’s data practices. As users are initially unaware

of these, the awareness raises privacy concerns, and trust decreases due to the

uncovered mismatch between initial expectations and actual practices. We hypothesize

that these concerns can be mitigated when continuing to provide further transparency

(trust is increasing again) unless any trust-inhibiting aspects are unraveled. We frame
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Figure 6.3 : Our hypothesized model on the relationship of transparency and app adoption.

We argue that mediating factors, namely trust and its antecedents, connect transparency and

app adoption. Further research is necessary, especially on the effect of transparency on the

antecedent factors of trust and privacy concerns. The model builds in some parts on those of

Corritore et al. [99] and Janic et al. [203].

this theory the valley of transparency. It explains the negative effects of a system’s

transparency by proposing that its transparency does not go far enough yet, i.e.,

awareness of data practices is raised, but yielded concerns could not be mitigated yet.

Influence of Mediating Factors on Trust Literature shows that trust has many

antecedent factors, such as perceived credibility and perceived usability [139, 279],

which are influenced by transparency [397]. I give an overview of the model of the

mediating factors between transparency and trust in Figure 6.3. A comprehensive list
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of mediating factors is hardly possible and has not yet been brought up by literature in

the context of smartphone sensing. Based on literature from related areas, we assume

trust to be, among others, yielded from perceived credibility, usability, and risk [88,

99, 139, 164, 231, 279], understanding of the used technology [88, 413] , privacy

concerns [29, 100] , and perceived security [147] (list is non-exhaustive). The literature

concludes that the influence of credibility on trust is positive [99, 279], however also

shows that credibility itself has to be sub-distinguished into multiple factors (see [99]).

We hypothesize that the effect of credibility can be stronger than that of understanding

the used technology, as people can trust the app publisher unquestioningly and drop

the need to understand what happens. While regarding the influence of perceived risk

and privacy concerns, past work hypothesizes a negative correlation with trust, the

evidence remains inconclusive. McKnight et al. [279] and Chin et al. [82] found no

statistically significant effect, while Bart et al. [29] and Costante et al. [100] identified

a weak negative influence. Overall literature is contradictory regarding the effect of

understanding of used technology (e.g., [88, 413] vs. [189] ). While understanding, on

the one hand, is positive as it gives users a sense of agency and clarifies uncertainties,

it can also raise awareness of negatively associated aspects. Thus, the effect of

understanding of used technology on app adoption is complex and depends on what is

achieved with it. As we did not find research stating the opposite, we assume these

relationships are linear. They are, alongside the deducted overall relationship of these

factors with trust, visualized in Figure 6.4.

Influence of Transparency on Mediating Factors Transparency influences many

of these factors, likely increasing perceived credibility, but also increasing perceived

risk [397]. The influence of transparency on privacy concerns and understanding of

technology might depend on the level of transparency that is reached [397]. Chen and

Sundar [78] further emphasized that if transparency is not applied holistically, i.e., not

all transparency cues are understandable, it might have an adverse effect and rather

reduce the user’s perceived understanding of the system. Although we did not find

evidence of the effect of transparency on perceived credibility in the literature, our

studies indicate a similar behavior here (cf. Section 4.3): Initially, transparency can

decrease a system’s credibility ; however, it can increase again when transparency

reaches a certain level. It can be assumed that transparency is tightly related to
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yielded 
strength of 
mediating 

factors

perceived risk

understanding of used technology

perceived credibility

perceived usability

overall e�ect of transparency on the 
antecedent factors of trust

Figure 6.4 : We hypothesize the overall effect (dashed red line) of transparency on the an-

tecedent factors of trust (black lines) to follow a U-shape. Perceived credibility and understanding

of used technology initially decrease when users become aware of what happens to their data

but can be increased again if transparency is provided comprehensively. Perceived risk initially

increases as well and can decrease later on. However, its influence on trust opposes the two

factors mentioned above. We did not find any indication regarding an effect of transparency on

perceived usability, and thus assume no influence. The absolute positions of the visualized rela-

tionships are arbitrary, as we did not find comparative literature that provides sufficient evidence

for a comparison.

awareness, i.e., being transparent can raise awareness of things that users did not

have on their minds before. Based on our findings, we hypothesize a rather U-shaped,

instead of linear, relationship for the effect of transparency on the aforementioned

mediating factors (see Figure 6.5). Transparency initially raises awareness, which can

be assumed to have a negative effect on the outlined mediating factors. For example,

if users become aware of what data is logged, that likely has a negative impact on

perceived privacy.

A Valley in the Relationship Between Transparency and App Adoption Joining

the relationships of these two stages, i.e., the effects of transparency on the mediating

effects credibility, understanding of used technology, perceived risk and concerns,

and usability, and the effects of these mediating factors on trust, we obtain a U-

shaped curve connecting transparency with trust. Such a relationship may explain

the inconsistencies in current literature. Research, in its assessment methodology

and statistical evaluations, usually assumes and thus tests for linear relationships,

which does not allow for uncovering other kinds of relationships. Again, hypothesizing
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Figure 6.5 : Based on the literature and our studies, we hypothesize the effect of the antecedent

factors of trust on trust to be slightly increasing. As we did not find any opposing evidence we

assume their relationships to be linear.

a linear relationship between trust and app adoption based on research in related

domains (e.g., [108]), we conclude: Based on our results and review of literature, we

hypothesize (a) that transparency does not directly influence app adoption, instead this

influence is mediated by the factor trust, and (b) that through this, transparency has a

non-linear influence on trust and thus app adoption. We motivate future work to study

transparency in more detail: Both should be regarded as a continuous variable rather

than a binary exists or does not exist state. We hypothesize that those papers that

found a negative influence of transparency on app adoption implemented a mediocre

level of transparency that did not make it past the valley. Overall, this three-stage

relationship is not sufficiently studied yet, with literature yielding inconsistent results

(see the review of Janic et al. [203]), and thus needs further investigation. Work that we

refer to in this section often evolved from the context of trust in web applications instead

of smartphone apps. Also, the interplay with related constructs, such as awareness,

needs to be studied. We visualize an overview of these dependencies in Figure 6.6.

How to Sell Transparency to Companies? Regarding the raw, objective results

showing that transparency leads to lower app adoption, one can doubt why app

developers should incorporate transparency at all. Besides legal and ethical aspects,

there seems to be less extrinsic motivation. However, on a deeper look, transparency

can yield objective benefits for app publishers. The discussed relationships between

transparency, trust, and app adoption show that, if incorporated consequently and
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Figure 6.6 : We hypothesize that the relationship between transparency and app adoption

follows a non-linear curve. We merged the relationships of transparency and antecedent factors

of trust (cf. Figure 6.4), the relationship between these antecedents and trust Figure 6.5, and

assume based on literature (e.g., [108]) a linear direct relationship between trust and app

adoption.

understandable, transparency increases users’ trust in an app publisher. From a

service perspective, this is especially valuable as users then tend to continue using the

service instead of switching to competitors.
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Take Away

Mind to implement transparency holistically. If only awareness on data practices

is raised, without explaining the details and how is justified by the service-

privacy fit, users’ concerns otherwise rather increase.

6.3 How to Approach a Lacking Motivation for Privacy

Belongings?

Our study results have shown that the amount of time many users spend on privacy

information and decisions is very low. In our interviews (cf. Section 4.3), users stated

that comfort outweighs concerns, and questionnaire items on how much one familiarizes

themselves with privacy aspects showed low efforts for a large share of our sample.

Literature confirms that users lack the motivation to follow privacy and security practices

[103, 160] and low usage of privacy-enhancing technologies [103, 237, 347]. Our study

on privacy dashboards (see Section 5.1) also showed a very low usage rate of the

provided transparency and control features. They are thereby caught in the triangular

relationship of lack of motivation, high effort, and non-satisfying options. In order to

yield privacy behaviors, some presence of all three factors is required. This aligns with

the Protection Motivation Theory (PMT), which I map the three factors to and describe

in the following.

The Protection Motivation Theory (PMT) describes that for a preventive behavior to

happen, the probability of a threat occurrence and the effectiveness of coping behavior

are essential [267]. In the PMT, this is subdivided into five factors: perceived vulnerabil-

ity and perceived severity on the threat side, and self-efficacy and response-efficacy

on the coping behavior side. Additionally, response cost describes the required effort to

tackle the two ones mentioned above. Regarding privacy, perceived vulnerability (i.e.,

the likelihood of an incident - the threat side in the PMT) is rather low (although the

severity is debatable and people indeed are afraid), self-efficacy and response-efficacy

being rather low (i.e. the coping behavior side) and response cost being high (PMT’s

cost side). Thus, the resulting motivation for preventive behavior is low.
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Figure 6.7 : The mapping of the three core aspects of the Protection Motivation Theory

(PMT) (inner triangle) to issues of current smartphone privacy (outer triangle) explains low user

motivation to spend time on privacy belongings.

6.3.1 Current User Experience Issues

The three aspects of PMT can be mapped to user experience issues in current privacy-

enhancing technologies.

Lack of Motivation - Threat Side People lack motivation to actually follow privacy

and security practices [103, 160]. Our studies show that users (1) do not see a direct

benefit of spending time on privacy and (2) that expected damage seems very unlikely

to them.

Unsatisfying Options - Coping Behavior Side People in our studies criticized the

available options. While one theme of mentions evolves around doubts about whether

the given options affect what they claim to do, users also claimed that some important

aspects such as third-party behaviors are out of their reach of control. Due to missing

satisfying options, users tend to adapt their behavior, for example, by entering false

data or refusing service usage.

High Effort - Cost Side Grasping privacy information usually involves a significant

time effort, for example as participants in Section 4.3 stated that information documents

are long and hardly understandable.
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6.3.2 Motivational Aspects Towards Privacy Behavior

According to the information-motivation-behavioral (IMB) skills model, people, besides

being well-informed and having the behavioral skills to act, also need motivation [146].

While current research and privacy-enhancing technologies focus on the first two

aspects, there is little on motivational factors. I.e., referring to the aforementioned

triangular relationship, privacy-enhancing technologies provide better options with

lower effort through transparency and control features but do not tackle motivational

aspects.

From our studies and related literature, we conclude that, in addition to reducing

user effort and improving available options, research should be conducted that targets

user motivational factors. In the following, we propose ideas that should be followed up

on in future work.

6.3.2.1 Gamification

Gamification is a major approach to support behavior change [32]. Especially with

ubiquitous technologies that accompany us throughout the whole day, there are many

options, and design spaces for gamification, such as Hallifax et al. [176], outline a wide

set of possibilities on many dimensions. Mavroeidi et al. [276] also give an overview

of game elements. While dedicated game applications to gamify privacy have been

studied (e.g., [160]), approaches that apply gamification, i.e., integrate game elements

into interfaces that are not games [112], are rare. We, in the following, propose which

aspects of gamification are appropriate for privacy interfaces and critically discuss

gamification.

Achievements, Awards, Goals Approaching behavior change by nature encom-

passes goals. These goals can either be a relative change in behavior or an absolute

value that is targeted to be reached. Incorporating these goals is a common aspect of

behavior change interfaces, done by various means such as quantifying the current

status via points and progress indicators and collecting achievements and awards

to honor reaching a goal. A prominent example are rings, which are initially open

and fill up with progressing towards the goal, as used in the Apple Watch1 and by

1https://www.apple.com/watch/close-your-rings/, last accessed 2024-12-09
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Google Fit1. One could imagine a similar approach being used to visualize the user’s

status regarding privacy behaviors. A challenge, thereby, is to define goals, steps,

and progress. As privacy is, by nature, not a quantifiable variable, research needs to

develop ideas. Possible quantification metrics could include the risk of privacy issues

and the gain of information from exposed data. For example, Alohaly and Takabi [11]

propose an approach to quantify the amount of data an application collects. However,

such metrics are rather the outcome of a privacy decision than a metric directly drawn

from a behavior.

Social Privacy is a topic that affects every user, is relevant in many applications, and

related behaviors are comparable across all application domains. This motivates the

usage of social gamification elements, such as comparisons [2, 297]. Social elements

have been shown effective in other domains such as physical activity promotion and

weight control [247, 298]. People are especially receptive to social influences when

they are overwhelmed or uncertain regarding configuration options [106], which, by

our experience, applies to privacy decision-making. In the context of privacy decision-

making, social aspects seem promising and hold future research opportunities, as

outlined by Krsek et al. [237].

Ambient Ambient persuasion, as proposed already before the wide proliferation of

smartphones in other contexts, helps to apply persuasive elements without requiring

the user’s full attention [177]. Murnane et al. [288] have shown design concepts to

implement ambient gamification on smartphones, for example, through a lock screen

that adapts depending on the user’s behavior.

In the context of privacy behavior, ambient interfaces could be used to contextualize

privacy. Omnipresent elements could convey the impact of a (former) privacy decision

on a current situation. Contextual privacy has been shown promising in domains such

as smart home or web services [302, 435], and should also find application in regard to

mobile sensing data.

1https://blog.google/products/android/introducing-new-google-fit/, last accessed 2024-12-09
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6.3.2.2 Reflection

Literature on gamification comes with contrasting results. In some cases, gamification

elements do not outperform interfaces that enable reflection. For example, Zuckerman

and Gal-Oz [458] observed no benefit of a gamified interface supporting physical activity

compared to a quantified interface. Hanus and Fox [178] even find negative effects of

gamification in the context of learning in classrooms. The authors of these papers thus

argue that gamification has to be treated with care, and sole quantification of behaviors

to support reflection should be considered first. Krsek et al. [237], for example, propose

reflective writing, where users write about potential outcomes of privacy behaviors to

foster self-reflection and yield behavior change.

6.4 In-Situ vs. In-Context

It is important to contextualize privacy matters. Context helps privacy decision-making

and is in the scope of smartphone permissions realized through just-in-time permissions

[15, 25, 59, 347]. Especially for sensitive and extracted data, which might also, to some

extent, be unexpected by the user, the context has shown to be relevant [271]. However,

just-in-time permission methods and at-setup permissions both have pros and cons.

For example, in-situ permission methods can raise mental overload [281]. Prior

research tried to accommodate this with semi-automatic approaches that offload the

user, e.g., automatic granting of subsequent requests [281], and prediction of privacy

decisions [299, 430].

However, users are quickly feeling annoyed by in-situ privacy notices [10, 257], and

all immediate privacy feedback is disrupting, especially when tied with actionability [306].

To not annoy the user too much and cause habituation and ignorance to the prompts,

Patil et al. [306] suggest that they should only be used for important belongings. Schaub

et al. [347] furthermore argue that privacy prompts tend to meet inappropriate moments,

as they likely conflict with a user’s primary task. Inglesant and Sasse [200] also

reported this effect in the context of passwords, where effort spent on creating a strong

password also conflicts with the user following a task.
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• Privacy Slider: Runtime Slider (Section 
5.3.5.2)

• Research Keyboard: Pause-Logging 
Button (Section 5.2)

• Privacy Slider: System-Level Slider 
(Section 5.3.5.1)

• Research Keyboard: Log Data Review 
(Section 5.2)

• Privacy Dashboard (Section 5.1)

Opportune-Moment Privacy 
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Figure 6.8 : We distinguish between privacy interfaces integrated into the user’s primary task’s

interaction flow and those intended to be used in an independent, opportune moment. This figure

shows the advantages, risks, and examples for both.

6.4.1 In-Situ- vs. Opportune-Moment Privacy Interfaces

We propose to distinguish between in-situ privacy interfaces and opportune-moment

privacy interfaces: The first refers to interfaces whose interaction flow is integrated

into the primary task’s interface interaction and is intended to be used timely with the

primary task. The latter are interface concepts that the user is intended to use in a

moment different than when they conduct their primary task. How opportune is defined

precisely is up for discussion and future research. We visualize the advantages and

appropriate interface examples for both in Figure 6.8 and describe them in the following.
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While our studies have confirmed some clear advantages of in-situ privacy informa-

tion and action, we also found differences in the appropriateness of different interface

purposes. In situ, we found that information mechanisms that were especially fast and

easy to understand were perceived well by study participants. Ideally, they should be

presented with examples of data that emerged in that situation instead of static contents.

Information should be quickly perceptible and included in the primary-task interface

ambiently so that the user is delivered with the information without having to leave their

primary task proactively or is interrupted by the system. One example is the runtime

permission slider that we have designed in Section 5.3.5.2, which participants in our

evaluation found quick and easy to use in situ, especially for novices and people who do

not want to spend much effort in privacy belongings. Similarly appropriate was judged

the privacy button we implemented in our data-logging smartphone keyboard, which

allowed users to turn on and off data logging at any time with just one tap Section 5.2.

As inappropriate for an in situ deployment, we have proven privacy dashboards and the

system-level settings slider. Participants valued the benefit of a privacy dashboard that

we tested in an in-the-wild study Section 5.1.4.1; however, we also saw low proactive

usage of it. In a dedicated usage session, the log data review applied in Section 5.2

instead received positive feedback. Also, the system level settings slider, besides

receiving positive feedback, was mentioned by participants as something to be done

once to set up a default configuration rather than a recurrently visited interface.

6.4.2 Untangling Context from Situation

While context is beneficial and important for people regarding privacy decisions, imple-

menting it through in-situ approaches brings a couple of disadvantages. Concluding

from the depicted literature and experiences from our studies, we propose to try to

untangle context from in-situ. Context is currently mostly realized through in-situ

methods, and both terms are even used equivalently in the literature (e.g., in [281,

347]).

Schaub et al. [347] in their design space for privacy notices define Timing as one

dimension and there distinguish in-situ from context-dependent, and also propose

at-setup, periodic, persistent and on-demand. As their design space is on privacy

notices instead of consent mechanisms, not all options apply in regard to permissions,

however, based on this, research has come up with other ideas to contextualize privacy.

248 6 | General Discussion



# privacy txt

Default:
Allow: coarse-location,contacts,photos

Use-case: socialmedia
Disallow: location
Disallow: contacts

Use-case: mobility
Onlyallow: location

User configures privacy
preferences in an 

opportune moment

Settings are used as
defaults, to avoid

interruption of tasks

1

2

Figure 6.9 : Privacy in-situ brings context into privacy decisions; however, it also interrupts

users in their tasks. In-situ users thus show an especially low motivation to spend time on privacy

belongings. We propose to use other ways to contextualize privacy and allow users to define

privacy rules at an opportune moment instead of in-situ.

Almuhimedi et al. [10] and Elbitar et al. [133] propose periodic nudges, where users

configure the point of time. Patil et al. [306] found that information prompts can be

delayed a bit to avoid interruption without yielding negative side effects. Further ideas

to make privacy decision prompts context-based are proposed by Schaub et al. [347]

themselves in their design space, for example, tying them to new locations, proximity

to smart home sensors, or, more generally, detecting special situations. Another

approach we have come up with is configuring a default privacy policy in advance. We

have included this principle in Section 5.3 through the system level slider. One could

develop this further by thinking of standardized formats to configure, save, and apply

privacy decisions. For example, users could once configure their preferences and save

them in a text file privacy.txt, inspired by the robots.txt1 file used to configure search

engine behavior. Whenever a new application is used, it reads this privacy.txt file and

pre-configures all privacy decisions using the rules defined therein.

Overall, we motivate more studies on context-dependent privacy information and

consent mechanisms. Emphasis should thereby be placed on opportune situations,

i.e., not trying to interrupt users right when they are about to pursue a task. Based

on Nissenbaum [291]’s theory of privacy as contextual integrity, we should regard

1https://developers.google.com/search/docs/crawling-indexing/robots/intro, last accessed
2025-01-08
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privacy more in the light of the users’ expectations. Wijesekera et al. [428] argue that

smartphone permissions would be more efficient if the user is prompted only when

data access to sensitive data likely defies the user’s expectation. This is difficult to

realize in practice and has hardly been implemented yet.

6.5 Personalizing Privacy Interfaces to Individual

Attitudes

Privacy-related behavior is very individual. In our interviews and surveys, we saw both

poles - users who did really care about their privacy and others who judged it unim-

portant for them or had resigned from the topic. When assessing users’ engagement

with privacy, what we did, for example, in Section 4.2, we found rather symmetrical

distributions with two peaks and a valley in-between. Novice users want different things

than experts (cf. Section 5.3), and the effects of privacy features accordingly vary

across user groups (cf. Section 5.2).

Literature has yet came up with typologies that cluster users by their privacy

behaviors, such as Schomakers et al. [360] who distinguish between Privacy Guardians,

Privacy Cynics, and Privacy Pragmatists. Privacy guardians are highly concerned about

their privacy and mind to protect it. Privacy cynics are also concerned but feel powerless

and, therefore, show less protection motivation and behavior. In contrast, the privacy

pragmatists are not actually concerned, and value provided benefits higher than their

privacy. Most classifications evolve around the concern level, for example the Privacy

Segmentation Index of Westin [367] which distinguishes between Fundamentalists,

Pragmatists and Unconcerned, or Smit et al. [375] who simply segment into highly

concerned and low concern users. The second prominent aspect in most models (e.g.,

those of Schomakers et al. [360] and Westin [367]) is user frustration and helplessness.

In our studies, a distinction between users with high and low expertise and knowledge

of technology was present. Different approaches to privacy interfaces for both user

groups were deemed appropriate, for example, in the context of the Privacy Slider

(cf. Section 5.3). Literature also backs this aspect of user segmentation with studies

investigating differences in protective behavior between high and low-knowledgeable

users (e.g., [233]).
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Privacy-enhancing technologies should be designed with their target user group in

mind. Depending on who an app targets and which types of users are mostly expected

to use it, privacy-enhancing technologies should be designed differently. We propose

to regard especially the two outpointed key dimensions of (1) level of expertise and (2)

level of resignation and helplessness to adjust privacy-enhancing interfaces: A high

level of expertise should follow a high level of offered detailedness. Respectively,

novice users should be started with overviews, general configuration options, and

hands-on aspects that they can directly relate to (e.g., practical examples of their data

to turn on and off instead of configuring abstract concepts of data types). In contrast,

for more experienced people, more detailed privacy interfaces are appropriate. Our

interviews have shown this, and prior work also backs that by finding that people with

high privacy and security knowledge show more protection behavior [233]. Second, the

prominence of privacy-enhancing features, especially control, should increase

with the level of resignation and helplessness. Users who resigned, thus giving up

on coping with the topic of privacy, do not spend the effort to look for privacy information

and intervention options actively. They have to be made offers unobtrusively that they

can stumble upon. Offers should be prominent, ambiently integrated into the interaction

flow, and show a low-effort affordability. Thereby, we see a chance to catch these users

again.

Take Away

Adjust privacy-enhancing interfaces to the level of expertise that your target

user group brings.

As a method to personalize the privacy interface appearance, reactive or proactive

personalization approaches could be used [450]. Reactive personalization thereby

relies on active user choice, i.e., the user could be asked for what they prefer. Directly

asking the user might yield the best-fitting result, but it may be perceived as annoying

and ignored. Proactive personalization instead automatically infers an appropriate

choice for a user. Past user behavior could, therefore, be taken into account: Resigna-

tion and unwillingness to deal with privacy could be detected by past interaction

behavior with privacy interfaces. Thereby, ideally, data across multiple apps, i.e.,

observations on the operating system level, should be taken into account. This ap-
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Figure 6.10 : Privacy-enhancing interfaces should adapt to (1) their user’s technology expertise

and (2) the user’s inclined privacy resignation.

proach could be combined with the proposed idea of global privacy configurations (the

privacy.txt, see Figure 6.9), i.e., the assessed user preferences stored on system-level

and reused as default for future decisions. Technology expertise and knowledge could

also be sensed from past interaction behaviors, such as leveraging interaction speed,

error rate, and feature choices.

Take Away

Motivation to deal with privacy belongings and technology expertise could be

sensed from past interaction behavior and used to proactively personalize

privacy interfaces.

6.6 The Challenges of Rich, Detailed Data

Whereas most prominent smartphone permissions mostly deal with rather simple,

manageable data types (i.e., location, contacts, physical activity), I in my thesis regard

also rich, contentful datatypes such as UI tree data and mobile typing behavior. For the

location or physical activity permission, to take these as examples, it is easy to grasp

what information is contained therein. In contrast, UI tree data, for example, can contain

a plethora of (hidden) information. Users are thus confronted with the uncertainty of
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not knowing what is contained in rich data comprehensively. By examples and

reasoning, one can list things that are possible, however such thoughts and created lists

are never exhaustive. Rich data brings a wider space of possibilities of what can be

done with it, especially concerning knowledge discovery and prediction procedures. As

such algorithms advance over time, the capabilities of data inference may also increase

in the future. Thus, the obtained information gain may be higher when revisiting data in

a couple of years. This makes rich and contentful data special privacy-wise and brings

challenges for privacy-enhancing technologies.

To deal with such rich data, we propose to describe their information gain and

inherent potential through boundaries instead of listings. While recent approaches

to inform users about the inherent information in and potential risks of data formulate

an exhaustive list, this is hardly possible for rich data as outlined above. Boundaries

instead describe a space in which information inference and risks evolve. Instead of

providing users with a list of what is possible, this aims to help them understand and

feel the hidden information in data. Users learn to adapt to changing environments and

become less dependent on long and time-consuming information materials. They are

also updated frequently on changing conditions.

6.7 Implications, Applicability, and Limitations of

Privacy Studies

Many of our studies were conducted in the context of smartphone sensing projects for

research purposes, such as Section 3.1, Section 5.2, and Section 5.1. We argue that

choosing the domain of mobile sensing research studies is advantageous for our types

of studies, in contrast to other options. Mobile sensing research questions in HCI and

personality psychology have few requirements to their audience, as they by nature try

to attract a wide i.e. representative sample of people. Other alternative application are

mostly designed for a target audience, and thereby are biased in who they attract.

According to the concept of the service-privacy fit, app adoption behaviors are

largely decided by a balance between the service benefit of an application and its

privacy implications [192, 197]. In order to study the effect of the privacy component,

it is thus important to keep the service component as controlled as possible. We
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achieve this by choosing mobile sensing research studies as a domain. Mobile sensing

research methods generally score low on the service side, as users do not get any

direct benefit from it. Participants are usually compensated for their effort with money

(cf. Haas et al. [174]), which is in the control of the researcher and thus does not

yield many uncontrolled effects on user motivation. Distinguishing the service-induced

motivation into extrinsic and intrinsic motivation, one can say that mobile sensing

studies impose a low uncontrolled extrinsic motivation for users. Intrinsic motivation,

however, varies as some people show intrinsic motivation to participate in studies in

order to contribute to research. However, as in our studies and scenarios, participants

obtained a monetary compensation, the effects of uncontrolled, intrinsic motivation can

be assumed to be rather outperformed by the extrinsic motivation to obtain money [174].

With all other application choices, motivational factors are harder to control. Users

have a predisposition to some apps from related apps that they have yet been using,

from familiarity with specific use cases, and general affinity to a topic (such as maps,

social media, or fitness tracking). We noticed the difficulty of controlling these effects in

Section 5.3. Here, an application use case that users are motivated for was needed to

yield natural interaction behavior with different privacy interfaces that we studied. To

balance out these effects, we used four different scenarios in that study as additional

independent variables.

As we did not find any indicators speaking against it, we argue that our findings

apply to smartphone applications using mobile sensing in general. While our studies

are limited to smartphones, we hypothesize that they transfer to other omnipresent and

always-connected technologies, such as smartwatches. Crossler and Bélanger [103]

argue that omnipresence and connectedness are the specific aspects of mobile tech-

nology due to which privacy-related behaviors differ from those of other technologies,

such as desktop computers.

Take Away

Studying smartphone sensing privacy, using the example of mobile sensing

research projects, avoids motivational biases, while insights to the best of our

knowledge transfer well to other application contexts.
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The transferability of the results of our studies on alternative data practices on-

device (Section 5.3, Section 5.2) is unknown. In the study context, it is people’s task

to deal with privacy and use our proposed system; for example, people in Section 5.3

were instructed to make privacy decisions and were observed while doing so. We

know from literature (cf. [103, 160]) and our surveys and interviews (cf. Section 4.3)

that people’s motivation to invest time and effort into privacy varies and often is low.

While the study on on-device preprocessing (Section 5.2) was conducted in the wild,

the lab setting of the study on privacy slider (Section 5.3) can not accommodate

this issue. A follow-up study in the wild is necessary here. However, in-the-wild

studies of privacy interfaces are technically hard to realize. Privacy interfaces such as

permission popups are implemented on the operating system level and can thereby not

be changed that easily. To integrate alternative privacy interfaces in the wild in-depth,

the participants’ smartphones would either have to be rooted (i.e., their operating

system being changed) or they would need to be given alternative devices. Both are,

in our opinion, not appropriate for a user study. Rooting a device brings irreversible

changes and security issues to people’s personal devices. Providing them alternative

devices, on the other hand, does again not yield natural behavior. Research is needed

to find solutions to this issue.

Take Away

Studies of smartphone privacy interfaces in-the-wild are difficult to conduct.

Changes to privacy interfaces are hardly possible for researchers, as they

would need to be implemented on operating system level.

6.8 Future Directions

Based on the insights of our work that we have presented in this thesis, some points of

unclarity remain, and new gaps for future work arise.

Studies on non-linear effects of transparency and app adoption behavior In

prior work (e.g., [78, 397]) and our studies, we found that the effect of transparency

on perceived privacy concerns and app adoption behavior can be both of a positive
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or adverse nature. We hypothesize a U-shaped relationship between transparency

and app adoption (see Section 6.2) to explain this effect. Further research is needed

to consolidate this: Studies on transparency and app adoption behavior should test

for non-linear effects and regard more contextual and mediating factors, such as

understanding of the used technology and awareness of data practices.

Comprehensive Transparency - How to Overcome the Valley of Transparency?

Following up on the abovementioned future studies that investigate the effects of

transparency in-depth, concepts need to be derived that make technology overcome

the valley of transparency. Interaction components could thereby encompass feedback

mechanisms that assess the user’s understanding and make the system aware of

raised doubts and concerns. If our technology became aware of the effect that it has

on its users, opportunities would be opened up to avoid negative effects, such as

getting stuck in the valley of transparency. Reactivity and adaptivity to the user are then

needed to accommodate their demands. LLMs could, therefore, be leveraged to reach

a satisfying level of general adaptivity and reactivity to the user.

Motivation Towards Privacy Behavior: Social Gamification In our survey and

interview studies on users’ privacy perceptions, we found that there is a general lack

of motivation to spend effort on smartphone privacy. We identified three contributing

factors: (1) Users do not perceive a high likelihood of privacy incidents actually occur-

ring, (2) users have ineffective coping behaviors, and (3) the effort required to mitigate

privacy issues is high. These three factors, which we explain in more detail regarding

the Protection Motivation Theory (PMT) in Section 6.3.2, essentially would spark user

motivation, but none is fulfilled. We propose to inspire privacy interface concepts with

ideas from the field of persuasive technologies and gamification. Especially social

components show promising results in other contexts, as social influences are known

to be one of the strongest [149].

Untangling Privacy Decisions from Users’ Primary Tasks Privacy information

decisions in-situ face a high risk of being ignored by users. In-situ, i.e. when following

a primary task, user motivation to deal with privacy aspects is especially low, as they
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rather want to pursue the aim of their primary task. Studies on other concepts to

contextualize privacy are needed, such as interaction concepts to make users configure

privacy defaults and general rules in an opportune moment.

Control Beyond the Local Device The perception of being in control, and the Users’

ability to enact control on their data anytime, has shown to be most beneficial to

privacy perception and app adoption behaviors in our studies (see esp. Section 5.1).

However, realizing and conveying effective control becomes difficult once data leaves

the originating user’s device. This was also apparent in our surveys and interviews on

underlying reasons for privacy concerns. Users were most afraid of third parties getting

access to their data. Concepts of differential privacy (e.g., [345, 414]), personal data

stores [408], and platforms that manage data on users’ behalves as trusted third parties

[236], are all promising approaches to exert control outside of their sphere of influence.

Procedures such as federated learning [193] have also shown that crowd-sensing

applications are possible without exposing individual data points to remote servers.

These solutions rely on algorithmic and mathematical procedures that technically

ensure what is promised. However, as we have seen in our interviews on privacy

concerns, users have a hard time trusting and accepting systems that they do not

understand. HCI research needs to come up with solutions to keep the user in the

loop with such systems. If ways are found to communicate these approaches to users

sufficiently, they could enable users to exert control of their data throughout the full

mobile sensing data pipeline.

Preventing Misuse of Data Besides opening opportunities for use cases that bring

benefits to their users, mobile sensing technology may also be used for purposes that

can hardly be regarded as good or are disputable. In general, misuse of data, i.e., its

use for other purposes than its originating user consented to or assumes it is used for,

should be avoided. Future research should critically discuss the risks that its technology

brings besides use cases for the good.
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7
Conclusion

In this thesis, we studied how we can improve the privacy of smartphone users while

keeping the data usable for application purposes. We found that mobile sensing-based

applications are to the benefit of three stakeholders, namely users, researchers, and

society. Rich, contentful data seems thereby especially promising to realize novel

adaptive, intelligent interaction concepts. However, we found that such data induces

privacy concerns among its potential users. Privacy concerns are a major factor that

hinders app adoption. Especially with application use cases where users get few or

no direct benefits, and the service privacy fit is weak, users are reluctant to adopt

such apps. While prior work improves privacy by simply minimizing data use, we study

privacy-enhancing approaches while aiming to keep data usable. Our findings evolve

around an overall lack of user-centeredness in current privacy-enhancing technologies

and security measures. Users lack an understanding of what happens with their

data, and they do not feel in control of data collection and processing. Technical

security measures hardly mitigate concerns, users often do not trust the implementing

companies and cannot retrace their inner workings. We identify transparency and

control features as key elements towards an improved perception of privacy. While we

found that offering control features directly reduces privacy concerns, transparency
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initially worsens the situation unless it is applied comprehensively. We furthermore

discuss different approaches to contextual privacy, the (in)appropriateness of privacy

interfaces in situ, and the issue of a lack of user motivation regarding privacy belongings.

With more transparency and control being given to the users, we envision improved

user privacy while allowing detailed contextual data to be used for adaptive applica-

tions and research purposes. Developers and designers need to mind the effect that

privacy-enhancing technologies have on their users, especially transparency and in-situ

interfaces that need careful consideration. Although conducted in the domain of smart-

phones, we argue that our research applies to other omnipresent and always-connected

mobile systems as well.
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8
Appendix

8.1 Declaration of Writing Aids

This PhD thesis is composed by myself and my co-authors original thoughts an com-

ments. As writing aids, I used DeepL1 to translate German text into English. I used

ChatGPT2 for ideation. To create some of the figures, such as the front matter, I

used the image generation AI Adobe Firefly3. The figures in this thesis consist of

contents created by myself, except contents of screenshots which are covered by

the fair use principles, icons from the Adobe font EmojiOne4, and graphics obtained

through Microsoft Office5.

1https://www.deepl.com/
2https://chatgpt.com/
3https://firefly.adobe.com/
4https://github.com/adobe-fonts/emojione-color
5https://www.microsoft.com/de-de/microsoft-365

327

https://www.deepl.com/
https://chatgpt.com/
https://firefly.adobe.com/
https://github.com/adobe-fonts/emojione-color
https://www.microsoft.com/de-de/microsoft-365
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Timo Koch helped with the framing and writing, key-
word coding, and parts of the analysis code. Maxim-
ilian Bergmann participated in the keyword coding
process. Ramona Schödel supervised the research di-
rection, worked on data evaluations, and their report-
ing and general paper writing. Clemens Stachl, Daniel
Buschek and Sven Mayer provided feedback on the
research concept and final paper during all stages of
the research project. This publication uses data that
was collected in a large-scale, interdisciplinary field
study where many further people contributed to [359].

[393]

Together with Nad̄a Terzimehić I share the
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