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Summary 
 

 

“If knowledge is power, then self-knowledge is empowerment.”   

Pedro Gaspar Fernandes 

 

 

Heroes inspire us with their ability to remain true to their own values, even in 

complex tasks involving risk, instinct, or social norms. Resembling a super power, 

this autonomy in their behaviour can be pinned down to a consistent coherence 

between their decisions and their intensions. We refer to such life-like decisions that 

rely essentially on subjective preference as value-based choices. Metacognition is 

thought as the ability to monitor and control one’s own decisions, and thereby is 

commonly agreed to provide humans with a unique capacity to ensure this 

coherence even in complex tasks. However, while metacognition has been 

demonstrated to monitor simple hedonic decisions with confidence reports, it 

remains unclear whether metacognition can track the coherence of other types of 

value-based decisions, such as moral ones. Additionally, it is unclear whether 

confidence reports can inform behaviour to ensure this coherence and ultimately 

contribute to making a hero. To better understand whether the core function of 

metacognition truly is to track and ensure coherence in such life-like value-based 

decisions, this thesis asks:  

 

What does accounting for the subjective value of decisions contribute to our 

understanding of the function and computation of metacognition?   

 

In other words, how does metacognition use subjective value to monitor and 

optimise behavioural coherence, ultimately creating driven agents such as virtuous 

heroes or even super villains. This thesis presents novel empirical and conceptual 

work that helps define the different facets of this ubiquitous metacognitive 

monitoring in these life-like value-based decisions.  
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Part 1 of the thesis establishes a conceptual framework for metacognition of value-

based decisions. Chapter 1 provides a general introduction to how value-based 

metacognition monitors the coherence of decisions by accounting for subjective 

preferences. In chapter 2, we present how both philosophy and cognitive 

neuroscience define a landscape of procedural metacognition. Merging this 

functional approach with bounded rationality, we approximate metacognition to a 

reliability thermostat where a desired degree of accuracy is maintained by adjusting 

the level of effort applied based on various monitoring signals. In chapter 3, we 

introduce a novel architectural model of metacognition where the value-based side 

of the monitoring process appears as an inherent facet of its computation, informing 

the agent about contextual reliabilities and supporting learning.  

 

Arguing that value-based monitoring is an ubiquitous part of the metacognitive 

process, Part 2 of the thesis tests this hypothesis. In chapter 4, we present 

preliminary data on decision making with limited knowledge. and suggest that 

reflecting upon one’s own decision (metacognition) does not rely on cues for 

accuracy but on heuristics seemingly reflecting other’s decisions (theory of mind). 

In chapter 5, we demonstrate that participants can track the coherence between 

their decisions and their their preference in moral (as well as hedonic) tasks and that 

these confidence judgments predict choice repetition. In chapter 6, we go beyond 

the norm of coherence and suggest with preliminary data that participants can have 

subjective metacognitive profiles that are consistent across value domains by either 

tracking choice optimality or satisfiability.  

 

Lastly, chapter 7 concludes the thesis by discussing its contribution to ongoing 

research: it positions value-based metacognition as a pioneer area, opening 

pathways for real-life applications in autonomy (as a social agent) and in 

metacognitive enhancements and therapies to boost or restore cognitive functions.  

By framing metacognition in terms of subjective value and coherence, this thesis 

provides a foundation for understanding how metacognition can enhance human 

autonomy and responsibility.   



 

  
 

Contents 
Acknowledgments          iv 

Summary            vi 

 

Part I: A theoretical framework. 

1. General Introduction        1 

1.1 A norm of behavioural coherence       3 

1.2 Operationalizing insight       9 

1.3 Thesis Synopsys         12 

Bridge: From introduction to landscape      17 

2. The Metacognitive Landscape, a multi-disciplinary challenge.  19 

2.1. Introduction         21 

2.2 Philosophy of metacognition        23 

2.2.1 A meta level landscape      23 

2.2.2 Social Origins        35 

2.2.3 Responsibility        38 

2.2.4. Non-human intelligence      42 

2.2.5. Intermediary conclusion      43 

 2.3. Cognitive Neuroscience of metacognition     45 

  2.3.1 Computation of confidence      46 

  2.3.2. Functions of confidence      59 

2.3.3. Subjective factors of metacognitive ability   65 

 2.4. Conclusion         68 

 Bridge: From landscape to learning      79 

3. Inferential Metacognition of Perceptual and Value-based decisions 81 

3.1 Introduction         84 

3.2 Inferential metacognition       86 

3.2.1 Multi-dimensional monitoring      86 

3.2.2. The structure of cognitive inference     87 

3.2.3. Monitoring the reliability of different sources   89 

3.3. Local confidence and learning      90 



 

 
 

11 

 3.3.1 Complementary monitoring of PC and VC   90 

 3.3.2. PC and VC in learning      98 

 3.3.3. Local control                   100 

3.4. Global confidence                   101 

 3.4.1 Monitoring Global Confidence                101 

 3.4.2 Global confidence                   106 

3.5. Conclusion                    108 

Bridge: From inference to confidence                 117 

 

Part II: Empirical studies. 

4. Confidence in art: the consensual illusion of accuracy.              119 

 4.1 Introduction                    121 

 4.2.Methods                     124 

4.3. Results                     127 

4.4. Discussion                    133 

4.5. Supplementary material                  141 

Bridge: From heuristics to moral value                  149 

5. Confidence monitors and predicts moral decisions.               151 

 5.1 Introduction                    152 

 5.2. Methods                     156 

 5.3. Results                     158 

 5.4. Discussion                    163 

 5.5. Conclusion                    167 

 5.6. Supplementary Figures                              176 

5.7. Supplementary Material                              182 

Bridge: From moral to general                  185 

6. Beyond the rational monitoring of value-based decisions.              187 

 6.1 Introduction                    188 

 6.2. Methods                     189 

6.3. Results                     191 

 6.4. Discussion                    198 

 5.5. Conclusion                    200 



 

  
 

 5.6. Supplementary Figures                  204 

 

7. General Discussion                    211 

7.1 Our results support a value-based model of metacognition             213 

7.2 Remaining questions for the model                 217 

7.3 Open discussion and implications of the model                           220 

7.4 General conclusion                               230 

 

 

Annexe: Interdisciplinary Glossary                  233 

Curriculum Vitae                     239 

List of Publications                     242 

 

 
  



 

 
 

13 

  



 

  
 



   1- General Introduction 

 
 

1 

 

Chapter 1  

General Introduction 
 

 

- “On the charge of the theft of the Goya portrait of the Duke of Wellington, 

do you find the defendant guilty or not guilty? 

- Not guilty.” 

 

Our society assumes that civilians are coherent agents who’s acts and intensions go 

hand in hand. Therefore, if an agent acts wrong, his intensions presumably are 

wrong and are to be legally reprimanded for the good of the social group. Equally, if 

an act is heroic then the agent’s intensions presumably are also those of a hero who 

should be praised. If the good working of a society relies on this parallel between the 

agent’s intensions and actions, then one can ask what is the human ability that 

ensures this coherence? In the recent movie The Duke (2020), this foundational 

assumption of our legal system is highlighted when the “modern Robbin Hood” 

Kepton Burton is cleared of his charges for “stealing” from the National Gallery. The 

essence of the case relies on the consistent demonstration of the man’s good 

intensions despites his seemingly criminal act. There, this ability to remain true to 

his good intension despite these actions seeming wrong defines the making of a 

hero. The movie narrates this situation with several letters sent by the protagonist to 

the authorities where he argues for the legitimacy of his act in the light of his 

intentions:   

“The act is an attempt to pick the pockets of those who love art more than 

charity. My noble intension is merely to raise £140 000 to fund a charitable 

cause of my own choosing. If the fund is raised, the picture will be handed 

back.” 
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These explicit testimonials of Mr Burton’s assessment of his action as legitimate in 

the light of his good intentions had two main implications. First, communicating his 

optimism in the outcome of his act comforted Mr Burton himself that his action was 

worth sticking to, presumably consolidating his heroic resilience to act in 

accordance to his intensions. Second and most importantly here, this explicit 

testimonial provides a concrete proof of his belief in the goodness of his act, which 

enabled his lawyer to remind the jury about a pillar of the British law: the assumption 

that agents act in coherence with their intentions and that, therefore, well-intended 

civilians should generally not be punished for the rare occasions when their acts 

result in unintended harm. The lawyer reminds this fundament of the legal system 

as follows: 

 

“Nothing is a crime in this country unless it is expressly forbidden by law. If 

your neighbour borrows your lawn mower and does not return it for months: 

it is frustrating, it is annoying, but it is not theft because he had no intentions 

of permanently depriving you of it. Kempton Burton is your neighbour, he is 

not a thief. He borrowed your Goya to try and do a bit of good in this world.” 

 

Indeed, by distinguishing actions (actus reus) from intensions (mens rea), the British 

law therefore stipulates that for most crimes, an agent can only be charged as guilty 

if the harm caused was intended. In other words, our penal system is ready to 

overlook some unfortunate outcomes as long as they were performed with good 

intentions because it assumes that citizens are autonomous and responsible and 

thereby, by acting coherently with their good intensions, would not require 

punishment. But in such circumstances where what is good and bad is hard to 

dissociate or drown in risk and uncertainty, what is the underlying skill an agent 

must possess to remain autonomous and act in coherence with her intension? 

Would such an ability that provides autonomy and coherence be the making of a 

moral hero, or even a super villain? Is it to some degree ubiquitous to all humans and 

to all circumstances? Could such a gift also be a curse?  
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In this thesis, we focus on this ability of Mr Burton that enables him to carry out this 

heroic action and also to be recognised as such by society instead of being 

incriminated: the ability to  explicitly monitor whether his own actions are coherent 

with his personal values. More specifically, in this thesis we take the perspective that 

the ability to monitor one’s actions intrinsically relies on subjective values, and 

therefore, looking through this lens, ask how this perspective can contribute to 

better understanding this explicit monitoring (i.e. metacognition). In other words, 

we ask:  

What does accounting for the value of decisions contribute to our understanding 

of the function and computation of metacognition?  

In this short introduction, we start by defining coherent behaviour both for its 

philosophical assumptions and its operationalisation in economics. Then, we 

present the essential concepts and operationalisation of the study of decision 

monitoring (i.e. metacognition) and open on its subsequent implications on 

coherent behaviour. Lastly we present the synopsis of the thesis chapters with their 

respective contribution to this multi-facet question. 

 

1. A norm of behavioural coherence  
1.1. Philosophy of autonomous coherence 

What are the common denominators of a coherent action? Action theory is 

concerned with defining the driving forces of an agent’s actions. In its simplest form, 

Davidson and Kant propose such conditions for actions. Davidson (Davidson, 1982) 

defines that an agent’s beliefs (e.g. the box contains a marshmallow) and desires (e.g. 

hunger) jointly form the reason for her action (e.g. takes the box). These “reasons” 

therefore form the causal precursor that results in the action. Kant contrasts two 

types of reasoning in regards to rationality: theoretical reasoning forms a set of 

coherent beliefs that aims at truth whereas pragmatic reasoning constitutes a 

coherent set of strategies to fulfil one’s ends. Both philosophers therefore agree on 

the view that having a set of coherent motives result in a coherent behaviour. Adding 

a level of complexity to theses models, Frankfort (Frankfurt, 1971) proposes that a 

hierarchical structure of such desires (or motives) provides a reliable structure for 

coherent behaviour. He suggests that despites local desires (e.g. wanting to eat the 
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snack), higher order desires guide these latter (e.g. wanting not to desire unhealthy 

food). He defines that such incoherent desires can end up by making us “choose 

what we do not want and want what we do not choose”, and that incoherent 

behaviour can therefore arise from conflict between these different levels of desires. 

In other words, Frankfurt’s hierarchy of desires can be seen as the modulation of 

lower desires by other desires such as driven by long-term goals. This distinction 

between first and higher order desires can be illustrated in our previous example. 

For the case of Kepton Burton, the direct consequences of taking the painting from 

the national Gallery is to deprive the nation from its value and should therefore be 

acknowledged by the agent and the jury as against (i.e. incoherent with) what is 

expected form a good citizen. However, because this modern Robin Hood had from 

the start this higher desire to shed light on economic injustice and was confident in 

the goodness of this intention, from the start he therefore communicated coherently 

to the authority that this apparent act of theft was actually nothing but a momentary 

borrow for the greater good. In the eyes of the law, this coherent and consistent 

communication his higher order desired reframed the incriminating act as not 

guilty. Similarly, action theory suggests that an action is coherent if it follows a 

(hierarchically) organised set of desires which the agent is consciously aware of. The 

given example therefore both illustrates the concept of coherent behaviour and 

highlights its implication in the legal system on which relies our society. In the 

following part we discuss how this philosophical concept of decision coherence as 

aligning with subjective intention can be modelled and operationalised to be 

studied empirically. 

 

1.2. Economics of rational coherence 

1.2.1. Normative models 

Classical economics founded normative decision models that define the rational or 

best decision an agent should make. The concept of utility provides a common 

ground to model the agents’ reasons for action as a common currency of values such 

as pleasure, happiness and welfare (Mill, 1863). In this utilitarian framework, agents 

are expected to choose therefore in a fair manner considering the value for the 

greater good and are also assumed to have complete knowledge with no limitation 
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in their ability to compute the decision’s outcomes. Building on this framework, 

Smith  proposed to restrain the concept of utility to a self-centred accumulation of 

wealth which provided the foundation for the development of the economic models 

of a rational homo economicus (A. Smith, 1986). For instance between A- obtaining 

$10 tomorrow and B- obtaining $20 next week, homo economicus would rationally 

choose the latter alternative to maximise his gain. At the heart of modern economics, 

the utility function portrays the relative preferences of the agent as follows: u(A) < 

u(B) = $10tomorrow < $20next week. This function therefore defines (with the above 

assumptions) the normative behaviour or best decision an agent should make.   

Most popular in decision theory, Expected Utility introduces the notion of 

uncertainty in the picture. In this framework, rational behaviour is defined by 

maximising (non-exclusively egoistic) utility defined by the linear combination of 

utilities and their probability of occurrence. Often relying on lotteries, an illustration 

of this normative model predicts that an agent would prefer a lottery A with a 80% 

chance of obtaining $10 over a lottery B with a 20% chance of obtaining $20. The 

utility function predicting the agent’s rational behaviour would describe the 

preference p(A)*u(A) > p(B)*u(B). These normative models therefore provide a norm 

of correctness to study when an agent would deviate from optimal behaviour. In the 

following part we define however more descriptive models that account for human 

limitations to these models.  

 

1.2.2. Descriptive models 

In contrast to normative models which describe what rational agents ought to do to 

maximise outcome, descriptive models thrive at predicting what real agents are 

actually most likely to choose. Detaching from these classic normative models, 

Prospect Theory founded neoclassical economics by using cognitive psychology to 

define common sub-optimal biases. With his central loss-aversion principle or non-

linear probability weighting, Kahneman highlights the consistent contribution of 

sub-optimal heuristics in human decision making. With its non-normal curved 

sensitivity, the concept of loss aversion predicts (depending subjective aversion) an 

agent could prefer a lottery A- with 100% chance of gaining $9 over a lottery B- with 
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a 95% chance of gaining $10. Accounting for risk aversion, prospect theory therefore 

provides an explanation for the observed preference 1 * $9 > 0.95 * $10. 

 

To further account for real life decisions, bounded rationality takes into account the 

agents limitations. According to this framework, agents do not aim at maximising 

outcome but at making efficient decisions by maximising a cost-benefit ratio: if 

obtaining an additional $10 requires waiting for a week, then the cost of waiting 

might be greater than the actual gain which results in the preference $10tomorrow > 

$20next week. Together with Prospect Theory, Bounded Rationality presents some 

violation of rational axioms by presenting consistent decisions biases and fallacies. 

Unlike the normative models that describe how an ideal observer would rely on a 

“normal” value space to make decision, descriptive models instead aim at capturing 

how cognition distorts and shapes a subjective value space and in turn guides 

decision. 

To simplify these complex relations and expectations, here we reduce the norm of 

behaviour to the concept of coherence which predicts that that preferences which 

are explicitly expressed by participants would predict their decisions. In other 

words, we expect that the conscious preferences and their ordering take into 

account the participant’s many cognitive limitations and distortions of value and are 

therefore able to reliably predict decisions. 

 

1.2.3. Eliciting preferences  

In behavioural economics, preferences are defined as the ordered ranking of the 

subjective utilities for a set of items. To obtain this subjective ranking and 

subsequently study preferential decision making, the gold standard method is to ask 

the participant to report her “willingness to pay” (WTP(A) ≈  u(A)) for each item 

(Chapman et al., 2017). Often done in lotteries to study subjective risk aversion, the 

method consists in asking each participant the finite amount of money she would 

invest to play each lottery in a set (e.g. WTP(lottery B: 0.95*$10) = $0.9). This method 

has also been extended to other economical decisions with real life items such as 

snacks to represent utility of hedonic value (e.g. u(chocolate ice cream) > u(vanilla 
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ice cream)). Within this framework, axioms of rationality define normative 

behaviour within a finite set of item by predicting: 

• transitivity: if u(chocolate) > u(strawberry) and u(strawberry) > u(vanilla), then 

u(chocolate) > u(vanilla) 

• completeness: agent has either strict preference: u(chocolate) > u(vanilla); or 

indifference: u(chocolate) = u(vanilla); or weak preference: : u(chocolate) ≥ 

u(vanilla) 

• non-satiation: u(lots of good) > u(little good) and u (little bad) > u(lots of bad) 

This set of axioms can be criticised on two points. First it describes normative 

behaviour of optimality which, as previously discussed, might be over ruled by 

descriptive model that take into account the value distortions of human cognition. 

Secondly, this ordinal system considers preferences based on their ranking uniquely 

and can be refined in the form of a cardinal system that weights preferences on a 

continuous measure of utility. Aligning with the cognitive considerations of 

descriptive models, accounting for this continuous measure of utility enable to 

account for decision difficulty, an important aspect to account for when studying 

human behaviour. Now that we defined the normal and descriptive models of 

decisions and their operationalisations, the following part defines how, from the 

subjective point of view, an agent evaluate her own decisions as successful or 

erroneous.  
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Figure 1: Coherence of the decision-making process: between heuristics and 

monitoring. a. Schematic representation of some of the main cognitive processes 

influencing the coherence of decision-making (as inspired by the dichotomic view 

of Kahneman’s Dual Process Theory). As in behavioural economics that study 

cognition through observable behaviours (grey boxes):, here we assume that: 1- an 

intentional goal has to be maximised without conflicting with other goals, 2- that 

this leads to the explicit elicitation of an utility function for a given set of items and 

that 3- decisions are made in coherence with these preferences. On the left side we 

present some heuristic processes (black boxes) that may affect the decision-making 

process with (mainly unconscious) shortcuts and lead to incoherent decisions. The 

dotted arrows represent a likelihood that these heuristics might affect the decision 

process and therefore affect or not the coherence between explicit preferences and 

decisions. On the right side, the reflective process (white box) monitors the fit 

between the goal maximisation and the decisions made. Reflective processes relying 

on higher-order cognition such as metacognition are here assimilated to the the 

computation of confidence levels in value-based decisions. Altogether this diagram 

highlights the possible gap between the processes informing the decision and the 
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process monitoring it, leading to eventual failure of monitoring. b-c. Illustration of 

the monitoring sensitivity or failure. The scenario presents the agent with a  two-by 

two scenario where an agent can either choose one or two sweets and prefers one or 

the other depending on the goal to respectively minimise or maximise sugar intake. 

In each table, the observable behaviour (grey boxes) presents for each preference 

(row) the agent’s decision (column) as either coherent (green frame) or incoherent 

(black frame). The tables differ in the monitoring system’s sensitivity (left table) or 

failure (right table). Here we equate the monitoring process (white boxes) to explicit 

metacognition with reports of confidence as either high (+) or low (-). A 

metacognitively sensitive agent discriminates coherent (green frame) from 

incoherent (black frame) decisions with respectively high and low confidence. 

Metacognitive sensitivity therefore provides the agent with the awareness and ability 

to communicate his goal independently of his choice and its coherence. Together 

these diagrams highlights the possible distance or connection between the failures 

of the cognitive and metacognitive processes, respectively (black box heuristic) 

incoherence and (white reflective) lack of sensitivity.   

 

2. Operationalizing reflection 
2.1. History of reflection 

The study of behaviour from the first person perspective can be traced back to Freud 

who, through psychoanalysis, aimed at identifying the driving forces behind his 

patients’ inadequate behaviours. Nonetheless, based on subjective storytelling, his 

method was not fit to develop an objective model for reflective thinking. Later, by 

focussing on the study of memory, the research on cognitive development and 

learning provided the first building blocks for a systematic measure of self-

monitoring. In 1967, Hart published the first correlational method that captured the 

fit between subjective evaluation of decisions and their objective accuracy. In the 

decade that followed, Flavell described the term of metamemory (1977) as 

“monitoring and knowledge of storage and retrieval operations” and soon after the 

term metacognition (1979, and later Nelson & Narens, 1990) as relating to the 

“monitoring and control of cognition”.  
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2.2. Defining metacognitive monitoring 

Amongst the multiple facts of metacognition, in cognitive neuroscience, the term 

mainly refers to its procedural and explicit form. First, as embedded in the field of 

epistemic metamemory, two types of metacognition were distinguished: declarative 

metacognitive knowledge (i.e. the quality of one’s knowledge about of cognitive 

processes and strategies) and procedural metacognition (i.e. the self-evaluation of 

decisions for adjusting behaviour). Secondly, in contrast with its implicit forms of 

uncertainty such as observed in slow response time or reduced investment (e.g. 

waiting for reward), explicit forms of certainty can be expressed verbally such as with 

levels of confidence in having chosen the correct option. This ability to explicitly 

communicate uncertainty as confidence levels is believed to have evolved to 

improve collaboration in a group and to provide a better ability to adjust decisions 

(Heyes et al., 2020; Shea et al., 2014). In this thesis we focus on the ability to monitor 

one’s choices with confidence levels as a procedural and explicit form of 

metacognition. From trial to trial, these levels of confidence can therefore be studied 

for both the factors that influence them and the subsequent effect they themselves 

have on decision adjustments.   

 

2.3. Measures of accuracy 

In  the laboratory, metacognitive monitoring can be studied for its ability to 

discriminate the objective correctness of decisions subjective reports. 

Independently from the normative or descriptive models of decision, confidence 

levels therefor provide a window into the subjective monitoring of one’s own 

decisions quality. The reliability of a decision (or its correctness) is defined by how 

well the decision fits with the decision rule and therefore depends on the task. In 

perceptual tasks, a decision is correct if the participant accurately discriminates 

between two perceptual signals in respect to an explicitly instructed decision rule 

(e.g. the dish containing the most marshmallows is identified to be the left rather 

than the right one). In value-based decisions, a choice is correct if it is coherent with 

the participant’s preferences (e.g. the preference for more rather than less 

marshmallows) (Hoffmann, 2016). These value-based tasks can be studied in two 

ways: in preferential tasks participants are presented with familiar items for which 
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they elicit their preferences and chose accordingly (e.g. sets of defined lotteries or of 

familiar snacks); in reinforcement learning, participants are presented unknown 

items and reveal through their decisions how their preferences evolve through 

feedback from the environment (e.g. two armed bandit task).  

Independently from the decision rule on which participants base their decisions the 

accuracy of their confidence levels in this regards can take different perspectives. 

The concept of metacognitive sensitivity refers to the ability to discriminate correct 

from incorrect decisions with respectively high and low confidence levels. 

Independently from this latter, the concept of metacognitive bias refers to the 

general tendency to over or under estimate one’s performance. Lastly, the concept 

of metacognitive efficacity related to the ratio between the participant’s 

metacognitive sensitivity and cognitive sensitivity (e.g. performance) at a tasks. By 

studying how different tasks and cues or participants population affect 

metacognitive accuracy, research gains insight into the building blocks of 

confidence levels (Fleming & Lau, 2014). 

 

2.4. Models of confidence 

While descriptive models of confidence define how confidence relate to objective 

correctness of decisions, the research aims at identifying the cues from the decision 

making process on which this inference relies. The two main predictors of 

confidence as demonstrated by perceptual decision making are signal strength and 

noise. Respectively these two parameter define the difficulty of the choice such as by 

representing the contrast between two items (1 vs. 10 marshmallows is a greater 

signal strength than 2 vs. 3) and the access to the evidence (e.g. if the marshmallows 

are right in front of us the signal is clearer than if they are at 20 meters from us). 

Choice difficulty predicts both correctness and confidence in perceptual and value-

based decision making (Sepulveda et al., 2020). Beside the signal relating to the 

decision rule, other predictors were demonstrated to define confidence levels such 

as the time taken to make the response (response time) or the confidence in the 

previous trial (Shekhar & Rahnev, 2020). Understanding the evidence on which relies 

confidence enables researchers to identify the tasks in which agents might have a 

limited ability to monitor the correctness of their decisions. In this thesis we 
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investigate the working of metacognition in value-based decisions and discuss a 

framework in which this monitoring appears ubiquitous to real life decisions. More 

specifically, in chapters 4, 5 and 6 we present new empirical data that defines how 

confidence levels are shaped both in decisions with limited knowledge and in moral 

decisions. Together these result suggest that higher order monitoring appears 

ubiquitous in various decisions domain resembling real-life choices. 

 

2.5. Effects of confidence 

The concept of procedural metacognition defines the monitoring of decision 

reliability as a mean to adjust decision making. The consideration of value into 

decision accounts for the consideration of the participants goal and learning 

processes and therefore to account for this higher order process into a larger and 

functional view of brain and behaviour. More specifically, in chapters 1 and 2 we 

present how metacognitive monitoring is a central part of informing behaviour 

either retrospectively or prospectively and in learning a well. In chapter 4 we present 

empirical result supporting that confidence levels predict choice consistency over 

time in various value domain and discuss in chapter 6 how subjective metacognitive 

profile in value based choice might relate to different behavioural or clinical profiles.  

 

3. Thesis synopsis 
  

The present thesis strives to build a wholistic picture of metacognition by building 

bridges between its function and computation. Testing the claim that metacognition 

is a thermostat for coherent behaviour, the question is two-folds: on the output side, 

what evidence supports its function as regulating the cost-benefit ratio of decisions? 

On the input side, what evidence supports the fact that metacognition monitors how 

decisions cohere with subjective values?  

Whether it is the mental effort in studding, the risk taken in a gamble, or one’s own 

health that is at stake, we argue that the ability to monitor one’s cognition provides 

agents with the ability to remain coherent with their own goals and values. While 

most research in metacognition relies on carefully controlled experiments and 

simplified tasks as coming from psychometrics, the present thesis provides a 
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framework where value-based choices act as a bridge between these controllable 

and operationalizable tasks for the laboratory together with the life-like conditions 

where one relies on her own subjective values. More specifically, stepping back, we 

present through different angles how value-based decisions come together with the 

opportunity to apply models that can explain important questions in the field, such 

as how the computation of confidence levels deviates from normative models and is 

shaped by different types of tasks. In a nutshell, this thesis provides new conceptual 

and empirical work that demonstrates the importance of accounting for the values 

of choices to understand the monitoring role of metacognition as a coherence 

thermostat.   

 

The thesis narrative builds up from conceptual to empirical work which respectively  

paints a framework where the function of metacognition is of a coherence 

thermostat and then attempts to demonstrate that the computation of these 

monitoring signals relies on subjective value. Chapter starts with the edges of this 

conceptual framework. On one hand, the concept of coherence is defined by both 

philosophy and economics as a norm towards which behaviour revolves: the match 

between one’s preferences and one’s decisions. On the other hand, cognitive 

neuroscience studies metacognition mainly for the computation of its input as in 

perceptual tasks: we present the gap which accounting for subjective value fills in 

this procedural framework. From this outline, Chapter 2 presents a conceptual 

landscape for procedural metacognition where different monitoring processes 

support different tunings of cognition. There we discuss how these various 

metacognitive monitoring and control apply from infants and non-human animals, 

to psychiatric disorders, up to assumptions of the legal system on which our 

societies rely. This chapter thereby links different facets of the study of 

metacognition to their implications in the real word and highlights at the same time 

the underlying necessity to account for the subjective value of decisions. In Chapter 

3, we ask about the place of value input in the metacognitive computation of 

monitoring signals. We propose a hierarchical computational model that defines the 

function of both value and perceptual input in guiding a coherent behaviour.  We 

suggest that metacognition is a powerful tuning mechanism for learning that 
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provides agents with an adequate ratio of flexibility and resilience to achieve their 

goals given contextual uncertainty. Together, these three conceptual chapters 

propose a framework where metacognitive monitoring signals are defined by their 

functions to ensure decision coherence thanks to their access to subjective value. 

 

The second half of the thesis is concerned with empirical work that more 

traditionally looks at metacognitive monitoring signals by the other side of the coin: 

their computation rather more than their function. More specifically, this part aims 

at demonstrating the role of metacognition as a coherence thermostat by testing the 

ubiquitous computation of subjective value into confidence reports. Chapter 4  

builds up on the previous chapter defining metacognition as a hierarchical 

thermostat that tracks the coherence between a decision and its decision rule. In this 

chapter we test the extreme scenario where agents have limited knowledge about 

the rule they are to use to decide. Building on self-consistency theory of 

metacognition, we demonstrate that both reflective function of theory of mind and 

metacognition seem to rely on the same implicit heuristic cues to inform the agents 

about the reliability of their choices. In Chapter 5, we aim to test the other extreme 

of the axis where the value of a choice relies on a domain very close to one’s own 

sense of identity: moral value. In this chapter, we design a new paradigm of choice 

inspired by the literature on volition by asking participants to choose amongst pairs 

of charities in a similar manner as they are to choose between pairs of snacks. Our 

results demonstrate that confidence reports sensitive to moral coherence in a 

similar manner as they are as previously demonstrated to hedonic coherence. While 

not demonstrating causality, our results also suggest that confidence levels predict 

the consistency of moral choices over time, supporting the claim that metacognition 

might act as a coherence thermostat across various types of value domains and 

tasks. In Chapter 6 we step back from the function of confidence at the decision level 

to investigate its working at the individual level and ask: if metacognition is an 

ubiquitous coherence thermostat relying on value (defined by the agent goals and 

experience), then does it have a subjective criterion? Building on bounded 

rationality theory, we test whether metacognition appears more as an optimal 

monitor or a satisfiable one. Our preliminary data suggest that across value domains, 
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agents appear to present an idiosyncratic sensitivity to coherence as a metacognitive 

finger print. We discuss the implication of this subjective trait in healthy and clinical 

population.  

 

To conclude, we present from different angles how metacognition tracks the value 

of choices in an ubiquitous manner, not to ultimately reach optimal behaviour but 

instead in a pragmatic manner to inform a thermostat of cost-benefit and remain 

coherent with one’s subjective values. In chapter 7, we discuss the implications of 

this multi-facet architecture that monitors value as supporting the agent’s 

coherence with herself and with a group.  
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Bridge:  

From introduction to landscape. 

This thesis argues for the role of subjective value in providing a comprehensive 

picture of procedural metacognition as a thermostat for decision coherence. By 

developing the models of both the function and the computation of metacognitive 

monitoring signals, we suggest that subjective value is essential to close the loop and 

provide a comprehensive understanding of metacognition. The first half of the thesis 

presents a conceptual framework for the function of metacognitive monitoring 

signals.  

 

In this first chapter, we aimed at providing the essential elements in the field of 

value-based metacognition. As for a puzzle, we started by defining procedural 

metacognitive monitoring by revealing the edges of the territory: on one side we 

suggest a function for explicit metacognitive reports and on the other side we define 

where the research fields stand in this explaining this phenomena. The essence of 

the gap, we argued, relies on accounting for subjective value: we suggest that 

accounting for the value of choices draws a holistic picture of metacognitive 

monitoring by bridging the computation of its signals to their function in ensuring 

the coherence of cognition and behaviour.  

More specifically, we suggest that an agent with explicit access to the coherence of 

his choice can both ensure the coherence of his decisions but also coordinate them 

with other agents. We define decision coherence as a concept - the parallel between 

personal preferences and decisions – and its operationalisation for empirical 

studies. We also present key concepts of the operationalisation of the research in 

metacognition, both in perceptual and value-based decisions and highlight the hole 

in the middle of the picture: how do confidence signals ensure behavioural 

coherence? We presented key contributions to this question from the field of value-

based metacognition and introduced how this thesis provides elements of the 

remaining gaps.   



 

 
 

18 

 

Resulting from this outline of a map of the known and unknown territories of 

knowledge in the field of metacognition, we will now attempt in Chapter 2 to better 

define metacognitive signals not only by their computation as mostly studied in 

cognitive neuroscience but also by their function as suggested for instance in 

philosophy. From this multi-disciplinary approach, we will refine a pre-existing 

concept: the multi-dimensional metacognitive landscape. To do so, we review 

existing literature to attempt to draw the edges of different elements within this 

multi-dimensional space and propose a lexicon for these concepts and their 

relations to each other.  Following the two-sided view on procedural metacognition 

that drives the thesis, the question we attempt to answer here is two folds: what 

functions do metacognitive signals serve and how does research define their 

cognitive computation? 



  2- Metacognitive landscape 
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Chapter 2  

The metacognitive landscape, a 

multi-disciplinary challenge.  
 
Lexicon: 

metacognition: (level-two) cognition about (level-one) cognition. 

procedural metacognition: set of processes monitoring and controlling mental and 

behavioural states for flexible tuning of performance. 

metacognitive landscape: proposed theoretical framework to observe various 

metacognitive functions along three cognitive axes of executive control, 

representation and conscious access. 

precision: belief uncertainty that tunes its updating according to Bayes theorem. 

prediction error: binary expectation about the outcome of a decision as successful 

or not in reinforcement learning 

decision reliability: quality of a decision (or set of decisions) as fulfilling a goal. The 

goal can be bounded rational as requiring a level of success for a level of effort. In a 

normative sense, reliability can be accounted at two levels: globally as the 

maximisation of the goal by choice of the decision rule (or strategy, in learning 

tasks); locally as the maximisation of the decision rule by the choice of the item (i.e. 

coherence or accuracy in preferential or perceptual task).  

epistemic feeling: propositional states that suggest to an agent the likelihood of 

success of her decisions and can guide behavioural adaptation without requiring 

concepts or awareness. 

confidence: explicit report about one’s subjective appraisal of a decision as correct 

(i.e. as either accurate or best given a set of options) 
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rational behaviour: behaviour coherently optimizing the utility of one’s decisions 

in regards to her preferences while accounting for uncertainty (e.g. probability, risk, 

volatility..) 

reasoning: explicit access to the intention guiding a decision. 

autonomous agent: agent with the ability to voluntarily and rationally define a self-

narrative and to decide coherently a ranking of preferences together with both long 

and short term plans (i.e. higher-order decisions). The resulting coherent set of 

beliefs and behaviours enables a fruitful cooperation within a social group (c.f. 

concept of legal responsibility). 

dual process theory: framework in psychology dividing cognitive processes into two 

categories as either unconscious, fast, efficient and relying on heuristic or conscious, 

slow effortful and reflexive providing the room for deliberate modulation of thoughts 

or actions enabling to overcome heuristic bias and therefore often result in a more 

rational behaviour. This definition of decision making systems based on a cost-

benefit trade-off is conceptually analogous to our executive control dimension in the 

metacognitive landscape. 

system 1- system 2 metacognition: amongst other classifications of the complexity 

of metacognitive monitoring, the present classification divides them as respectively 

implicit (e.g. unconscious error correction or epistemic feelings that can be present 

in non-adult humans) vs explicit (e.g. conscious confidence reports). 

metacognitive thermostat: concept based on bounded rationality presenting 

metacognition (in the entirety of its landscape) as a monitoring and controlling 

system (i.e. procedural) that adjusts a criterion for an amount of resources (e.g. 

cognitive effort, time, dual process theory…) to be involved in order to reach an 

intended degree of cognitive or behavioural reliability. 
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1. Introduction 
 

Truman: Get in. Look! Shhh...I predict, that in just a moment, we'll see a lady on a 

red bike, followed by a man with flowers, and a Volkswagen beetle with a dented 

fender. 

Meryl: Truman, please.... 

Truman: Look … Lady … Flowers! And…. 

Meryl: And… Truman, this is silly! 

Truman: There it is! There's that dented beetle! Yes! Whooooooooooo! Ha-ha! Ha... 

Don’t you wanna know how I did that? I'll tell ya'. They're on a loop. They go around 

the block. They come back. They go around again. They just go 'round and 'round! 

Round and round!” 

The Truman Show, 1998. 

 

Against what every acquaintance, trusted friend, family member or even his wife 

assures him, Truman has become certain of only one fact: the world he inhabits is 

not real, and he must take action to escape it. In the Truman Show, we witness the 

main character pick up upon irregularities and form a new belief that appears 

uniquely his by going against what everyone else believe. Incidentally, this new 

belief reorders his intentions whereby he decides not to continue to live as he always 

has with the others, but to find, at all cost (so the director ensures), a way to escape 

this TV set. By dissociating his beliefs, intentions and actions from the popular norm, 

we follow Truman as he becomes a maverick. 

But what ability enables this young adult to question the reliability of his entire world 

and decide what he ought to believe for himself? What skill enables him to take into 

account the way the rain falls particularly irregularly one evening but to discard his 

mother’s photo album displaying a rather coherent world? Whatever may be the 

cognitive process supporting this behaviour, as the audience, we identify ourself in 
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this hero who decides against all odds to invest all he has in what he is now 

unshakably certain about.  

As humans, our metacognition enables us not only to appraise the validity of simple 

decisions, but to take into account the probabilistic reliabilities of facts and hence 

reason rationally upon our own beliefs and intentions. If this ability has been singled 

since Socrates, to this day, this hallmark of human rationality is still being defined 

and investigated at large throughout different fields.  

In this review, we summarise the literature in the fields of philosophy and 

psychology of metacognition and highlight how both field’s main approaches 

contribute to complementary understanding of this reflective function. Here we 

focus on procedural metacognition which monitoring aims at adjusting cognition or 

behaviour. While both field cover a wide arrays of topics of research under the 

umbrella term of “metacognition”, we here thrive to present how across both fields 

these different and often barely related perspective appear to come together on a 

simple idea that metacognition appears as a common currency of cognitive and 

behavioural reliability. In a nutshell, we try to argue across this wide research that all 

comes together under the image of metacognition acting as a thermostat and 

adjusting the agent’s use of resources in the aim of being successful. Building on a 

simple proposal of three dimensional metacognitive landscape a decade ago, we 

come back to a “metacognitive landscape” (Fig. 1, Fleming et al., 2012) and discuss 

in both fields the concepts that shape it.  

First, we present how philosophy defines metacognition along the tree axes of this 

landscape by situating it in regards to meta-representation, conscious access and 

executive control. In line with our restriction to procedural metacognition, we define 

its role in regards to the most popular theories about the function of the brain: 

learning. We furthermore discuss the links between metacognition and the social 

imperatives of the human condition and extend on its role in complex and social 

tasks which we encounter in real world.  

In a second part, we present how the empirical research in cognitive neuroscience 

studies metacognition in regard to this metacognitive landscape. Focussing on 

metacognition of decision making, we start by presenting the contemporary and 

popular normative model of confidence. Presenting the cues on which this reflective 
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mechanism relies, we then open onto other models and functions of metacognition 

that, by focussing on different task, suggest different monitoring for different 

executive controls. Most of all, we present how, besides retrospective error 

correction, metacognition appears to be embedded in a prospective role for 

adjusting resources allocation to ensure success. In line with this thermostat view of 

procedural metacognition, we highlight the multi facet role of metacognition in a 

bounded-rational framework whereby learning about the global task goes hand in 

hand with metacognition. Finally we summarise some literature on the evolution, 

development and disorders of metacognition in view of our metacognitive 

landscape. Together this overview of the field of metacognition in both Philosophy 

and Cognitive neuroscience portrays its role as a regulator of cognitive and 

behavioural reliability from simple decision-making to shaping an autonomous and 

coherent agent within a society. We highlight the gaps in the literature based on this 

landscape and the different areas of research that constitutes it. 

 

2. Philosophy of metacognition 
What would it change to make robots metacognitive? Would they be smarter, 

conscious, better at learning or at collaborating? To really grasp the nature of the 

metacognitive function, philosophy thrives at defining the core mental functions it 

brings to the table. Building on the common conception that the brain is a predictive 

machine, what does a recursive mental function bring to an agent? What is its 

epistemic role and value? While the literature on philosophy of metacognition is 

large and sometimes empirically informed, we present here how all these various 

areas of research appear to come down to a few key dimensions: a “metacognitive 

landscape”. 

 

2.1. A meta level landscape 
2.1.1. Learning 

The brain is a central network of neurons towards which most of the animal’s 

perceived information converges, and from where most actions are guided. A widely 

acknowledged theory sees this organ as a predictive machine which accumulates 

evidence and learns states and causal structures of the world to adapt its actions to 
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it (Hohwy, 2013). But if the central function of the brain is to learn about its 

environment, what does metacognition have to do with it? Is it always present? Is it 

advantageous?   

 

The most popular framework to describe its working is Bayesian inference. In a 

simplified formula, predictive processing suggests that a learned prior expectation 

is updated by incoming information either in the form of sampled evidence or 

feedback from one’s action (Clark, 2016). This simple model predicts that learning 

or an update only occurs when the model at hand is at odds with the incoming 

evidence. This difference or error is then corrected within the model. Beyond this 

binary correct – error updating, the Bayesian model does account for uncertainty. 

By weighting both the reliability of the expectation and of the incoming evidence, 

the update can be advantageously refined. This reliability in the predictive 

processing literature is known as precision (Hohwy, 2012). Since both the evidence 

of the expectation and incoming evidence together with their uncertainty can be 

read out and cognitively to update the model, such Bayesian learning can be seen as 

“level one”. Such a learning model has also been demonstrated in non-human 

animals (Lak et al., 2017).   

 

Second order monitoring 

In Philosophy more so than in empirical science, the debate is at where to draw the 

line between a cognitive and metacognitive function. The definition seems simple: 

a cognitive or level-one processing takes incoming evidence from the world whereas 

a metacognitive or level-two processing is recursive in the sense that its incoming 

evidence is the cognitive process itself or its output. This “aboutness” of the second 

order is referred to in the philosophical literature as attributive, of a cognitive 

process or content. As varied as the cognitive processes themselves, defining what 

makes a process metacognitive can be challenging and take various dimensions. A 

useful concept is therefore to talk about metacognitive landscape such as expanding 

along various dimensions. A simplified model of metacognition was proposed to 

extend along 3 axes, namely meta-behaviour as the monitoring and control of 

behaviour as mainly studied in cognitive neurosciences ; meta representation as a 
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conceptual representation of a first order content ; and consciousness as for the level 

to which one will be aware of this second order output (Fleming et al., 2012). 

Focusing on the implications of a second order here and its implications for 

behavioural optimisation, the other two dimensions will be discussed in the next sub 

parts. 

 
Figure 1: a metacognitive landscape (adapted from Fleming et al., 2012) 

Metacognitive research can be seen as defining its workings and function along the 

3 dimensions that constitutes it. The executive control (pink) of cognition and 

behaviour or “decisions about decisions” mainly studied in cognitive neuroscience 

distinguishes procedural metacognition (e.g. Judgment of Learning (JoL), Judgment 

of Rightness (JoR)) from non-procedural (i.e. content) metacognition (e.g. Feeling of 

Knowing (FoK), Tip of Tongue (ToT), Proust, 2010). Here we suggest to distinguish 

two control function as retrospective for correction of past decisions or prospective 

based on a cost-benefit ratio that relies contextual knowledge. Increasing with 

complexity of these control functions, metacognitive monitoring require increasing 

complexity along two other axes: representational (blue) and conscious (green) 

access. The complexity of these functions of procedural metacognition increases in 

evolution and development by intertwining the three different axes. The efforts of 
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both philosophy and cognitive neuroscience contribute to understanding the links 

and dissociations of the different components of this metacognitive landscape.  

 

Free energy principle (FEP) 

As another theory about the brain, free energy principle suggests that the brain 

emerged as other thermodynamic systems to regulate some imbalance within the 

individual homeostatic states but also eventually also with the environment (K. 

Friston, 2011). This theory aligns with the predictive mind theory described above 

but furthermore echoes distinctively with the notion of confidence monitoring. 

Indeed, beyond learning to optimise one’s behaviour to a given context, according 

to FEP if the brain emerges to minimise the incoherence within the agent’s states 

and beliefs and with its context: measuring this incoherence or free energy appears 

as a powerful catalyser to reach this end (Henriksen, 2020; Moulin & Souchay, 2015). 

Pushing this theory further, it could be argued that by monitoring such incoherence 

itself, this higher order is a key catalyst to provide an animal with the autonomy to 

regulate itself and its fit within its environment. FEP defines distinct types of 

monitored FE such as epistemic and motivational uncertainties that respectively 

refer to reliability of beliefs about the states of the world and about its causal 

contingencies (K. Friston et al., 2015; K. J. Friston, 2018; Pezzulo et al., 2018). By 

defining further the operationalisation of cognitive types of free energy, 

computational simulations or cognitive studies could be applied to demonstrate the 

role of such higher order monitoring in the adaptive or autonomy of an agent in a 

simple context (Yon, 2020).  

 

Theories of metacognitive rational behaviour 

Another way of looking at this ability to control the coherence of one’s thoughts and 

actions in a self-coherent manner is seen as rationality. In broad terms, rationality 

can be defined as behaviour maximising one’s utility (i.e. defined by one’s goal) 

while accounting for costs and risks (e.g. volatility, probabilistic uncertainty…). But 

what are the mental capacities necessary to display such rational behaviour, and is 

metacognition part of them? A central aspect of the debate relies on accounting for 

one’s uncertainty. The philosopher Davidson suggests that, beyond the ability to 
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verbally report our own mental states, the ability to evaluate our mental states (i.e. 

to have thought about thoughts) is key to human rationality. This debate is currently 

fed by ongoing research which demonstrates that infants and non-human animal 

behold the ability to access their own uncertainty about their actions. By opting out 

of difficult decisions, non-human animals have arguably demonstrated abilities to 

coherently align their decisions to the reliability of their beliefs to maximize rewards 

(i.e. rational behaviour). However, the need for a second order monitoring or even 

conscious access by these animals to skilfully deal with uncertain stimuli has been 

greatly controversial for its requirement of a second order monitoring. To overcome 

the key limitation of these study where the response to uncertainty was linked to the 

amount of reward associated to success, Smith et al. (2006) dissociated the cues for 

reinforcement learning and reward from the cues associated with uncertainty and 

demonstrated that one of their two monkey appeared to monitor uncertainty of his 

responses without the need for incentivised motivation. More of the empirical 

findings demonstrating the role of metacognitive monitoring in behavioural control 

will be discussed in part 3.2, and its relation to other aspects of rationality such as 

reasoning in part 2.1.3-4. 

 

2.1.2. Meta representation 

Besides the role of metacognition in learning and behavioural control previously 

discussed, one can ask: what are the required mental capacities for metacognitive 

monitoring? Do non-human animals behold them? Do some humans lack these 

abilities for self-monitoring? To answer these questions, Joelle Proust distinguishes 

two metacognitive concepts for their different function. First, declarative 

metacognitive knowledge is the descriptive knowledge about one’s own cognitive 

processes, their workings and factors that influence them (e.g. knowledge about 

one’s learning own methods). Second, procedural metacognition which comprises 

metacognitive monitoring as the evaluation of one’s own ongoing cognitive activity 

(e.g. “Did I learn this material enough?”, “How likely am I to succeed?”, “Should I 

correct this decision?”) and monitoring control regulating this ongoing cognitive 

activity (e.g. selecting the study material, allocating effort or terminating a task, 

correcting a task) to result in improved mental or behavioural performance (Kluwe, 



 

 
 

28 

1982; Proust, 2010; Roebers, 2017). This functional difference dissociates 

metacognitive monitoring from metarepresentations: while a meta representations 

can be a passive read out of a first order process, the pragmatic end of a 

metacognitive process requires an engaged query that resamples evidence in a 

normative manner by assessing the adequacy of the cognitive process. As a key 

result, this distinction of metacognitive monitoring from metarepresentations 

liberates it from the latter’s conceptual requirements for concepts, language or even 

the ability to represent one’s or others’ minds. This pragmatic definition of 

metacognition can then accounts for seemingly metacognitive behaviours observed 

across the animal kingdom and in many instances of daily life such as error 

correction which corrects behaviour while being implicit and not meta 

representational. Interestingly, one of the early definition of metacognition also put 

the emphasis on this procedural definition by arguing that a second order cognitive 

system was defined by an ability to top-down control the lower cognitive system, 

and distinguished this higher order cognition from higher order representation 

which can be seen instead as parallel systems (Fig 2).  

 

 
Figure 2: procedural metacognition, a meta level defined by monitoring and 

control (taken from (Thomas O. Nelson & Narens, 1990). The left panel represent 

the defined meta level as supervising the object level cognition. The right panel 

presents the complementarity of both monitoring and control functions, with the 

possibility of independent system: 1) controlling without monitoring; 2) monitoring 

without any control or even 3) the lack of necessity for a meta level if top down 

control is not present and the possible parallel monitoring of different cognitive 

systems. While the early studies of metacognition in metamemory investigated the 

role of monitoring in behavioural control, the more recent perceptual studies focus 
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more importantly on the monitoring side while the study of behavioural control is 

often seen as mainly investigated by the executive control literature (Roebers, 2017). 

 

Epistemic feelings 

Can metacognitive monitoring cue an agent without requiring a meta 

representation? What creatures could have it and are the required mental capacities 

for it? Noetic or epistemic feelings are propositional states that suggest to an agent 

the likelihood of success of her decisions and can guide behavioural adaptation 

without requiring the conceptual awareness of one’s success or failure. While 

feelings are considered to rise above the threshold of consciousness, the 

requirement for a normative notion of goal or success can be approximated to 

heuristic appraisals such as feeling of ease, or familiarity. The literature on 

metamemory was essentially built on epistemic feelings such as Feeling of Knowing 

(FoK: could recognise if given multiple alternatives) or Tip of Tongue (ToT: about to 

retrieve the full information).  

 

Meta representations and metacognition 

What do representations at the metacognitive level bring to these appraisal? 

Representations, or conceptual thinking can be seen as mental objects which are 

useful for building and organising precise mental maps to guide behaviour or share 

with a social group. Therefore, unlike epistemic feelings based on heuristics, 

evaluative meta representations can come as appraisal of one’s response accuracy 

or likelihood to succeed at a given goal. As a pragmatic tool, such conceptual 

representations of reliabilities can be seen as useful mental objects available to the 

conscious level to trade between measures of reliability and guide behaviour. Such 

strategic use of explicit representations in guiding behaviour will be more 

extensively discussed in part 3.2, but can as an example help to steer one’s behaviour 

towards a task where one is more likely to succeed (De Gardelle et al., 2016; Lee et 

al., 2021; Rouault et al., 2019) or be communicated to boost the group decision 

toward the answer that one sees as most reliable (Bahrami et al., 2012). This 

dimensionality of meta-representation for metacognition opens two questions. 

First, how this complexity evolves in infants as whether it requires language, 
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conceptual thinking or theory of mind is up for debate and will be extensively 

discussed in part 3.4. Secondly, how do these propositional feelings inform our 

conceptual and explicit levels of confidence in our decisions? We discuss how 

physiological cues related to self-monitoring can contribute to explicit 

metacognitive reports in the following part. 

 

2.1.3. Consciousness 

Content metacognition for consciousness 

As discussed above, the early days of metacognitive research in metamemory was 

heavily anchored in epistemic learning and referring mainly to the question of 

monitoring the presence of a cognitive content. This link between metacognition 

and meta level or higher order representation about first order processes led to the 

suggestion of a need for metacognitive read out and access to become conscious of 

one’s state. Higher Order Thought theory suggests that one must be aware of being 

in a given state to be conscious of this state (Rosenthal, 2005). The use of 

metacognitive decisions such as wagering were also used as cues to distinguish 

conscious decisions from guesses (Seth et al., 2008). However, as for the distinction 

made by Proust between procedural metacognition and meta representation 

(Proust, 2010), so can it be done with procedural metacognition and consciousness 

(Fleming et al., 2012). Nelson responds to Rosenthal’s proposal by highlighting: “is 

there a difference between one’s state being conscious of another state vs. one’s 

state ‘‘monitoring’’ another state?” (T. O. Nelson, 2000). To answer this question, we 

dive into the technical definitions of consciousness and metacognition to this day.  

 

Procedural functions of consciousness and metacognition 

In Dual System Theory, Kahneman (2003) presented a dichotomy of decision 

processes: the first system makes fast and efficient  decisions, and, while the 

incoming percept and output choices can be consciously accessed, the decision 

process itself based on heuristic is to the participant as a black box: inaccessible. The 

second system on the opposite makes – when favourable - slow and more costly 

decisions by overcoming the instinctive heuristics and result in a more rational 

behaviour. In this system, the decision process relies on reflection and is therefore 
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transparent to the agent who can explicitly report about the factors of the choice. 

According to this dichotomy, decisions are therefore both reflective and conscious, 

or on the opposite reflexive and unconscious. On the metacognitive side, the 

reflective nature of system-two was proposed to rely on the metacognitive 

monitoring of the system-one output to be overwritten necessary by the most costly 

decision system (Thompson, 2009). On the consciousness side, the Global 

Workspace theory (GWS, Dehaene et al., 1998) suggests that consciousness emerges 

from the broadcasting of evidence into a cognitive space from multiple brain areas 

to enable an integrative singular experience of the world. This theory proposes a 

kind of cognitive blackboard where evidence and thoughts can be rearranged and 

manipulated aligns both with Kahneman functional definition of consciousness and 

cognitive concepts such as working memory. In our metacognitive landscape, we 

propose this multi facet function of metacognition as being able to both monitor the 

accuracy of local decisions and also to prospectively adjust the decision making 

system to ensure tis reliability. In line with this procedural reliability, we propose 

that metacognition acts as a thermostat which tunes the amount of resources to be 

invested in a choice to ensure it meets one’s goals. In other words, procedural 

metacognition as defined before aims at monitoring the reliability of cognitive 

processes (rather than their content) in order to adjust them and maximize success 

at the task at hand. We know nonetheless that metacognitive monitoring and 

consciousness can come apart  (as orthogonal dimensions) such as in dreams where 

one is conscious but without reflective ability or when one experiences an illusion 

while knowing that this percept is inaccurate. Below, we discuss what consciousness 

can bring to metacognition and vice versa.  

 

Procedural metacognition levels and consciousness 

As previously discussed for the axes of behavioural control and meta-representation, 

the metacognitive processes (both monitoring and controlling) can be defined for 

incremental levels of complexity. Here we discuss some categorisations of 

metacognitive processes and their relations to conscious access. As a theory unified 

with free energy and active inference, Timmermans (2012) proposed that the human 

brain models 3 loops of interactions: an internal or inner loop that thrives at 
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representing itself and predicting how actions in one brain region will affect other 

brain regions; a perception-action loop popular in active inference whereby the 

brain tried to model the consequences of certain actions depending on the 

perceived states of the world; and lastly an outward or social loop that predicts the 

reactions of others to our own thoughts or behaviours. The authors suggest that, as 

an independent dimension, conscious access can improve the monitoring and 

control of all 3 loops. Interestingly, J. Metcalfe (2012) defines 3 types of 

metacognitive judgments as inspired from 3 types of conscious access: anoetic, 

concerning objects in the world; noetic, concerning mental representations; and 

autonoetic, in which the referent includes the self. It can be noted that although 

coming from different theories, namely FEP and consciousness, both these 

hierarchies of metacognitive judgments present some interesting functional 

overlaps while suggesting different relations to consciousness. One last popular 

classification of metacognitive judgments refers to Shea social evolution theory of 

metacognition (Shea et al., 2014) which labels implicit (non-verbal) metacognitive 

monitoring as “system 1” and explicit monitoring available for verbal report as 

“system 2”. This role of social interaction in shaping explicit reports of metacognitive 

judgments such as confidence levels will be discussed in length in the next part. 

 

These theories about classifications of metacognitive monitoring are essential to our 

understanding of its evolution, development and eventual training as will be 

discussed in part 2. Nonetheless, the various subfields of cognitive neuroscience 

need to provide dedicated research to test empirically the evidence in support of 

such computational models for metacognition. Aligning with Timmermans 

classification describing conscious and unconscious metacognitive monitoring as 

spanning from an inner to an outer loop, it appears essential to test for instance 

whether interoceptive cues could work as metacognitive signals monitor and adjust 

physiological states. The work of Micah Allen has been particularly devoted to this 

endeavour by investigating the links between interoception and metacognition 

together with a unifying theory of the brain. Within the framework of embodied 

inference, empirical evidence suggests that by representing the expected outcome 

of a decision,  emotional valence can work as a vector to optimise confidence reports 
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(Hesp et al., 2021). By furthermore demonstrating the effect of heart rate or arousal 

on the buildings of confidence levels, Allen et al. suggest a strong contribution of 

interoceptive signals to metacognitive monitoring. While discussing the altered 

physiological signals and interoceptive abilities in psychopathologies such as 

addiction and depression, the authors highlight the possible importance of 

accounting for these embodied cues in theories and models of metacognition (Allen 

et al., 2016; Legrand et al., 2021).  

 

Relating to the classification proposed by Shea (2014), empirical evidence also 

supports that different computational models are at play for different levels of 

conscious access to metacognitive monitoring. As a starting point, it was 

demonstrated that humans can monitor and adjust their behaviour unconsciously 

in daily tasks such as keyboard typing (Logan & Crump, 2010). In neurobiology, the 

cerebellum is also famously notorious for its elegant neuronal architecture, which, 

as a distinct brain region from the rest of the brain, enables it to quickly and 

autonomously correct motor actions. But while as notorious multi-taskers we are all 

aware of our ability to perform quite complex tasks in “autopilot mode” and without 

the need for conscious awareness, when and why do we consciously engage in the 

conscious monitoring and adjustments of our thinking or doing? As discussed 

above, we broadly defined consciousness as providing the ability to think or act 

deliberately. As will be discussed in part 3.2, consciousness can access 

independently level-one cognitive processes from level-two monitoring processes. 

An elegant example of the implication of conscious monitoring (or insight) can be 

taken from the clinical literature. Anosognosia describes a state in which patients 

are unaware of their illnesses and it has dramatic implications on patients ability to 

deal with or recover from their condition. It goes without saying that the demanding 

task of adjusting one’s beliefs and lifestyle to live with a clinical condition requires 

one to be conscious of these limitations. Katerina Fotopoulos dedicates her work to 

understanding insight in clinical patients and demonstrated that by using the help 

of videotaping, she could restore conscious awareness of an anosognosia patient 

who could otherwise not predict her inability to move her paralysed arm 

(Fotopoulou et al., 2009). While this example is quite drastic, it illustrates clearly the 
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implications of conscious metacognitive monitoring on the possibility to 

deliberately adjust one’s thoughts and decisions for daily life. But what are the key 

cognitive processes supporting this conscious metacognition? If we approximate 

conscious metacognitive monitoring to metacognitive monitoring available for 

verbal report, then one could suggest that metacognitive feelings that make it to the 

conscious threshold would be available for report. To relate it to a more functional 

picture of consciousness, we can go back to the GWS framework which suggests that 

this conscious space both enables broadcast of evidence across domain-specific 

cognitive systems (perception, value, memory..) and make these monitoring 

available for verbal reports. The question then remains: what is necessary to pass 

this threshold of consciousness? And how does this conscious access in turns then 

profits to the procedural function of metacognition? 

 

Procedural metacognition for consciousness 

What makes information consciously aware? The link between confidence 

monitoring and attention has extensively been demonstrated where low levels of 

confidence boosts the recruitment of attention (more extensively discussed in 

empirical part 3.2 on metacognitive control). A recent theory by SM Fleming also 

suggests that the determinants of whether the information is relevant enough to 

reach the consciousness threshold in part rely on metacognition: besides the recent 

demonstration that perceptual attention is guided by goal directed sampling 

process, the Higher Order State Space (HOSS) theory suggests that the absence of an 

object can become consciously aware due to the difference between the certainty of 

an expectation to find an item and the certainty in the sampled evidence. In other 

words, consciousness is a top down process weighted by metacognitive certainty of 

expectations. Aligning with this theory is the Metacognitive Reasoning Theory which 

suggests that for a task such as in a Cognitive Reflexion Test (CRT) to involve 

conscious reasoning rather than heuristic, an initial heuristic metacognitive 

monitoring evaluates the need for recruitment of the effortful and slow conscious 

reasoning to solve the task at hand. According to these views, we could suggest that  

consciousness could therefore (at least in some cases) be regulated by a sort of 

metacognitive thermostat that would monitor the reliability of an automatic 
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response for the present task and, if need be, recruit costly consciousness to provide 

a more reliable and rational conscious response (or belief formation) than the fast 

initial one. The links between metacognition and mindfulness will be discussed with 

the empirical literature for metacognitive control in part 3.2. 

Beyond this suggestion that reaching concisions state relies on reliability 

monitoring, Shea recently suggested that the nature of consciousness as a global 

workspace requires that all evidence passing this threshold should be weighted by a 

reliability tag as provided by metacognitive monitoring . Indeed, according to this 

view, information that is integrated in a singular conscious experience requires a 

common scale of reliability. Overall, we therefore discussed that the interaction 

between metacognition and consciousness seems for the least bi-directional and 

involving different levels of complexity such as defined by their interaction along the 

axes of metacognitive landscape. While the complexity of metacognitive monitoring 

as defined in the landscape is dictated by its procedural function (e.g. automatic 

motor adjustment, change of mind, long term planning), in the following part we 

discuss how such complex behaviour appears intertwined with the social origins of 

human evolution.  

 

2.2. Social origins 
We discussed the theoretical classifications and dimensions of a metacognitive 

landscape. In this section, we focus on the evolutive theories that thrive to argue for 

the emergence of metacognitive monitoring as conscious and available for explicit 

report. We discussed Joelle Proust’s argument for a distinction between attributive 

meta representation and evaluative metacognitive monitoring (i.e. procedural). 

Here, we first touch upon the theoretical suggestions about the roles of this explicit 

monitoring for social functions before discussing its associated mental abilities.  

 

Social function of explicit metacognition. 

Social learning suggests that while evolving in social groups, humans developed the 

ability to learn from other agents by identifying the reliability of their behaviour or 

views. An experiment demonstrated the heuristic association of others’ slow 

response with a low reliability of their response (Patel et al., 2012). Language has 
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unquestionably evolved as an advantageous vector of information exchange. In 

parallel to this evolution, it was suggested that the metacognitive ability to 

communicate levels of confidence might similarly result from cultural evolution 

(Heyes et al., 2020). In other words, explicit levels of confidence can therefore be 

seen as a between-agents currency of evidence reliability, similar in nature to the 

previously discussed Bayes-like between-cognitive domains computation of the 

GWS. Communicating levels of confidence in one’s beliefs or behaviour was indeed 

demonstrated to often contribute to improved quality of group decisions and 

collaboration (Bahrami et al., 2010, 2012; Hertz et al., 2017). Furthermore, the 

demonstration that one’s confidence levels recalibrate itself depending on the social 

environment to improve group decision is strong evidence in support of this 

hypothesis (Hertz et al, 2017).  

 

Another parallel suggestion of the role of explicit self-monitoring is that by being 

aware of one’s beliefs, desires and actions, one can build a coherent narrative and 

behaviour such as by efficiently planning, executing, evaluating or cooperating. 

Such intellectual and practical insight is argued to be a central building block for 

rational and social agency by providing an individual with the inner coherence 

necessary for fruitful coordination and social interaction (Greco, 2019). We 

previously used the analogy of metacognition acting as a thermostat to provide the 

agent with conscious awareness in order to ensure reliable and coherent beliefs and 

behaviours. Building on this analogy, it could therefore be argued that the resulting 

self-awareness could have been cultivated over generations by tasks requiring a high 

level of autonomy and foresight as when becoming part of a functional and thriving 

social group. But whether metacognitive insight provided agents with the ability to 

collaborate fruitfully or whether these social interactions did tune these self-

monitoring and controlling abilities is still to this day unanswered. One thing for sure 

is that in this fast-paced interconnected world with ever growing quantity and 

complexity of opportunities and social interactions challenges our metacognitive 

abilities (see part 3.3 for metacognitive training and extensions). 
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Metacognition and theory of mind  

To best understand the workings of metacognition as providing self-awareness, 

theories about its origin thrive to identify the tasks and metal capacities with which 

it can be associated. As a converging hypothesis, explicit metacognition and Theory 

of Mind (ToM), or the ability to dissociate one’s own mental states from those of 

others, are often suggested to share common origins (Frith, 2012). Timmermans 

goes in depth to suggest that in order to know how to deal with other minds 

efficiently, we also need to know how to deal with our own (Timmermans et al., 

2012). In his argument, the author suggests that self-awareness should naturally 

emerge together with social skills as one of 3 inference loops (see part 2.1.3 

procedural metacognition levels): as an interaction between the abilities to monitor 

and regulate one’s own states altogether (inner loop) and together with the outside 

world (perception-action loop), the ability to monitor one’s mind in relation to 

others’ minds could have emerge as a functional set of skills. But what would the 

implications of having both functions being interdependent? Does that mean that 

animals who are not social or able to differentiate their mind from others cannot 

have self-awareness? And if an agent loses the ability of self-awareness does that 

make her lose the ability to conceive that others have minds of their own? In other 

words, what are the evolutionary, developmental and clinical implications of such 

suggestions? By dissociating the philosophical notions of self attributivism from the 

notion of self-monitoring, Joelle Proust provided a solid philosophical distinction 

between both concepts (Proust, 2010). However, in empirical research, the 

similarities and distinctions between both mental capacities are still generating 

great debate. The empirical literature will respectively be discussed in the following 

parts about developmental (part 3.4), clinical (part 3.5) and animal studies (part 4.2) 

of metacognition. 
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2.3. Responsibility 
Sense of agency 

As for metacognitive monitoring, sense of agency provides agents with a subjective 

evaluation of their causality in the outcome of their action. Bigenwald and Chambon 

(2019) stress this subjective experience by differentiating the concepts of “having a 

choice” and “making a choice”: the first is to have the objective options available, 

the second is to have the subjective disposition and psychological ability to choose 

amongst these options. Sense of agency comes with a feeling of control over one’s 

behaviour and outcomes. The notion of agency mainly arises from the philosophy 

of free will where the debate aims at identifying whether a sense of agency reflects a 

real psychological ability to voluntarily decide or whether our biological brain 

determines our behaviour and the sense of agency only provides us with and 

advantageous illusion of selfhood to protect and integrate within a social group. The 

famous “choice blindness” paradigm however seem to suggest that sense of agency 

could be a construct to prevent cognitive dissonance: when presented with 2 

alternative, we might be very good at justifying why we believe we chose an option 

even if this latter was changed for the options we rejected without us knowing it (Hall 

et al., 2010; Nisbett et al., 1977). Even if we do not manage to track our own choices 

(choice blindness), we seem skilled at creating a narrative to justify how coherent 

these choices are with our self and beliefs, therefore rationalising our self-

evaluation. This research opens questions on the link between two facets of choice 

evaluation: How does our ability to track the choices we make inform the evaluation 

of our choices? And does more self-knowledge in turn improve an agent ability to 

track the choices she makes (i.e. reduce choice blindness)?  

 

Self-knowledge and self-control 

In his study of free will, Frankfurt defines a hierarchy of desires: first order desires 

are about objects in the world such as wanting to eat the marshmallow, and second 

(or higher) order desires which are desires about first order desires such as wanting 

to patiently wait without eating the marshmallow. With this concept, Frankfurt 

argues that conflicts between orders of desires can make us “choose what we do not 

want and want what we do not choose”. This distinction according to Frankfurt 
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defines different levels of self-control and can account for certain impulsive or 

addictive behaviours (Frankfurt, 1971). While for instance Ulysses famously tied 

himself to the mast of his ship to prevent himself from being attracted by the sirens’ 

songs, to our day many alternatives can help us stay on track with our higher-order 

desires such as by restricting app usage, or placing a financial bets online for or 

against our own behaviours. Building on our metacognitive thermostat analogy 

where consciousness and reasoning can be recruited to make a challenging 

decision, on a longer timescale, this analogy can be extended as by monitoring the 

reliability of one’s higher-order desires and accordingly  recruiting strategies to 

nudge oneself to align our choices with our actual higher-order preferences. On 

different scales, metacognitive monitoring can therefore be suggested as a trigger to 

recruit the mental capacities for the agent to fairly consider all her options in light of 

her higher-order preferences and beyond first order impulses, giving her a better 

chance to “make a choice”. More empirical research on the role of metacognitive 

insight in regulating impulsive behaviour or choosing according to one’s higher-

order preferences could bring light into this complex metacognitive function. 

 

 

Legal justice and self-awareness 

Legal justice defines responsibility by the concepts of actus reus and mens rea: “To 

be criminally liable, one must (1) consciously will to x; (2) know that x is wrong; and 

(3) do x” (Bigenwald & Chambon, 2019). Both the ability to be aware of one’s higher 

order desires and to evaluate one’s actions are therefore required to be considered 

as a rational agent who is responsible for her own doings. Once one is found to have 

committed a crime, the court jury can assess how guilty the agent was based on his 

mens rea. In this exercise, it was demonstrated that members of a jury often rely on 

the expression of remorse by the criminal. Bennett (2016) defines “Remorse 

concerns the person’s assessment of their own performance, achievements or 

standing in some direction or other” and goes to discuss its role in learning from 

one’s experience such as with the illustration by the novel Crime and Punishment 

(Dostoyevsky, 1866) where the main character Rodion, although not imprisoned for 

his double murder, ends up losing his mind to moral disgust and paranoia due to his 



 

 
 

40 

wrong doings. In other words, the feeling of remorse is commonly assumed to act as 

a window into someone’s true higher order desires and intentions, and is therefore 

taken into account when incriminating an individual as potential for self-correction. 

 

We have therefore discussed that the law sees as responsible people with the abilities 

to act according to their morals or at least indulge into feelings or wrongdoing 

otherwise. But if these criteria for self-evaluation and self-control are really central 

to the legal concept of responsibilities, are there people or circumstances in which 

these mental abilities cannot apply that exempts one from responsibility? Indeed the 

law accounts for non-adult individuals in which this metacognitive-like awareness 

is not considered mature enough to be responsible for criminal acts (Carroll, 2016). 

Psychopathologies such as schizophrenia where one’s ability to distinguish reality 

from hallucinations are also exempt from legal responsibility (Bo et al., 2015; Van 

Der Plas et al., 2019), and with an aging population where autonomy or dementia 

can be a daily challenge, the question of responsibility also arises (Fleming, 2021). 

On the contrary, our highly complex social construct also attributes higher levels of 

responsibility to individuals with specific social status (political, military, medical, 

entrepreneurial, familial…) independently from the individuals’ mental abilities for 

actual responsibility as defined by the law. 

 

Besides these subjective limits in mental abilities, could there be some situations 

where one could find her self-awareness and self-control challenged to alleviate 

responsibility? Research in neuroscience and economics could inform the law to 

best evaluate subjective abilities to “make a choice” in a given situation (Bigenwald 

& Chambon, 2019). Several studies tend to demonstrate the limits of mental 

capacities to act rationally and according to one’s higher-order preferences in 

complex environments. Two of those instances can be the reduced sense of agency 

(ability to feel in control of one’s action) when part of a large social group (Beyer et 

al., 2018), or the discounting of moral values in large and complex markets (Falk & 

Szech, 2013). Both the ability to remain aware and truthful to one’s higher-order 

preferences therefore appears challenged in complex social environments which we 

face in everyday life. The study of metacognitive insight in such moral decisions 
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could provide a better understanding of the working of human rationality and 

responsibility in the real world. Furthermore, while in ethics, the debate of moral 

enhancement discusses biological enhancers for moral behaviour in people or 

challenging situations, scientific studies on the psychological working of 

metacognition in higher order preference and complex environments could provide 

a powerful cognitive lever for rational and moral behaviour in our fast evolving 

world.  

 

Self-regulating social groups 

Promoting such reliability monitoring within a social group can optimise its 

efficiency. While we previously discussed how genuine self-monitoring improved 

coherence within an individual and collaboration between agents, some social 

organisations actively foster these self-regulatory mechanisms within their 

organisation to further boost their efficiency. In science for instance, the replication 

crisis for instance raising a red flag on the reliability of overall scientific method 

resulted to the creation of an active self-regulatory procedure with the 

popularisation of sharing early hypotheses and data across laboratories (Woelfle et 

al., 2011). Similarly, in the context of law, the reliability of witnesses reports is known 

to often be biased and the emergence of the field of Neurolaw aims at finding ways 

to optimise the reliability of such collaborative efforts to accurately incriminate 

criminals (Bigenwald & Chambon, 2019). By developing self-monitoring abilities of 

pupils at school, we will also later discuss how such metacognitive enhancement can 

favour individuals and their societies at large (c.f. part 3.5). Beyond the agents 

genuine metacognitive self-monitoring, efforts to create systems in which groups 

can self-monitor  appears as an advantageous endeavour.  
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2.4. Non-human intelligence 
Who self-monitors? 

To disentangle the multi-dimensional metacognitive landscape as an organised 

network of higher-order cognitive functions, empirical studies test its function in 

different tasks and individuals (e.g. age (c.f. part 3.3.2) and clinical spectrum (c.f. part 

3.3.3), but also across species (c.f. part 3.3.1). In parallel of the actual findings on the 

workings of metacognition, the question of its ethical implication emerges. Indeed, 

the early concepts of metacognition relying heavily on epistemic feelings (Fok, 

ToT…) seriously questioned the independence of uncertainty and self-monitoring. 

The question of whether animals like rats who could opt out of uncertain situations 

therefore opened the question of whether such species also had anything close to 

self-awareness. In parallel, the question of whether uncertainty monitoring and 

consciousness are linked together raises tremendously heavy ethical question. 

Indeed, animal rights heavily reside on the assumption that non-human species do 

not have consciousness or a concept of self which could provide them with human 

like physical and mental suffering. The ongoing research on the emergence of higher 

order cognitive processes such as metacognition in non-human animals therefore 

bears important ethical implications on our relationships to other living species. As 

previously discussed in the section on metacognition and legal responsibility, the 

ability to self-monitor in other species could provide then with tailored 

consideration and rights. 

 

Who should self-monitor? 

Providing self-monitoring and metacognitive traits to artificial agents could be 

advantageous for their interaction amongst themselves and with humans. Indeed 

for instance, self-driving cars communicating an uncertain obstacle to their driver 

or to each other could, as humans, slow down and recruit the necessary resources to 

achieve a reliable - or here safe -outcome. Nonetheless, in parallel to the previous 

discussion of the entanglement of non-human metacognition and rights, providing 

metacognitive traits to artificial agents could bear similar ethical implications. 

Together with uncovering the link between metacognitive and other higher-order 
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cognitive functions in intelligent agents, the question of etherical consideration for 

these near human features therefore emerges. 

 

2.5. Intermediary conclusion 
In this part we have discussed the theories linking metacognition and inference, 

defined a metacognitive landscape where monitoring signals grow more complex 

together with cognitive and executive functions, discussed the social origins of self-

regulation and implication towards legal responsibility and finally touched upon the 

ethical implication of this research beyond humans. From the mention of the role of 

the brain in learning to optimise fit between the agent and the environment, we have 

suggested and build upon the idea of procedural metacognition whereby 

metacognitive signals have a role, beyond the adjustment of learning, at correcting 

and adjusting behaviour to ensure this fit between the agent and both natural and 

social environments. Building on the metacognitive landscape (Fleming et al., 2012), 

we suggest that interdisciplinary research should aim at further defining the 

boundaries of and conncetions between these dimentions in order to get a full 

picture of the computation and function of metacognitive signals. Overall, we 

summarise these various ares of research as defining metacogniton similarly to a 

thermostat for reliability. We illustrate this analogy in Fig. 3 where a simple binary 

thermostat tunes its control (Go- No-Go) depending on the monitored difference 

between the entropy of the observed system (entropy(eau)=1)  and of its expected 

level of entropy (entropy(ice)=0). Similarly, looping back to our opening example of 

Truman as rational agent, we can illustrate his control over preserving his goal to 

escape the TV set instead of reverting back to the intuitive belief that this is the real 

word by comparing the reliability of the negative feedback he recieves to the 

expected level of reliability he expects from his beliefs (reliability(movie set=55%). 

In other word, this analogy suggests that metacognition adjusts the relibility of the 

deicison making itself by investing in proportional effective control such as by  

inhibiting impulse, switching trategy or coorecting decisions. By simplifying the 

definition of rational agents to monitoring the gap between expected and observed 

(cogntivie and behavioural) reliability and in turn tuning effective control to ensure 

that behaviours follows through coherently (in spite of some accounted radomness 
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in the world), we turn to the research in cognitive neuroscience to review the 

ongoing research and discuss its contribution to the present definiton of human 

metacognion as obtained from philosophy.  

 
Figure 3: Analogy of metacognition as a thermostat for reliability. a. a simple 

binary thermostat of entropy: monitors the difference between its expected entropy 

(G=entropy(ice)=0) and its perceived entropy (P=entropy(water=1). The monitoring 

signal causes the thermostat to invest energy into control to adjust the system below 

to match align with expected level of entropy. b. rational agent as a reliability 

thermostat: the agent perceive his world as a TV set and decides to act upon this 

belief but received negative feedback. While a simple binary model would update 

the agent’s goal, the rational agent takes into account the expected reliability of his 

action’s outcome to inhibit accordingly the intuitive reversal of intention to remain 

in the present environment 
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3. Cognitive neuroscience of metacognition 
 

Operationalising the concepts of self-knowledge and reflection from their 

philosophical concepts into pragmatic methods and measures is an ongoing 

challenge. By testing these concepts on participants, empirical practices aim at 

shaping the multi-dimensional metacognitive landscape to refine it into a functional 

picture that can predict its successes and failures. The field of psychoanalysis 

developed by Sigmond Freud can be seen as the first set of methods for self-

reflection. However the subjective narrative on which the method relies does not 

come with the required replicability and objectivity of modern science. The study of 

metamemory provided standard scales of evaluative judgments  (feeling of knowing, 

tip of tongue…) to be tested on controllable set of material. However, the field of 

psychometrics providing frameworks to study the formation of subjective 

representations has shown powerful to identify the fundamental building blocks of 

confidence judgments. By providing cognitive representation tightly controlled by 

perceptual representation enabled to compare subjectively evaluated accuracy with 

its objective accuracy. However, defining a paradigm which will enable to study the 

formation of confidence levels in more realistic settings remains a central challenge 

in the field. In the remaining of this article, we refer to the study of metacognition as 

the study of confidence judgment in simple decision making tasks as it represents 

the majority of the ongoing research. Before doing so, we wish to stress the recent 

collaborative effort of researchers in the field of perceptual metacognition to agree 

on central questions to address in priority (Rahnev et al., 2021). Amongst these 

priorities are flagged the questions of: extending our metacognitive computation in 

simple perceptual tasks to more complex and ecologic decisions (c.f. part 3.1); the 

identification of the factors shaping metacognitive ability at the individual level (c.f. 

part 3.3); and the role of these metacognitive monitoring in conscious perception 

and behaviours (c.f. part 3.2). 
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3.1. Computation of confidence  

We discussed the theoretical work that paints metacognition as a thermostat 

monitoring the reliability of cognitive processes to subsequently adjust behaviour 

and effort. Focusing on this full loop form monitor to control, we here discuss this 

first side of the coin by highlighting how confidence measures behavioural reliability 

as objective accuracy and beyond. We present the empirical work that investigates 

the foundations of our levels of confidence: how it tracks – or not – the reliability of 

our decisions. We start by presenting measures of metacognitive ability that evaluate 

the link between subjective judgment and objective accuracy (part 3.1.1), we then 

present the cues on which confidence appear to rely to form these judgments (part 

3.1.2). We then open on broader models than the normative one (part 3.1.3) and 

review the literature on a pressing question: domain generality (part 3.1.4).  

 

3.1.1. Metacognitive accuracy 

Normative measures and models of metacognitive accuracy 

If an agent’s level of confidence in his choice appears to predict whether she will 

revise or invest in her choice, what shapes its truthfulness at capturing the decision’s 

reliability? Do confidence levels make an accurate evaluation of a choice’s reliability? 

How could our own brain capture subjectively such objective criteria? To test this 

question, defining a quantifiable measure of metacognitive accuracy as 

discriminating decision’s accuracy with higher levels of accuracy than inaccurate 

ones is necessary.  

To define such measure of the ability of metacognition to provide a subjective metric 

of objective decision reliability, psychometric has proven a fruitful framework by 

providing operationalizable tasks that relate objective signals with subjective 

precepts. In these tasks where participants are instructed to maximise accurate 

responses, an agent is said to be metacognitively accurate if she can distinguish her 

correct form incorrect decisions with respectively high and low levels of confidence. 

In other words, an agent has accurate metacognition if she can subjectively evaluate 

whether or not her own decision met the decision rule she intended to follow. To 

illustrate this relation between decision accuracy and confidence level, imagine you 

are foraging for mushrooms in the forest. An expert tells you that you will find two 
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types of mushrooms in the forest, both covered with black and white dots. He 

instructs you to pick the good ones which have a majority of white dots and to leave 

the bad ones which have a majority of black dots. Furthermore, having to collect a 

maximum of mushroom by night fall, you try to make these decisions within a 

couple of seconds for each mushroom. Here the decision rule you intend to follow 

is therefore to identify whether the mushroom presents a majority (i.e. criterion of 

>50%) of white dots or not. The first mushroom seems to present about 80% white 

dots, you take it, the second about 55% of white dots, you look once, then squint, 

and take it as well, and carry on at a steady pace. In such discrimination task, your 

confidence is expected to reflect your probability of being correct in your decision: 

and you should express higher confidence in having correctly taken the first 

mushroom than second, for which the evidence supporting its’s edibility was more 

conflicting.  

 

 
Figure 4: Pair of trials for perceptual task with confidence report. Each trial presents 

successively on a computer screen a fixation cross, a stimulus with a mixture of white 

and black dots, a two-alternative forced choice (2AFC) and a confidence scale such 

as from “guessed” to “certain correct”. Reports are made under time pressure and 

confidence levels are generally observed to relate to the amount of evidence 

supporting the decision: higher in trial 1 than trial 2. 

 

Relating to different assumptions about the workings of the metacognitive system 

(Fig. 4), different models were designed to capture and quantify metacognitive 

ability. We here present these models in two families as being or not strictly 

normative and discuss their limitations. First of all, parsimonious and strictly 

normative models capture metacognitive ability as the relation between confidence 

levels and decision accuracy. The recent collaborative effort in metacognitive 
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research compiled a rich data set (Rahnev et al., 2019) which confirmed this overall 

correlation between decision accuracy and confidence levels (Jin et al., 2021). These 

results therefore confirm that explicit levels of confidence provide participants with 

a subjective insight into the objective accuracy of their choices. This subject-to-

subject correlation between average confidence and overall accuracy therefore 

captures the quality of a participant’s insight, and thereby provides a metric to test 

the workings of confidence. However this most parsimonious model of confidence 

confounds key variables of the confidence computation that had to be captured and 

overcome (for review see Fleming & Lau, 2014). First of all, the development of 

second order signal detection theory (SDT2) enabled to distinguish two different 

metacognitive parameters: metacognitive sensitivity refers to the ability to 

distinguish with high and low confidence respectively accurate from inaccurate 

decisions; whereas metacognitive bias corresponds to the tendency to over or under 

estimate one’s performance. Secondly, the effects of behavioural performance (level 

1) on metacognitive sensitivity (level 2) were captured by new methods: adjusting 

participant performance technically (i.e. staircases) and normalising both measures 

together (i.e. M ratio). Nonetheless it is important to notice that the use of these 

artificial normalisations of performance were recently flagged to eventually distort 

the measurement of genuine metacognitive sensitivity (Guggenmos, 2021; Rahnev 

& Fleming, 2019).  

While a finer Bayesian measure was since developed to best capture metacognitive 

sensitivity (Fleming, 2017), it is important to notice the limitation of these measures. 

First of all, these normative measures assume a stable difficulty all along the 

experiment on which the participant anchors criterions for confidence monitoring. 

Secondly and most importantly, these measures of metacognitive sensitivity aim at 

capturing the participant ability to track subjectively the objective accuracy of her 

decisions, as defined by laboratory instructions. This assumption of a normative 

monitoring of accuracy was recently flagged for the interpretations it draws. As for 

other normative models of decision making such as expected utility, Shekhar & 

Rahnev (2020) addressed that systematic dissociations from the norms were not to 

be taken as “metacognitive inefficiencies” but should be accounted as contributors 

to the model of confidence computation above and beyond this norm of accuracy. 
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These broader models of metacognition will be discussed in part 3.1.3 after defining 

the candidate cues on which confidence relies to seemingly track objective accuracy 

in perceptual task. 

 In the following part (3.1.2), we therefore focus on an alternative methods of 

investigation of metacognition not relating confidence to objectively measured 

accuracy but to candidate cues on which cognition could base this computation in 

order to infer its own accuracy. Building on signal detection theory, we start with 

perceptual predictors of the stimuli that are local (single pathway models Fig. 5a,b) 

and then extend on perceptual predictors of the more complex dual pathway models 

(Fig. 5c,d, for reviews see (Fleming & Daw, 2017; Maniscalco & Lau, 2016). We then 

promptly present the cognitive predictors on which confidence levels appear to rely 

to predict decision accuracy.  

 

 
Figure 5: Normative models of perceptual confidence. These models (top part) 

illustrate candidate relation between decision accuracy and confidence levels 

(bottom part) and were adapted from Fleming & Daw, 2017 and Maniscalco & Lau, 

2016. Single pathway models (A-B) assume that metacognitive information is limited 

to or derived from cognitive information. Further than the cognitive noise (), the 

hierarchical model (B) provides a metacognitive read-out noise () that dissociates 

the quality of the decision (relating to variable  Xact) from confidence levels (resulting 

from Xconf). Dual pathway models account for metacognitive evidence to be acquired 
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independently from the cognitive evidence (either combining both (C) or simply 

correlating (D)) and accounting for other sources of evidence such as post-decision 

motor action. 

 

3.1.2. Predictors of confidence 

Input reliability in single pathway  

The normative model of metacognition in perceptual tasks is supported by the 

consistent findings that confidence levels can be predicted by the reliability of 

perceptual evidence. Throughout various studies, two central parameters of 

evidence reliability seem to predict how our subjective levels of confidence might 

capture the objective accuracy of our decision: evidence strength and noise. In our 

example above with the mushrooms identification, signal strength equates to the 

distance between the criterion (50%) and evidence for the mushroom to be either 

mainly white or black (e.g. 80% white). Signal noise instead could be represented by 

the accessibility of this evidence: if the dots are small, far or partly covered. Overall, 

it was observed that while both parameters inform subjective confidence about the 

decision reliability, noise appears to be a better predictor than strength (Boldt et al., 

2017; Spence et al., 2016). Furthermore, the relative contribution of both these cues 

was demonstrated to be subjective and maintained over time (De Gardelle & 

Mamassian, 2015; Navajas et al., 2017) but also to be encoded by distinct cerebral 

areas (Bang & Fleming, 2018). Therefore , as a subjective fingerprint, we observe that 

participants have their own sensitivity to different sources of stimulus reliability to 

monitor the accuracy of their choices. 

The sequential sampling models elegantly account for these parameters of input 

reliability while also providing a proxy for confidence level as the difference between 

the evidence accumulators of each item.  
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Figure 6: race-model of two competing items. For both accumulators A and B, 

evidence e is accumulated with a drift rate 𝜇 and a noise 𝜀 until the first one to reach 

the bound 𝜃  is to be chosen. Confidence is then estimated as the difference of 

evidence ∆𝑒  between both accumulators at the moment when bound is reached: 

response time RT. Evidence can continue to accumulate in dual pathway models (as 

in the post-decision model Fig 5c) and can provide additional evidence on which to 

build confidence level. This model also applying in value-based decision model 

(where evidence is retrieved for memory) can also account for a factor of attention 

𝛼that can modulate drift rate (equation 1). This attention boosting the evidence 

sampling is itself suggested to be driven by the value attributed to items. In turn, 

confidence level in a decision can influence the cognitive effort (e.g. attention or 

bound of required evidence) in order to adjust the performance to the context or 

goal.  

 

Equation of the cognitive evidence accumulation for one alternative option as 

modulated by attention: 

 𝑒!"# = 𝑒! + 𝛼 ∗ 𝜇 + 𝜀      (1) 

We can note that this equation also applies to value-based decisions where 

participants have a clear visual identification of the options but must sample from 

their memory the value they attribute to each option. For instance one might be 

presented with two ice creams (e.g. vanilla and chocolate) and gather how much one 

appreciates both flavors until one of both reach the sampling bound (Fig. 6) 
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Input reliability in dual pathway 

Different normative models have been proposed (Fig. 5) and while some seem more 

parsimonious than other, they predict different relation between confidence levels 

and evidence strength (e.g. Fig. 5: confidence variable dissociates from decision 

variable, Fleming & Daw, 2017). These predictors of confidence all together inform 

us about the computational nature of confidence levels. These predictors go beyond 

the previous “locus evidence”,  and suggest a dual pathway models where further 

sources of evidence can inform confidence levels in order to estimate objective 

accuracy. By proposing a partly independent access to evidence than the decision-

making system, these dual pathway models offer an explanation to a central 

question about metacognition: how can an agent both make a decision and also 

manage to know it is inaccurate? Besides the bridges between confidence levels and 

error detection, we present two candidate sources of evidence accumulation that 

could therefore explain how metacognition managed to evaluate the accuracy of a 

decision.  

First of all, the sensitivity of confidence levels to unconscious cues suggest that 

metacognition has an independent access to perceptual evidence from the decision-

making system (Charles et al., 2013; Kanai et al., 2010; Kunimoto et al., 2001; 

Meuwese et al., 2014; Rausch et al., 2018; Vlassova et al., 2014), a phenomenon that 

is also studied clinically as “blindsight” (Ko & Lau, 2012). It is interesting to notice 

that the early study of metacognition with Tip Of Tongue (ToT) phenomenon and 

Feeling of Knowing (FoK) was based on this concept that we could know whether 

some knowledge was present in our mind without having conscious access to it. (B. 

C. Smith, 2014). Functionally, this independent access of metacognition was 

demonstrated to enable agents to infer complex reward contingency from 

unconscious cues (Cortese et al., 2020).  

Secondly, the privileged access of metacognition to perceptual evidence also 

enables it to access evidence after the decision is made, and so in two manners: by 

sampling further from the environment, or by recalling evidence from memory 

(Moran et al., 2015; Navajas et al., 2016a). These “post-decision models” (Fig. 5c) are 
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central to understand the possible overlap between error detection and the 

computation of confidence levels. 

Whether this privilege of metacognition concerned perceptual evidence that is 

recalled, unconscious or even from other sources such as motor, these “dual 

pathway” models of metacognition suggest its reliance on working memory. We now 

discuss the cognitive predictors of confidence. 

 

Cognitive reliability 

By accounting for the independent sampling of the metacognitive system, the 

second order model enables to better explain the cues on which the brain may rely 

to estimate the probability of our choices to be correct. Amongst these markers of 

cognitive reliability, error detection signals such as Error Related Negativity (ERN 

that accounts for conflicting perceptual and motor evidence) or error positivity (Pe) 

are strong predictor of respectively probability of an error to occur and its explicit 

detection (Boldt & Yeung, 2015). Other cognitive markers that predict both accuracy 

and its detection include eye tracking such as gaze shift frequency (GSF) and 

attention attribution (Sepulveda et al., 2020). Lastly, and aligning with evidence 

strenght and attention attibution, the best know predictor of both confidence levels 

is response time that also tend to predict accuracy (Kiani et al., 2014; Patel et al., 

2012).  

While these markers of cognitive reliability both predict the probability to be correct 

and of high confidence, it is simportant to note that it does not necessarily suggest 

that metacognition tracks decision accuracy per say, but could instead appraise the 

reliability of cognitive processes themselves. While normative models provide useful 

assumptions to study the computation of confidence levels in spsychometrics-like 

tasks, the systematic presence of fators deviating from this model are useful cues to 

reveal the genuine workings and function of metacognition.  
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3.1.3. Beyond normative models 

A recent review has highlighted the need to account for the systematic predictors of 

confidence which are often considered as “metacognitive inefficiencies” since they 

detach confidence levels from the probability to choose correctly. Here we review 

some metacognitive theories that attempt to provide a functional explanation for 

these consistently observed phenomenon.  

 

3.1.3.1. Local heuristics of cost benefit 

We define local predictors of confidence (as opposed to global) as the factors relating 

exclusively to the trial at hand (Rouault et al., 2019).  As just reviewed, markers of 

cognitive reliability tend to cue confidence levels on the probability of the decision 

to be correct. However, a theory of “cognitive fluency” suggests that metacognition 

rather tracks the reliability of the decision-making process than the likelihood of 

success. Supporting this dissociation, the case of “metacognitive illusions” describes 

a phenomenon whereby the salience of evidence predicts response time and 

confidence levels while going against their probability of being correct (Koriat & 

Bjork, 2006; Rhodes & Castel, 2009). 

As will be reviewed in part 3.2, this theory of cognitive fluency monitoring can 

suggest that confidence levels serve to adjust the reliability of the local decision-

making process such as by correcting the made decision or supplying additional 

cognitive resources. However, further than simply adjusting the decision-making 

process in light of the single trial at hand, we now discuss possible theories for the 

tracking of decision reliability within a given context where learning can occur.  

 

3.1.3.2. Global monitoring 

Confidence levels reflect the reliability of the context in which decisions are made.  

 

Across trials consistency 

First, links between trials can be observed such as the called “confidence leak” where 

previous levels of confidence are observed to influence confidence in the present 

trial, independently from its accuracy (Rahnev et al., 2015; Rahnev & Denison, 2018). 

Another effect linking confidence to other trials is the observation that confidence 
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levels tend to be better predicted by the likelihood of choices to be repeated over 

time than their likelihood to be correct. This effect has inspired the Self-Consistency 

Theory of metacognition which suggests that this monitoring is mainly concerned 

with tracking the consistency of decisions rather than their accuracy (Koriat, 2012; 

Koriat et al., 2015; Koriat & Adiv, 2015). Initially, this theory attributs this effect to 

heuristic cues which are also shared with a group. However, confidence is also 

known to be more sensitive to evidence confirming one’s choice than going against 

it (Peters et al., 2017; Samaha & Denison, 2022). Therefore confidence can be seen 

not only as tracking consistency but also to preferably sample from the cues that 

trigger consistency, thereby nudging behaviour into consistency through 

overconfidence. This theory can therefore be linked to the concept of self-

determination which suggests a tendency of humans to be motivated by their own 

beliefs and behaviours in a positive feedback loop, independently from how they 

relate to the external world. The implication of building such confidence bias on 

behavioural flexibility and mental health will be discussed in part 2.3.3. 

 

Contextual consistency 

Secondly, beyond reflecting tendencies across trials, confidence levels are known to 

reflect the regularities of the decision-making context: either as metacognitive 

learning from local confidence in absence of feedback (Guggenmos et al., 2016; 

Rouault et al., 2019), or as part of Bayesian learning (Bang & Fleming, 2018; Desender 

et al., 2019). In the latter, confidence levels in previous decision a appeared to be 

better predictor of the global context’s outcome than of the local trial difficulty. In 

perceptual tasks, this global representation of the task’s reliability appeared as a 

useful signal to track the possibility of a change of context (Lee et al., 2021; Rouault 

et al., 2019). This evidence therefore suggests an ubiquitous role of monitoring 

signals in tracking the reliability of contexts  further than local accuracy. 

Furthermore, these models of confidence linking learning and metacognition algin 

with the opening part of the present review, shedding light on the workings of the 

brain’s central function (c.f. part 2.1.1.).  

We suggest that the study of value-based metacognition, from the economic side 

with learning about lotteries (rather than from preferential choices), provides a solid 
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framework to study the computation of confidence levels (Boldt et al., 2017; Hertz et 

al., 2018). As we are about to discuss (c.f. part 2.3), this tracking, not of the local 

probability of a decision to be correct, but of the reliability of a context or a lottery or 

item value is central to another type of behavioural flexibility: deciding how to 

decide, or meta-reasoning (Ackerman & Thompson, 2017; Boureau et al., 2015; 

Lieder et al., 2019).  

From this contextual learning, metacognition was demonstrated to improve its 

calibration and become more sensitive (Chen et al., 2019; Rademaker et al., 2012; 

Sherman et al., 2015). Additionally, higher levels of declarative knowledge are 

formed such as with more general estimate of self-efficacy. This metacognitive 

tuning matured through experience and feedback is believed to take place 

throughout childhood to adulthood and to then continue to be adjusted throughout 

the agent’s lifetime (Roebers, 2017). Therefore, there literature suggests a strong 

bidirectional influence of learning on confidence and confidence on learning.  
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Figure 7: The landscape of metacognitive signals between philosophy and 

cognitive neuroscience (adapted from Fleming et al., 2012) Building on the 

previously defined landscape, cognitive neuroscience adds additional 

metacognitive signals to the picture: error signals such as ERN and Pe which lead to 

automatic adjustment of the decision process. Post-error slowing down enable to 

adjust the speed accuracy criterion to optimise future decisions after an error. Global 

confidence is learned contextual reliability and enable rational flexibility of decision 

rule between contexts. Self-efficacy also informs the agent about reliability of her 

previous as learned through experience. While the causality between the executive 

function and the monitoring signals varies, different tasks associate various  

monitoring signal(s) with executive controls. 

 

3.1.4. Domain generality  

We discussed the various cues on which confidence levels are based to infer the 

reliability of decisions and provide a potential common currency to eventually guide 

executive control. A popular question in the field of metacognition being debated is 
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the question of domain generality: does a same computation evaluate all types of 

decisions or does that depend on the domain in which they are performed?  

While a large amount of research has aimed at investigating the possibility of a 

central monitoring system that could enable to use confidence as a common 

currency of reliability to trade between different types of evidence, decisions or 

beliefs, more recent literature points a finger at the common correlational approach 

which has limited explanatory power (Fleming, 2023). Indeed, as discussed in part 

2.3.2, the tuning of metacognition to different tasks and contexts throughout 

development could be seen as a likely advantage to make rational decisions (as 

defined in Fig. 3). A meta-analysis of the recent work on that end tends to support 

this view: while some significant similarities are found in metacognitive ability 

throughout perceptual tasks, the link between confidence and accuracy does not 

seem to be the carried to memory tasks within individuals (Rouault, McWilliams, et 

al., 2018). 

 

3.1.5. Intermediary conclusion. 

In light of our definition of metacognition as “a thermostat of reliability” as we 

suggested was given by philosophy (Fig. 3), the literature in cognitive neuroscience 

which focus on confidence levels informs us greatly about the computation of these 

monitoring signals. We note however that the present literature still presents an 

important gap between the tasks operationalised in the laboratory and presenting a 

functional role for behaviour (Fleming, 2023; Rahnev et al., 2021). We suggested that 

merging the research on confidence with the field of economics and value-based 

decisions could provide a useful bridge to resolve this gap in our metacigntiive 

landscape (Fig. 6). Furthermore, this litterature on the computation of monitoring 

signals tends to detach itself from the executive side of metacognition. To adress this 

other side of the thermostat, we now review the empirical litterature relating to the 

link between executive functions and metacognition. 
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3.2. Functions of confidence 

What could a robot or non-human animal gain with explicit procedural 

metacognition? While we discussed in length the models and contributors to the 

monitoring of such function, we now address the end of the tail, the other side of the 

coin: what executive controls can metacognition actually causally influence? Here 

we look at metacognition through the eye of executive control and discuss the 

various monitoring it relies on. Would computer that turns on its own fan to cool 

down its process and ease its processing be metacognitive? Does Truman (in The 

Truman Show, 1998) who makes up some plans to escape a world he believes to be 

staged present some metacognitive traits? Building on our metacognitive landscape 

as previously defined by philosophy and the science of metacognitive monitoring, 

we now aim at shredding the picture further by reviewing the empirical literature 

that actually closes the loop on procedural metacognition. We divide this part into 

four based on executive control. First we go over non-procedural report of 

uncertainty that have no effect beyond the decision. Secondly we present 

retrospective executive control that aim at adjusting at correcting a past decision. 

The last part concerns prospective executive functions that use contextual learning 

to either adjust a decision criterion, switch strategy even engage in sophisticated 

behaviour such as planning and using extended cognitive resources to meet one’s 

goal.  

 

3.2.1. Non-procedural monitoring 

Uncertainty monitoring can appear to be ubiquitous to any decisions regardless of 

its effect on behaviour or the agent who chooses. This monitoring can be 

communicated in various ways without appearing to affect behaviour, past or future 

decisions. In non-verbal animal literature, the ability to opt out of difficult decisions 

can be argued to be a sophisticated behaviour. However, as for conscious access 

itself, these decisions were suggested not to rely on explicit and conscious access but 

instead to rely on associative learning (Owen et al., 2006; J. D. Smith et al., 2012). By 

wagering on the decision such as by investing time by wating for a reward or instead 

spending time looking for more evidence before making the decision, simple 

behaviours can reflect the reliability of the decision. These behaviours where 
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demonstrated to rely also on evidence ambiguity further than on simple reward 

association, thereby appearing as a possible root of the subjective monitoring of 

one’s decision reliability (Kepecs et al., 2008). Other non-procedural monitoring 

signals can be found in explicit reports such as Tip-of-Tongue or Feeling-of-knowing 

which can serve to communicate likelihood of knowledge retrieval but do not guide 

learning like “Judgments of learning” would. Overall these non-procedural 

monitoring signals suggest that the metacognitive monitoring of decision reliability 

is ubiquitous and does not depend on the opportunity to correct or adjust one’s 

behaviour. 

 

3.2.2. Retrospective local corrections  

Retrospective monitoring signals (i.e. evaluating an already made decision) were 

suggested to predict change of mind. This corrective behaviour is largely observed 

in studies done under time pressure to ensure the presence of errors and provide 

ground for their detection. In such paradigms, participants are asked to report how 

confident they are that their decision maximises the decision rule: whether it be 

about the side towards which a Gabor patch seems to be rotated towards, or the 

snack for which they would be the most willing to pay. In such studies, confidence 

levels were found to predict change of mind (De Martino et al., 2013; Folke et al., 

2017). However, in a simple laboratory task where some trials’ confidence levels 

were boosted by evidence strength (while keeping performance equal), results failed 

to conclude on such a causal role of confidence on behavioural correction (Koizumi 

et al., 2015).  Furthermore, as will be discussed in part 3.3.3, the degree of control 

one possess upon her behaviour is not necessarily predicted by the ability to detect 

incorrect decisions.  

These results could suggest that metacognition is not cut out to track the optimality 

of a decision in the maximising sense intended by researchers in the laboratory. For 

instance, referring back to the Self-Consistency Theory which we introduced above 

(c.f. part 3.1.3.2.), confidence levels were suggested instead to rely on heuristic cues 

to track choices that are the most likely to be repeated without necessarily being the 

cause for this behavioural correction. In other words, certain cues could predict both 

choice consistency and confidence without them being causally linked. According 
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to this theory metacognition would thereby monitor (and inform the agent about) 

decision reliability in the sense that it would be most likely to be stable across time 

and agents, but being detached of the maximising behaviour assumed by our 

descriptive models.  

Together, these results on confidence could suggest that independently from the 

ability of metacognition to track the optimality of our behaviour, our executive 

system might not obey such normative models. Two conclusion can be drawn: First, 

there is a functional gap between metacognitive monitoring and control: while being 

possible catalysts of behavioural correction, monitoring signals might not be 

sufficient to initiate it. Secondly, metacognitive monitoring signals might not track 

rational norms of behaviour as maximising (or not) the decision rule. Instead 

monitoring signals could provide the agent with a more “bounded rational” 

evaluation on a rather continuous scale, differentiating various levels of sub-

optimality as requiring correction or not. In other words, metacognitive monitoring 

could help tune the amount of executive effort to be invested in order to keep 

behaviour at a desired degree of success: a kind of reliability thermostat (Fig. 3). If 

metacognition would therefore aim at ensuring a subjective notion of success rather 

than a normative one, one could expect a variation amongst contexts (e.g. value 

domain or task) and agents. In other words, metacognition could be studied not for 

its ability to accurately detect binary errors, but for the degree of success to which it 

is sensitive (i.e. the thermostat criterion). We suggest that, beyond psychometric 

tasks which are modelled on the binary notion of accuracy, developing economic 

tasks where items are encoded on continuous scales of subjective value could be a 

strong foundation to investigate such pragmatic function of procedural 

metacognition. In a nutshell, if monitoring signals serve for executive control, then 

rather than assuming a normative notion of accuracy, a more ecological notion that 

accounts for the cost of this output control should be established, therefore framing 

metacognitive monitoring at the centre of a bounded rational framework.  
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3.2.3. Prospective global regulations  

In this part, we present the multiple facets of metacognition as a thermostat of 

cognitive and behavioural reliability. Stepping beyond the normative models of 

metacognition as tracking the correctness of the past decisions, we review here the 

research investigating how monitoring signals tune de decision process in order to 

adjust the level of effort required to make reliable decisions.  

 

Prospective local 

At the local level, confidence levels in past decisions appear to regulate the decision-

making process of future decisions by optimizing the fit of the speed-accuracy 

criterion in accordance to the context difficulty. With dynamic decision models as 

presented above (e.g.  race model, Fig. 6) this adjustment can be modelled by 

increasing the decision bound (i.e. increase response time) in order to keep the 

desired level of performance. This criterion adjustment can also be seen to push 

participants to seek additional information or even to invest and pay for more 

information in order to reach their desired level of performance (Balsdon et al., 2020; 

Desender et al., 2018, 2019; Schulz et al., 2021). Even in isolated local decisions, 

empirical results therefore suggest that the decision-making process is adjusted to 

maintain a desired performance.  

The field of reasoning study the regulation of the decision making process within the 

decision process, before the decision is made. Similarly, feelings of rightness and 

intermediate levels of confidence were suggested to redirect the decision towards 

the alternative option before the decision was made, often enabling the selection of 

the optimal option against the initial intuitive option with lower value (Ackerman & 

Thompson, 2017).  

Therefore, either within a decision making process or between two successive local 

decisions, monitoring signals appear to adjust the cost of the decision (e.g. increase 

attention, seek more evidence…) in order to maintain performance. At the local 

level, metacognition can therefore be seen as a reliability thermostat by adjusting 

level of effort to the difference between desired performance and predicted 

performance.  
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Prospective Global 

We discussed before (c.f. Part 3.1.3.3) that metacognition seems to ubiquitously  

upcoming decisions. We then just reviewed how confidence appears to adjust the 

dynamic decision-making process to ensure a certain degree of reliability 

(probability correct) relative to effort attributed in a bounded rational framework. 

At the global level,  

 

We previously discussed (c.f. Part 3.1.3.3) how confidence levels are linked to 

learning by predicting the reliability of a decision in a given context. Reciprocally, 

confidence levels have also been demonstrated to tune the learning process by 

weighting the update from local feedback or confidence with their expected 

probability to occur (Guggenmos et al., 2016; Salem-garcia et al., 2021). A 

neurofeedback study also demonstrated participants’s ability to accurately predict 

their accuracy with their sconfidence levels and learn to imporove their performance 

in a 2AFC task where the stimuli actualy were subliminal (Cortese et al., 2020). In 

other words, the learning is adjusted by accounting for expected contextual 

reliability.  

When contexts are volatiles, this tracking of global reliability was suggested to serve 

the pargmatic function of fitting the switch from one strategy to another in order to 

ensure that decisions meet the agent’s goal (Boureau et al., 2015). Indeed, in such 

new contexts come the dilemma of efficiently switching from explore to exploit: 

when the agent notices that the actual output from local deicsions does not match 

expected output from the strategy in the context, while accountng for the relability 

of the strategy, then the context must have changed. In Truman’s example, 

neigboors are expected to go about their days freely and stochiastically (expected 

low reliability) but when he notices that they are going around the block on a loop 

(observed high reliability) then he concludes not to be in the real workd but on a TV 

set, and switches from the strategy of exploiting the environment to exploring 

beyond known teritories. However the literature is split whether this task of “ 

deciding how to decide” (F. Becker & Lieder, 2021; Boureau et al., 2015) since some 

researchers conclude that this higher-order decision does not require metacognitive 

monitoring to be explained (Erev & Barron, 2005; Lieder & Griffiths, 2017).  
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When facing new or conter-intuitive contexts, the habitual trategy can dissociate 

from the goal-directed one. In that case, the agent ought to fit the flexibility criterion 

between exploting and exploring both strategies. When this adjustment is done 

within the decision process (before the decision is made), continuous monitoring of 

the prospective decision can cue the agent about the sub-optimality of the fast and 

automatic response and provide the oportunity to overcome this heuristic by 

switching  to the goal-directed strategy instead. While reasoning requires an analytic 

process to select the correct decision, meta-reasoning relies upon aquired 

knowledge (e.g. about the reliability of strategies, self efficacy) and relies heavily on 

working memory and attentive awareness (Ackerman & Thompson, 2017). In orther 

words, as suggested by theories of metaocognitive development, meta-reasoning 

supports rational behaviour by overwriting heuritsics to follow one’s goal. This 

process relies on the metacognitive ability to monitor sub-optimal decision-making 

and use metacognitive knowledge to catalyse this goal-directed behaviour. Since 

metacognition can be trained (c.f. part 3.3.3.), goal directed behaviour was suggested 

to be trainable together with metacognition (Lieder et al., 2018; Lieder & Griffiths, 

2017). Thereby, in education and in the professional environment, metacogntion 

was suggested to predict the ability to addapt efficiently to new environment by 

learning and adjusting behaviour faster (Fleming, 2021). 

Beyond the ability to overwrite heuristic decisions can rely on perspective taking and 

overcoming temporal of social discounting. In these difficult decisions, 

metacognition was also demonstrated to predict the ability to predict sophisticated 

behaviour: the present shredding of future option to nudge goal directed behaviour 

and prevent heuristic decisions (Soutschek et al., 2021).  

 

All together the literature linking metacognitive monitoring and control suggests a 

tight overlap with the learning mechanism which together tune (as a thermostat) the 

cost one ought to invest in the decision process in order to thrive towards one’s goal. 

In a nutshell, these results suggest that some of the limitations encountered in the 

research on confidence levels in psychometric tasks (c.f. part 3.1, 3.2) could be best 

answered by reframing this research in value-based (economics and learning) and 
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reasoning tasks. In the following part, we discuss in more details how the evolution 

of metacognition appear to go hand in hand with higher levels of agency (c.f. part 

3.3.1.), and how learning and education are critical for metacognitive training in 

human development (c.f. part 3.3.2.). Lastly, we discuss the link between 

metacognitive deficiencies and psychopathologies (c.f. part 3.3.2.). 

 

3.3. Subjective Factors of metacognitive ability 

 

3.3.1. Evolution of metacognition 

Rather than an open review of the literature on non-human animal metacognition 

(c.f. part 2.4.) that often aims at testing the neurobiology of implicit monitoring 

signals, we suggest reframing the present question in a functional theory. Aligning 

with the view of the brain’s role in learning to adjusting the fit of the agent with the 

environment (c.f. part 2.1.), a recent book by Tomasello (2022) develops a theory of 

evolution as providing increasing levels of agency. The author suggests that by 

developing increasingly advanced models of the natural environment, animal 

species have learned to optimise their behaviour to navigate efficiently and even 

rationally while following their own goals. By developing social skills and conceptual 

language humans have then developed advanced models of a social environment 

comporting social norms detached from the natural environment. These increasing 

levels of agency are seen as degrees of freedom for the species to flexibly adapt to 

new challenging environments. More specifically, the author categorises 4 levels of 

agency, the latter being unique to humans with conceptual language defining an 

intricate collective environment relying on social norms. Arguably, the social role of 

explicit levels of confidence evolved as supporting this fourth level of agency (c.f. 

part 2.2.). is central to the notion of legal responsibility (c.f. part 2.3.). 

 We suggest that this functional framework could be most appropriate to develop an 

evolutionary model of procedural metacognition. Indeed, bridging theories of 

metacognition relating to both learning (c.f. part 2.1.) and goal-directed behaviour 

(c.f. part 3.2.3), the metacognitive landscape (Fig. 7) could best be structured by 

linking different cognitive processes to monitoring signals and executive function, 

pruning our model to provide new empirical hypothesis to be tested together with a 
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pragmatic and unified theory of the brain and metacognition as a reliability 

thermostat for agency.  

 

3.3.2. Development of metacognition and metacognitive enhancement 

The development of metacognition, with the tuning of monitoring signals to provide  

responsible autonomy, takes place from childhood to adulthood and continues to 

evolve all along adult life. It is suggested that this ability to self-evaluate comes from 

education and the providing of feedback from parents revealing cultural differences 

(Roebers, 2017; Weil et al., 2013). Since metacognition is described as a predictor of 

ability to learn and be successful professionally, it was suggested the school 

curriculum should emphasis the development of auto evaluation and its tuning 

(Fleming, 2021; Gilbert et al., 2019).  

We suggest that the development of advanced abilities at critical analysis and self-

evaluation could be key to developing subjective value and beliefs partly 

independently from social trends and norms. We suggest that such heightened 

levels of self-regulation could catalyse the emergence of a sense of personal identity 

in young adults. Supporting a high level of autonomy, as an additional level of 

agency, we suggest a possible additional level of agency as relying on this advanced 

metacognitive skill which be entitled maverick as reference to our opening example 

of Truman (Fig 8). While a study demonstrated that extreme political views are often 

accompanied by low metacognitive ability (Rollwage et al., 2018), research 

investigating the training of metacognitive ability could certainly support the 

development of well-rounded and autonomous agents (F. Becker & Lieder, 2021; 

Carpenter et al., 2019). 
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Figure 8: Thermostats for agency: the computation and function of metacognitive 

monitoring signals. Adaptation of the metacognitive landscape (Fig 7) and 

metacognitive thermostat (Fig 3) into a linear model whereby levels of agency of an 

agent (grey) rely on executive functions which rely on monitoring signals, enabling 

the agent to perform in various decision-making tasks. By refining the definition of, 

and connection between the above elements, research could provide an integrated 

theory of procedural metacognition and propose new hypotheses for its 

computation and function.  

 

3.3.3. Psychopathologies and metacognitive therapies  

Recent research has suggested a link between metacognitive bias and psychological 

disorders such as anxiety, social withdrawal and obsessive compulsive disorders 

(OCD) (Rouault, Seow, et al., 2018; Seow et al., 2021). While metacognitive ability to 

distinguish correct from incorrect decisions does not seem significantly involved, 

this global trait could be linked to a deciciency in metagovnitive development and 

calibration. Furthermore, since self-efficacy is seen as an important factor for 

monitoring signals to recruit metaocgnitive control (Ackerman & Thompson, 2017), 

and that under-confidence is linked to self-efficacy, these results suggest that the 

recalibraion of monitoring signals could contribute to reabilitating these 

populations. Clinicians have also attempted to incorporate metacogniion into a 
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therapeutical method by harnessing its potential fir self awarness (Lysaker et al., 

2018). 

 

4- General Conclusion 

Throughout philosophy and cognitive neuroscience, the term of “metacognition” is 

used as an umbrella term to investigate various mental processes and behaviours. 

Here we presented a landscape for procedural metacognition as defined by both 

fields. Mainly, we aim at positioning different types of metacognitive monitoring as 

serving different levels of executive control, thereby painting metacognition as a 

thermostat for bounded rationality. We suggest that this monitoring of reliability 

relies on an integration of various elements such as globally the reliability of the 

decision rule in fulfilling the goal; and locally of the decision to fulfil the decision rule 

(i.e. coherence in normative terms). We present empirical evidence supporting the 

computation of confidence levels and their effect on behaviour and discuss how 

reframing the research on metacognition with value-based tasks could help 

establish an integrated model for human agency. 
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Bridge:  

From landscape to learning. 

This thesis argues for the role of subjective value in providing a comprehensive 

picture of procedural metacognition as a thermostat for decision coherence. By 

developing the models of both the function and the computation of metacognitive 

monitoring signals, we suggest that subjective value is essential to close the loop and 

provide a comprehensive understanding of metacognition. The first half of the thesis 

presents a conceptual framework for the function of metacognitive monitoring 

signals.  

 

Chapter 2 aimed at defining the concept of procedural metacognition across the 

fields of philosophy and cognitive neuroscience. Following the first chapter which 

offered a functional introduction of metacognition, this second chapter aimed at 

deepening this definition of procedural metacognition through both fields. More 

specifically, trying to detach from the traditional approach in cognitive neuroscience 

which defines metacognitive monitoring mainly by the computation of its signals 

based on their input, here, we used a multi-disciplinary approach to turn around the 

research perspective and looked at how these monitoring signals might serve 

different metacognitive functions.   

First, relying on philosophical literature, we defined some of the unique controls and 

abilities that metacognition might bring to healthy human adults to function 

coherently both with themselves and with a society. We reviewed a three 

dimensional landscape where metacognitive monitoring signals are shaped by the 

(1) control function they serve together with the (2) representational and (3) 

conscious levels they require the agent to perform in order to compute them.   

Secondly, we reduced the dimensionality of this space into a more linear one to 

discuss this procedural approach of metacognition in the cognitive-neuroscience 

literature. More specifically, looking at metacognition from both the computation of 

its input and its executive functions we reviewed the literature in the aim of sculpting 
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the boundaries of the different metacognitive signals in this multi-dimensional 

space. Thereby, in this chapter, we attempt at articulating the metacognitive space 

by defining both the function and computation of monitoring signals.  

 

From this functional map of procedural metacognition, two central questions can 

be noted: In contexts where no action is required and no executive control has to be 

exerted to regulate behaviour, then does metacognitive monitoring still serve any 

function at all? And if some metacognitive monitoring occurs for another purpose 

than behavioural control, then does value-base input still serve a central role 

towards this thermostat-like function? To answer both these questions, we propose 

in Chapter 3 a review of the literature on both perceptual and value-based 

metacognition in regards to their contribution to inference. We propose a Bayesian 

architecture for the inference process where metacognition appears as an 

advantageous add on to tune learning by accounting for different sources of 

evidence reliability. 
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Chapter 3 

 

Inferential Metacognition of 

Perceptual and Value-based 

Decisions. 
 

 

 

Lexicon: 
Global: relating to a stationary context’s causal structure which defines the local 

states. In a controlled laboratory setting, a causal structure can be represented  with 

autocorrelated trials  (e.g. 98% the salt is in more-dots shaker) or can be neutral with 

independent (and random) trials (e.g. 50% the more-dots shaker is on the right side). 

In value based tasks, payoff structures are the causal structures that define the 

outcome of each alternative item, in perceptual tasks, dispositional structures are 

the causal structures that define the state in which the alternative items present 

themselves. The uncertainty of a causal structure can be probabilistic as for a lottery. 

Local: relating to the present state of the world. Cognitive processes relating to local 

states are best studied in tasks with independent and randomised trials to cancel out 

global features of stationary contexts. In the world a local state is finite but can 

provide an uncertain signal due to its strength or noise. 

Policy: decision-rule based on one’s global belief e.g. the agents consistently choose 

more-dots shaker because she believes it to generally render the higher-value 
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outcome or she consistently chooses the item on the right because she believes that 

this is where the target item would generally be. Policies are learned as prior beliefs 

by sampling from or getting feedback from a stationary context. 

Goal: defines the currency to be valued and maximised when making a decision (e.g. 

accuracy, points, coins, welfare, salt…). 

Strategy: value-based policy which defines the target item as a result of associating 

one’s goal together with one’s prior belief about the context’s payoff structure (e.g. 

goal: value= salt; prior belief : salt = more dots ; strategy: more dots = target). 

Value-based decision (VD): the agent samples from her uncertain prior belief about 

the context payoff structure to define the item to be targeted as rending higher value. 

Preferential tasks use an array of familiar items (known payoff structure was  

previously learned) and combine them in independent and random pairs (no 

stationary context) to study economic decision-making. Reinforcement learning 

(RL) present few unknown items to study how participants adapt their strategy to 

stationary contexts with autocorrelated trials where they learn the payoff structures 

through choices and feedback. 

Perceptual decision (PD): the agent samples an uncertain perceptual signal from 

the local state of the world to identify the target item amongst two alternatives. PD 

generally present independent trials to cancel out the influence of a prior belief on 

the sampling from the local state. 

Hierarchical decision: decision where both the global payoff structure and the 

signal from the local state of the world are uncertain. A hierarchical decision 

combines a VD to define the target item and a PC to identify it in the local state of 

the world. 

Local confidence (C or LC): metacognition evaluates the reliability of a decision by 

sampling from its sources of evidence independently from the decision process. We 

argue that participants can distinguish two composite confidence levels in a 

hierarchical decision by monitoring independently the reliability of the chosen 

strategy (i.e. decision expected value sampled from learned prior) and of the 

perceptual identification (i.e. decision expected accuracy sampled from local 

perceptual evidence). Local confidence levels are best studied controlled laboratory 

setting with independent trials to cancel out global influences of a stationary context 
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(i.e. generally perceptual and preferential decision-making tasks). Confidence levels 

are conventionally explicitly reported by human decision makers before an eventual 

feedback would be provided. In a psychometric model with stable difficulty, 

confidence computation can be calculated from the posterior probability of a 

gaussian representation as the evidence beyond de decision criterion supporting the 

choice (e.g. difference in dot number or value).  

Global confidence (GC): metacognition evaluates the reliability of a stationary 

context by sampling from its various sources of input (e.g. reliability of reward or of 

perceptual evidence).  

Bayesian learning: the agent samples or acts in in the local world to infer its global 

causal structure as prior expectations. Feedback together with the prior expectation 

about a decision form the predicted error (correct or wrong decision) to update with 

a learning rate the prior in return. 
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1. Introduction 
How does insight help us to learn better? Imagine you are invited over for dinner and 

want to add some salt to your dish. You see two seemingly identical shakers on the 

table, except for the number of holes on their cap. You expect the policy to have the 

salt in the shaker with more holes; and therefore reach for shaker on the right side 

which appears to have more dots on top. After putting it back on the table, you 

studently have a doubt: “ Wait, did I take the shaker with the most dots? Thinking 

about it I am not sure anymore which shaker should contain the salt!” But why would 

you have such feelings of awkwardness or certainty now that you acted? And what 

should you do about such feelings of doubt or confidence?  

In this article, we see such ecological decisions as a hierarchical (here dual) decision 

process (Fig. 1, Sarafyazd & Jazayeri, 2019). First, in accordance with the global 

context, the agent defines the strategy to follow in order to reach her goal. This 

process defines the values of alternative actions and is therefore seen as the value-

based side of the choice (i.e. target the more-holes shaker). Second, at every local 

interaction with this context, the agent thrives at perceptually identifying the state 

of the environment to accordingly decide which item to choose (e.g. the right or left 

shaker). As with two sides of a coin, certainty in both these decisions will influence 

the behaviour: being sure of the policy, we might confidently pour more of the 

shaker’s content into our dish (i.e. invest in your choice) and by having no doubt in 

having picked our target shaker, we might do so quickly without looking or thinking 

twice. In other words, by tracking different sources of possible errors, confidence 

levels inform us about both the reliability of our local identification but also about 

the reliability of the overall context and therefore enable us to adjust our behaviour 

accordingly.  

 

Research in cognitive neuroscience currently aims at building a computational 

model of confidence levels which could contribute to the inferential framework. 

Whilst the most popular model of confidence relies on its a post-hoc correlation with 

the choices’ probability of being perceptually correct (Pouget et al., 2016), a recent 

review stressed the need to distinguish such descriptive measures from explanatory 

models of confidence (Shekhar & Rahnev, 2020). More precisely, the authors 
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discussed a list of known predictors of confidence levels, such as awareness or 

confidence in the previous trial, that systematically contribute to the computation 

of confidence levels independently from the decision-making input. In this same 

review, these parsimonious models deprived from such systematic contributors of 

confidence were flagged to be limited for the investigation of functional aspects of 

metacognition such as its domain generality. In empirical research, this debate on 

domain generality relies on using the same parsimonious metrics of confidence 

ability (probability of being correct) to infer whether the same monitoring system 

applies in various tasks. It is therefore flagged that the disagreeing results on this 

question could result from an incomplete picture of the metacognitive system and 

its computation. In other words, to understand whether metacognition has an 

ubiquitous access to decisions from different domains, the parsimonious model 

distinguishing accuracy from error might not take into account the overarching 

function of metacognition which this research essentially aims to capture. By 

highlighting the wide range of systematic contributors to confidence levels, the 

authors remind collaborators that each model should answer one question: when 

comparing whether a given parameter and condition affects the participants’ ability 

to know whether their perceptual decision is correct, using the same model is 

justified – but when asking whether a single metacognitive system should monitor 

different sources of evidence in a similar way, parsimonious models might, even if 

they bring a seemingly conclusive response, only answer part of the question. Here 

we suggest that by reframing metacognition in a functional framework of inferential 

learning and thereby by closing the loop between monitoring and control, we 

account for a more holistic picture of the workings of confidence and intrinsically 

reshape questions such as domain generality.  

 

 In this review, we first define the implications of looking at metacognition from the 

inferential learning framework and the possible contributions of such research to 

the field of confidence. We synthetise the key elements of inferential learning and 

relate  them to the metacognitive function to discuss the relevance of monitoring the 

reliability of these learning mechanisms. In a second part, we then discuss empirical 

research on metacognition by defining the contribution of local decision confidence 
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to the learning process. In parallel, we discuss how this contribution of 

metacognition to cognitive learning shapes in turn our view of the metacognitive 

system itself. Finally, we propose that metacognition embraces the learning 

machinery by embodying its structure and review the recent literature that 

demonstrates metacognitive learning at a global level. 

 

2. Inferential metacognition 
From its emergence in the field of education and memory, metacognitive functions 

for monitoring and controlling cognitive processes have been tightly linked to 

learning. Here we discuss the theoretical framework that links confidence to 

inference and their respective contributions to each other.   

 

2.1. A multi-dimensional monitoring 

To address the limits of the above described descriptive models of confidence, such 

as tracking the objective accuracy of trials, recent review have zoomed out to 

account for a broader mechanistic model of confidence computation. As a 

foundation in this enterprise, a review by Fleming and Daw (2017) discussed the 

empirical evidence for metacognitive monitoring to have its own access to inputs as 

a second order process rather than a mere extension of cognitive processes. In this 

review, the authors highlight that confidence levels appear to be systematically 

informed by partly independent streams of sensory input (e.g. unconscious 

evidence) while also having additional streams of input (e.g. motor evidence). The 

authors conclude that further than simply relying on perceptual evidence to 

evaluate the probability of choices to be objectively accurate, the metacognitive 

system is a second order system that uses its own sources of input to evaluate the 

reliability of a choice. Along these lines, a second review presented metacognitive 

monitoring as doing more than tracking “probability correct” by being multi-

dimensional. Using a linguistic task where participants had to associate meaning to 

foreign pairs of antonyms, A. Koriat (1976) demonstrated that high confidence was 

predicted by the popularity of the answers rather than their accuracy. Therefore, A. 

Koriat concluded that in such tasks where the notion of accuracy is unknown, both 

responses’ consensuallity and confidence appear to rely on similar cues. In his 
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review, A. Koriat (2015) then proposed that confidence, further than tracking 

objective accuracy relies on tasks specific cues which, as a decision rule, defines the 

evidence and representations on which the agent should rely to decide, and that this 

same decision rule is used at the monitoring level to evaluate one’s choice. The Self 

Consistency Model (SCM) proposed that confidence levels measure decisions’ 

reliability by quantifying the evidence for the choice given the task specific decision 

rule (e.g. linguistic symbolism as proxy of accuracy). In other words, it can be argued 

that instead of being an objective measure of decisions accuracy, SCM proposes a 

model where context, decision-making and monitoring can be connected by a 

decision rule which defines task relevant cues and is likely to be shared by 

individuals having a similar background experience. In this framework, the useful 

descriptive models of confidence as “probability correct” are therefore a special case 

of laboratory controlled perceptual tasks where the decision rule both relies on 

objective identification and is known by all participants. More recently, a review 

further supported this proposal of confidence levels as a measure of cognitive 

reliability by describing them as necessary for the Global Workspace theory 

describing the integration of different input to give rise to consciousness (Shea & 

Frith, 2019). In line with the above SCM, the present review on inferential 

metacognition reflects this pragmatic multi-dimensional structure where the 

individual tracks the reliability of his choices in respect of a context specific decision 

rule for the task at hand. As for these reviews which put into perspective the 

descriptive function of confidence and offer a richer and more accurate 

computational model of its workings, we address in this review how the framework 

of learning can contribute to our understanding of metacognition.  

 

2.2. The structure of cognitive inference 

Before reviewing the advantageous contribution of confidence to learning, we start 

by laying a broad canvas of the workings of learning. In cognitive science, a popular 

consensus sees the brain as a predictive machine (Hohwy, 2013). Often described by 

a Bayesian framework, these theories define how the biological brain, limited in its 

sampling and processing capacities, builds from local interactions with the world a 

global model of its hidden causal structure. In this framework, a passive agent can 



 

 
 

88 

therefore for instance expect to see a face as convex (i.e. global prior for a perceptual 

task) and be tricked by an illusion when presented a concave sculpture of a face (i.e. 

local state of the world). This predictive framework is advantageous as it describes 

that the observer only needs to update her global expectations when they are at odd 

with the local world. This prediction error (or discrepancy between the global 

expectation and local outcome of the choice) is then used by the system to learn and 

update the global model, to in turn better fit the outside world. This automatic and 

generally unconscious update was demonstrated to be shared across several species 

and encoded at the neural level by dopamine levels both predicting outcomes and 

updating expectations accordingly.  

 

By adding action as a  powerful inferential tool to test one’s causal model of the 

world, active inference describes how an agent also learns from the difference 

between the expected outcome of their actions and the actual local feedback they 

obtain. In this framework, the agent can therefore choose between options by 

comparing the expected outcome of different courses of action (i.e. value-based 

task). It was suggested that agents who take part in active inference only encode the 

causal links relevant to the agent’s actions and goals as pragmatic strategies (Purcell 

& Kiani, 2016). In other words, if an observer is given the ability to act in the world, 

it is suggested that she will learn to fit strategies to given context based on relevant 

hidden states instead of encoding an objective holistic representation of the entire 

environment. As a result of this pragmatic framework, relevant actions’ outcomes 

are typically evaluated for their utility in fulfilling the goal (i.e. value), and results a 

behavioural strategy. When studying confidence monitoring, all studies of 

metacognition are anchored in this framework where agents are required to 

compare and chose amongst options based on their expected value or accuracy. Also 

in line with Koriat’s SCM (Koriat & Adiv, 2015) where decisions and confidence levels 

rely on a common rule, here we review the literature that suggests that 

metacognition monitors the decision reliability based on both the value-based and 

perceptual aspects. Similarly, in this inferential framework, we assume that 

decisions are hierarchical by relying both on  perceptual evidence about the local 

state of the world and on internal evidence about the value of choice alternatives 
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(Sepulveda et al., 2020). The specific complementarity of these mechanisms, 

working as both sides of the decision-making coin, will be reviewed in more depth 

in part 2.1.  

 

2.3. Monitoring reliability of different sources 

We discussed the multi-dimensionality of both metacognition and learning, which 

are closely intertwined in their contribution to behaviour and in their computational 

features.  The obvious implication of metacognition in optimising learning is 

highlighted by the first publications in the field: they focussed on the educational 

setting and demonstrated the abilities of metacognition to both monitor and control 

knowledge. Besides this historical relevance of learning to metacognition, nowadays 

the popular theories describing the brain as a Bayesian predictive machine often 

discuss the role of metacognition as a central pilar of learning by advantageously 

monitoring the uncertainty in the system (Friston, 2011; Moulin & Souchay, 2015). 

As a measure of cognitive reliability, confidence can indeed be seen as an explicit 

monitoring of what predictive coding describes at implicit levels as the evidence’s 

precision (Hohwy, 2012). This measure of reliability is essential in the Bayesian 

framework to combine information and therefore update the learned expectation at 

the global level. For instance, if in a dark restaurant you are only 60% sure you have 

grabbed the more-dots shaker you will certainly learn less from the outcome (it 

containing salt or pepper) than if you had all the time and perceptual evidence you 

wished and were sure 100% of the shaker you grabbed. Monitoring the reliabilities 

of both our perceptual identification and our decision rule can therefore contribute 

to adjusting the update of our beliefs based on such local feedback. The level at 

which this reliability monitoring needs to be conscious or explicit to contribute to 

learning is still poorly understood. Nonetheless it is transparent that metacognitive 

monitoring contributes to learning by enabling a weighting and manipulation of 

competing alternative expectations or beliefs. In the following part we discuss 

empirical work that describes how both perceptual and value-based confidence (PC 

and VC) contribute to refining learning.  
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Figure 1: Complementarity of perceptual and value based decisions. In our 

example, the agent finds herself in a foreign country (context) in which she wishes 

to take some salt, contained in either of two shakers: the more- or the less-dots 

shaker. This global rule is learned through experience by the agent who retrieves her 

knowledge when performing a value-based decision (VD).  In the present state of the 

world, the shakers have equal chances to appear on either side of the table (flat 

prior), the agent samples local perceptual evidence to identify the target shaker as 

being on the left or right side (PD). The agent combines both complementary 

decisions to choose the valuable shaker.  

 

3. Local confidence and learning 

In this part, we review the evidence suggesting that confidence contributes to 

learning by refining the inference process and distinguishing between different 

sources of error.  

 

3.1. Complementarity monitoring of PC and VC 

Before discussing literature focussing on the role of confidence to the learning 

mechanism (2.2), we discuss how even in tasks with independent trials where no 

prior expectations is to be built, empirical evidence supports the role of confidence 

as belonging to a larger scale inference system.  

 

3.1.1. Cognitive models of PD and VD 

Just as black boxes, cognitive processes are best understood with clearly defined 

inputs and outputs. In the field of psychometrics, sequential sampling models (SSM) 

sheds light onto these cognitive processes: by assuming that the agent gradually 

accumulates evidence about the options up to a decision bound, these models 

capture various cognitive parameters (Ratcliff et al., 2016). Indeed, beyond input 
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parameters such as stimulus strength and noise, SSM fit for each participant (and 

decision) cognitive parameters such as the sensitivity of the subject to the evidence, 

her carefulness in choosing or how much delay she initially has in her decision 

process. These dynamic cognitive models were furthermore demonstrated to 

capture metacognitive factors that define confidence levels (De Martino et al., 2013).  

 

To study decisions relying on subjective preferences instead of perceptual evidence, 

the field of economics uses familiar items, such as snacks, as stimuli from which the 

value and the uncertainty in value can be elicited from participants. In this field of 

research, a preferential decision is qualified as rational or coherent if the agent 

chooses the item which she rated with the highest liking. The operationalisation of 

two alternative forced choices with measurable items’ values and uncertainties 

(relatable to evidence strength and noise in psychometrics) has enabled the 

application of SSM models to economic decisions. While being described by similar 

cognitive models, both PD and VD differ by the source of their input: anchored in 

perceptual evidence for PD and in memory and emotional cues in VD tasks (for 

reviews on studies of PD and VD see  (Dutilh & Rieskamp, 2016; Shadlen & Shohamy, 

2016; Summerfield & Tsetsos, 2012).  

 

In these preferential tasks, the decision rule is assumed to be stable together with 

the order of preference amongst all items during the experiment. This familiarity 

with items enable participants to retrieve from memory evidence in support of the 

decision rule for each item. This evidence accumulation process is therefore 

modelled similarly as in PD. In this review, we however will focus (from part 2.2) on 

dynamic setting with reinforcement learning (RL) tasks. In these tasks, instead of 

being presented with an extensive list of familiar items, participants are faced with a 

reduced list of items which value they must learn to maximize their reward by the 

end of the experiment. In both preferential and RL tasks, value evidence is therefore 

retrieved from global prior of expected value. On the contrary, in most PD tasks with 

independent and random trials where no prior expectation is to be built, the 

decision process is controlled to only essentially accumulate evidence from the local 

state of the world.  As illustrated in Fig. 2, both VC and PD can therefore be seen as 
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complementary parallel processes that accumulate evidence from global learned 

priors for VD and from local input from the world state for PD (assumed flat 

perceptual priors). In RL tasks, switch between contexts enable to study the 

participants sensitivity of these higher-order strategy decision by measuring the fit 

of their behaviour with the changes in reward contingencies in a similar manner as 

would be studied behavioural sensitivity to change in world state in PD tasks (Fig 1).  

 

Lastly, beyond borrowing a cognitive model to the field of psychometrics, the field 

of economics has itself developed SSM further to account for cognitive processes 

that are common to VD tasks. The Gaze-weighted Linear Accumulator Model 

(GLAM) takes in account the independent accumulation of evidence for both items 

based on the attention they receive by the participants, therefore accounting for the 

fact that the valuable (and often more salient) item is often most looked at and 

selected. A recent study by Sepulveda et. al. (2020) demonstrated that both PD and 

VD were best explained by attention-guided evidence accumulation. Therefore, at 

least for simplified tasks (Fig. 1 and 2), we assume that both PD and VD mechanisms 

are similar and parallel cognitive processes with complementary sources of input: 

based on the local state of the world for PD and based on globally memorised value 

for VD tasks. 

 

3.1.2. Monitoring reliability: PC and VC 

In both PD and VD, confidence levels reflect an array of cues relating to the 

decision’s reliability given the task’s goal. As a central pillar to the computation of 

confidence levels, both PC and VC levels reflect the decision’s difficulty as predicted 

by the stimuli. In PD, confidence reflects stimuli parameters such evidence strength 

(e.g. difference in dot number between both shakers) and noise (e.g. visibility or 

contrast of dots) (Bang & Fleming, 2018; Hebart et al., 2016). In VD, confidence levels 

also capture evidence strength as the difference in the items value (De Martino et al., 

2013; Koriat, 2013), but, unlike in PD, it is debated whether value uncertainty 

contributes to confidence judgments (Brus et al., 2021; Castanheira et al., 2021; 

Quandt et al., 2021).  
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Beyond these Bayesian parameters of the stimuli, confidence also monitors other 

cues of the decision reliability relating to the stimuli. While reports of confidence in 

both PD and VD ask participants about the relative optimality “did you chose the 

accurate/ preferred/best item?”, confidence reports also capture cues about the 

overall relevance of the decision to the decision rule. In tasks with changing goal, 

Sepulveda et. al. (2020) found that confidence increases with the average value of 

items (VD) or of dot number (PD) when asked to select respectively favourite item or 

more-dot stimuli. However, this correlation was found to be inverted for opposite 

goals: selecting least favourite item or less-dot stimulus. While this average 

magnitude (i.e. value in VD or dots in PD) of both items does not matter to make the 

decisions, at the metacognitive level, confidence did encode the average relevance 

of the items set to the task goal (see also Lebreton et al., 2019). Another non-

normative cues of confidence were found in a two armed bandit task where the 

variance an item’s value only predicted confidence if it could bring a suboptimal 

choice closer to optimality as to make it relevant to the task’ goal (Hertz et al., 2018). 

Other studies have also demonstrated that metacognition has privileged access to 

other streams of stimuli evidence (beyond what the decision process computes) in 

order to evaluate the decision reliability for the goal. Following the second-order 

model of confidence (Fleming & Daw, 2017), these additional streams concern for 

instance subliminal (Charles et al., 2013; Cortese et al., 2019) and post-decision 

evidence (Moran et al., 2015; Navajas et al., 2016). 

Further than the items’ perceptual of value-based evidence, local confidence levels 

also reflect the reliability of the cognitive process at play in the decision-making 

process. More specifically, a recent preferential study suggested that VC was more 

influenced by noise in the cognitive process than by the uncertainty of items value. 

While in PD tasks the stimuli noise is often taken as proxy for confidence (see part 

2.2.), this VD task demonstrated that instead VC was rather affected by attention to 

retrieve items value from memory and cognitive effort to compare these familiar 

items (Brus et al., 2021). In a framework of perceptual and value-based evidence 

complementarity, it was suggested that the tight relation between VC ad attention 

could have a function of regulating the effort in accumulating perceptual evidence 

such as to adjust the level of effort to achieve the goal given the contextual difficulty 
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(Sepulveda et al., 2020). Another dimension of cognitive reliability is often captured 

by the heuristic of motor action or response time as a proxy for the fluency or sense 

of ease with which the decision is made (Charles et al., 2020; Fleming, 2016; Fleming 

et al., 2015, 2016; Kiani et al., 2014; Patel et al., 2012). 

 

Together, these studies (with independent trials and no learning at play) highlight 

how both PC and VC evaluate the reliability of the decision for the goal rather than 

its normative optimality (correct-error or best-worst). In both PD and VD, but 

eventually with more weight in VC (Brus et al., 2021), metacognitive evaluation also 

takes into account the reliability of the cognitive process at play when making the 

decision. This monitoring of the cognitive process reliability can be argued to be 

pragmatically key: if the metacognitive function is ultimately to control cognition 

and behaviour to ensure that the goal is met, then monitoring whether the cognitive 

effort is up to the job is necessary to tune it in turn. These effects of local confidence 

on cognitive and behavioural control will be more extensively discussed in part 2.3. 

 

3.1.3. A common currency of reliability 

If PC and VC might monitor two complementary sides of a decision’s reliability, then 

the question emerges about whether both signals are commensurable and could be 

integrated. While participants are sometimes incentivised to perform well at 

perceptual tasks (i.e. rewarding accuracy), the link between how participants 

evaluate their PD accuracy and value them was only recently studied empirically. In 

2018 Lebreton et al.  demonstrated that, although participants were asked to report 

the accuracy of their PD with their PC, participants also cued their PC on the 

magnitude of the incentives. The authors concluded that metacognitive monitoring 

tracks the choice value together with its perceptual accuracy as “two sides of the 

same coin”. While this research highlight the link between a choice’s PC and value, 

the distinctions and relations between local PC and VD remains is still poorly 

understood (see part 3 for studies in RL tasks). Indeed, for some real life decisions, 

the integration of perceptual and value cues might be done at very early stages 

through learned associations and heuristic and lead to a common evaluation of both 

perceptual and value reliabilities together.  
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This question of evidence integration according to their reliabilities is central to 

Bayesian inference and also investigated in the field of multi-sensory integration 

which could give an int on the metacognitive access to the reliability of different 

streams of evidence. Indeed while we discussed above the fact that metacognitive 

process can often access more evidence that the decision process itself (such as 

subliminal evidence), the question remains about whether confidence can access 

uncertainty such as whether two sources of evidence should or not be integrated 

together (Deroy et al., 2016; Dijkstra et al., 2022). Such ability dissect the reliability 

of distinct streams of perceptual evidence could provide additional evidence about 

the reliability of our choices and how to learn from our environment. Fairhurst et al. 

(2018) put to the test whether participants’ confidence in touch and vision was 

affected similarly by an illusory T shape. The authors demonstrated that participants 

confidence in both modalities changed with the strength of the illusion: participants 

were more confident in their visual than tactile decisions when the illusion was 

weak, but more confident in their tactile than visual decisions when the illusion was 

strong. These results suggest that, depending on the contexts, participants rely 

differently on their sensory modalities based on how reliable they judge it to be. On 

the contrary, another illusion by Travers et al. (2020) was made to study the racial 

bias: the illusion of seeing darker greys on a face with African features compared to 

a Caucasian face, despites a controlled greyscale. These heuristic affecting early 

evidence integration were studied in other experiments to demonstrate how the 

racial bias associates threat with Afro American individuals (expected to be more 

likely to hold a gun than Caucasian individuals, Amodio & Devine, 2006; Plant & 

Peruche, 2005). Similarly, the question remains of whether such heuristics could link 

perception to some expected value and whether metacognition could access the 

reliability of perceptual and value evidence independently. 

 

Together with this question of confidence commensurability and integration comes 

the question of domain generality. In perceptual tasks, the question is raised of 

whether, despites the same metacognitive computation or cerebral system would 

compute confidence levels for decisions relying on different sensory inputs. While 
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the computational question can be investigated with behavioural experiments, the 

investigation about its cerebral substrates requires a neuro-imaging approach 

(Rouault, McWilliams, et al., 2018). In the previous part we discussed the 

computational evidence comparing PC and VC in local decision which 

demonstrated both similarities but also distinctions such as in their functions in 

behaviour (see part 2.3 for more). Regarding the cerebral substrates computing PC 

and VC, the existing literature also supports some similarities, such as in the 

involvement of the rostro-lateral prefrontal cortex (rlPFC) used for explicit reports, 

and some distinctions such as the recruitment of the anterior cingulate cortex (ACC) 

in for PC and of the ventro-medial prefrontal cortex (vmPFC) for VC (De Martino et 

al., 2013; Fleming & Dolan, 2012).  

 

The studies discussed so far (part 2.1.1-3) focussed on comparable experiments in 

which the computations of PC and VC can be modelled similarly (independent trials 

of local decision with no learning). While the role of confidence in these tasks will be 

discussed for their role in cognitive and behavioural control in part 2.3, we will now 

focus on the RL literature where confidence can be studied for its contribution to 

learning in hierarchical tasks (Fig 1). In the following literature, we focus on simple 

learning tasks where perception thrives to identify the local state of the world (with 

no prior to be learned) and inference evaluates the contextual reward contingency 

to target the best item for the goal (Sarafyazd & Jazayeri, 2019).  The state of the 

literature so far with no learning is simplified and illustrated in Fig. 2 with black 

computations. The following parts will discuss the learning literature (Fig 2. purple 

computation) and the contributions of confidence to this inference process (Fig 2. 

red computations). 
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Figure 2: Schematic computation of the interactions between metacognition and 

inference. Three levels (world in blue, cognition in green and metacognition in 

magenta)  embody the causal structure of the world: the global contextual policies 

dictate (with noise) the local moment-to-moment states of the world. Cognition 

uses two complementary evaluative processes to make decisions: it samples the 

world’s uncertain perceptual signal to identify its present state and it retrieves an 

uncertain prior belief about the value of both items to choose the one to target (i.e. 

strategy). In the illustrated example, the agent’s goal is to obtain salt. His prior belief 

is to find this valuable salt in the more-dots shaker. When making a local value-based 

decision (VD), the agent retrieves this learned value of both shakers from memory 

and decides to target the more-dots shaker. In parallel, sampling from the local state 

of the world’s signal (with no prior belief about finding it on either of both sides), 

noisy evidence is accumulated and the identification results in a perceptual decision 

(PD) for the item on the right side. From the combination of both PD and VD, 

(respectively about the local state and global reward contingency) the agent reports 

her decision through an action (A). At the metacognitive level, evidence is 

accumulated to evaluate the reliability of both PD and VD and to form confidence 

reports. Coming from their own stream of evidence, VC is built on the uncertain 

prior belief that supports targeting the more-dots shaker for salt, and PC is built on 

the uncertain local signal that supports that this shaker is on the right side. Both 
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confidence levels can eventually leak into each other or be integrated depending on 

the task at hand. In learning tasks (purple computations) the action resulting in 

feedback (F) can be compared with the prior expectation given the decision to form 

a prediction error 𝛿  . The agent can learn from this latter by updating his global 

priors (with rate 𝛼 ). The interactions between inference and metacognition are 

illustrated by red computations. Local confidence levels (or their estimated proxy 

from stimuli features) can be used to refine learning such as by identifying whether 

an error might result from an inaccurate perceptual identification or an inaccurate 

belief about the current reward policy (proposed computation as by Sarafyazd & 

Jazayeri (2019): 𝛼 ∗ 	𝛿	 ∗ VC ∗ PC). At the global level, metacognition can mirror the 

hierarchical structure of cognitive learning by extracting global confidence levels 

(GPC) from local confidence levels PC. The confidence prediction error 𝛿𝐶 represent 

unexpected errors in a context: it is the  difference between the expected reliability 

of decisions in the context (CPG) and the monitored reliability of the local decision 

(PC) (Guggenmos et al., 2016). This same 𝛿𝐶  is used to update GPC from local 

confidence levels in an inference computation (learning rate 𝛼𝐶) that mirrors the 

architecture of cognitive inference. Lastly, GPC leaks into local PC to tune it to the 

contextual reliability of decisions. 

 

3.2. PC and VC in learning 

While older learning models (such as win-stay-lose-switch) predict behaviour in 

simple tasks, the development of the POMDP model (Partially Observable Markov 

Decision Process) captures best behaviour in more complex tasks with perceptual 

noise (Lak et al., 2017). Based on Bayesian framework, this model demonstrated that 

two monkey accounted in their learning (traditionally left side of Fig.2) for their 

belief state of the local perceptual representation (right side of Fig. 2). Indeed, while 

in older models of learning were based on prediction error as a binary difference 

between the expected and the obtained reward (win-lose), the present model uses 

perceptual ambiguity to refine the expected reward on a more continuous scale. 

POMDP model therefore borrows psychometric methods of uncertainty weighting 

to refine reinforcement learning models. However, the authors focussing on the 

neurobiology of this uncertainty encoding in animal models approximated the 
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concept of confidence to the stimuli perceptual noise. Going against the previously 

discussed definition of confidence as a reflective process about the decision made 

(Fleming & Daw, 2017; Pouget et al., 2016), the authors argue for this proxy to be a 

statistical definition of confidence since it predicts the monkeys probability to be 

correct in their choices. In this model nonetheless, the addition of this measure of 

PC as a factor of expected value was repetitively demonstrated to advantageously 

predict the monkeys learning and behaviour. In other words, the model explains that 

monkeys learned from the outcome of their decisions proportionally to their 

confidence level in their perceptual choices. In an ambiguous trials where the 

correct responses were unsure, receiving a reward was therefore less informative 

about the context contingency than when the perceptual evidence supported fully 

the decision.  

 

Another study on monkey investigated the effect of further modelling the effect of 

this perceptual uncertainty but over the course successive trials in predicting the 

behavioural switch between strategies (Sarafyazd & Jazayeri, 2019). For this 

hierarchical task with both a local perceptual decision ang a global strategy decision 

(Fig 1), monkeys were asked at each trials to report which of 2 rules they believed 

they had to follow (VD) before being presented a visual stimulus and reporting 

accordingly their local decision (PD given VD).  In this task, it was observed that the 

probability to switch strategy increased after successive negative feedback: monkeys 

monitor the reliability of their VD and when it becomes too low they decide to switch 

to the alternative strategy. One could suggest that by monitoring in parallel the 

expected reliabilities of both VD and PD in the present trial, a comparative 

computation could also enable to infer the source of errors and tune learning even 

more finely. In the material and methods, the authors define how hierarchical 

models of decision-making can be implemented to take into account the confidence 

about the strategy VC together with the perceptual confidence PC. An ideal observer 

model is first described as taking both PC and VC as factors of expected value to 

update the belief about the decision rule. However, the lack of data in the present 

study constrain the authors to fitting a simpler model where confidence in decision 

rule VC decreases linearly with the number of errors and is reset to null after a 
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positive feedback. In Figure 2, we suggest the authors’ first ideal observer model 

where both VC and PC can interact together, and also interact with learning at the 

cognitive level. Testing this model would therefore be central to understanding the 

interaction between confidence and learning and do so even further if done in 

humans with the more common definition of confidence as verbal reports from a 

reflective processes on decisions. 

 

3.3. Local control 

The monitoring of the decisions reliability regarding their perception, learned values 

and cognitive processes makes confidence levels some powerful cues to improve the 

reliability of future decisions. First we discuss the optimisation of the cognitive 

reliability. In multiple studies, confidence was demonstrated to control the speed-

accuracy trade off which defines the amount of evidence the individual accumulates 

before taking a decision (Balsdon et al., 2020; Desender et al., 2019). One such 

example is captured by the modelling of an increase in required evidence after low 

confidence report, which in turn guided post-decision evidence accumulation to 

either stick to or change one’s mind about the PD (Desender et al., 2020; Schulz et 

al., 2021). Beyond the control of such cognitive process, metacognition was also 

demonstrated to be able to learn completely independently from the evidence which 

the cognitive level has access to. A brilliant experiment demonstrated the capacity 

of metacognition to monitor the reliability of PD despites the fact that cognition was 

limited by its lack of access to subliminal evidence (Cortese et al., 2020). While 

participants could not learn to perform better than chance level, they nonetheless 

learned to attribute wages appropriately given this subliminal cues to increase their 

income over time. In other words, by having a refined access to the reliability of the 

decision making process, metacognition could still skilfully provide high confidence 

in correct decisions. Together, these both lines of study suggest that metacognition 

can both guide cognitive learning by tuning the cognitive processes at play, and also 

learn independently from it by accessing more complex evidence. Another line of 

research concerns the question of cognitive control in the decision. While the links 

between sense of agency and metacognitive monitoring are not empirically tested 

to our knowledge, an interesting study proposed to look at the link between inserted 
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errors and post decision slow-down (Logan & Crump, 2010). The study 

demonstrated typists could detect when they made an error and did not account 

similarly when a random error was inserted. This result suggest that participants can 

infer about how skilled they are at a task independently from other environmental 

factors determining the outcome of the action. This ability to monitor cognitive 

performance independently from its outcome is also important to know whether 

one should strive to improve cognitive ability or not.  

 

 Secondly local confidence in such independent trials was also demonstrated to 

adjust future behaviour and decisions. on the behavioural side, local confidence was 

also demonstrated to predict change of mind and transitivity optimisation in 

independent trials (Erik & Folke, 2017; Resulaj et al., 2009). While these trials-to-

trials adjustments rely on the sensitivity of confidence to accurately estimate the 

reliability of a decision, it was demonstrated that psychological disorders are 

associated with mis calibrated confidence bias rather than sensitivity (Seow et al., 

2021). In the following part, we will address global confidence levels in learning and 

discuss how these contextual cues, observable as a confidence bias contribute to 

learning and behavioural control in healthy participants or relate to clinical 

spectrums. 

 

4. Global confidence 

 

4.1. Monitoring global confidence 

As the cognitive structure mirrors the world’s causal structure by differentiating 

local states from global priors, metacognition also embodies the hierarchical 

structure of the world by building global estimates of reliability: global confidence 

levels. After we discussed how local levels of confidence contribute to cognitive 

learning, here we synthetise the literature revealing a global monitoring of reliability. 

In other words, these tasks require participants to infer, further than the strategy to 

follow, the reliability or probability of the strategy to lead to success.  
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4.1.1. Monitoring expected sources of errors 

 In perceptual tasks, Rouault et al. (2019) randomly presented participants with trials 

from 2 tasks identified by different colour framing. In both tasks participants had to 

choose the stimuli with more dots and report their local confidence in their local 

choices but also had to report at the end of the block the task on which they wished 

to be rewarded for their performance. In one condition, participants received 

feedback on every few trials and successfully manage to estimate their average 

performance on each of both colour coded task and chose the one at which they 

performed best to be rewarded on. The interesting finding is that in another 

condition of the experiment, instead of receiving feedback every few trials, 

participants had to report their local confidence on the perceptual choice they just 

made. In this condition too, participants successfully managed to report a lower 

average performance at the hard task and a higher average performance on the easy 

task which they selected for reward. While data were not sufficient to draw 

conclusive models (see part 3.1.2), the authors suggest that the global confidence 

levels for the tasks were informed by the local reports of confidence from trials to 

trials.  More recently, this result was replicated by also demonstrating that the more 

trials the participants had in a task, the better they were at estimating their global 

performance at the task. This later results therefore highlight the importance of local 

confidence in informing global confidence estimates (Lee et al., 2021). 

 

In value-based task on the other side, we argue that confidence (VC) is inherently 

global. Value based decisions tasks can be divided in two types: preferential – with 

uncorrelated trials where the value depends on the participants own past 

experience- and reinforcement learning (RL) tasks where participants are presented 

repeatedly with new items in order to learn their values during the experiment. As 

discussed before, the monitoring of this value side of the  “ two-sided decision-

making coin” therefore aims at investigating the fit of the agent’s global knowledge 

with the actual contextual reward policies, whereas the perceptual side informs 

about the fit with the local perceived state. Therefore, while GPC can be seen to learn 

from cumulated local confidence in perceptual tasks with independent trials, RL 

tasks make VC global in nature by relying on the accumulation of evidence over trials 
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at the cognitive level (Fig. 2). Indeed by investigating VD through RL tasks, VC 

appears to be shaped by the global evidence accumulated during the learning phase. 

Both preferential and RL tasks, the evidence on which VD relies is sampled from 

various past experience and sampling. 

 It remains to be studied whether in both preferential and RL tasks, VC presents 

similar computations and relation to behavioural control. Indeed while in RL tasks 

rewards can be neatly controlled by the experimenter, it is known that for instance 

the participant’s socio-economical status can affect the subjective representation of 

the items’ value. While socio-economical status might also shape how value is 

learned for familiar items of preferential tasks, the fact that values here are reported 

by the participants rather than learned from controlled stimuli might be one of the 

many cues that can create difference between both approaches of  VD tasks. 

Furthermore, empirical results disagree on the effect of value uncertainty on 

decision confidence between both types of VD tasks. While in preferential tasks, 

empirical evidence is unconclusive about whether variance in value elicitation 

affects VC (Lebreton et al., 2015; Polanía et al., 2019) or not (Brus et al., 2021; De 

Martino et al., 2013) in RL tasks, the variance of items reward was shown to be 

captured by decision confidence and to guide exploration / exploitation behaviours 

based on these levels of confidence (Boldt et al., 2017; Hertz et al., 2018). Therefore, 

to better understand the role of confidence in learning and behavioural control in 

naturalistic environment, it would be very useful to investigate and bridge further 

the operationalisation of concepts as uncertainty in preferential and in RL tasks. In 

this endeavour, Folke et al. (2017) selected for this experiment the familiar items 

based on each participant’s reported subjective value. This method could be used 

further to compare the building and role of confidence between preferential and RL 

tasks. A central difference between preferential tasks, where trials are independent 

and more “local” (as in PD tasks), and RL tasks which are about higher-order strategy 

selection, regards the evidence on which VC relies. In preferential task, VC represent 

the reliability of the present choice in relation to its alternative, whereas in RL task 

VC this summary statistic (Pouget et al., 2016) is accumulated from evidence 

amongst several trials to track the reliability of the applied strategy. In both VD tasks, 

VC tracks the likelihood of the choice to be successful based value learned in a stable 
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context. Furthermore, whether trials are independent (i.e. preferential tasks) or 

forming a sable context within the experiment (i.e. RL tasks), VC monitors the 

reliability of decision as undeniably defined by the agent’s goal  (Castegnetti et al., 

2021). 

 

 

4.1.2. Metacognitive inference: learning GC from LC  

 

How do agents manage to form global levels of confidence over time and track the 

reliability of a given source of error? The drill of perceptual tasks is have independent 

trials from which the participants should not be able to learn where to find the 

correct item. In a perceptual learning task however, it was demonstrated that 

participants managed to improve their ability to visually discriminate Gabor patches 

and thereby increase their performance (Guggenmos et al., 2016). In this task, a 

learning model demonstrated that this learning was best explained by a model 

where not only cognitive perception learned but the metacognitive level too by 

forming global levels of perceptual confidence (GPC). This mirrored computation 

between the cognitive and metacognitive levels contributed to learning on two 

points. First, as mentioned above, local PC monitored each trial’s perceptual noise 

while, and from them, global GPC learned about the level of noise to be expected in 

this task. At each trial both local and global PC were compared together to produce 

a confidence prediction error (𝛿PC) being positive if the local PC was greater than 

predicted by GPC, and negative otherwise. Conceptually, this hierarchical 

metacognition (local – global) enables the agent to monitor whether the reliability 

of the present trial can be (or not) accounted for by the expected reliability in the 

present context. Importantly, this 𝛿 PC was demonstrated to best explain 

behavioural learning at two levels (Fig 2): first by modulating the valance of the 

metacognitive learning rate from local to global confidence as to increase or 

decrease expected reliability; secondly, by modulating the magnitude of the 

perceptual learning as by increasing or decreasing the weight of an error according 

to this contextual expectation. Altogether this research therefore supports the fact 

that metacognition informs the inferential processes by mirroring the cognitive 
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Bayesian structure of updates and also by interacting directly with it. More recently, 

Rouault et al. also proposed hypothetical model of metacognitive inference, 

however these latter remain to be empirically tested (Rouault et al., 2019). 

 

While we present a simple example of a two level hierarchical task (Fig 1 and 2) with 

local perception and global value, we argue that it does provides the dimensions of 

a wider monitoring machinery where even higher levels of hierarchy can apply. For 

instance, in our example, further than having a VC about the strategy to target the 

more-dot shaker, one could have an even more higher-order level of confidence 

such as about our own reliability at knowing what is good for our own diet; or the 

reliability of our moral compass when it comes to consuming certain food. 

Ultimately these higher and higher levels of reliability monitoring, both in value-

based and perceptual tasks, form self-efficacy beliefs which can inform an agent 

about his ability to perform in different tasks and environments. The importance of 

these higher level monitoring on guiding behaviour and psychological health will be 

discussed in part 3.2. 

 

4.1.3.  GC in turn tunes LC  

The computation of local confidence goes beyond tracking the reliability of the local 

decision. While in perceptual tasks (presenting independent trials), a leak from 

previous to current level of confidence was often described as a metacognitive 

inefficiency, Rahnev et al. (2016) highlights: “Specifically, it has been argued that 

observers assume the world is autocorrelated because it usually is“. Here we could 

suggest that instead of a trial to trial leak, the effect of previous trials could be 

mediated hierarchically by the GPC learning. This contextual cues from GPC such as 

repetitively predicting lower outcomes over few trials can signal a need to change 

strategy or task (Sarafyazd & Jazayeri, 2019). On the other hand, while such low 

reliability in a few trials does not exceed a certain threshold (e.g. expected reliability 

in the given tasks) this GC enables the agent to remain resilient and stick to the 

current strategy, thereby adapting behavioural flexibility to the reliability of 

contextual policies  
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Local confidence also relies on other cognitive cues which can serve as heuristic in 

defining the reliability of a choice and which can be dependent on a specific context. 

Mainly, response time which is widely acknowledged as a marker of cognitive effort 

is known to correlate with local confidence levels. It was suggested that this cue 

could serve as a supramodal common currency across various decisions making 

domains to infer about decision reliability (Faivre et al., 2018). Similarly, it could be 

argued that the lack of reliability in prior expectations (such as uncertainty in the 

strategy to follow: low VC), or the cues on which to base one’s decision (Koriat, 1976; 

Koriat & Adiv, 2015), can increase the required time and effort to make a decision. 

While taking longer time on these harder decisions might result in a similar 

performance to faster decisions in easier contexts, the heuristic link between 

confidence and response time can be a marker that, at higher metacognitive level, 

the strategy reliability is low and bringing additional uncertainty in the cognitive 

process. In other words, cues regarded as heuristics of local perceptual confidence 

could be markers of higher order metacognitive uncertainty about the task such as 

uncertainty about the strategy to follow (i.e. low VC). 

 

4.2.  Global control 

Learning tasks provide insight in higher-order action selection: global strategies. 

Accurate learning can be operationalised by evaluating whether an agent is able to 

adaptively switch strategy in tune with the contextual reward contingencies. Value 

based confidence was demonstrated to reflect the stochasticity in the value of items 

together with guiding the exploration-exploitation switch (Boldt et al., 2017). This 

higher order metacognitive monitoring is therefore argued to be tightly linked with 

behavioural control. While the role of GPC in task selection was demonstrated in 

multiple studies (Lee et al., 2021; Rouault et al., 2019), it would be interesting to study 

whether another type of GPC, namely confidence in learned perceptual priors, 

would have also an effect on behavioural control by for instance selecting the task 

with the most reliable priors (e.g. the task where the most-dot shaker is always on 

the left side). 
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Regarding clinical populations, it was found that OCD patients had the same 

metacognitive ability (VC monitoring reliability of context policy) as healthy 

participants. Nonetheless, these OCD patients appeared not to be able to use these 

cues to control their behaviour (Vaghi et al., 2017). As previously discussed for local 

PC, a large study on psychopathologic traits also demonstrated that metacognitive 

ability in these local PC was not a predictor of either anxiety-depression, compulsive 

behaviour or social withdrawal traits (Rouault, Seow, et al., 2018). On the contrary, 

this later study suggested that it was instead a bias in PC that predicted these traits: 

a negative PC bias was predictor of anxiety-depression and a positive bias predictive 

of compulsive behaviours. Such subjective markers in confidence reports were 

recently suggested to be linked with higher-order metacognitive monitoring: global 

monitoring (Seow et al., 2021). Indeed, these bias in local PC could be seen as 

markers of over or under confidence in the strategy to follow. For instance, 

depressed individuals’ low reported PC could reflect their low VC in knowing which 

strategy to apply to make valuable decisions. On the contrary, compulsive 

individuals with high PC could represent their over-estimation of the reliability of 

the strategy on which they rely (positively biased VC). Along these lines, this review 

argues that when investigating behavioural psychopathies, studies should go 

beyond the local moment to moment cues on which confidence rely to capture 

higher-order global metacognitive functions such as self-efficiency beliefs that are 

likely to be a relevant factor of the observed disabilities. Furthermore, it is suggested 

that while it was demonstrated that local metacognitive monitoring could be trained 

and improved, metacognitive therapies which are becoming increasingly popular to 

help suboptimal behaviour, would rather benefit from a finer understanding and 

training of more global levels of metacognitive monitoring. In this review, we aimed 

at highlighting the recent research that is concerned with understanding the 

functional aspect of metacognition as a learning machine to refine inferential 

learning and behavioural control. We proposed a conceptual map of the findings so 

far in the field in the hope to motivate research on these testable hypotheses to 

ultimately support the development of the study of metacognition as a useful 

psychological lever to help behavioural control.   
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5. Conclusion 

This review brings together the study of confidence in different tasks: perceptual and 

value-based, and illustrate their complementary contribution to the metacognitive 

system as regards to its role in learning. Rooted in the view that the brain is a 

predictive machine, we take the view that metacognition is an advantageous tuning 

system to learn more efficiently and in turn tune one’s behaviour to different sources 

of reliability in the environment. We suggest in a simplified framework that the 

laboratory controlled decision making tasks reflect two distinct sides of Bayesian 

update: perceptual confidence monitoring the reliability of local state identification, 

and value based confidence monitoring the reliability of global evidence as learned 

over time and retrieved from memory such as to guide the course of action with 

strategy selection. Lastly, we highlight recent promising work on this hierarchical 

view of metacognition as to better understand and eventually help clinical 

population. 
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Bridge:  

From inference to confidence. 

This thesis argues for the role of subjective value in providing a comprehensive 

picture of procedural metacognition as a thermostat for decision coherence. By 

developing the models of both the function and the computation of metacognitive 

monitoring signals, we suggest that subjective value is essential to close the loop and 

provide a comprehensive understanding of metacognition. The second half of the 

thesis concerns empirical work that aims at providing new models for the 

computation of confidence reports in regard to subjective value.  

 

The first half of the thesis was conceptual and took a multi-disciplinary approach in 

the aim to provide a complete picture of procedural metacognition: accounting for 

both its function as a behavioural and cognitive thermostat but also the 

computation of its monitoring signals. The first chapter aimed at providing the edges 

of the field: on one hand we illustrated what an autonomous agent might achieve by 

regulating the coherence of his behaviour, on the other hand, we reviewed the state 

of the research that strives at explaining how metacognition might perform such 

regulation of human cognition and behaviour. We highlighted between both ends 

the importance of accounting for subjective value to explain the workings of 

procedural metacognition. The second chapter reviews the literature in order to dive 

deeper on this gap and provides a landscape for metacognitive monitoring signals: 

focussing on executive functions that regulate behaviour as output, we define an 

array of metacognitive monitoring signals that might guide behavioural control. We 

then review the literature that defines how such monitoring signals are computed 

and most importantly the role of subjective value as input and explicit reports as 

monitoring signals to unlock these most advanced executive functions. Chapter 3 

lastly looked at procedural metacognition from a different angle: how, on the 

cognitive side, does metacognition act as a thermostat to, in turn tune behaviour to 
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the context. While focussing on the literature in explicit confidence report, we 

highlight the ubiquitous role of metacognition as a tuning function for inference and 

how subjective value serves as a central input to inform the agent about the 

contextual reliability of her decision.  

 

These last two chapters therefore highlight the central role of subjective value as 

input to regulate both cognition and behaviour through more or less explicit 

monitoring signals. Now focussing on the computation side, we propose to 

investigate empirically the more or less explicit role of subjective value as input for 

confidence reports. Mainly, Chapter 3 suggests that confidence signals are 

ubiquitously informed by subjective value which is formed by learning about the 

environment, one can also ask: in context with limited knowledge (i.e. before 

learning), what input informs confidence signals? In other words, if metacognition 

tunes cognition and behaviour thanks to its ubiquitous computation of subjective 

value that is built through learning about the context: in tasks where no learning has 

taken place and explicit knowledge is scarce, what kind of subjective value then 

serves as input to inform confidence reports about the adequacy of the decision?  

 

Chapter 4 takes an empirical approach to investigate the role of heuristic cues, often 

implicit and shared amongst individuals, in informing agents about the possible 

reliability of their choices. Mainly, in such tasks with limited knowledge confidence 

reports were demonstrated to go hand in hand with popular opinions rather than 

accuracy itself. We test the nature of the reflective process by asking whether cues 

that guide the decision process (decision rule) are not also central to computing of 

confidence reports, therefore detaching metacognition from an accuracy tracker 

and describing instead a self-regulating thermostat. More specifically, we test 

whether reflective processes, both upon one’s (metacognition) and others’ (theory 

of mind) decisions, do not monitor the coherence with the rule guiding the decision, 

let it be explicit in tasks with clear knowledge or more implicit in this context. By 

doing so, we also test a common architecture to both theory of mind and 

metacognition as tracking coherence with oneself and with the group as well, both 

reflective processes eventually feeding into each other.  
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Chapter 4: 

Confidence in art: the consensual 

illusion of accuracy. 
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1. Graduate School of Systemic Neurosciences, Ludwig Maximilian Universität. 2. Munich 

Center for Neurosciences 3. Institute for Philosophy of Mind, Ludwig Maximilian 

Universität, 4. Escuela de Negocios, Universidad Torcuato di Tella, 5. Institute of Cognitive 

Neuroscience, University College London, 6. Institute of Philosophy, University of London.  

 

 

Abstract 
In tasks with limited knowledge about the correct decision rule (e.g. how to choose 

the best wine?), confidence was demonstrated to rely on social information when 

present (e.g. friend’s advice) or to reflect decision consensuallity otherwise (i.e. most 

people chose the same wine). While this link between confidence and consensuallity 

was argued to rely on a shared  heuristic decision rule (e.g. common belief that best 

wines have vintage labels), here we ask whether this link could not be explained by 

participants’ inference of social information to cue their confidence. In other words, 

participants would be more confident in consensual decision not only as a 

consequence of a common decision rule, but because they would use their belief 

about others’ behaviour (c.f. Abs. Fig. H1) and be correct in this inference (theory of 

mind ability, Abs. Fig. H2). Our experiment took place at the Tate Modern Gallery 

where lay participants (limited knowledge in N=49) guessed the price category to 

which 12 paintings in sale belonged to, and reported both their confidence and their 

belief about the consensuallity of their answers. We replicated the finding that in this 
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task with limited knowledge, confidence was predicted by decision consensuallity 

(rather than accuracy), suggesting the use of a shared heuristic for both cognitive 

and metacognitive processes. Our results revealed that believed consensuallity was 

the best predictor of confidence amongst other predictors (H1), and furthermore, 

that the link between confidence and consensuallity previously described was 

explained by the ability of participant to track accurately their decisions’ 

consensuallity (H2). Our results therefore extended the model of self-consistency by 

demonstrating that participants use the same heuristic rule not only to decide and 

reflect upon their own decisions but also to reflect upon others’ behaviour. While we 

cannot conclude on causality within our experiment, our results suggest that 

metacognition and theory of mind might therefore share mechanism if not support 

each other in complex task by combining how we reflect upon our and other’s 

behaviour.  

 

 
Abstract figure: Could the link between decision consensuallity and confidence be 

explained by an inference of the former to cue the latter? In tasks where participants 

have limited knowledge about the decision rule to follow, participants tend to use 

social information to cue their confidence, here we hypothesise that they (H1) infer 

about their decision’s consensuallity which could predict or inform confidence, (H2) 

that they accurately infer consensuallity (theory of mind ability) and (H3) that the 

cues which define together decision consensuallity and confidence also define 

believed consensuallity.  
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1. Introduction 
“Wait, I am not sure I chose the best wine.” While wine experts might have learned 

the accurate decision rule to follow when making and evaluating their decisions 

such as using a refined combination of vintage, domain and grapes, most of us only 

rely on an approximate heuristic rule such as the attractiveness of the bottle’s label. 

In such tasks with limited knowledge, it was demonstrated that, if present, 

participants often follow social information as to help them guide both their 

decisions (i.e. herding) and how confident they are about them. But in absence of 

social information, could participants use their theory of mind to inform their 

confidence about what others might do? Could the way in which we reflect upon the 

accuracy of our own decisions be inherently linked to the way we reflect about the 

decisions of others?  

 

Confidence levels predict how agents invest in or correct their choices by capturing 

how reliable these are in regards to the decision rule. In the laboratory, confidence 

levels are studied for how they relate to the decision rule in different tasks. First, in 

perceptual tasks,  choices are made with an explicitly instructed decision rule and 

confidence levels are observed to be best represented by the amount of evidence 

supporting the decisions. For instance participants would be asked to choose 

amongst two circles the one containing the most dots. In such task, confidence 

reflects the probability of the participant to have chosen correctly. It can be observed 

that the amount of evidence supporting the choice (e.g. the difference in dot number 

between both options) predicts both the probability of the choice to be correct and 

the level of confidence in this decision. This ubiquitous link suggests (amongst other 

parameters such as noise or cognitive fluency) that participants rely on the same 

cues (defined by the decision rule) to make their decision and monitor its reliability 

(Bang & Fleming, 2018; Pouget et al., 2016; Rouault et al., 2018). Secondly, this same 

link between the decision rule and confidence was also observed in value-based 

tasks. In these tasks, participants are not instructed about the cue on which to base 

their decisions but they define it subjectively given their own goal such as deciding 

to choose the snack which has either less calories or else has more continence in 

cacao. Again, when defined subjectively this time, it was observed that the decision 
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rule and its associated cue define confidence levels: the greater the difference in 

subjective value between the chosen and unchosen items, the greater the level of 

confidence (Boldt et al., 2019; Hertz et al., 2018). Therefore, not matter whether the 

decision rule is explicitly instructed or subjectively defined by personal experience, 

it is central to defining who the agent evaluate the reliability of her decision. But in 

tasks where participants have limited knowledge about the decision rule to follow, 

what defines confidence levels?   

 

Self-Consistency Theory (SCT) of metacognition suggests that ultimately, 

confidence relies on the cues that, as defined by the decision rule, predict 

behavioural consistency (Koriat & Adiv, 2015). In simple terms, it means that what 

guides decisions (i.e. the decision rule) is also central to what guides decision 

monitoring (i.e. confidence levels). Empirically, the theory therefore suggests that, 

independently from stimuli uncertainty as studied in perceptual tasks, the 

uncertainty in the decision rule itself should predict both the average behavioural 

consistency and average confidence, and also predict how well the latter tracks the 

former. In special cases where the decision-rule is crystal clear such as when the rule 

is explicitly instructed (e.g. perceptual tasks) or that the agent is an expert at the task, 

behavioural consistency and confidence are mainly defined by the uncertainty in 

the stimuli (e.g. signal strength, noise, volatility…). The effect of the clarity of the 

decision rule on the links between confidence and consistency can be observed at 

two levels: within the individual with choices that are consistent over time are tagged 

with higher confidence, and within the group choices that are made consensually 

are tagged with higher confidence. In cases however where knowledge about the 

norm of accuracy is limited, it was observed that participants could consistently 

report high confidence in consensual decisions while these would be inaccurate 

(Koriat, 1976; Koriat et al., 2015). This link between confidence and consensuallity 

rather than with accuracy was argued to be a marker of limited knowledge about the 

accurate decision rule and of the use of a shared heuristic within the cohort. But 

while we previously defined how in both perceptual and value-based tasks 

confidence relies on cues defined by the decision rule, it remains unknown what 

confidence actually relies on when knowledge it thus limited. Indeed, this definition 
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of confidence portrays it as an ubiquitous measure of the choice consistency both 

within the individual and within the group. But beyond this descriptive observation 

of a relation between confidence monitoring and group consensuallity, one can ask 

whether when using a heuristic decision rule the social human brain would rely on 

similar mechanisms and cues to monitor its own decisions and the group’s 

decisions. In other words, in context where one’s grip on accuracy is limited, can 

different reflective processes such as metacognition and theory of mind function 

independently or do they share the same limited evidence? How does our 

monitoring of our own and of other’s decisions influence each other and what does 

it mean about both functions? 

 

Both evolutionary and developmental theories define some co-dependence in the 

emergence of metacognition and theory of mind, respectively across species and 

within individuals (Heyes et al., 2020). In both cases, an agent with any of these 

abilities is able to have multiple hypothetical models of the world in mind: either 

one’s actual behaviour against one’s expected behaviour (i.e. according to decision 

rule); or one’s decision rule against other’s decision rule (Carruthers, 2009). 

Furthermore, beyond the similarity in both these monitoring functions as being 

comparative, previous literature has highlighted the intimate relation between 

social information and confidence judgments. Specifically, in contexts where 

knowledge is limited, it was demonstrated that lack of evidence on which to evaluate 

one’s decision is tends to be compensated by the use of social evidence (De Martino 

et al., 2017; Pescetelli & Rees, 2016). Therefore, beyond computational similarities 

which could result into output similarities, it appears that one type of information 

could leak into the other, resulting into both processes not only working in parallel 

but also working together for a common monitoring function. Here we ask whether 

in contexts where participants have limited knowledge, an individual who is 

confident in her choice is also likely to believe that this choice is consensual. In other 

words: would the cues on which one rely to make and evaluate a decision be 

common to the cues on which one would rely to infer about other’s behaviour? We 

expect that both reflective inference and evaluation of one’s choice would go hand 

in hand. In other words we ask whether, beyond the observation that confidence and 
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consensuallity go hand in hand, both inference processes could go hand in hand and 

eventually feed into each other from a subjective perspective. More specifically, we 

hypothesise that when participants reflect about accuracy of their decisions, they 

would use similar cues and therefore correlate their evaluation about their 

decisions’ consensuallity. We discuss how this metaknowledge, when shared, can 

therefore define similar confidence profiles across individuals and enable them to 

infer about their decisions in relation to the group’s behaviour.  

 

2. Methods 

 

Stimuli 

To study the links between how participants reflect upon their decision accuracy 

and consensuallity, we used a domain with limited and shared knowledge where 

decision confidence and consensuallity go hand in hand: the art market (Prelec et 

al., 2017). In our task, 51 paintings from the auctions site Ketterer Kunst 

(https://kettererkunst.com) and Christie’s (https://www.christies.com) were pre-

selected for having a market price as estimated by experts within a year before the 

experiment ranging from 1 to 100 000 000 euros. The price range was considered for 

spanning across several log10 units to create even price categories taken into 

consideration that participants appear to represent large number on a log rather 

than linear scale (observed in our previous pilots and as mentioned in literature 

(Dehaene, 2003)). The paintings also all had similar dimensions (about 50 by 60 cm) 

and belonged to various time periods and artistic movements (realism, 

impressionism, abstract art…). For an online pilot (with testable.org and Amazon 

Turk), they were presented to 32 participants who had to guess the market price 

given by experts and report their levels of confidence in having estimated correctly. 

From these pre-selected paintings, 12 paintings (c.f. supplementary material) were 

selected to obtain a list with market prices being on average correctly or incorrectly 

guessed and resulting on average in low or high confidence (Fig 1a). The resulting 

bank of stimuli therefore presented participants with a list of items on which their 

knowledge was limited by presenting choices of various difficulty for our study on 

confidence levels.  
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Figure 1: Stimuli selection and experimental procedure. a Pilot preselection of 12 

paintings amongst 51 presented to participants (N=32) who had to guess their 

market price and report their confidence in the accuracy of their estimates. For each 

painting the log10 average guessed price is plotted against the log10 category of its 

actual market price as presented for auctions. The black lines define the boundary 

between both price options namely at 10 000 euros in the final task. The dotted line 

is the identity, whereby items on the line are on average correctly estimated, those 

above and below are respectively over and under estimated. The colour coding 

represents the quartiles of average z-scored confidence level across participants, 

and the green items were selected for the final task for representing these various 

dimensions of interest. b. The experiment comported two parts which were 

interchangeably presented across participants for either asking believed 

consensuallity or confidence first. In first part participants saw the 12 paintings in a 

random order and had up to 15 seconds to both chose a price category and report 

belief about the decision. In the second part participants saw all the paintings again 

in random order and where asked to make the second judgment about their decision 

which was reminded to them.   

 

Procedure 

As part of the Tate exchange program, participants were visitors of the Tate Modern 

Gallery in London who voluntarily took part in a short experiment. Participants were 

asked whether they would like to take part in a 10 minutes experiment about the art 

market where they would have to answer questions about paintings in sales for 

a. b. 
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auctions. If so, they were given a google tablet with the link to the experiment 

designed in Qualtrics. They were verbally explained that the experiment would be in 

2 parts: In the first part, they would have to guess price range of paintings in sale for 

auction as defined by expert and – either rate their confidence in having guessed 

correctly from 0 to 100% certain; or how many people they thought decided as they 

did from 0 to 100%. In the second part of the experiment, participants would have to 

answer the complementary reflective question which they were not attributed in the 

first part. When considering the consensuallity of their decisions, participants were 

asked to infer the decisions of other participants, random visitors of the museum 

with no specific expertise in the art market. Finally, participants were informed that 

to unsure their focussed attention, the question on the screen would disappear 

within 15 seconds if not answered.  

Participants then had to read and agree on a online consent form, respond to a few 

questions about themselves and read general instructions in great details about the 

task at hand. In the first part of the experiment, participants were presented with 

each painting successively and asked to guess whether its price (as evaluated by 

experts) was within the 1 to 10k euros or the 10k to 100m euros category. Following 

this decision participants were asked to reflect about it: half of the participants were 

directly asked to estimate their confidence in their decisions and then their belief 

about the popularity of their decision in the second part, and other half of 

participants were presented with the revered order (Fig 1.b). Both of these scales 

were presented in % from 0 to 100 with an indent every 10%. The confidence scale 

had for labels “0% sure error” and “100% sure correct”; the popularity scale had for 

labels “0% no one” and “100% everyone”. In the second part, each painting and 

decision was shown again to the participant for them to perform the second 

inference about their decision. In both parts, paintings were presented in random 

order and participants had a maximum of 15 seconds to answer question as a gentle 

incentive to focus on the task. 

 

Participants 

A total of 51 visitors volunteered to take part in this short experiment. Amongst them, 

many young participants in their teens were keen on participating in the study 
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(skewed age distribution: age mean 19.02, std= 14.73). Participants were also asked 

about their level of expertise in the art market based on 3 questions: do they buy or 

sell art, are they in the art business and did they study art (average score: 0.53/3 

SE=0.79). Two participants were excluded for not having completed the entire 

experiment. 

 

Data processing 

 Trials with at least one of three response lacking (decision, confidence, believed 

consensuallity) were removed (53 trials out of 588). For each painting, the objective 

consensuallity was calculated across the N=49 participants as a ratio between both 

answer (scale in percentage as for belief popularity and confidence) and respectively 

attributed to each participant’s response. Responses, response times, confidence 

levels, beliefs about responses’ consensuallity and objective consensuallity of the 

responses were z-scored within participants. Finally all parameters where z-scored 

across participants to unsure their fair comparison in multiple regressions. 

 

 

3. Results 

 

We asked whether in tasks with limited knowledge, participants’ reflection about the 

accuracy and consensuallity of their choices would go hand in hand. For 12 

paintings, volunteers chose amongst two price categories the one they believed to 

contain the market price and reported both their confidence in the accuracy of their 

choices and their belief about their consensuallity.  

 

Confidence and consensuallity 

First of all, we controlled for the assumption that, as in tasks with limited knowledge, 

our participants decisions and confidence levels were linked by the norm of 

consensuallity rather than accuracy. We observed that despite variance, some 

participants performed well above chance level when choosing the paintings’ price 

categories (Sup fig 1: mean= .58, std=.14). For each painting, response consensuallity 

was calculated from our cohort’s choices amongst both price categories. In this 
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study, we used mixed models to capture the predictors of confidence across the 

small number of trials per participants while keeping subjective noise into account 

as a random effect. Replicating previous findings in the art market, our lay 

participants’ confidence levels were better predicted by their response 

consensuallity than accuracy (sup fig 3.a: consensuallity: 𝛽=.23 , SE=.05 z=4.75, 

p<.001; accuracy: 𝛽 =-.04 , SE=.05 z=-0.82, p=0.41; sup fig 3e: 

BIC(consensuallity)=1518 ; BIC(accuracy)=1541). Altogether, these results suggest 

that participants have a limited knowledge about the art market as their decisions 

and confidence levels are not ruled by the norm of accuracy (as unique predictor in 

model 1 sup fig3e: 𝛽=.06, SE=.04, z=1.41, p=0.16). But that their choices are still 

guided by a consistent decision rule as a heuristic shared within the cohort. In the 

following part, we ask whether participants are subjectively aware of this observed 

link between theirs and others decisions when monitoring their accuracy. 

 

Illusion of accuracy 

Beyond the observed link between confidence and consensuallity as relying on a 

shared decision rules, here we ask whether participants subjectively track the group 

behaviour to cue the monitoring of their own decisions’ accuracy. To link this 

objective consensuallity with the subjective confidence monitoring, we therefore 

asked participants to report their belief about their decisions consensuallity to see 

whether it was intertwined with their beliefs about their  decision’s accuracy. We 

compared our three main candidate predictors of confidence in a mixed model and 

found that belief consensuallity was an even better predictor of confidence than the 

previously discussed observed consensuallity (fig 2a: belief consensuallity: 𝛽=.40, 

SE=.04 z=9.72, p<.001; response consensuallity: 𝛽 =.11, SE=.05 z=2.37, p=0.02). 

Furthermore, amongst all tested models of confidence, the model with the unique 

predictor of belief consensuallity was the best (sup fig3e: BIC=1437). This link 

between response consensuallity and both reflective processes (about both 

consensuallity and accuracy) suggests that the cohort decision and reflective 

processes must share cues defined by the heuristic decision rule (abstract’s figure). 

Further than this common denominator to decision and reflective processes, we 
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then asked whether participants could reliably track their response consensuallity 

which we here call a Theory of Mind (ToM) ability.  

 

Inferring consensuallity 

We previously observed that participants do not demonstrate metacognitive ability 

in the art market by not managing to discriminate their correct from incorrect 

decisions with their levels of confidence. Instead these latter were predicted by 

decision consensuallity and the participants beliefs about their consensuallity. To 

finish bridging confidence with consensuallity by belief consensuallity, we now 

asked whether participants demonstrated a ToM ability by discriminating 

accurately consensual from non-consensual decisions with their beliefs. Indeed, we 

observed a significant ability of participants at inferring whether their decisions 

aligned with other participants’ decisions (Fig 2b: β=.23, SE=.05 z=4.75, p<.001). 

Therefor in this task with limited knowledge about accuracy, participants appear to 

lack metacognitive ability but to have a ToM ability which accurately monitors the 

group’s behaviour in this two alternatives choices. 

 

Finally, we asked whether the cues on which ToM ability relied to correctly infer 

consensuallity also predicted confidence levels. While a model with this interaction 

was not a better predictor than the more parsimonious model with belief 

consensuallity in its own (sup fig 3e: model 7 BIC (respcons+belcons)= 1456; model 

8 BIC (respcons*belcons)= 1472) we observed that when accounting for cues 

supporting ToM ability, the link between response consensuallity and confidence 

disappeared (fig 2c: belcons:respcons: β=.12, SE=.04 z=3.15, p<.05; respcons: β=.02, 

SE=.05 z=0.52, p=.60; see sup fig 3c,d for effect of ToM on confidence in more 

parsimonious models). In other words, the link between response consensuallity 

and confidence (fig 2a) can be significantly explained by the link between response 

consensuallity and believed consensuallity (fig 2c). While our experiment does not 

permit us to conclude on a causal effect of belief consensuallity as leaking into 

confidence more than the other way around, it can nonetheless be confirmed that 

the cues on which the cohort relies to decide is common with both ToM and 

metacognitive inferences.  
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Figure 2: reflexive functions upon accuracy and consensuallity and their 

predictors a. mixed model (model 6 in Sup Fig 2e) of confidence levels with repones 

correctness, response consensuallity and believed consensuallity b. mixed model of 

believed consensuallity as predicted by objective consensuallity, also referred to in 

this article as theory of mind ability c. mixed model (model 12 in Sup Fig 2e) of the 

predictors of confidence with respectively response category (or magnitude), 

response time, believed consensuallity, response correctness, response 

consensuallity and the interaction between believed consensuallity and objective 

consensuallity. Significance of predictors is indicated by * for p<.05 and ** for p<.001.  

 

Metacognitive cues 

Lastly we computed a model with our predictors of interest together with other 

known predictors of confidence to account for all their effects in a unique model. 

Interestingly, in this full model, our belief consensuallity parameter was still the best 

predictor of confidence levels amongst other candidates (Fig2c:  β=.34, SE=.04 

z=7.81, p<.001). As previously defined, this full model still presents the cues of 

response consensuallity which contribute to confidence as captured by the 

participants ToM ability. The two other parameters added to the model were 

response time suggesting that slow response are generally rated with lower 

confidence (𝛽=-.16, SE=.04 z=-3.99, p<.001). Lastly, in this inherently evaluative task, 

we found that response magnitude (or price category) was predictive of confidence 

levels (𝛽=.21, SE=.05 z=4.49, p<.001). This result replicate previously observed results 
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whereby detection of cues for high evaluation also support judgment of confidence 

(Fleming, 2020; Lebreton et al., 2009). 

 

Beyond 2AFC 

Lastly, we asked whether this effect of consensuallity on confidence was limited to 

tasks where the population is clearly divided in two -a majority and minority- by the 

presence of only two options. We designed three additional tasks, respectively of 

3AFC, 4AFC and 6AFC, in which the same paintings’ prices were distributed evenly 

across price categories (Sup Table 1). We conducted post hoc analyses to evaluate 

the effect of the increasing number of alternatives on the predictors of confidence as 

in our full model above (Sup Fig 4a). While not the most parsimonious (Sup Fig 3g: 

model 22 BIC=4868; best model 4 (response magnitude) BIC=453), this model 

demonstrated first of all that across all tasks, consensuallity remained a better 

predictor of confidence than accuracy (respectively Sup Fig 4a: consensuallity: 

𝛽=.07, SE=.03, z=2.42, p<.05 and accuracy: 𝛽=-.02, SE=.02, z=-.93, p=.35). These 

replications suggest that, once again, participants use a shared heuristic to guide 

their decisions and metacognition. Furthermore, as in 2AFC, our first hypothesis was 

confirmed across all tasks by demonstrating that belief consensuallity was still a 

better predictor than observed consensuallity ( 𝛽 =.25, SE=.03, z=9.27, p<.001). 

Therefore, we can still observe the link between both reflective functions (believed 

consensuallity and believed accuracy) in more than the 2AFC. Regarding this first 

hypothesis linking inference about accuracy to inference about consensuallity, we 

tested the (linear) effect of increasing number of alternative choices on this relation. 

Across  all tasks we did not observe that increasing number of options linearly broke 

down this link between confidence and believed consensuallity (𝛽=-.04, SE=.03 z=-

1.75, p=08). We then tested the difference between 2AFC and respectively 3 and 4 

AFC. Our central hypothesis here was that the loss of the polarity present in the 2AFC 

would make consensuallity an irrelevant proxy for accuracy as the task structure 

offers a neutral middle ground where some participants do not take a side more than 

the other. In that reasoning the 4AFC is not a structure presenting even more neutral 

ground (linear increase) but instead recovering a polarity with a “rather low” or 

“rather high” price categories. Our independent analysis of an effect of number of 
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alternative between 2 and respectively 3 and 4 AFC did indeed reveal that the linked 

between participants’ believed accuracy and believed consensuallity significantly 

broke down (Sup Fig 3b: belcons*task: 𝛽=-.11 , SE=.05, z=-2.02, p<.05; Sup Fig 3c: 

belcons*task: 𝛽=-.11 , SE=.05, z=-2.24, p<.05). 

As previously, we then looked at the other side of the equation by looking at the link 

between believed consensuallity and observed consensuallity: ToM ability. Our 

reasoning was that in either increasing number alternative or at least when polarity 

is lost with the task structure (mainly 3AFC) participants would lose their ability to 

accurately infer the cohort’s behaviour. We observed that ToM ability decreased 

from 2AFC to 3AFC (Sup Fig 3b: 𝛽=.29, SE=.04, z=6.98, p<.001; 𝛽=.11, SE=.05, z=2.20, 

p<.05) but was improved when polarity of alternative reappeared in the 4AFC 

structure (𝛽 =.22 , SE=.05, z=4.83, p<.001). The small number of volunteer we 

managed to recruit for the 6AFC does not permit us to reliably conclude on the 

obtained results for this task.  

 

Lastly, we looked at whether the cues shared by confidence and consensuallity were 

indeed captured by ToM. We focused on a more parsimonious model with only 

significant factors from the full model (Sup Fig 3c). We observe that indeed evidence 

for ToM contributes to confidence levels (𝛽=.09, SE=.02, z=4.39, p<.001), however we 

can notice that accounting for this evidence in 2AFC explained the link between 

confidence and observed consensuallity, this latter remains significant when the 

number of option increase here (𝛽=.06, SE=.03, z=2.32, p<.05). In other words, while 

in 2AFC cues linking confidence to consensuallity were also picked up by belief 

consensuallity, this relation is not as strong in tasks with more alternatives. We  note 

however that in our model where the effect of task is encoded linearly by its number 

of alternatives, we do not observe a significant effect of alternative number on these 

links between confidence and believed consensuallity.  

Taking into account that response magnitude appears to contribute about as much 

to confidence that belief consensuallity in these more complex tasks (Sup Fig 3c 

respectively 𝛽=.24, SE=.03, z=8.02, p<.001 and 𝛽=.27, SE=.03, z=9.79, p<.001), we 

then looked at the interaction of this parameter within our model aiming to explain 

the link between confidence and consensuallity through belief consensuallity (Sup 
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Fig 3d). In other words, we asked the question whether the cues supporting both the 

cohort consensual behaviour and confidence could (if not shared with ToM which 

could be challenged by complex task structures) be captured by the magnitude of 

the response itself (as suggested by detection theories previously mentioned). The 

rational being that while inferring other’s behaviour might become irrelevant or too 

complex to compute when majority-minority dissolves in numerous alternatives, 

the decision rule defining both cohort consensuallity and subjective confidence 

could be better captured by the magnitude of the response itself. We observed in this 

next model that confidence’ link with consensuallity and believed consensuallity 

was better explained by their shared features with response magnitude (Sup Fig 3d: 

resp*respcons: 𝛽=.07, SE=.02, z=2.99, p<.05; resp*belcons 𝛽=.08, SE=.02, z=3.30, 

p<.001; while respcons*belcons drops: 𝛽=.03, SE=.02, z=1.20, p=23). In other words, 

in more than 2AFC structures, ToM does not share as much with metacognition but 

cues that predict high magnitude responses also predict the response to be 

consensual, believed to be consensual and expressed with high confidence.  

 

4. Discussion 

 

In this study, we asked whether the link observed in limited knowledge tasks 

between confidence and choice consensuallity was also subjectively aware by 

having a believed consistency relating to both these factors. We observed indeed 

that lay participants tended to link their beliefs about their decisions’ consensuallity 

and accuracy, while also going hand in hand with the decision’s consensuallity 

amongst our cohort. Our analysis reveal that these three parameters seem to rely on 

the same cues to guide both the decision consensuallity across the cohort and both 

these reflecting processes. In a task with limited knowledge, these similarities 

between monitoring the accuracy of one’s decision (metacognition) and its 

consensuallity (theory of mind) could be explained either by a leak between both 

computations or by foundational similarities in their respective computations.   

 

While in tasks with limited knowledge social information can inform our confidence 

in our choices’ accuracy (De Martino et al., 2017), here we asked whether in lack of 
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such evidence, participants would link their beliefs about their choices’ 

consensuallity to their own confidence levels. Similarly, in our task, the decision rule 

was defined by neither of explicit instruction or subjective knowledge, instead, we 

replicated conditions where behaviour and metacognition appear to rely on a 

heuristic decision rule (Koriat et al., 2015; Prelec et al., 2017). Our results indeed 

demonstrated a link between lay participants beliefs about their response 

consensuallity and accuracy. It remains unclear whether however, such as social 

information feeding into confidence, this belief about consensuallity informs 

causally confidence in a causal manner.  

Besides the prediction of confidence by believed consensuallity, our study also 

accounted for other markers of confidence. Indeed, response time (as a marker of 

cognitive fluency) is a widely acknowledged heuristic for confidence levels (Shekhar 

& Rahnev, 2020). Besides, in our present study, we found a very strong effect of 

response magnitude on confidence whereby paintings guessed as expensive where 

consistently rated with higher confidence than lower price responses. This effect 

reflects a commonly known effect where in estimation tasks, participants are highly 

confident when evidence supports one option against another but that ambiguous 

items lead to lower confidence (Lebreton et al., 2015). Similarly we can interpret the 

present results as participants knowing better when they recognise a cue for 

expensive painting but both deciding for lower price and  lower confidence in 

absence of such striking cue. These findings aligns with recent research in 

metacognition studying confidence of signal absence whereby participants, while 

being able to know when signal was absent, did use lower confidence levels to report 

absent that present signals (Fleming, 2020). 

 

Beyond this similarity between evaluation of decisions’ accuracy and consensuallity, 

we asked whether both of these reflexive process could rely on the same evidence 

that links them to the cohort consistent behaviour. According to SCT, this would 

therefore imply that both reflective functions use the same heuristic decision rule to 

monitor the consistency of choices. Our results revealed that the link between 

consensuallity and confidence relied on the same cues as the link between 

consensuallity and believed consensuallity. While, as previously discussed, this 
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relation between both reflective evaluations could be explained by a causal leak such 

as believed consensuallity serving as heuristic to inform believed accuracy (i.e. 

confidence), an alternative explanation takes root in the rich evolutionary and 

developmental literature linking both these reflexive processes (Fleming, 2021). 

Indeed, both abilities provide the agent with the ability to compare her own thinking 

and behaviour to alternative ones thereby comparing two (or more) possible models 

of the world. In this regard, SCT is insightful as it suggests that metacognition, as a 

reflexive process, uses a norm of consistency to evaluate choices. It suggests that this 

norm is task specific and guides both the choices and their monitoring. Depending 

on the task at hand, this decision rule as norm could therefore be one’s subjectively 

established preferences and goals or even explicitly instructed targets in perceptual 

tasks. In socially relevant tasks where the goal might be to fit in a social group by 

sharing its values, the decision rule might also be to follow consensuallity. In that 

sense, metacognition or reflective processes in general can be seen as a same 

evaluative process within which the norm changes based on the task at hand. This 

idea of a second order cognition monitoring different types of reliabilities to guide 

the agent as with a unique compass can be seen as a parallel to theories of 

consciousness (Shea & Frith, 2019). How theory of mind and metacognition can 

come apart to track distinct norms could be studied in a learning task where the 

agents would progressively learn the norm of accuracy to be different from their 

initial heuristic. More simply, conducting the task with art experts could also be 

informative about the dissociations of the concepts of consensuallity and accuracy 

when reflecting upon one’s choice. This entanglement between metacognitive 

evaluation and the inference about group behaviour could also be studied in other 

culturally relevant matters such as politics and morality which are also central to 

cultural identity. It could be argued that the ambiguity of the concept of accuracy in 

the present study could make it an exception where theory of mind could serve as a 

general heuristic for confidence, even though the task was performed in isolation 

and focusing on self-monitoring. 

 

We then challenged the relevance of monitoring consensuallity in this task by 

breaking down the majority-minority split that is proper to 2AFC tasks. We expected 
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that by presenting the same task and paintings with increasing number of 

alternatives to different groups of participants, the link between believed popularity 

and confidence would break down. Indeed we hypothesised that if the task structure 

would not provide a simple divide of the population, participants would rely less on 

their theory of mind as a proxy to infer about the accuracy of their responses. We 

found that confidence could still be predicted by believed consensuallity, but that 

increasing the number of alternative beyond 2 did affect this link between both 

reflective functions. Furthermore, theory of mind ability appeared to decrease in the 

presence of more than two alternatives. Instead, the link between confidence and 

consensuallity in more than 2AFC seem to rely on cues that predict response 

magnitude rather than its believed consensuallity. In tasks with limited knowledge 

and finer estimate to provide, the metacognitive process could therefore be seen as 

sharing parallels with detection theory than theory of mind. Indeed while the cohort 

might split in less trackable groups with increasing number of options, the strength 

of evidence guiding response magnitude could be a stronger predictor of confidence 

levels (Fleming, 2020; Lebreton et al., 2015). Although the present experiments 

provide a useful insight on the basis of reflection in ambiguous tasks, it can be noted 

that these short studies conducted on volunteers in an open public space would 

benefit from replications and more within participant trials to strengthen the 

present findings. 

 

Confidence is argued to be a common currency of behavioural reliability that has for 

pragmatic role to guide subsequent behaviour. Several areas of research seem to 

support this multi facet computation and role. First, self-consistency theory of 

metacognition suggests that beyond tracking cues for decision accuracy, confidence 

has a wider role of monitoring cues for behavioural consistency in various types of 

tasks (Koriat & Adiv, 2015). Secondly, Global workspace theory also suggests that a 

monitoring of input reliabilities is a central pillar on which relies the unifying of 

various currencies into a singular conscious experience and guidance of behaviour 

(Shea & Frith, 2019). Third, the literature in reinforcement learning has also recently 

been developing more complex models of confidence computations that 

demonstrates its multi-facet role in refining learning and behavioural flexibility (Lak 
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et al., 2017; Sarafyazd & Jazayeri, 2019; Sepulveda et al., 2020). Lastly, the integration 

of social information into confidence levels also painted its computation as multi-

facet common currency of decision reliability (De Martino et al., 2017). Here, we 

demonstrated that in tasks with limited knowledge confidence seems to rely on (or 

go hand in hand with) a new cue: inferred consensual. In the context of learning, it 

would be interesting to see how the computation of confidence evolves from the lay 

participant with limited knowledge to an expert with refined (or weighted) use of 

different sources of uncertainty. This calibration of confidence levels to different 

sources of uncertainty would make it a central anchor of behavioural flexibility, to 

match behavioural flexibility to environments with volatile or probabilistic reward 

contingencies (Boldt et al., 2017). 

 

To conclude, we found that the link between confidence and consensuallity, as 

predicted by self-consistency theory, revolved around the individual ability to infer 

accurately about their answer’s consensuallity and that this reflective process shared 

grounds with metacognitive monitoring. We discuss the implications of these 

findings for their meaning in the ability of participants to use a same task-specific 

decision rule both for decision-making and reflection, and the shared mechanisms 

between the processes of metacognition and theory of mind.  
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5. Supplementary material 

 

5.1 Supplementary methods for more than 2 alternative forced choice 

Procedure 

A total of four experiments were conducted at the Tate Modern Gallery, each 

experiment performed by different individual presented either 2, 3, 4 or 6 

alternative. The procedure was similar in all tasks as defined in the above paper.  

Price € >1 >10 >100 >1 k >10 k >100 k > 1m >10 m 

Log10 0 1 2 3 4 5 6 7 

2 AFC 1 2 

3 AFC 1 2 3  

4 AFC 1 2 3 4 

6 AFC 1 2 3 4 5 6  

Supplementary Table 1: Distribution of the painting selection for their market 

price to span equally across log10 price categories of 2,3,4 and 6 AFC tasks.  

 

Participants 

After the 2AFC task reached 50 participants, volunteers were selected to be older. In 

the 3AFC task 49 volunteers took part amongst which 2 were excluded for unfinished 

task and 3 for lack of variety in an answer type (which prevents the use of  z score 

normalisation) (mean age=20.17, se=14.37, expertise average=0.7, se=0.95). In this 

task, 58 out of 528 trials were excluded for having a missing value. In the 4 AFC task, 

49 participants took part, 3 were excluded for unfinished task, then 4 were excluded 

for lack of response variability (73 out of 504 trials were removed, participant age 

mean 22.2, SE=17.2, expertise score 0.53/3 SE=0.81. In the 6AFC task, 16 participants 

took part and 2 were excluded for lack of response variability (26 trials excluded out 

of 168, mean age=37.3, SE=14.5, expertise score=0.69/3, SE=0.87). 
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5.2 Supplementary figures 

 
Supplementary figure 1: Distributions of responses and reports about responses 

in all 4 tasks. Four different groups of volunteers took part in respectively a 2, 3, 4 

and 6 AFC tasks presenting the same paintings (c.f. sup methods). The diagrams 

report for each of these four tasks respectively the participants’ average performance 

and then for all trials across participants the use of the response categories, and of 

the scales for confidence and believed consensuallity. 
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Supplementary figure 2: Mixed effects models for predictors of confidence in 

2AFC. a. model 9 predicting levels of confidence with actual response’s correctness 

and response’s consensuallity (both encoded binarily) b. model 10 evaluates 

whether accurate consensuallity predicts confidence or its prediction by 

consensuallity c. model 7 predicting levels of confidence with actual response 

consensuallity and believed response consensuallity (both encoded binarily) d. 

model 8 evaluates whether accurate believed consensuallity predicts confidence or 

its prediction by consensuallity e. model comparison of 12 candidates to explain the 

factors predicting confidence levels. Lowest BIC goes to the parsimonious model 3 

whereby confidence is best predicted by believed response consensuallity. model 6 

presenting the three central predict of the paper is presented in the main paper as 

figure 2a, full model 12 is presented in main paper figure 2c. Significance of 

predictors is indicated by * for p<.05 and ** for p<.001. 
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Supplementary figure 3: predictors of accuracy and consensuallity monitoring in 

task with various number of alternative choices. a. model 22 presenting the effect 

of task as linearly increasing number of alternative (2,3,4,6) on the previously tested 

predictors of confidence: response correctness, response magnitude, response time, 

and believed and objective consensuallity together with their interaction (theory of 

mind ability) b-c. simpler models of confidence presenting response consensuallity, 

believed consensuallity and response magnitude as affected by the number of 

alternative respectively for 2 vs 3 AFC and 2 vs 4 AFC. d. combined plot presenting 

(as if fig 2b) the prediction of believed consensuallity by objective consensuallity 

(theory of mind ability) respectively for the 2, 3, 4 and 6AFC tasks. e. model 24 

predicting in all 4 tasks the main predictors of confidence from the full model 22 as 

response magnitude, response time, objective and believed consensuallity together 

with their interaction (theory of mind ability) f. model 25 adding to model 24 the 

cues for response magnitude as interacting with the cues for theory of mind ability. 

g. model comparison for predictors of confidence across all 4 tasks as encoded with 

increasing number of alternative. The best model across all 4 tasks is response 

magnitude. Full model 22 is presented in a for effect of increasing number of 

alternative on predictors of confidence and 24-25 present more parsimonious 

models with the effect of the best predictor (response magnitude) as interacting 

factor to shared parameters of confidence, believed and objective consensuallity. 

Significance of predictors is indicated by * for p<.05 and ** for p<.001. 
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5.3 Supplementary material 

 

n Market price 

€ 

Log10  size artist auction 

1 1 0 51 x 67  Carl Weisgerber Ketterer 

Kunst 

2 1 0 59,5 x 42,5 Rupprecht Geiger Ketterer 

Kunst 

3 350 2 47x 64 Hamburg Ketterer 

Kunst 

4 600 2 52 x 67 Fritz Wotruba Ketterer 

Kunst 

5 3000 3 52 x 67 Gerhard Richter Ketterer 

Kunst 

6 6000 3 42,5 x 49 Bruce Nauman Ketterer 

Kunst 

7 20000 4 42 x 56 Ernst Ludwig Kirchner Ketterer 

Kunst 

8 30000 4 46 x 61.5 Julien Dupré Ketterer 

Kunst 

9 200000 5 50 x 60  Oskar Kokoschka Ketterer 

Kunst 

10 300000 5 53 x 43 Gerhard Richter Ketterer 

Kunst 

11 3000000 6 76.2 x 63.5 David Hockney Christies 

12 2500000 6 81.2 x 65.3 Pablo Picasso Christies 

Supplementary Table 2: Distribution of the painting selection for their market 

price to span equally across log10 price categories of 2,3,4 and 6 AFC tasks.  
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1. 

 

2. 

 

3. 

 

4. 

 

5. 

 

6. 

 

7. 

 

8. 

 

9. 

 

10. 

 

11. 

 

12. 

 
Supplementary Table 3: Paintings used in the 4 tasks of the experiment as referred 

by their index as in sup table 2.  
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Bridge:  

From heuristics to moral values. 
 

This thesis argues for the role of subjective value in providing a comprehensive 

picture of procedural metacognition as a thermostat for decision coherence. By 

developing the models of both the function and the computation of metacognitive 

monitoring signals, we suggest that subjective value is essential to close the loop and 

provide a comprehensive understanding of metacognition. The second half of the 

thesis concerns empirical work that aims at providing new models for the 

computation of confidence reports in regard to subjective value.  

 

Chapter 4 explored the cues on which confidence reports rely when the task at hand 

comes with limited knowledge about the decision rule. More specifically, after 

defining in previous chapters that subjective value is both a central input for 

monitoring signals and is itself relying on inference, we tested here the nature of the 

cues on which confidence reports rely in contexts where no explicit knowledge is yet 

present to define the decision rule. Our results suggested that reflective processes 

(i.e. both metacognition and theory of mind) rely on the same cues which guide 

decisions themselves both in the agent and also in the group’s popular tendencies. 

These results, therefore, suggest a common architecture for both these reflective 

processes while also supporting that metacognition monitors the decision 

coherence with the decision rule rather than monitoring its objective accuracy.  

 

In this investigation of metacognition, as monitoring the coherence of a decision 

with a decision rule, these results can be seen as one end of the spectrum: the 

heuristic or implicit cues as the value of items. To claim that this function of 

metacognition is ubiquitous, however, one must look at the other side of the 
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spectrum and ask: are confidence signals also influenced by subjective value when 

it is explicit, so much so as defined by one’s conscious and voluntary choice?  

When confidence reports have already been demonstrated to accurately track the 

coherence of decisions when concerned with the hedonic value of snacks, Chapter 

5 explores whether another value domain, closer to explicit and subjective identity 

might also inform confidence signals: moral values.   
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Chapter 5: 

Confidence monitors and predicts 

moral decisions. 

 

Abstract 

When making a moral decision, we may feel more or less confident that we made the 

right choice. But what does this subjective confidence reflect in the moral domain? 

By analogy with confidence in hedonic choices, we hypothesised that in non-social 

context, confidence in moral choices tracks the coherence of our decisions with our 

moral values. To compare the two, we first asked participants to report how much 

they valued charities (moral domain) and snacks (hedonic domain). They then had 

to choose which item they preferred among pairs of charities or snacks and to report 

how confident they were in having chosen their favourite item. We replicated 

previous findings in hedonic choices and showed that participants are also able to 

monitor whether their choices match their own moral values. Furthermore, as in the 

hedonic domain, moral confidence predicted whether a decision would be 

consistently repeated over time. Lastly, as previously demonstrated in hedonic 

choices, we observe that participants whose confidence tracked better their choices’ 

coherence with their value hierarchy also predicted better future choices’ 

consistency. Altogether these results extending to the moral domain strengthen the 

evidence that metacognition both tracks both retrospective coherence and 

prospective consistency.  
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1. Introduction 

Moral heroes are portrayed as always being sure of the rightness of their choices. In 

real-life however, deciding for instance to invest in an organic product rather than 

to give to a beggar in the street triggers a feeling of uncertainty about whether we 

made the right choice. Arguably, as humans, this ability to reflect upon the rightness 

of our own decisions defines us as rational moral agents, and supports our moral 

reasoning and self-evaluation in general (Paxton & Greene, 2010).  

This capacity to reflect upon our own choices is studied in other domains as a form 

of “thinking about thinking”: a metacognitive evaluation of whether our choices 

comply with a given decision rule. We can for instance reflect and report whether 

our perceptual decisions correctly follow objective instructions (Pouget et al., 2016) 

or whether our choices of snacks cohere with the hierarchy of our stated hedonic 

preferences (De Martino et al., 2013). However, unlike perceptual instructions and 

hedonic preferences, moral values cannot directly be sensed or experienced. 

Instead, moral judgments are a complex construct of both moral intuitions 

(expressed as emotions and based both on innate and socio-cultural influences, 

Haidt, 2001; O’Neill & Petrinovich, 1998) and higher-order evaluations (including 

reflection and reasoning, J. D. Greene et al., 2004; J. Greene & Haidt, 2002; Paxton et 

al., 2012; Pizarro & Bloom, 2003; Young & Saxe, 2008). This multi-dimensional 

construct often associates moral judgments with uncertainty and disagreements 

(Bykvist, 2017; Skitka, 2010). Therefore, here we ask: Can moral values, although 

complex and eventually uncertain, form a clearly organised hierarchy on which one 

can discriminatively reflect to evaluate one’s own choice? 

 

 

Confidence ratings give us an insight into how individuals reflect and subjectively 

evaluate their own choices. In simple value-based choices, for example a choice 

between two snacks (Folke et al., 2017) or everyday objects (De Martino et al., 2017), 

participants express higher confidence when they chose the item they value the 

most, and lower confidence when they chose the item they find less valuable. In 

other words, if an individual said that she really liked chocolate bars and just 

tolerated crisps, she would most likely be highly confident when choosing a 
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chocolate bar over the crisps, and express low confidence otherwise (De Martino et 

al., 2013). Therefore, even when decisions are made based on subjective values 

(rather than on objectively defined instructions), participants can reflect on whether 

their choices are coherent with their value hierarchy in a discriminate manner. This 

ability to reflect upon hedonic choices can also inform future choices (Boldt et al., 

2019; Folke et al., 2017): when presented with the same set of items, participants are 

more likely to repeat their decisions if they are highly confident about it. When it 

comes to the moral domain, subjective uncertainty has been studied at the level of 

moral judgments, but whether humans have the ability to reflect upon and evaluate 

their own moral choices remains unexplored. It has been demonstrated for instance 

that people who express higher moral conviction in their moral views are more likely 

to invest in the corresponding causes (Skitka, 2010). In this paper, we ask instead 

whether participants can communicate with their confidence levels a subjective 

evaluation of their choices according to their own moral values, and whether they 

can do so as distinctively as with their hedonic values.   

 

There are several reasons to doubt that confidence could track how our choices 

cohere with our moral values. First, and as already mentioned, this monitoring could 

be prevented because moral values would be fuzzy and uncertain due to the 

complexity and variability of their construct (Bykvist, 2017; J. Greene & Haidt, 2002). 

Moral dilemmas, in moral psychology, show that we are often conflicted and unsure 

of what is the right thing to do, and cannot simply solve this uncertainty by getting 

more information about the options we face: in  a classic trolley problem, or its more 

recent iterations with driverless cars (Bonnefon et al., 2016; Kallioinen et al., 2019; 

Maxmen, 2018), we may not be sure that letting one person die to save three is the 

right thing to do, and looking at the options will not help us solving this tension. If 

moral values are particularly uncertain, there may be no clear and stable ground on 

which metacognition could operate allowing our confidence levels to communicate 

whether our choices cohere with our values. Another cue supporting the possible 

inherent uncertainty of moral values is brought by cognitive neuroscientists who 

demonstrated that altruistic decisions consistently take longer to make than self-

centred ones. Choice difficulty and uncertainty are known to decrease performance 
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and overall confidence, and limited evidence available at the cognitive level is also 

considered as a limit to the metacognitive ability to monitor choices (Fleming & 

Daw, 2017; Fleming & Lau, 2014; Pouget et al., 2016). 

A second reason to doubt that confidence could genuinely reflect moral coherence 

comes from self-serving biases: confidence often serves one’s goals or preserve one’s 

self-image, such as when gamblers or entrepreneurs would disregard risk and 

convince themselves or others of the rightness of their choice (Griffin & Tversky, 

1992; Hirshleifer et al., 2012). Considering the role of moral signalling in social 

identity (sometimes leading to moral hypocrisy), it could be argued that confidence 

in moral choices would be overall tuned to fit social contexts and ambitions instead 

of monitoring the choices’ coherence with one’s actual personal values (Bogaert et 

al., 2008; Gal, 2015; Johnson & Chattaraman, 2020; Lönnqvist et al., 2014).  

Lastly, the demonstration that the analogous self-centred versus altruistic choices 

are processed by different brain regions suggests that moral and hedonic values can 

be seen as two independent value domains (Brosch & Sander, 2013; Soutschek & 

Tobler, 2018; Young & Saxe, 2008). Though the debate is not settled, this difference 

between the way these values are encoded in the brain questions whether the same 

monitoring system could evaluate moral choices as well as hedonic choices. Indeed, 

the domain-specific hypothesis of metacognition suggests that metacognitive 

insight might not be ubiquitous and could vary depending on the cognitive task and 

types of evidence, such as between different sensory inputs or memory recall 

(Fitzgerald et al., 2017; Rouault et al., 2018). Although individuals are able to 

metacognitively reflect on their hedonic choices, this ability might therefore not 

generalise to moral choices.  

 

Looking for a metacognitive ability in the moral domain is nonetheless not a lost 

cause. In the economics literature, the concept of “warm glow” suggests that 

participants experience direct pleasure when choosing what they find good for 

others in a somewhat similar way as they would by experiencing pleasure 

themselves (Andreoni, 1990). Aligning with the idea that metacognition could be 

domain general, pleasure could therefore serve as a common currency across value 

domains (Cabanac, 1992) and support a shared monitoring system for both moral 
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and hedonic choices types, analogous to what is demonstrated across different 

cognitive tasks (Baer & Odic, 2020; Mazancieux, Dinze, et al., 2020; Mazancieux, 

Fleming, et al., 2020; Rouault et al., 2018). Furthermore, the contextual adjustments 

that one sees in social contexts may affect the expressed levels of confidence (i.e, 

overconfidence, or bias) but not the capacity to distinguish between better and 

worse choices (i.e., sensitivity). More specifically, we therefore ask here whether, at 

least outside social pressures or audience, participants could be sensitive to the 

coherence between their choices and their moral values when reporting their levels 

of confidence, and so in a similar manner to the hedonic domain.  

 

We were interested in two sides of metacognition: monitoring coherence and 

informing consistency. To test these abilities, we captured participants’ hedonic 

values with snacks and moral values with charities. Although charities can be seen 

as performing a social or political lobbying role, they often collide with moral causes, 

and offer a good way to investigate moral preferences (Maoz et al., 2019; Nilsson et 

al., 2016). We started by recording participants’ hierarchy of values in both hedonic 

and moral by asking them to rate their likings of sets of snacks and charities 

(following a standard procedure, e.g. Brosch & Sander, 2013; Colas, 2017; Colosio et 

al., 2017; Harbaugh et al., 2007; Hare et al., 2010; Maoz et al., 2019; Moll et al., 2006; 

Sepulveda et al., 2020; Tarantola et al., 2017). Participants then saw pairs of snacks 

or charities and had to choose which of the two items they preferred before reporting 

how confident they were in having chosen their favourite item. We hypothesized 

that subjective confidence levels would discriminately track whether choices were 

coherent with the participants’ hierarchy of moral values. Furthermore, if such 

moral metacognitive monitoring exists, we expected that confidence levels could 

also shape future behaviour, by predicting whether a choice would be repeated or 

not. Following previous findings in the hedonic and economic domain (Boldt et al., 

2019; Folke et al., 2017), we then expected to find confidence as a predictor of choice 

consistency in the moral domain.  

 

Our results replicated existing findings in the hedonic domain and extend them to 

the moral domain by showing that participants’ confidence both tracked the 
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coherence of their choices and guides future choices. In both value domains, 

individuals with greater insight into the coherence of their choices also had more 

informative confidence levels in predicting their future behavioural consistency.  

 

2. Methods 

2.1. Participants 

A total of 43 participants fluent in English were recruited to take part in the 

computer-based experiment at LMU’s psychology laboratory. To test metacognitive 

ability in charity choices, we used a similar sample size to previous studies which 

demonstrated metacognitive ability in snack choices (De Martino et al., 2013; Folke 

et al., 2017).  All participants signed a consent form and were compensated 9 euros 

per hour with a 1 euro bonus if they performed above 85% in the attention checks 

and comprehension questions at the end of the experiment. We rejected 6 

participants whose choices’ coherence score (according to reported likings) was out 

of the 60-95% range, in either value domain. The remaining 37 participants were 

included in the analyses (17 females, aged: 20-43). The study was approved by the 

University of London Research Ethics Committee (Project Number: SASREC_1819-

313A). 

 

2.2. Stimuli 

A total of 16 snacks were selected for their differences and similarities along 4 axes: 

sweet/savoury, healthy/rich, single item/pack of items and rare/popular snack. For 

charities, the selection was based on Maoz et al., 2019 ’s bank of stimuli from which 

8 consensual charities and 4 pairs of controversial charities were selected. This 

selection was made to allow similarities and differences across 6 moral causes: 

conservation (of environment and biodiversity), (human) rights, health (and 

research), support (to people in need), (social) inequalities and culture (and 

education). A pilot study on 31 participants was used to best homogenize the value 

distribution between snacks and charities across participants (Fig. S1a-b). High-

definition pictures of the snacks and of the charities’ names and logo were 

downloaded from the internet. Finally, to normalize the information available for all 
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stimuli, we applied a standard format of 400x400 pixels and added a few words to 

describe the snacks and the charities. The task was coded in JavaScript (JSpsych.org). 

 

2.3. Procedure 

After reading general instructions and consent forms on their computer screen, 

participants saw a snapshot of all the options used in the experiment (8 random at a 

time, for 20 seconds) and were asked to familiarise themselves with the sets of items. 

This first glance aimed at helping participants to use the value scale more finely by 

having a prior knowledge of the overall range of snacks and charities that would be 

used.  

Value report. After a 500ms fixation cross, participants saw either a snack or a charity 

and rated how much they would like to respectively obtain this snack or support this 

charity on a continuous scale from really dislike to really like (quantified as -10 to 10, 

step .5, Fig. S1a-b, Lebreton et al., 2015). This continuous scale aimed at preventing 

participants from thinking in a quantitative manner so that the following choice task 

would be performed genuinely and not by memorising the explicitly reported values 

in this part. Furthermore, for both snacks and charities, this personal report of liking 

aimed at eliciting the participants’ subjective values of each item instead its more 

objectively defined price, popularity or rightness. After each evaluation, participants 

rated how certain they were of this reported value, on a continuous scale from not at 

all to absolutely certain (Fig. 1a). As previously reported in snack choices (De 

Martino et al., 2013), post hoc analyses did not reveal a significant link between this 

rating of value certainty and choice confidence (Fig. S3d), therefore this measure is 

not further mentioned in the present paper. This value report was done in 2 blocks 

of either 16 snacks or 16 charities, and both the order of the blocks and of the items 

were randomised.  

Choice. All combinations of two snacks or two charities (N=120 each) were then 

presented twice in reversed lateral position (480 trials), across 8 blocks which were 

presented in random order and contained a series of 60 random choices between 

pairs of items of the same domain. In each trial, participants saw a 500ms fixation 

cross, and then either two snacks or two charities. They were asked to select the item 

they would prefer to respectively obtain or support. After each decision, participants 
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were asked how confident they were that they chose their preferred item from not at 

all to absolutely confident (quantified for analysis as 0 to 10 step .1). No time 

pressure was applied in the entire task but decisions that took over 3 STD beyond 

the subject’s average response time in the domain were discarded (5.1±1.5% of 

trials). All parameters were z-scored independently within participants and domains 

to favour their fair comparisons in mixed models and other analyses. A five minutes 

demo of the task is available at:  

https://www.cvbe-experiments.com/oa/MoralConfidenceDemo/ 

 

3. Results 

3.1. Choice and confidence’s sensitivity to coherence. 

Following a standard procedure in behavioural economics, we first asked 

participants to separately rate how much they valued each item (Becker et al., 1964). 

We then asked participants to choose among pairs of charities and snacks. We first 

tested whether participants’ choices amongst charities were coherent with their 

moral values, by which we mean in this paper that participants chose the item for 

which they expressed the highest value. Following our expectations, we found that 

participants’ choices among charities were indeed coherent, hence demonstrating 

that their moral decisions could be predicted by their explicitly reported moral 

values (Fig. S1d). More specifically, this choice coherence was predicted by choice 

difficulty, namely, participants were more likely to choose the charity they rated as 

more valuable when the difference in value (DV) between both charities was high 

(easy choices, Sugrue et al., 2005, logistic regression: 𝛽 =2.79, se=0.27, z=10.42, 

p<0.001). Replicating previous findings, participants also exhibited a coherent 

behaviour in their choices of snacks, therefore allowing us to study the relationship 

between confidence and this choice coherence in both domains (𝛽=3.40, se=0.28, 

z=11.94, p<0.001).  

We then tested whether participants’ confidence levels captured whether their 

moral choices were coherent with their subjective values, that is, we asked: were 

decisions reported with high confidence more likely have chosen the highest value 

item than decisions reported with low confidence? We found that confidence levels 

discriminated coherent from incoherent moral choices (Fig. 1c, S2e paired t-test: t=-

https://www.cvbe-experiments.com/oa/MoralConfidenceDemo/
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6.63, p<0.001). In other words, in choices with high confidence, participants chose 

more frequently the charity they rated as more valuable than in low confidence 

choices. This sensitivity of confidence to coherence was confirmed by the 

interaction between these parameters making the best model to predict the moral 

choices made by participants (Fig. S2d: 𝛽=0.85, se=0.08, z=10.12, p<0.001, Fig. S2a 

Bayesian Information Criterion (BIC) relative to model 3 DVxConfidence: 7394; 

model 1 DV: 7631; model 2 DV+Confidence: 7650). Replicating previous findings, we 

found that this sensitivity of confidence also applied in choices among snacks (Fig. 

S2d: 𝛽 =1.20, se=0.12, z=9.80, p<0.001, Fig. S2b BIC relative to model 3 

DVxConfidence: 6425; model 1 DV: 6781; model 2 DV+Confidence: 6803; Fig. S2e 

paired t-test: t=-6.17, p<0.001, De Martino et al., 2013; Folke et al., 2017).  

      Altogether, our results demonstrate that confidence levels are reliable explicit 

markers of the coherence between one’s choice and one’s personal moral values. 

Namely, participants successfully manage to evaluate how their choices reflect their 

personal moral values and have explicit access to this appraisal. Our replication of 

this sensitivity of confidence in snack choices highlights that healthy individuals are 

explicitly aware of their choices’ coherence with their personal values, and so both 

when these concern their personal interests in food and their views for others’ 

welfare.   
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Figure 1: Choice and confidence sensitivities a. Participants first rated how much 

they valued each charity and snack and their certainty in this rating on continuous 

scales. b. They were then presented with pairs of either charities or snacks and asked 

to choose the item they would prefer to respectively support or obtain and report 

their confidence in having chosen their favourite item. c-d. Probability of choosing 

item on the right side given its relative value (DV: difference in value) to the item on 

the left (logistic fit for all participants, respectively for charity and snack choices). 

This choice sensitivity was modulated by confidence levels, this difference between 

the fit for low and high confidence levels (subjective median split) is a proxy for 

subjective metacognitive accuracy (for mixed model see Fig. S2d). 

 

3.2. Confidence predicts choice consistency. 

In economics, a choice behaviour is rational if it follows a series of norms such as 

coherence with one’s order of preferences, consistency over time, or transitivity 

among choices. Since confidence was sensitive to the choice’s coherence with one’s 

values, we hypothesized that confidence could also monitor whether a choice was 

consistent over time, if the same set of items was presented several times. For both 

charity and snack choices, we presented participants with each pair of items twice 

(with counter-balanced item position) enabling us to investigate whether decisions 

which were consistently repeated were reported with higher confidence than the 

inconsistent decisions. A mixed model (Fig. 2a) demonstrated indeed that choice 

consistency predicted the level of confidence in the choice (Charity: 𝛽=0.15, se=0.02, 

z=7.92, p<0.001, Snack: 𝛽 =0.14, se=0.02, z=8.43, p<0.001). Furthermore, the 

prediction of confidence by choice consistency seemed to be at least as strong as for 

choice coherence (from best model (7) Fig. S3c:  Charity consistency: 𝛽 =0.16, 

se=0.02, z=9.53, p<0.001, Charity coherence: 𝛽=0.10, se=0.01, z=8.42, p<0.001, Snack 

consistency: 𝛽=0.14, se=0.02, z=8.81, p<0.001, Snack coherence: 𝛽=0.10, se=0.02, 

z=6.12, p<0.001). This effect was confirmed by a model comparison between the 

effect of both these norms of rationality on confidence (Fig. S3c, BIC scores: 

consistency model 2= 46734; coherence model 1= 46843). Therefore, for moral and 

hedonic value domains, our results highlight that confidence tracks, further than 
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simply the coherence of one’s choice with their preferences, also choice consistency 

over time.  

Building on this strong effect of choice consistency on confidence level, a second 

analysis focused on the reverse relation: how do confidence levels, amongst other 

factors, predict the consistency of future choices (Flavell, 1979; Folke et al., 2017; 

Kluwe, 1982; Nelson & Narens, 1990)? To do so, we investigated whether the 

confidence level in the first encounter of the choice (t-1) could predict whether the 

same decision would be made again when the same items pairing is presented once 

more (t). Among other candidate factors, a mixed model investigated the effect of 

confidence at the previous encounter of the items pair in predicting whether the 

second decision would be consistent with the first one (Fig. 2b). As could be 

expected, choice difficulty (|DV| best predictor of choice coherence from Fig. 1c,d), 

but also confidence at t-1 were strong predictors of choice consistency at t (both 

factors controlled within same model Fig. 3b Charity |DV|: 𝛽=0.60, se=0.10, z=5.90, 

p<0.001, Snack |DV|: 𝛽 =0.50, se=0.08, z=5.90, p<0.001, Charity confidence t-1: 

𝛽=0.51, se=0.06, z=8.85, p<0.001, Snack confidence t-1: 𝛽=0.54, se=0.07, z=7.38, 

p<0.001). A model comparison also suggested that confidence levels in the previous 

choice (t-1) explained at least as much about choice consistency than choice 

difficulty itself (Fig S4a-b BIC scores for Charity model 2 confidence=3218, model 1 

|DV|=3278, for Snack model 2 confidence=2771, model 1 |DV|=2878). In other words, 

regardless of whether a choice between charities was obvious or difficult to 

participants, how confident they were the first time they made this choice was at 

least as likely to predict whether they would make the same decision again.  

Furthermore, response time, often considered as an implicit marker of uncertainty 

in one’s decision (Faivre et al., 2018; Folke et al., 2017) was a small predictor of choice 

consistency both in snack and charity choices (Fig. 2b, Charity: 𝛽=-0.07, se=0.06, z=-

1.23, p=0.22, Snack: 𝛽=-0.26, se=0.05, z=-5.66, p<0.001, Fig S1e-f, response time 

(implicit choice uncertainty) predicts explicit confidence: paired t-test Charity: 

t=8.20, p<0.001, Snack: t=10.80, p<0.001, and coherence: paired t-test Charity: 

t=14.11, p<0.001, Snack: t=15.62, p<0.001). These results suggest that, independently 

of the average longer time and associated speed accuracy trade off in charity choices, 

participants might be able to cue their confidence levels on a domain relative 
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response time as an implicit maker of choice reliability. While both implicit and 

explicit markers of choice reliability predict consistency, explicit reports of 

confidence were stronger predictors. Altogether, we found that confidence in a 

moral choice, further than reflecting whether the choice is coherent with one’s 

personal values, is also predictive of repeated decisions in the future.  

 
Figure 2: Confidence predicts choice consistency a. Predictors of confidence 

(mixed model 6 from model comparison Fig. S3c, full model Fig. S3d) with 

respectively response time (RT), difference in items’ values (|DV|), choosing high-

value item (Coherence), repeating the choice (Consistency) b. Fixed effects 

predicting the choice consistency at t with the previous choice amongst this pair of 

items at t-1 (mixed model 4 from model comparison Fig. S4c, full model Fig. S4d).  c. 

Linear regression between participants’ metacognitive accuracy in monitoring 

choice coherence (from the best model (7): Fig. S2d, similar to simplified Fig. 1 c-d) 

and participant’s predictor of choice consistency by confidence at t-1 (𝛽Confidence 

t-1 from the best model of consistency Fig. S4d, similar to panel b). 

 

3.3. Metacognition monitors and predicts. 

Lastly, we tested whether, at the individual level, participants whose confidence was 

more informative about the value of their choices (metacognitive accuracy) also had 

a more predictable behaviour based on these confidence levels. In other words, we 

investigated the link between metacognitive insight and a possible metacognitive 

behavioural prediction by studying their relationship within individuals. Our results 

revealed that in the moral domain, participants with higher metacognitive insight in 

their choices’ coherence also were those whose confidence predicted best their 
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future choices’ consistency (Fig. 2c 𝛽=0.26, se=0.08, z=3.22, p<0.01). While this effect 

was previously demonstrated in snack choices(Folke et al., 2017), in our experiment 

these results where only approaching significance without reaching ( 𝛽 =0.21, 

se=0.10, z=2.21, p=0.05). Tis results overall suggest that, in both domains, individuals 

with greater metacognitive insight were more likely to repeat a choice if they were 

highly confident the first time they made their choice and to go for the alternative 

item otherwise, whereas, for participants with lower metacognitive insight, 

confidence did not have such a strong predictive power. Our results therefore 

suggest that participants with greater ability to reflect on how valuable their choices 

were to them could also partly rely on this signal to inform future decision making 

processes. Nonetheless other empirical design would need to confirm a role of 

causality between this monitoring and guiding.  

 

4. Discussion 

In our study, we present a novel approach to evaluate whether participants are 

able to subjectively monitor how their choices cohere with their moral values. While 

the ability to consciously monitor whether one’s choice is coherent with one’s 

hedonic values was previously demonstrated (De Martino et al., 2013; Folke et al., 

2017), here we tested this metacognitive ability in the moral domain. If economists 

and psychologists can describe confidence in moral choices as self-serving or 

motivational, especially in social contexts, we investigated whether confidence 

could instead use subjective moral values to evaluate one’s choices. Our results 

demonstrated this metacognitive ability to monitor choices’ coherence and also to 

predict future choices’ consistency in the moral domain while replicating these 

findings in the hedonic one. These results highlight that, in both choices concerning 

either oneself or others, metacognition allows conscious monitoring of choices and 

might contribute to guiding future choices with explicit confidence levels.  

 

We challenged the metacognitive ability to track choice coherence in the moral 

domain for the reasons that values and decisions in this domain are often associated 

uncertainty and complexity (Bykvist, 2017; J. Greene & Haidt, 2002; Paxton et al., 

2012). At this cognitive level however, our experiment in did not reveal a difference 
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of uncertainty between the ratings of charities and snacks (Fig. S1c). Although 

uncertainty and response time are commonly linked in perceptual choices, our 

experiment replicated the difference in response time found between both domains 

whereby moral choices take consistently longer than hedonic choices.  (Crockett et 

al., 2015; Krajbich et al., 2015; Moll et al., 2006). These findings highlight that the 

decision processes between both value domains appear to rely on different 

mechanisms, and supports the findings that more reflective cognitive processes 

might be at play to make moral decisions than hedonic ones (J. D. Greene et al., 2004; 

J. Greene & Haidt, 2002; Paxton et al., 2012; Pizarro & Bloom, 2003; Schenk, 2006; 

Young & Saxe, 2008). Therefore, in our study, the moral domain was not necessarily 

associated with more uncertainty in subjective values but rather with a different and 

eventually more demanding decision process.  

 

Despite these differences between domains at the cognitive level, we investigated 

whether metacognition could monitor how choices related to moral values as well 

as it does with hedonic values. If it is agreed that the cognitive and metacognitive 

processes use at least partly the same information, how such cognitive links between 

both levels relate their respective behavioural performances together is still unclear 

(Fleming & Daw, 2017; Fleming & Lau, 2014). Our results demonstrated comparable 

metacognitive abilities in both value domains, therefore suggesting that confidence 

could relate to different types of value in the same way. This similar metacognitive 

access to different decision processes was proposed to be mediated by supra-modal 

cues (e.g. response time, Faivre et al., 2018) or processes (e.g. working memory, Shea 

& Frith, 2019). Ultimately, a comparative evaluation of choices across tasks could 

serve as a common currency to guide behaviour in a multi-dimensional 

environment (De Gardelle et al., 2016). The metacognitive access to moral decision-

making process could be investigated in a clinical population with altered altruism 

such as the psychopathic population (Abu-Akel et al., 2015; Bo et al., 2014). While for 

instance blind-sight studies have proved metacognition to access unconscious 

information (not available at the cognitive level, Ko & Lau, 2012), such residual 

metacognitive access could suggest non-null metacognitive monitoring even with 

an impaired moral system. Lastly, the demonstration that participants tend to act 
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against their moral values in social context could predict to reduce the 

metacognitive ability to monitor how choices cohere with personal values by 

changing the individual’s goal in this setting (Griffin & Tversky, 1992; Hirshleifer et 

al., 2012).  

 

While we demonstrated overall comparable metacognitive abilities to monitor 

choices in both hedonic and moral domain, our design’s lack of control for value 

hierarchies (Fig. S1a-b) and coherence levels (Fig. S1d) across domains limited the 

extent to which we could compare these confidence monitoring processes. By 

selecting which snack pairs were presented to participants based on their subjective 

value, Folke et al. (2017) partly controlled the cognitive process monitored by 

confidence, bringing the value-based decision paradigm closer to the perceptual 

literature. By controlling for choice difficulty, the equal amount of evidence in both 

value domains would bring a common cognitive ground on which to quantify and 

compare metacognitive abilities between domains. On the one hand, the complexity 

of moral judgements could make for an unclear hierarchy of values on which to 

found metacognitive monitoring, therefore predicting lower metacognitive ability in 

the moral than hedonic domain. On the other hand, if complex moral values are 

uniquely encoded by higher-order cognitive processes (e.g. reflective system) 

adjacent to metacognitive monitoring, one could expect that metacognitive insight 

might be greater in the moral than the hedonic domain  (J. D. Greene et al., 2004; 

Paxton et al., 2012; Pizarro & Bloom, 2003; Schenk, 2006). Additionally, studying the 

link between metacognitive abilities across value domains and within participants 

could shed light on the metacognitive system by revealing whether there could be a 

unique overarching metacognitive system for all value-based choices as suggested 

by the domain general hypothesis of metacognition (Morales et al., 2018; Rouault et 

al., 2018). To best account for these conflicting predictions, further research should 

ideally also investigate the contribution of the systematic factors involved this 

metacognitive monitoring (Shekhar & Rahnev, 2020).  

 

Independently from the ability of confidence to monitor the coherence of 

choices with subjective values (i.e. sensitivity), controlling for comparable value-
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based choices across domains could allow comparing the calibration of confidence 

(i.e. confidence bias: over- or under-confidence, Baranski & Petrusic, 1994; Fleming 

& Lau, 2014). For instance, self-serving bias could predict participants to report 

overall higher confidence in the moral domain than in the hedonic one such as to 

influence others (Bogaert et al., 2008; Gal, 2015; Johnson & Chattaraman, 2020; 

Lönnqvist et al., 2014). Alternatively, the complex construct of moral values and 

slower decision-making process could instead predict participants to be relatively 

under-confident in this domain (Crockett et al., 2015; Krajbich et al., 2015; Moll et 

al., 2006; Patel et al., 2012). 

 

Our secondary hypothesis concerned the function of confidence in informing future 

behaviour. Aligning with previous findings, we found that, in both value domains, 

explicit reports of confidence predicted choice consistency over time. Interestingly, 

our results also replicated that these explicit monitoring signals (i.d. confidence) 

were more reliable predictors of future behaviour than implicit markers of 

uncertainty such as reaction time, and so especially in the moral domain (Folke et 

al., 2017). The extent to which confidence informs future choices could be more 

finely tested in a new experimental design by repeating choices more than twice. 

Furthermore, besides choice consistency, confidence could be tested for its 

potential guidance of other types of commitments (e.g. monetary investment, 

Soutschek & Tobler, 2020) or behavioural optimisation (e.g. choice transitivity, Folke 

et al., 2017, or confidence calibration, Rouault et al., 2019). 

 

Lastly, we investigated within each individual the role of metacognition as a possible 

gateway between behavioural monitoring and control. Replicating this finding in the 

hedonic domain, we demonstrated that individuals whose confidence monitors best 

choice coherence also informs better choice consistency. To test further the possible 

role of metacognition in behavioural guidance, its link to deficient executive control 

could be studied in the clinical population such as obsessive-compulsive disorder. 

Indeed previous findings suggested that this population’s perceptual metacognitive 

ability was not affected but only the guiding role of confidence for future choices was 

impaired (Vaghi et al., 2017). Studying in this population how confidence bridges 
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monitoring and control of value-based choices (which are central to impulsive and 

addictive behaviours) would refine the link between these metacognitive functions. 

By suggesting a link between metacognitive sensitivity and behavioural flexibility in 

value based-choice, our present study supports the existing consideration that 

metacognitive training (also transferable across tasks Carpenter et al., 2019) appears 

as a promising area of therapy for the population with psychological disorders such 

as with reduced executive control (Bang et al., 2020; Bhome et al., 2019; Faivre et al., 

2019; Heyes et al., 2020; Lysaker et al., 2014; Vaghi et al., 2017). 

 

5. Conclusion 

In the present study, we demonstrated the ability of healthy participants to reflect 

upon their moral choices by explicitly reporting through their confidence levels 

whether their choices were coherent with their own moral values. Additionally, this 

reflective ability also predicted how much a participant’s confidence levels 

predicted her future choice consistency. Altogether our findings paint a picture of 

confidence as a gateway between the monitoring of past choices and the 

information of future choices in both the hedonic and moral domains.  
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6. Supplementary figures 

 

 
Figure S1: Value domains’ behavioural features. a-b. Distribution of subjective 

values for each item rated in the first part of the experiment (Fig. 1a) on continuous 

scales from (-10) really dislike to obtain snack or support charity to (10) really like, 

respectively for charities and for snacks. c. Subjective parameters in both value 

domains being z scored within participants and across domains to observe 

differences between domain: |DV|= absolute difference in value between both items, 

SV = sum of values, Certainty = sum of certainties in values, RT = response time. d. 

Differences between both value domains in norms of performance: Coherence with 

one’s subjective values and Consistency (repeated decision) over the two 

presentations of each pair of items. e-f. Response time as implicit  uncertainty 

predicting both confidence (explicit uncertainty) and choice coherence for both 

value domains (paired t-tests*:p<0.05, **: p<0.001).  
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Figure S2: Mixed models comparison for predictors of choice. a-c. Mixed models 

were compared for their BIC either in each value domain or with both to test effect 

of domain interaction. Significant estimates (p<0.05) are circles in black and error 



 

 
 

178 

bar represents the SE of these estimates. The presence of a star represent the 

explanation of a difference between both domains by an interaction term in the 

corresponding full model tested for comparison (*Dom: *=p<0.05, **=p<0.001). d. 

Best model of choice (c. number 4), where the interaction between Confidence and 

DV is also explained by the difference in domain. Interpretation must take into 

account the difference in difficulty and coherence between both domains (Fig. 

S1a,b,d). e. Modulation of choice sensitivity by confidence levels in both value 

domains: for each participant the sensitivity slope for low and high confidence (Fig. 

1c-d) is significantly different (paired t-test: **=p<0.001). f. Model 9 with all 

predictors tested highlights model 4 as best model due to other parameters’ lack of 

significance in predicting the choice. 
Full models of Choice tested in Sup Fig. 2c: 
1. choseRside ~ 1 + zDV + (1 + zDV| subj) 
2. choseRside ~ 1 + zDV + zConfidence + (1 + zDV + zConfidence | subj) 
3. choseRside ~ 1 + zDV + zConfidence + zConfidence*zDV + (1 + zDV + zConfidence + zConfidence*zDV | subj) 
4. choseRside ~ 1 + zDV + zConfidence + zConfidence*zDV*zDom + (1 + zDV + zConfidence + zConfidence*zDV*zDom | subj) 
5. choseRside ~ 1 + zDV + zConfidence + zConfidence*zDV*zDom + zSV + (1 + zDV + zConfidence + zConfidence*zDV*zDom  
+ zSV | subj) 
6. choseRside ~ 1 + zDV + zConfidence + zConfidence*zDV*zDom + zSV + zConfidence*zSV  

+ (1 + zDV + zConfidence + zConfidence*zDV*zDom  + zSV + zConfidence*zSV | subj) 
7. choseRside ~ 1 + zDV + zConfidence + zConfidence*zDV*zDom + zSV + zConfidence*zSV + zRT  

+ (1 + zDV + zConfidence + zConfidence*zDV*zDom  + zSV + zConfidence*zSV + zRT | subj) 
8. choseRside ~ 1 + zDV + zConfidence + zConfidence*zDV*zDom + zSV + zConfidence*zSV + zRT + zDV*zSV  

+ (1 + zDV + zConfidence + zConfidence*zDV*zDom  + zSV + zConfidence*zSV + zRT + zDV*zSV | subj) 
9. choseRside ~ 1 + zDV + zConfidence + zConfidence*zDV*zDom + zSV + zConfidence*zSV + zRT + zDV*zSV*zDom  

+ (1 + zDV + zConfidence + zConfidence*zDV*zDom  + zSV + zConfidence*zSV + zRT + zDV*zSV*zDom | subj) 
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Figure S3: Mixed models comparison for choice confidence. a-c. Comparison of 

models predicting choice confidence for respectively Charity, Snack or Both (to test 

interaction of domain on predictor) values domains (model 6 is presented in Fig. 2a) 

d. Full and best model of confidence (model 8) with response time (RT), difference 

in value between both items(|DV|), sum of the items’ value (SV), sum of certainty in 

the items’ values (Certainty), choice of the high value item (Coherence), repeated 

choice (Consistency). 
Full models of Confidence tested in Sup Fig. 3c: 
1. zConfidence ~ 1 + zaDV + (1 + zaDV| subj) 
2. zConfidence ~ 1 + zCoherence + (1 + zCoherence| subj) 
3.  zConfidence ~ 1 + zConsistency + (1 + zConsistency| subj) 
4.  zConfidence ~ 1 + zaDV + zRT + (1 + zaDV + zRT| subj) 
5.  zConfidence ~ 1 + zaDV+ zRT + zCoherence + (1 + zaDV + zRT + zCoherence | subj) 
6.  zConfidence ~ 1 + zaDV+ zRT + zCoherence + zConsistency + (1 + zaDV + zRT + zCoherence + zConsistency| subj) 
7.  zConfidence ~ 1 + zaDV+ zRT + zSV + zCoherence + zConsistency + (1 + zaDV + zRT + zSV + zCoherence + zConsistency| 
subj) 
8.  zConfidence ~ 1 + zaDV+ zRT + zSV + zScert  + zCoherence + zConsistency  

+ (1 + zaDV + zRT + zSV + zScert  + zCoherence + zConsistency| subj) 
9.  zConfidence ~ 1 + zaDV*zDom + zRT + zSV + zScert + zCoherence + zConsistency  

+ (1 + zaDV*zDom + zRT + zSV + zScert + zCoherence + zConsistency| subj) 
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Figure S4: Mixed model comparison for choice consistency and subjective 

metacognitive accuracy. a-c. Mixed models comparison for choice consistency in 

second presentation of the pair of items with confidence at the previous encounter 

of the same pair of items, respectively for each value domains and both to test for 

domain interaction. Confidence and response time are taken at t-1 whereas 
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difference of value and sum of value are common to the item pairs both at t-1 and t, 

model 4 is presented in Fig. 2b. c. Full model (5) of consistency from which 𝛽 

Confidence t-1 is taken to calculate the correlations in Fig. 3c (as in Folke et al., 2017). 

e-f. Mixed model comparison for participants’ metacognitive abilities as measured 

from best model in Fig. S2d comparing individual behavioural parameters as 

candidate predictor of this subjective insight, and all parameters combined in model 

5 (see models below). g. Fixed effects of model 5 as predictors of metacognitive 

accuracy in both domains for behavioural differences between first and second 

presentation of each choices to study behavioural optimisation over time: difference 

in average Coherence between first and second presentations (dCohernece), 

difference in average confidence (dConfidence), score of repeated choices 

(Consistency) , difference in average response time (dRT),  
Full models of Choice consistency over the 2 presentations tested in Fig. S4a-c: 
1.  Consistency ~ 1 + zaDV + (1 + zaDV| subj) 
2.  Consistency ~ 1 + zConfidence + (1 + zConfidence | subj) 
3.  Consistency ~ 1 + zaDV + zConfidence + (1 + zaDV + zConfidence | subj) 
4.  Consistency ~ 1 + zaDV + zConfidence + zRT + (1 + zaDV + zConfidence + zRT | subj) 
5.  Consistency ~ 1 + zaDV + zConfidence + zRT + zSV + (1 + zaDV + zConfidence + zRT + zSV | subj) 
Full models of subjective metacognitive accuracy tested in Fig. S4e,f: 
1. metaAcc ~ 1 + dCoherence + (1 + dCoherence | subj) 
2.  metaAcc ~ 1 + dConfidence + (1 + dConfidence | subj) 
3.  metaAcc ~ 1 + Consistency + (1 + Consistency | subj) 
4.  metaAcc ~ 1 + dRT + (1 + dRT | subj) 
5.  metaAcc ~ 1 + dCoherence + dConfidence + Consistency + dRT  + (1 + dCoherence + dConfidence + Consistency + dRT | 
subj) 
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7. Supplementary material 
List of stimuli: 
Charities 
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Snacks 
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Bridge:  

From moral to general. 
 

This thesis argues for the role of subjective value in providing a comprehensive 

picture of procedural metacognition as a thermostat for decision coherence. By 

developing the models of both the function and the computation of metacognitive 

monitoring signals, we suggest that subjective value is essential to close the loop and 

provide a comprehensive understanding of metacognition. The second half of the 

thesis concerns empirical work that aims at providing new models for the 

computation of confidence reports in regard to subjective value.  

 

Both Chapters 4 and 5 were concerned with the contribution of value input into a 

decision’s confidence level, whether it be based on limited knowledge and heuristic 

cues or on moral values that one might be very explicitly aware of as part of her 

subjective identity. If both chapters suggest that metacognition acts as a coherence 

thermostat by using subjective value both to guide a decision and to reflect upon its 

reliability retrospectively, therefore covering a wide array of subjective values 

domains, one can ask: if value enables ubiquitously to inform confidence reports as 

to the decision coherence, is this metacognitive thermostat general to the individual 

and ubiquitous to all her decisions? Would there be a subjective trait or 

metacognitive signature as a criterion for this thermostat to be set at a certain 

cognitive and behavioural “temperature” of coherence?  

Chapter 6 starts by testing the potential of confidence signals to track, as a 

thermostat would, not whether the decision is correct or wrong but in a more 

continuous way whether it be sensitive to the value of the item itself.  

 

Chapter 6 offers to step away from the question of what metacognition tracks in a 

choice to how it tracks overall. If metacognition indeed acts as a thermostat or a  

coherence monitor, then one would expect it to be set with a certain sensitivity or 

criterion for this coherence. Across two value domains, Chapter 6, therefore, asks 
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whether metacognitive monitoring appears rather optimal (i.e. tracking the best 

option amongst the available ones) or rather satisfiable (i.e. tracking the value of the 

chosen item itself).  While defining this metacognitive style within an individual, as 

a criterion of sensitivity to coherence, one can then ask: is this metacognitive style 

general across value domains? In other words, is there something subjective and 

ubiquitous to the agent that defines her sensitivity to decision coherence?  
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Chapter 6 

Beyond the rational monitoring of 

value-based decisions. 

 

Abstract 

Are you sure you prefer to support biodiversity than environmentalism? And you 

that you want the dark chocolate over the milk chocolate ice cream? Here we ask 

what does confidence levels in value-based choices rely on. Indeed, in choices where 

there is an objective accuracy to follow in our choices, it can be argued that 

confidence should reflect the probability of this latter to be correct, in an normative 

manner. But in  preferential choices that rely on continuous and subjective values, 

is confidence also optimal by tracking how much better the chosen option is over 

the alternative? Or does one only evaluate her choice based on the value of the 

chosen item in a satisfiable manner? To answer this question, we asked participants 

to rate their likings of individual snacks and charity before asking them to choose 

amongst pairs of one or the other and report their confidence in having chosen their 

favourite item. With our small sample of N=36 participants, we obtained preliminary 

results on subjective metacognitive profile across value-domains. First, we observed 

a negative correlation in both moral and hedonic domains between the participants’ 

metacognitive optimality and satisfiability: in other words, we observe distinct 

profile whereby some participants appeared to rather track how optimal their 

choices were whereas for some others, confidence instead seemed to focus on 

tracking the satisfiability of the chosen item. These preliminary results suggest a 

distinctive metacognitive profile as being rather metacognitively optimal or 
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satisfiable. Lastly we observed that across both value domains, subjective optimality 

or satisfiability appeared to be maintained as presenting a general subjective trait 

across value domains. While these results are preliminary, we discuss how value-

based domain can offer new predictors of confidence to understand individuals 

through their subjective metacognitive fingerprint.  

 

Keywords: confidence, value-based choices, preference, metacognition, moral, 

hedonic. 

 

 

1. Introduction 

Do I prefer to support an environmental or a social cause? Am I sure this is the right 

thing to do? As humans, our ability to reflect on our own views and actions defines 

us as rational moral agents, because it supports either moral reasoning and regret,  

or self-evaluation in general (Paxton & Greene, 2010). This capacity to reflect upon 

our own choices has been operationalised in other domains as a metacognitive 

ability which assesses whether our decisions are coherent with a given norm, for 

instance objective instructions (Pouget et al., 2016). Confidence ratings give us an 

insight in how individuals reflect and subjectively evaluate their own choices given 

this norm. In economic choices (for example, a two alternative forced choice 

between snacks (Folke et al., 2017) or everyday objects (De Martino et al., 2017)), 

participants report higher confidence when they choose the item they like best, and 

lower confidence when they find themselves choosing the less liked item. In other 

words, if an individual said that she really liked a chocolate bar and just tolerated 

crisps, she would be confident in her choice if she chooses the chocolate bar over 

the crisps when presented with both options (De Martino et al., 2013). On the 

contrary, if she chose the crisps, she would report low confidence in having chosen 

her favourite item. Therefore, even in choices where norms are indexed on one’s 

subjective preferences rather than on an objective rule, participants can reflect on 

whether their choices are consistent with a norm, in a discriminate manner. This 

reflective ability also relates to the ability to adjust one’s behaviour over time by 

making choices which are more coherent with one’s values (Folke et al., 2017).  
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We previously extended this finding to a new domain of value-based decisions: 

moral choices. Indeed, we found that participants were able to reliably report with 

their feeling of confidence whether they chose the charity to which they attributed 

the highest subjective value, and do so with an overall comparable discriminability 

as in hedonic choices.  

 

In the present experiment, we explored whether confidence in moral choices could, 

as confidence in hedonic choices, be satisfied by valuable but suboptimal choices. 

Indeed, an interesting finding in economic tasks is that confidence does not only 

track whether a choice maximizes one’s preferences but also whether the choice is 

likely to be of high value to the individual, and so  even if it is sub-optimal  (Hertz et 

al., 2018). We therefore investigated the metacognitive monitoring rule when 

individual evaluated their choices in regard to their moral preferences: either 

tracking choice optimality or satisfiability.  

To test these hypotheses, we first asked participants to rate how much they valued 

both a set of snacks and a set of charities. They then saw pairs of snacks or pairs of 

charities and had to choose the item they preferred, before reporting how confident 

they were that they had chosen their favourite option. Building on our  previous 

findings that humans have insight into the coherence of their hedonic and moral 

choices, we investigated whether in a continuous manner, confidence was also cued 

on the magnitude of subjective values. More precisely, we tested whether 

confidence would track, beyond the optimality of the choice, whether the choice was 

likely in average to satisfy one’s standards. Our results highlight that in the moral as 

in the hedonic domains, confidence is, further than tracking whether the decision 

was optimal by choosing the most value option, it also tracks the value of the chosen 

item for its own sake and independently from the alternative items.  

 

2. Method 

2.1.Participants 

A total of 43 participants fluent in English were recruited to take part in the 

computer-based experiment at the LMU’s psychology laboratory. To test 

metacognitive ability in Charity choices, we used a similar sample size to studies 
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demonstrating metacognitive abilities in Snack choices (Folke et al., 2017).  All 

participants signed a consent form and were compensated 9 euros per hour with a 1 

euro bonus if they performed above 85% in the attention checks and comprehension 

questions at the end of the experiment. We rejected 7 participants whose choices’ 

coherence score (according to reported likings) was out of range 60-95%, in either 

value domain. The remaining 36 participants were included in the analyses (17 

females, aged: 20-43). The study was approved by the University of London Research 

Ethics Committee (Project Number: SASREC_1819-313A). 

 

2.2. Stimuli 

A total of 16 snacks were selected for their differences and similarities along 4 axes: 

sweet-savoury, healthy-rich, single item- pack of items and rare-popular snack. For 

charities, the selection was based on Maoz et al., 2019, from which 8 consensual 

charities and four pairs of controversial charities were selected. This selection was 

made to allow similarities and differences in six categories of causes: conservation 

(of environment and biodiversity), (human) rights, health (and research), support 

(to people in need), (social) inequalities and culture (and education). High definition 

pictures of the snacks and of the names and logos of the charities were downloaded 

from the internet.  Finally, in order to normalize the information available for all 

stimuli, we applied a standard format of 400x400 pixels and added a  few words of 

description of the snack or of the charity’s aims.   

 

2.3. Procedure 

After reading general instructions and consent forms, participants saw a snapshot of 

all the options used in the experiment (8 at a time for 20 seconds) and were asked to 

familiarise themselves with the range of options. 

Liking. After a 500ms fixation cross, participants saw either a snack or a charity  and 

rated how much they would like to respectively obtain this snack or support this 

charity on a continuous scale from really dislike to really like (quantified as -10 to 10 

step .5 Fig. S1a-b, Lebreton et al., 2015). They then rated how certain they were of 

this rating, on a continuous scale from not at all to absolutely certain (Fig. 1a). 
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Participants saw in a random order 2 blocks of either 16 snacks or 16 charities, which 

they also came across in a random order.  

Choice. In each trial, participants saw a 500ms fixation cross, and then either two 

snacks or two charities. They were asked to select the item they would prefer to 

respectively obtain or support. After each choice, participants were asked how 

confident they were that they chose their preferred item from not at all to absolutely 

confident (quantified for analysis as 0 to 10 step .1). No time pressure was applied in 

the task. All combinations of two snacks or two charities (N=120 each) were 

presented twice in reversed lateral position (480 trials). The full task was designed in 

JavaScript (JSpsych.org) and consisted of 8 blocks in a random order presenting a 

series of 60 random choices of a same value domain. A five minutes demo of the task 

is available at:  

https://www.cvbe-experiments.com/oa/MoralConfidenceDemo/ 

 

3. Results 

While decisions are often evaluated in binary manner for being accurate in 

perceptual choices or coherent in value-based decision, here we compare two 

continuous predictors. In behavioural economics, a common concept is choice 

satisfaction whereby individuals do not thrive for coherence if they can select 

another item which they appreciate enough to their standards (high value item). In 

a monetary task, confidence was also demonstrated to partly track such incoherent 

decision when the chosen item was of high value (Folke et al., 2017; Hertz et al., 

2018). We therefore ask here whether confidence in moral choices would also follow 

incoherent choices when both options are of high value to the participant.  

 

 3.1. Items value and choice coherence. 

Satisfying moral choices.  

First, we observed decision making behaviour in regard to the norm of coherence: 

choosing the most valued item. We found that |DV| was the best predictor of 

coherent moral choice (mixed model Fig. 1a Charity: 𝛽=0.74, se=0.11, z=6.48, p<10-

10, Snack:𝛽=0.88, se=0.08, z=10.41, p<10-24). Secondly, the same model found that the 

average value of the charities to choose from (SV) was a significant negative factor 

https://www.cvbe-experiments.com/oa/MoralConfidenceDemo/
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for choice coherence (Charity: 𝛽=-0.28, se=0.10, z=-2.68, p<0.01). In other words, 

when both charities were on average highly valued, participants were likely to be 

satisfied by any of both charities and not to thrive to select the charity which they 

rated with higher value. Furthermore, we found a negative interaction between both 

DV and SV, known as the Weber and Fechner law (Charity:𝛽=-0.25, se=0.12, z=-2.10, 

p<0.05). This finding suggests that the more valuable charities were in average, the 

more difference in value was required for participants to choose their favourite 

charity.  

 

Unsatisfying hedonic choices.  

We also investigated the effect of items values on choice coherence for the hedonic 

domain. Interestingly, in hedonic choices we did not find an effect of SV on choice 

coherence ( 𝛽 =0.18, se=0.15, z=1.20, p=0.23) and against the predictions from 

previous literature (Folke et al., 2017), we found the opposite positive interaction of 

DV and SV in snack choices (𝛽=0.33, se=0.13, z=2.53, p<0.05). Therefore in our 

experiment, the more valuable the snacks were in average, the more participants 

appeared to thrive to choose their favourite item. This difference between both 

domains in choice satisfaction was highlighted by our mixed model (significant 

interaction in Fig 1a, domain x SV: 𝛽=0.23, se=0.10, z=2.24, p<0.05, domain x SV x 

DV: 𝛽=0.28, se=0.09, z=2.95, p<0.01). From our results we can therefore conclude for 

the least that when both options are appealing, participants appear to have a 

decreased sensitivity to choose their favourite charity compared to their favourite 

snack, hence highlighting a satisfying behaviour in moral choices (Fig. 1b: coherence 

decreases with increasing SV). 

 

3.2. Satisfied confidence.  

Finally, we investigated the relation of confidence to these incoherent and satisfying 

choices. In the experiment, participants were repeatedly asked at each block to 

report their confidence in “having chosen their favourite item” and successfully 

reported this instruction at the end quiz. With this design, we aimed at testing 

participants’ ability to reflect upon the coherence of their choice, namely testing 

their insight in the binary evaluation of their decision as having (or not) chosen their 
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most valued item. Accordingly, we expected that even if a choice would be satisfying 

participants’ values, participants would still report any incoherent choice with low 

confidence, thereby demonstrating an unbiased metacognitive insight. In both 

Charity and Snack choices however, we found that confidence was sensitive not only 

to |DV| (predicting coherent choices) but also to SV (Fig S3d: Charities |DV|: 𝛽=0.36, 

se=0.04, z=9.06, p<10-18, Snack |DV|: 𝛽=0.25, se=0.02, z=2.27, p<10-26, Charites SV: 

𝛽=0.31, se=0.04, z=7.29, p<10-15  Snack SV: 𝛽=0.26, se=0.04, z=6.47, p<10-12 , similar 

effect of SV in both domains: domain x SV: 𝛽=0.00, se=0.01, z=0.46, p=0.64). We 

therefore observed in Charity choices that confidence was therefore increasing with 

SV while choices coherence was dropping (Fig 1c). Although we could not test for 

the actual effect of satisfying choices in the snack choices, we nonetheless found a 

metacognitive blindsight in Charity choices where participants reported by their 

high confidence the belief of having chosen coherently when they did not. These 

results therefore highlighted that in value based choices metacognition appears not 

only to be tuned to track choice coherence but also the likelihood of a choice to be 

of high value, and so regardless of the alternative item. Such value-based norm of 

confidence was therefore tested in the following part.  

   

 
Figure 1: Choice coherence and confidence. a. Predictors of coherent choices 

(model 7 from mixed models comparison  Fig. S3d), namely confidence in the 

choice, response time, difference in items value, overall items’ value and interaction 

in the latter two. For both value domains, significant predictors are contoured in 

black,  error bar represents the SE of these estimates, and significant interactions 

between both domains are represented by * when significant (p<0.05). b-c. 
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Summary of the interaction between the four main variables: choice coherence as 

predicted by DV and SV and their relation to choice confidence. 

 

3.3. Value-based norms for confidence.  

Testing norms. 

 Lastly we investigated which parameters of the decision predicted confidence. 

Mainly, we compared two orthogonal norms which confidence could track about a 

decision:  

𝑐ℎ𝑜𝑖𝑐𝑒	𝑜𝑝𝑡𝑖𝑚𝑎𝑙𝑖𝑡𝑦 = 𝑣𝑎𝑙𝑢𝑒$%&'() − 𝑣𝑎𝑙𝑢𝑒*)$%&'() 

𝑐ℎ𝑜𝑖𝑐𝑒	𝑠𝑎𝑡𝑖𝑠𝑓𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 𝑣𝑎𝑙𝑢𝑒$%&'() 

As for the norm of coherence, the norm of optimality (as defined in this paper) is 

relative a relative one as it takes into account the value of both items available in the 

choice. The difference between both norms lies in the continuous nature of our 

norm of optimality, being therefore more in line with the nature of the value-based 

task. With this norm of optimality, we suggest that confidence tracks, further than 

whether a choice did follow (or not) the individual’s preferences (norm of 

coherence), confidence also tracks by how much the chosen item was better than 

the alternative. On the contrary, our norm of choice satisfiability detaches from the 

relative aspect (that confidence in perceptual tasks takes with the norm of accuracy), 

making our norms of satisfiability and of optimality orthogonally independent. 

Instead, inspired from value-based choices literature (Teodorescu et al., 2016), our 

norm of choice satisfiability is absolute by only considering the chosen item. With 

this norm, we suggest that retrospective confidence therefore only tracks how 

valuable the chosen option is, and does so regardless to the alternative item. Hereby 

propose that, as previously argued for the decision process, value-based 

metacognition might too not be tuned to be optimal, but rather be satisfiable by 

disregarding some of environment’s information when the choice promises to 

satisfy the individual’s values. Consequently, independently from the decision 

process which would lead to a sub-optimal satisfying choice, our metacognitive 

norm of choice satisfiability proposes that the individual reflecting on such choice 

would not consider the choice as sub-optimal, but instead would only evaluate how 

good the chosen item is for its own sake.  
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With a mixed model, we investigated which of four independent norms of choice 

were best monitored by confidence (Fig. 2a). Our results show that both choice 

optimality and satisfiability contributed to confidence (Charity optimality: 𝛽=0.17, 

se=0.04, z=4.23, p<10-4, Snack optimality: 𝛽=0.12, se=0.03, z=3.81, p<10-3, Charity 

satisfiability: 𝛽=0.28, se=0.04, z=7.10, p<10-11, Snack satisfiability: 𝛽=0.30, se=0.05, 

z=6.39, p<10-9). Therefore, against the common concept that confidence tracks the 

relative validity of a decision, here our results suggest that in both our value 

domains, value-based metacognition also monitors how satisfiable a choice is for 

itself. These results align with our previous findings about confidence in satisfied 

choices (part 3.2) and suggests that confidence could also be high in satisfied and 

sub-optimal (incoherent) choices in the hedonic domain. 

 

Norms relation.  

To refine our understanding of how these norms contribute to the metacognitive 

function, we investigated at the individual level the relation between confidence’s 

sensitivities to choice optimality and satisfiability. In other words, through this post 

hoc analysis, we aimed at testing whether, for value-based tasks, the metacognitive 

process was equally built on both norms or whether some individuals’ 

metacognition could tend toward tracking either choice optimality or choice 

satisfiability. In both value domains, we found despite our small population size 

strong negative relations between confidence’s sensitivities to choice optimality and 

confidence’s sensitivity to choice satisfiability (Fig 2b,c, linear regressions Charity 

DV: 𝛽=-0.64, se=0.13, z=-5.01, p<10-4, Snack DV: 𝛽=-1.04, se=0.18, z=-5.71, p<10-5). 

We can notice that, while most participants’ confidence tracked both of the norms 

(middle orange or blue) some participants appeared to have either optimal (dark 

orange or blue) or satisfiable (bright orange or blue) metacognition. Namely, in our 

value-based choices tasks, some individuals’ reflective process tended to be more 

absolute and focused on the value of their decision and while other tended to be 

more optimal by always keeping in mind the other option which was available to 

them.  
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Figure 2: Norms of confidence in value based choices. a. Norms predicting 

confidence, namely response time, choice optimality (the difference in value 

between chosen and unchosen item), choice satisfiability (value of the chosen item) 

and consistency (repeated decisions among both presentation of items pair). Best 

model of predictors for choice confidence (model 7 from mixed models comparison  

Fig. S3c) presenting for both value domains significant predictors as contoured in 

black and error bar for SE of these estimates. b-c. Linear regression between the 

subjective sensitivities of confidence to choice optimality and choice satisfiability in 

both value domains, as taken from model in panel a. d-e. Linear regression testing 

the stability across value domains of confidence sensitivities to the norms of either 

(d) optimality or (e) satisfiability within individuals. f. Linear regression 

demonstrating stable metacognitive profile as either being tuned to choice 

optimality or satisfiability across value domains. Colour codding represents the 

metacognitive profile across value domains as participants being metacognitively 

stable in both value domains at having a significant sensitivity to either choice 

optimality (dark green), satisfiability (bright green), both (middle green), or none 

(white). 

 



  6- Beyond rational  

 197 

3.4. Domain generality  

Since our measures of value-based metacognition appeared to capture a subjective 

trait of metacognition, we then pushed this finding further by testing whether 

confidence optimality and satisfiability would be further than domain specific, a 

subjective trait shared across value domains. In other words, following the domain 

generality hypothesis of metacognition (Rouault et al., 2018), we investigated 

whether metacognitive sensitivities in different tasks appeared to belong to one 

same monitoring system, or instead to different metacognitive systems tuned for 

their own value domains. First of all, we tested whether the traditional measure of 

confidence’s sensitivity to the norm of coherence (part 3.1, Fig. S2d) presented such 

a domain generality trait across domains and did not find any significant link with 

our sample size (N=36, Fig. S3d: 𝛽=0.23, se=0.15, z=1.50, p=0.14). We then looked at 

the sensitivities of confidence to track both choice optimality and choice 

sensitivities across our two tasks and found in both cases a significant link of these 

abilities within participants (Fig 2d,e, Optimality: 𝛽=0.53, se=0.20, z=2.64, p<0.05, 

Satisfiability: 𝛽=0.31, se=0.13, z=2.34, p<0.05). Hence, participants’ abilities to report 

through their confidence choice optimality and choice satisfiability in one value 

domain, was likely to predict these confidence sensitivities in the other value 

domain. To push these findings further, we then wondered whether a metacognitive 

profile of satisfiability would be conserved across value domains. Specifically, while 

participants seemed to be either rather metacognitively optimal or satisfiable (Fig 

2b,c) and that both seemed to be subjective trait across domains (Fig. 2d,e), we then 

tested whether participants who were rather sensitive to choice satisfiability 

(compared to optimality) in one domain also tended to be so in the other domain. 

Both our measures of metacognitive sensitives being generated by the same model 

which accounted for each other made them comparable measures, hence allowing 

us to create for each participants a metacognitive profile based on a subtraction 

between both measures. Although some participants’ metacognition was not 

significantly stable at tracking either norms across domains (white), we found a 

significant general link among our participants by being either metacognitively 

stable at tracking choice optimality, satisfiability, or both across domains (𝛽=0.41, 

se=0.16, z=2.60, p<0.05). Together our results shed light on the flexibility of the 
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metacognitive process when reflecting upon value-based choices both within and 

across individuals. While previous studies of metacognition defined our reflective 

process as monitoring a simplified binary relative norm (such as accuracy or 

coherence), here we define a more realistic and pragmatic metacognitive profile 

based on continuous norms.  

 

4. Discussion 

Following prospect theory of decision making in economics (Odhnoff, 1965), we 

explored whether at the metacognitive level, participants could be calibrated to 

follow a non-optimal norm as by having a confidence tracking choices satisfied with 

high value items. Indeed, our results define for the first time to our knowledge, an 

absolute norm for confidence in choice: here we discuss the implications of having 

a metacognitive sensitivity to choice satisfiability.  

Although we explicitly asked participants to report choice coherence through their 

confidence, it could be debated whether participants tracking choice satisfiability 

did so by inability or as a voluntary strategy. On the one hand, individuals could 

consciously decide to only strive for decisions satisfying a standard which they 

consider as optimal enough and by the same conscious strategy also disregard this 

satisfied sub-optimality in their reflection process. On the other hand, 

metacognitive satisfiability could be a true metacognitive blindsight by which they 

could not evaluate the sub-optimality of their choice when it is of high value. 

Evaluating subjective traits as perfectionism and self-knowledge (to define one’s 

standards) might bring insight in whether this sensitivity to choice optimality is a 

metacognitive strategy or blindsight.  

At the computational level, the race model of decision making was previously used 

to gain insight in the cerebral buildings of confidence levels (De Martino et al., 2013). 

Nonetheless, such relative model based on the consideration of both items to build 

a confidence level does not take into account the absolute norm of choice 

satisfiability. Future computational studies could therefore apply refined models to 

define a more complete picture of the buildings of confidence levels. For instance, 

an investigation of the shared metacognitive sensitivity to the absolute norm of 

choice satisfiability in both a value-based and a perceptual task could use models 
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from perception while investigate further the domain generality hypothesis 

suggested by our small sample size. (Bang & Fleming, 2018; Hertz et al., 2018).   

Furthermore, the link between metacognitive sensitivity to satisfiability and the 

decision rule could be investigated in future studies. Indeed, while the behavioural 

economics literature defines a bounded rationality at the decision level, to our 

knowledge, no studies have been made to study the role of metacognition in such 

behavioural trait. While bounded rationality describes how individuals will choose 

sub-optimally as to save cognitive resources, time or effort,  the consideration of a 

bounded metacognition could shed light in the nature of the decision rule. Indeed, 

if the individual has no ability to reflect upon his choice optimality, an individual 

might be limited to choosing according to a satisfying rule, while if the participant 

have the reflective ability to identify choice sub-optimality, she might rather decide 

to choose to satisfy in given contexts as a choice strategy while being aware of a 

possibility to optimize choices in other tasks and contexts.  

 

At the subjective trait, we also found that participants generally tracked partly both 

choice optimality and choice satisfiability with their confidence and often tended to 

track one norm more than the other in both value domains. Although our study was 

performed on a limited population size (N=36), such subjective differences in the 

norm which metacognition is tuned to monitor raises questions about the 

implications of such variable sensitivities. For instance on the one hand, having a 

metacognitive satisfying profile could be seen as a limitation to optimize behaviour. 

Indeed, confidence is defined as a guiding norm for learning in absence of feedback 

and the question of whether participants with a satisfiable metacognitive profile 

could also have sub-optimal learning ability in environments with high value items 

arises. Namely, if participants tuned to detect choice optimality can identify the 

opportunity to improve their decision in the future, but that participants tracking 

choice satisfiability are not aware of such opportunity, does that imply that their 

ability to learn and optimize their behaviour would be more limited? On the other 

hand, could participant who’s metacognitive ability is tuned only to choice 

optimality always thrive to optimize their choices until they reach the highest item? 

In a society globalized and capitalistic society where options can be overwhelming, 
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could individual with optimal metacognitive profile be more subject to anxiety, burn 

out and depression? As discussed before, if subjective traits as self-knowledge could 

contribute to the elaboration of metacognitive sensitivity to choice satisfiability, 

could that modify the way optimizers would evaluate poorly high value choices 

because of their sub-optimality? 

 

The societal implications of metacognitive ability in well-being and psychological 

disorders is a growing interest. Nonetheless, to this day this research has mainly 

assesses the relation of metacognition to cognitive disorders through psychometric 

tasks which are far distant from the struggle that face this population. Here, our 

findings support a domain general metacognitive ability with a profile between 

reflective sensitivity to choice optimality to choice satisfiability.  Through this 

seemingly shared metacognitive resource across value-based task, our results 

support the existing consideration that, if metacognition is not the cause of 

behavioural and evaluative psychological disorders, it could for the least contribute 

to help this population through therapies (Bhome et al., 2019; Faivre et al., 2019; 

Heyes et al., 2020; Lysaker et al., 2014; Vaghi et al., 2017). Furthermore, various 

psychological theories suggest altruistic and moral behaviour to be necessary to 

one’s well-being (Frankl, 1959; Seligman & Csikszentmihalyi, 2000). Our findings 

that humans withhold the conscious knowledge about being or not behaviourally 

aligned with their moral views therefore also supports these applications of moral 

pursuits to the non-clinical population. Through this experiment, we aimed at 

extending the application of the study of metacognition to a more ecological context, 

hereby hedonic and moral choices, to support the extension of this promising field 

to a more ecological settings and its possible societal contributions.  

 

5. Conclusion 

In the present study, we demonstrated that both in moral and hedonic choices, 

participants track, further than whether a choice is optimal, also whether it is up to 

their standards. Altogether our results paint a more comprehensive picture of how 

metacognition operates in ecological value based choices by tracking both choice 

optimality and satisfiability while serving as a guide for future behaviour.   
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6. Supplementary figures 

 

 
Fig S1: Value domains’ behavioural features. a-b. Distribution of subjective values 

for each item rated in the first part of the experiment (Fig 1a) on continuous scales 

from (-10) really dislike to obtain snack or support charity to (10) really like, 

respectively for charities and for snacks . c. Subjective parameters in both value 

domains being z scored within participants and across domains to observe 

differences between domain: |DV|= absolute difference in value, SV = sum of values, 

RT = response time. d. Differences between both value domains in norms of 

performance: coherence with one’s subjective values and consistency (repeated 

decision)over the two presentations of each items pairs. e-f. Response time as 

implicit  uncertainty predicting both confidence (explicit uncertainty) and choice 

coherence for both value domains (paired t-tests*:p<0.05, **: p<0.001).  
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Fig S2: Mixed models comparison for predictors choice. a-c. Mixed models were 

compared for their BIC either in each value domain or with both to test effect of 

domain interaction. Significant estimates (p<0.05) are circles in black and error bar 

represents the SE of these estimates. The presence of a star represent the 
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explanation of a difference between both condition by an interaction term in the 

corresponding full model tested for comparison (*Dom: *=p<0.05, **=p<0.001). d. 

Best model (number 4) of choice where the interaction between Confidence and DV 

is also explained by the difference in condition. Note that the emerging difference in 

difficulty between our two values domains in this design led to a better higher 

coherence in the Snack choices which might be linked with the difference in 

metacognitive insight between the two domains. e. Modulation of sensitivity by 

confidence in both value domains: for each participant the sensitivity slope for low 

and high confidence (Fig. 1c-d) is significantly different (paired t-test: **=p<0.001). 

f. Model 9 with all predictors tested, highlighting their insignificance in predicting 

the choice. 

Full models of Choice tested in Sup Fig. 2c: 
1. choseRside ~ 1 + zDV + (1 + zDV| subj) 

2. choseRside ~ 1 + zDV + zConfidence + (1 + zDV + zConfidence | subj) 

3. choseRside ~ 1 + zDV + zConfidence + zConfidence*zDV + (1 + zDV + zConfidence + zConfidence*zDV | subj) 

4. choseRside ~ 1 + zDV + zConfidence + zConfidence*zDV*zDom + (1 + zDV + zConfidence + zConfidence*zDV*zDom | subj) 

5. choseRside ~ 1 + zDV + zConfidence + zConfidence*zDV*zDom + zSV + (1 + zDV + zConfidence + zConfidence*zDV*zDom  

+ zSV | subj) 

6. choseRside ~ 1 + zDV + zConfidence + zConfidence*zDV*zDom + zSV + zConfidence*zSV  

+ (1 + zDV + zConfidence + zConfidence*zDV*zDom  + zSV + zConfidence*zSV | subj) 

7. choseRside ~ 1 + zDV + zConfidence + zConfidence*zDV*zDom + zSV + zConfidence*zSV + zRT  

+ (1 + zDV + zConfidence + zConfidence*zDV*zDom  + zSV + zConfidence*zSV + zRT | subj) 

8. choseRside ~ 1 + zDV + zConfidence + zConfidence*zDV*zDom + zSV + zConfidence*zSV + zRT + zDV*zSV  

+ (1 + zDV + zConfidence + zConfidence*zDV*zDom  + zSV + zConfidence*zSV + zRT + zDV*zSV | subj) 

9. choseRside ~ 1 + zDV + zConfidence + zConfidence*zDV*zDom + zSV + zConfidence*zSV + zRT + zDV*zSV*zDom  

+ (1 + zDV + zConfidence + zConfidence*zDV*zDom  + zSV + zConfidence*zSV + zRT + zDV*zSV*zDom | subj) 
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Fig. S3: Mixed models comparison for choice confidence and choice coherence a-

c Comparison of models predicting choice confidence for either both values 

domains or both to test interaction of domain on predictors. (best model 12 is 

presented in Fig. 3b) d. Comparison of models predicting choice coherence as 

choosing the item with the highest value, model 7 is presented in Fig 3a. 

Full models of Choice coherence tested in Sup Fig. 3a: 
1. Coherence ~ 1 + zaDV + (1 + zaDV | subj) 
2. Coherence ~ 1 + zaDV + zConfidence + (1 + zaDV + zConfidence| subj) 
3. Coherence ~ 1 + zaDV + zConfidence + zSV + (1 + zaDV + zConfidence + zSV| subj) 
4. Coherence ~ 1 + zaDV + zConfidence + zSV + zRT + (1 + zaDV + zConfidence + zSV + zRT| subj) 
5. Coherence ~ 1 + zaDV + zConfidence + zSV + zRT + zaDV*zSV + (1 + zaDV + zConfidence + zSV + zRT + zaDV*zSV| subj) 
6.  Coherence ~ 1 + zaDV + zConfidence + zSV*zDom + zRT + zaDV*zSV + (1 + zaDV + zConfidence + zSV*zDom + zRT + 
zaDV*zSV| subj) 
7. Coherence ~ 1 + zaDV + zConfidence + zSV*zDom + zRT + zaDV*zSV*zDom  

+ (1 + zaDV + zConfidence + zSV*zDom + zRT + zaDV*zSV*zDom| subj) 
8. Coherence ~ 1 + zaDV + zConfidence + zSV*zDom + zRT*zDom + zaDV*zSV*zDom  

+ (1 + zaDV + zConfidence + zSV*zDom + zRT*zDom + zaDV*zSV*zDom| subj) 

Full models of Confidence tested in Sup Fig. 3c: 
1. zConfidence ~ 1 + zaDV + (1 + zaDV| subj) 
2. zConfidence ~ 1 + zSV + (1 + zSV| subj) 
3.  zConfidence ~ 1 + zCoherence + (1 + zCoherence| subj) 
4.  zConfidence ~ 1 + zConsistency + (1 + zConsistency| subj) 
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5.  zConfidence ~ 1 + zaDV + zSV + (1 + zaDV + zSV| subj) 
6.  zConfidence ~ 1 + zaDV + zSV + zRT + (1 + zaDV + zSV + zRT| subj) 
7.  zConfidence ~ 1 + zaDV + zSV + zRT + zaDV*zSV + (1 + zaDV + zSV + zRT + zaDV*zSV| subj) 
8.  zConfidence ~ 1 + zaDV + zSV + zRT + zaDV*zSV + zCoherence + (1 + zaDV + zSV + zRT + zaDV*zSV + zCoherence | subj) 
9.  zConfidence ~ 1 + zaDV + zSV + zRT + zaDV*zSV + zCoherence + zConsistency  

+ (1 + zaDV + zSV + zRT + zaDV*zSV + zCoherence + zConsistency | subj) 
10.  zConfidence ~ 1 + zaDV + zSV + zRT + zaDV*zSV + zCoherence + zConsistency + zTransitivity  

+ (1 + zaDV + zSV + zRT + zaDV*zSV + zCoherence + zConsistency + zTransitivity | subj) 
11.  zConfidence ~ 1 + zaDV + zSV + zRT + zaDV*zSV + zCoherence + zConsistency + zTransitivity + zaDV*zRT  

+ (1 + zaDV + zSV + zRT + zaDV*SV + zCoherence + zConsistency + zTransitivity + zaDV*zRT | subj) 
12.  zConfidence ~ 1 + zaDV*zDom + zSV + zRT + zaDV*zSV + zCoherence + zConsistency + zTransitivity + zaDV*zRT  

+ (1 + zaDV*zDom + zSV + zRT + zaDV*zSV + zCoherence + zConsistency + zTransitivity + zaDV*zRT | subj) 
13.  zConfidence ~ 1 + zaDV*zDom + zSV + zRT*zDom + zaDV*zSV + zCoherence + zConsistency + zTransitivity + zaDV*zRT  

+ (1 + zaDV*zDom + zSV + zRT*zDom + zaDV*zSV + zCoherence + zConsistency + zTransitivity + zaDV*zRT | subj) 
14.  zConfidence ~ 1 + zaDV*zDom + zSV + zRT + zCoherence + zConsistency  

+ (1 + zaDV*zDom + zSV + zRT + zCoherence + zConsistency | subj) 
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Fig S4 Mixed model comparison for choice consistency and subjective 

metacognitive accuracy. a-c. mixed models comparison for choice consistency in 

second presentation of the choices with confidence at the previous encounter of the 

item pair, respectively for each value domains and both to test for domain 

interaction , model 5 is presented in Fig. 2a. c. Linear regression for both factor of 
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confidence as predictor of choice consistency between both domain across 

individuals.  e-f. Mixed model comparison for participant metacognitive ability as 

measured from best model in Fig S2d comparing individual parameters as candidate 

predictor of this subjective insight and all parameters combined in model 5. g. Fixed 

effects of model 5 as predictors of metacognitive accuracy in both domains for 

behavioural differences between first and second presentation of each choices, to 

study behavioural optimisation over time: Consistency: binomial measure if same 

item is selected twice, difference variables between the second and first presentation 

of a pair of items: difference in confidence (dConfidence), difference in response 

time (dRT), difference in binary Coherence (dCohernece). 

Full models of Choice consistency over the 2 presentations tested in Sup Fig. 4a: 
1.  Consistency ~ 1 + zaDV + (1 + zaDV| subj) 

2.  Consistency ~ 1 + zConfidence + (1 + zConfidence | subj) 

3.  Consistency ~ 1 + zaDV + zConfidence + (1 + zaDV + zConfidence | subj) 

4.  Consistency ~ 1 + zaDV + zConfidence + zRT + (1 + zaDV + zConfidence + zRT | subj) 

5.  Consistency ~ 1 + zaDV + zConfidence + zRT + zSV + (1 + zaDV + zConfidence + zRT + zSV | subj) 

6.  Consistency ~ 1 + zaDV + zConfidence + zRT + zSV + zConfidence*zRT + (1 + zaDV + zConfidence + zRT + zSV + 

zConfidence*zRT | subj) 

7.  Consistency ~ 1 + zaDV + zConfidence + zRT + zSV + zConfidence*zRT + zaDV*zSV  

+ (1 + zaDV + zConfidence + zRT + zSV + zConfidence*zRT + zaDV*zSV | subj) 

8.  Consistency ~ 1 + zaDV + zConfidence + zRT*zDom + zSV + zConfidence*zRT + zaDV*zSV  

+ (1 + zaDV + zConfidence + zRT*zDom + zSV + zConfidence*zRT + zaDV*zSV | subj) 

9.  Consistency ~ 1 + zaDV + zConfidence + zRT*zDom + zSV*zDom + zConfidence*zRT + zaDV*zSV  

+ (1 + zaDV + zConfidence + zRT*zDom + zSV*zDom + zConfidence*zRT + zaDV*zSV | subj) 

10. Consistency ~ 1 + zaDV + zConfidence + zRT*zDom + zSV*zDom + zConfidence*zRT + zaDV*zSV*zDom  

+ (1 + zaDV + zConfidence + zRT*zDom + zSV*zDom + zConfidence*zRT + zaDV*zSV*zDom | subj) 

Full models of subjective metacognitive accuracy tested in Sup Fig. 5: 
1. metaAcc ~ 1 + dCoherence + (1 + dCoherence | subj) 

2.  metaAcc ~ 1 + dConfidence + (1 + dConfidence | subj) 

3.  metaAcc ~ 1 + Consistency + (1 + Consistency | subj) 

4.  metaAcc ~ 1 + dTransitivity + (1 + dTransitivity | subj) 

5.  metaAcc ~ 1 + dRT + (1 + dRT | subj) 

6.  metaAcc ~ 1 + dCoherence + dConfidence + Consistency + dRT + dTransitivity  

+ (1 + dCoherence + dConfidence + Consistency + dRT + dTransitivity | subj) 
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Chapter 7 

General Discussion 
This thesis aims at highlighting the key position of subjective value (i.e. learned cost-

benefit outcome of a decision) in building a comprehensive picture of procedural 

metacognition (i.e. monitoring and control). From an ever-present integration of 

value to inform monitoring signals (e.g. confidence) to the central position these take 

in ensuring the reliability of decisions reliability coherence (e.g. coherence between 

goal and decision), we argue that subjective value is a key bridge between both these 

sides of procedural metacognition. While in cognitive neuroscience most of the 

current literature on metacognition relates to perceptual decisions, we argue that 

these reliable but simple tasks limit the insight we can gain in light of the complexity 

of human metacognition (c.f. Chapter 2).  

Assuming that in humans explicit metacognition is developed up to adulthood to 

make autonomous and responsible member of society (Bigenwald & Chambon, 

2019) we attempt to account for models of metacognition that might describe up to 

complex life-like decisions. As in these tasks there is often no such thing as simply 

right and wrong answers, we take the perspective that metacognition monitors and 

optimise cognition and behaviour by aiming at a desired cost-benefit ratio we refer 

to as desired reliability (Ackerman & Thompson, 2017; Shea & Frith, 2019). We 

suggest that, throughout increasingly complex tasks and executive controls, 

metacognitive monitoring relies essentially on an ubiquitous monitoring of 

subjective value (Fig 1). Throughout the thesis, we presented conceptual and 

empirical work to argue for and test the hypothesis that (throughout a range of tasks)  

subjective value is ubiquitously computed (throughout different tasks) in 

monitoring signals to inform the agent about the reliability of her decisions. 

Following the notion of procedural metacognition that is embedded in bounded 

rationality, we suggest that this account of subjective value in monitoring signals is 

key to understand metacognition as a thermostat that ensures a desired level of  

decision reliability by fitting effort involved in the decisions process.  
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The above proposition aims at filling the following gap: On the one hand, the 

concept of procedural metacognition suggests that this higher order enables agents 

to monitor and adjust their cognition and behaviour to increase their probability of 

success and eventually reach their goals. However in science, both these function of 

subjective monitoring of success and of control of one’s cognition and behaviour are 

mostly studied independently in human subjects. The monitoring side that mainly 

aims at defining how explicit monitoring signals (e.g. feeling of knowing, confidence 

..) are formed is studied in the field of metacognition whereas the control side that 

looks at how one regulates effort and performance is studied by the field of executive 

control. On the other hand, in the field of metacognition (not so procedural 

anymore), certain questions about the nature of metacognition (such as in regards 

to its generality across tasks or its inefficiencies in tracking accuracy) highlight 

possible gaps in the current models used to define the computation of metacognitive 

monitoring signals. Essentially, the growing research on metacognition that 

incorporates subjective value as input or that suggests it presents a hierarchical 

structure appear as promising keys to unlock a more comprehensive view of the 

working of metacognition as a whole (Shea & Frith, 2019; Soutschek et al., 2021). 

Here we propose to focus on the former by integrating subjective value in the models 

that explain how metacognitive signals are formed, in the light of serving a function 

of control.  

 

 While recent studies aimed at joining both fields by relying on behavioural 

economics to operationalise complex behavioural tasks, in this thesis we ask the 

following question:   

What does accounting for the subjective value of decisions contribute to our 

understanding of the function and computation of metacognition?   

Throughout the various (conceptual and empirical) chapters of the thesis, we thrive 

to both propose and test a framework for procedural metacognition which  

essentially acts as a thermostat for decision reliability by its access to subjective 

value. While we define the concept of decision reliability in a bounded rationality 

framework, at the level of local decision, we use the proxy norm of coherence 
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between the decision and subjective value. Together, our analogy of metacognition 

as a thermostat for decision reliability can be reduced in a parsimonious 

bidimensional map of procedural metacognition (Fig. 1): on one dimension the 

processing from input to monitoring signal to eventual control, on the other  

dimension, an array of elements fit for decision tasks of various complexity. We 

thereby suggest that while subjective value might be discarded when studying the 

most simple of decisions, it quickly becomes essential to account for when studying 

more complex decisions, mainly where the decision rule to follow is not clearly 

instructed but relies on subjective experience and intentions.  

 

In this general discussion, we will start by summarising the main contributions of all 

chapters in this proposed framework which aims at illustrating the place of 

subjective value in procedural metacognition. In a second part, we will discuss more 

broadly how each of these findings build together a more comprehensive picture of 

metacognition by adding subjective value as a central input to its monitoring. Lastly, 

a third part will propose a broader contribution of the present picture of 

metacognition both for research perspectives and beyond, in the real world.  

 

1. Our findings support a value-based model of procedural metacognition 

The present thesis aimed at closing the loop between the computation and function 

of procedural metacognition from the simplest to more complex tasks. To do so, we 

claim that subjective value plays a critical role in enabling metacognition to act 

ubiquitously as a reliability thermostat. While the notion of reliability here is 

anchored in bounded rationality by considering the effort involved in the decision 

process, putting aside the control facet of metacognition, the monitoring of 

reliability can be simplified by two norms: globally the maximisation of the goal 

when choosing decision rule (in learning tasks); and locally the maximisation of the 

decision rule when the choosing of the item (i.e. coherence in preference tasks). 
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Figure 1: Chapters contribution to the role of subjective value in procedural 

metacognition. Procedural metacognition suggests that executive control functions 

(left) are modulated by metacognitive monitoring signals (middle), themselves 

modulated by available cues (right). As developed in Chapter 2, we suggest that 

throughout a not-so-linear evolution of species and development of human agents, 

the maturation of explicit awareness supports the apparition of new abilities to 

control behaviour and become aware of oneself and one’s values. The different 

chapters (purple tags) aim at exploring the contribution of subjective value to this 

both-sided picture of procedural metacognition. The first three chapters are 

conceptual and setting this framework. Chapter 1 suggest that some of humans’ 

unique skills (as to being a moral hero), rely essentially on the monitoring of the 

coherence between one’s decisions and one’s (moral) values. Chapter 2 discusses in 

philosophy and in cognitive neuroscience the place of monitoring signals in 

procedural metacognition working as a thermostat for decision reliability. Chapter 

3 proposes a model linking value and learning to perceptual metacognition to 

articulate the ubiquitous link between value and metacognition in adjusting 
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strategies. The second part with three empirical chapters aim at testing the model 

from the cognitive neuroscience perspective: with the computation of local 

confidence signals in regards to their cues. Chapter 4 explores the contribution of 

heuristics to both the reflective functions of metacognition and theory of mind 

suggesting they both rely on the decision rule (or strategy applied). Chapter 5 

demonstrates the access of moral values by metacognition and suggests that these 

local confidence signals might be linked to the consistency with which these 

decisions are repeated over time. Chapter 6 suggests that across value domains, 

metacognition does not appear to necessarily track whether a choice was optimal 

(relative to the set of options) but rather of sufficient value (independently from 

alternative options) supporting the view that metacognition regulates behaviour as 

a thermostat to reach a desired criterion of cost-benefit. Chapter 7 discusses the 

implications of accounting for subjective value in procedural metacognition.  

 

Both first chapters of the thesis aimed at objectively stating the art of academic 

research in metacognition. These chapters come to define procedural 

metacognition as a thermostat that allocates the required amount of effort to a task 

in order to reach a desired level of reliability between one’s decisions and goals. 

While we highlighted the current gap in research to address metacognitive 

monitoring signals as themselves cues on which executive control might rely, we 

briefly mentioned the recent merging of the field of economics with research in 

metacognition which seems very promising to address this issue (Lieder et al., 2018; 

Soutschek et al., 2021).  

In Chapter 3 we review the literature to propose a novel computational model of 

metacognition where both perceptual and value-based cues are ever-present 

components of confidence reports serving different informative roles. This 

suggestion that monitoring signals are ever-present (even implicitly) to track the fit 

between decisions and contexts is widely agreed in the field (Pasquali et al., 2010; 

Shea et al., 2014; Shea & Frith, 2019). However how these different monitoring 

signals are computed remains unclear. We suggest here that by accounting for their 

function as regulator of cognition and behaviour, we might get better insight in the 

computational (and eventually neurobiological) roots that define them.  
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Chapter 4 studies the explicit access of metacognition to heuristic cues. While it was 

previously demonstrated that confidence signals went hand in hand with popular 

opinions, we wondered whether participants could be conscious of such popular 

trend and thereby influence their metacognitive monitoring by their theory of mind. 

Our findings indeed reveal that both reflective systems appear to rely on the same 

cues revealing that, in tasks with limited knowledge, both this reflective system use 

the same decision rule to reflect upon their choices and others. This finding relates 

to the previous chapter (3) highlighting the nature of reflective system as evaluating 

a decision (of oneself or others) in light of a decision rule as a hierarchical 

comparison between a global decision rule and a local action (Rouault et al., 2019).  

Chapter 5 aimed at testing whether metacognition was able to monitor and 

eventually guide our moral decisions. While relevant on its own as a research 

question, the moral value domain was selected also for the specific place it is 

believed to hold in conscious and voluntary decisions, as opposed to hedonic 

decisions which, by their reward might be more habitual than goal-directed (Maoz 

et al., 2019). Our results thereby suggest that metacognition has access to a wide 

range of value domains and might always rely on subjective value to guide decisions 

in a given context, whether is learned by direct feedback or relying on higher 

cognitive skills such as theory of mind (Kitcher, 2011).  

Chapter 6 finally looks at metacognition of value-based decision across domains 

with preliminary data. The thesis suggesting that subjective values are essential to 

metacognition which serves at adjusting bounded rationality, we aimed at testing 

whether metacognitive monitoring appeared rather optimal or satisfiable in nature. 

We found significant evidence that participant might, across value domains, share a 

similar criterion for tracking either optimally or satisfiable. These results support the 

idea of an ever present monitoring of subjective value by metacognition but also 

eventually to do so with a domain-general cognitive system setting similar 

evaluative standard across types of tasks. Furthermore, suggesting the possibility of 

a subjective level of satisfiability across tasks, the results contribute to the discussion 

of mental health relating to such a subjective tendency to monitor oneself at the 

subjective level (Seow et al., 2021). Further than relating to normative questions (i.e. 

accuracy and bias) as previous literature focussing on perceptual research has done, 
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these results propose different metacognitive monitoring styles (Rouault et al., 

2018). These preliminary results therefor support the view that the computation of 

value is central to metacognition which is embedded in bounded rationality. 

 

Altogether our results suggest an ever-present monitoring of subjective value across 

different domains and that, depending on the level of conscious awareness, agents 

may have associated abilities to exert control over their environment (Hohwy, 2013).  

 

2. Remaining questions for this value-based model of procedural 

metacognition. 

We presented a model which suggests that value-based input are ubiquitous in the 

computation of metacognitive signals: from error signals associated with reflexive 

corrections to explicit appraisals when proactive action plans are required. However 

such a board picture opens up many areas for research beyond what has been 

attempted in the present work. Focussing on empirical work, we now discuss some 

of the limitations of our empirical studies and some remaining questions to test or 

further assert this framework. In a second part, we then focus more broadly on the 

field of metacognition in cognitive neuroscience and touch upon how the present 

framework could contribute to central gaps in the field.  

 

2.1. Research limitations and directions 

Operationalising value in the laboratory 

Empirically, we aimed at testing the ubiquitous contribution of value (across various 

domains) to the computation of metacognitive signals (i.e. confidence levels) and 

their sensitivity. To do so we designed a novel paradigm that enables to study moral 

preferences similarly to hedonic preferences. Nonetheless, our experiments could 

be seen as limited. First, the paradigm of revealing preferences by choices was 

initially designed by incentivising participants with their decisions affecting the 

probability of receiving a reward at the end of the experiment (De Martino et al., 

2013; Folke et al., 2017). Future experiments, offering to link moral choices to 

donations or hedonic choices to obtention of snacks could eventually motivate 
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participants to take the task more seriously and strengthen the performances and 

sensitivities obtained here.  

Secondly, regarding the question of domain generality, we have aimed at endorsing 

the challenge in two different manners: either by asking participant to report their 

confidence in across-domains choices (a charity and a snack) or by asking them a 

comparative confidence between two within-domain choice they were more 

confident about. In the first instance, we found that choices were not predicted by 

reported subjective values and therefore could not test a metacognitive ability, in the 

second we found no sensitivity of the comparative confidence to the difference of 

value between pairs of items. In other words, both our experiments rendered us 

without conditions to conclude anything about domain generality of confidence 

across value domains. However, a different paradigm with an economic wager as 

common currency instead of a choice followed by a confidence report appear to be 

a useful vector to get participants to perform in accordance to their reported 

subjective values and trade between reward for self or other (Moll et al., 2006). We 

believe that this choice paradigm could be a promising direction to undertake this 

question.  

 

Subjective traits 

Our last chapter aimed at testing a possible subjective criterion of optimality in 

across value domains as participants sensitivity to the relative value of their choice 

as opposed to its absolute value. While this study aimed at finding across 

metacognitive sensitivity some evidence for a subjective criterion for value based 

task across domains, our findings though significant should require larger number 

of participants to validate this study. Furthermore, the study of a common 

metacognitive bias across value domains would greatly contribute to explaining the 

role of metacognition in psychological disorders such as anxiety and depression as 

this link has only been reported in simple perceptual tasks(Rouault et al., 2018; Seow 

et al., 2021). 
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Types of value 

Lastly, our research also aimed at testing how contextual knowledge affected 

metacognitive ability. While the present experiment (Chapter 4) aimed at testing the 

link between metacognition and theory of minds as similar reflective processes, we 

suggest that beyond task knowledge, self-knowledge might also play a role in 

metacognitive sensitivity. More particularly, whether in moral decisions a stronger 

sense of identity could be linked with a greater metacognitive ability. While it was 

demonstrated that agents with extreme political views tended to have overall lower 

metacognitive ability (in perceptual tasks) (Schulz et al., 2021), one could ask 

whether people with a strong sense of identity (independently of their extreme 

tendency) could have stronger metacognitive abilities in value-based, compared to 

participants with a lower sense of identity.  

 

2.2. Contribution to metacognition 

In cognitive neuroscience, recent efforts were made to agree on common goals to be 

met in order to advance the understanding of the computation of confidence reports  

(Fleming, 2023; Rahnev et al., 2021). We suggest that research focussing on tasks that 

merge both control and monitoring will provide profound insight in the field by 

considering explicit reports as these intermediate signals between both processes. 

Mainly, the interaction of behavioural economics and metacognition could be 

particularly fruitful to explain in both field how certain complex behaviour emerge 

such as reasoning (Ackerman & Thompson, 2017; Lieder et al., 2018), choice of 

strategy  or sophisticated impulse inhibition (Soutschek et al., 2021). 

Nonetheless our model of subjective value being central to the procedural function 

of procedural metacognition could be also questioned. Indeed, metacognitive 

blindsight as in choice blindness (Hall et al., 2010) or gap between confidence levels 

and corrective behaviour (Vaghi et al., 2017) suggest that explicit metacognition 

could have roles that are not essentially procedural, but maybe of communicating 

consistency (Koriat & Adiv, 2015). Furthermore, we suggested throughout the thesis 

that explicit metacognition is important to both navigate social norms efficiently (as 

an autonomous agent) but also to build a set of subjective values that are personal, 

building a sense of identity that can detach from social norms (e.g. maverick). While 
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the roles of metacognitive ability in learning to adapt efficiently were empirically 

tested (Roebers, 2017), the more longitudinal role of metacognitive development on 

the autonomy of agents remains to be implemented such as with an school 

curriculum (or cultural study). Recent efforts are nonetheless made to provide 

metacognitive enhancement tools an boost decision performance. 

 

3. Open discussion on place and implications of our model 

In this last part, we aim to move beyond academic research and open the broader 

implication of incorporating subjective value in the study of procedural 

metacognition. Therefore, the following ideas are more of speculative thoughts to 

ponder upon than claims that are necessarily backed up by science or even testable 

as such.  

Let’s observe that, throughout the universe, sustainable and lasting systems are 

often maintained by regulating mechanisms: whether it be counter-balancing 

forces, feedback loops or more hierarchical monitor-and-control mechanisms, the 

presence of such a flexible adjustment mechanism enables the systems to pervade 

throughout time and ever-present change. In the present thesis, we introduced the 

idea of metacognition of subjective value being similar to a thermostat that regulates 

the amount of effort to be allocated in order to maintain a certain degree of 

coherence between one’s intentions and decisions. Together with this backbone for 

coherence, we suggested that it also supports an agent’s ability to remain 

autonomous and detach from collective behaviours and heuristics. Here, we wish to 

elaborate on such associated traits and ask: 

What abilities might human gain by having their metacognition access their 

subjective values? 

To explore the driving forces behind the link between metacognition and value, we 

will examine three distinct levels of analysis: first, the social level, followed by the 

individual level, and finally the cognitive level. We will then return to discussing 

potential research directions for value-based metacognition.  First, at the social 

level, we will ask about the advantages that might be provided to an agent whose 

decisions remain coherent with her intentions. Secondly, at the individual level, we 

will touch upon theories that discuss how this coherence, at different levels, might 



  7- General Discussion 

 221 

enable the agent to reach a healthier psychological state. Thirdly, cognitively, we will 

question the cognitive markers that might support reaching these levels of self-

coherence.  

  

3.1. Social advantages of self-coherence 

3.1.1. Self-definition 

What selective forces might be at play to nudge humans to be coherent? What would 

it mean to be coherent for such a social function?  

We defined metacognition of value as the ability to allocate effort appropriately in 

order to overwrite habitual, heuristic or instinctive behaviour and instead engage 

into more demanding counter-intuitive, reflexive, and challenging behaviour when 

it is required in order to remain coherent with one’s intentions. By accounting for 

social (e.g. conceptual) value, human metacognition might therefore support the 

agent’s ability to self-define its cognition and behaviour in regard to a social 

environment and its norms. In this sense, can we say that metacognition acts as a 

catalyst for achieving higher levels of coherence in such complex environments? 

Coherence can manifest at various levels depending on the subjective values 

involved. We define subjective value as the learned cost or benefit associated with 

an action (whether conscious or not). According to Free Energy Theory, living beings 

continuously learn these values to regulate their behaviour effectively. Building on 

this, Timmermans (et al., 2012) proposes an evolutionary theory that suggests that 

animal species might have developed up to three such levels of regulation: 

regulating internal processes, regulating interactions with the world, and regulating 

social interactions with other agents. In this framework, metacognition extends 

beyond ensuring coherence with the natural environment (e.g., recognizing the 

value of a nutritious berry versus a poisonous one) to also supporting coherence 

within social groups (e.g., weighing the value of stealing a berry from an alpha). 

 Humans stand out due to their deeply ingrained capacity for engaging with a rich 

social environment from infancy. This unique trait enables humans not only to share 

a cognitive space for coordinating collective goals (e.g., cooperative hunting) but 

also to share a collective mind: a cultural environment with social norms, knowledge 

and institutions that are just as real to humans as the natural environment is to other 
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species (Tomasello et al., 2012). Thus, we argue that human metacognition, 

grounded in conceptual language, plays a crucial role in helping individuals navigate 

and integrate into this complex cultural system. Depending on the species and the 

associated nature of subjective values, we suggest that metacognition helps ensure 

that agents maintain coherence by aligning their actions with their intentions 

whether relating to natural or cultural environments.  

 

At a second level, we suggest that  human metacognition can support the 

development of the agent’s identity. We call self-definition the formation of such 

identity by endorsing a collection of conceptual beliefs and intentions, that might 

themself come with a given degree of alignments between them. While 

metacognition is known to develop tardively with the prefrontal cortex up to young 

adulthood (when one becomes as a rational and responsible autonomous citizen), 

here we suggest that this development of metacognition at this age goes hand in 

hand with the development of the agent’s identity. While it was demonstrated that 

low metacognitive ability is linked to extreme political views, we propose that 

metacognitive ability might itself foster the emergence of complex identities more 

finely tuned to the structure of the social environment therefore less likely to detach 

from extreme social norms. In other words metacognition could develop the 

coherence of the agent social status within the social structure by finding a role that 

increase coherence within both systems and their interaction. 

 

Lastly, this ability to integrate in a cultural environment might contribute to the 

coherent structure of the social environment through their defined role. This 

contribution of the self-defined agent to the cultural structure might itself come in 

different degree depending on how much the agent manages to act in accordance 

with her value. For example, creativity could be a form of self-expression that reflects 

the good coherence between identity and cultural environment. At a higher level of 

coherence, a moral hero could go against social norms to act according to their 

beliefs. At the highest level, an individual might lead a group to reform the cultural 

structure itself, thereby expending the levels of coherence from his self-defined 

identity (beliefs) to increase the coherence of his environment.  
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To summarise, we suggest that, different animal species, relying on different 

complexity of subjective values, might have different levels of complexity when it 

comes to coherence between their values and decisions. For humans, the 

conceptual and cultural values might lead metacognition to develop the agent’s 

identity which, itself, can come with different levels of coherence. If the identity 

coherence is higher than the environmental coherence, metacognition could 

support actions taken despites high risks or negative feedback to change the 

environment. We suggest that when optimally developed, metacognition supports 

higher levels of autonomy (see section 3.2) and now discuss some forces of selection 

that might have supported this role of metacognition as regulating coherence within 

the social environment. 

 

3.1.2. Differentiation 

Following theories on the roles of explicit metacognition, we take the stance that 

human metacognition might benefit the group by enabling agents to form a sense 

of identity, and eventually act accordingly to contribute to the social group.  

Similar to cell differentiation in biology, the term here refers to functional 

specialization, such as adopting a specific role within the social group. While the 

terms self-definition or identity-formation focus on the agent’s development, the 

term differentiation suggests the endorsement of a defined social role within the 

group, becoming part of (or eventually implementing) its given structure and 

complexity.  While levels of distinction from the existing social structure will be 

discussed in part 3.2, here we simply discuss the implication of differentiated social 

roles within groups. 

 Most democratic countries provide education for all to elevate and self-regulate the 

nation. Beyond political philosophy’s rich literature on what “ought to be” in terms 

of ethics and economics, one might ask whether the differentiation of its units truly 

elevates a system. For instance, do animals with more complex cell differentiation 

than plants have any advantage over them? Does the complexity of birds’ biology 

benefit them over worms? In essence, the theory is  that systems composed of 

specialised sub-units possess greater adaptative power than those composed of 
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conforming ones (Luhmann, 1977). Simply put, complexity breads adaptability and 

sustainability of the system.  

While metacognition of decision making is often seen as an advantageous feedback 

loop for improving agent performance, we suggest that applied to a social structure, 

it could refine the agent’s identity to find a well-fitted social role. Thus, 

metacognition could act as a feedback loop on the social structure by supporting the 

human ability to complex cultural environment and, in turn, contributing to its 

complexity and adaptative power. By accessing conceptual and cultural value, 

human metacognition might offer evolutionary and developmental advantage that  

support coherence and complexity within individuals and their groups. 

 

3.1.3. Competition 

Evolutionary theories suggest that resource scarcity pressures social species to select 

the members within their groups (Tomasello et al., 2012). Economics models of 

decision theory demonstrate that, even non-human animals do prefer to interact 

with a trustworthy or skilled partner, bringing up the concept of reputation as 

selective pressure. Studies on group decision-making show that individuals prefer 

advice from those who can accurately communicate their confidence rather than 

from individuals with mere high confidence.  

Thus, while metacognitive ability improves an agent’s performance, it also enhances 

the agent’s ability to gain connections and status within a social group. This social 

position, in turn, offers evolutionary benefits, favouring the development of explicit 

metacognition as a functional advantage in cooperation over less fortunate social 

groups. We have discussed how metacognition, incorporating social value, develops 

alongside an agent’s social identity and contributes to group dynamics. In the 

following section, we will delve deeper into the function of metacognition in 

regulating agents’ actions regarding social norms, defining incremental levels of this 

self-coherence.   
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3.2. Levels of self-coherence 

Different theories address the human “need” to achieve high levels of coherence in 

their identity as a cornerstone of psychological development. While some, such as 

Pouget’s  “True Self”, focus on overcoming traumas to free the agents from limiting 

thought patterns, this section explores frameworks in positive psychology that 

emphasize the pursuit of psychological development to its fullest potential. Among 

these, Abraham Maslow’s theory of self-actualization proposes a hierarchy of needs 

culminating in personal fulfilment. Similarly, Carl Jung’s process of individuation 

involves integrating the subconscious with the conscious mind to form a unified and 

complete psyche. Friedrich Nietzsche’s concept of the übermensch (or "overman") 

embodies the ideal of achieving full potential by transcending societal norms and 

creating independent values. 

These theories converge on the idea that higher levels of coherence within one’s 

identity often manifest through creativity. We propose that this drive to create stems 

from a perceived mismatch between the coherence of one’s inner world and the 

external environment. An individual with a coherent worldview may see gaps or 

inconsistencies in their environment (whether social or natural) and feel compelled 

to bridge this difference in coherence through creative expression. Conversely, a lack 

of inner understanding may motivate an agent to create as a means of unveiling this 

inner incoherence in the world. In essence, we propose that the type of creativity 

that converges in many models of psychological fulfilment stems from an acute 

metacognitive skill that not only fosters a sense of self, but also drives the agent to 

create in order to align their inner coherence with their external environment. 

Secondly, numerous theories of cognitive development (e.g. Piaget, Erikson, 

Kohlberg, Montessori, Kegan) consider psychological development from infancy to 

adulthood to be driven in part by a shift in perspective. There the prefrontal cortex 

matures to account for an ever-more complex model of the world, shifting the 

agent’s perspective from a very subjective egocentric perspective to an ever more 

objective allocentric one. Putting these two together, we propose that these higher 

metacognitive skills in highly developed psyche provide these humans with higher 

levels of autonomy. 
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Previously, we argued that metacognition—the ability to monitor and adjust 

cognition and behaviour—is central to the concept of autonomy. Drawing on 

evolutionary cognition models that highlight the emergence of species with 

increasing capacity to solve complex tasks, we posited that value-based 

metacognition underpins the autonomy necessary for social cooperation. 

Tomasello’s framework of autonomy illustrates this progression across species on a 

timeline ranging over 300 million years as follow: 

1. Reactive Autonomy: Found in lizards, involving choices based on 

environmental stimuli. 

2. Motivational Autonomy: Observed in mammals, where inner models guide 

goal-directed behavior based on emotions and motivations. 

3. Rational Autonomy: Evident in apes, characterized by flexible planning, tool 

use, and understanding others’ intentions. 

4. Normative Autonomy: Unique to humans, driven by conceptual language 

and cultural norms, enabling cooperation and group coordination. 

 

Beyond the latter evolution of normative autonomy, we propose that human 

metacognition, being explicit and conceptual, provides the cognitive foundation for 

creativity and innovation. This now developmental advantage provides human with 

the opportunity to adopt, within their lifetime, the metacognitive skills necessary to 

achieve higher levels of autonomy, integrating levels of coherence of increasingly 

complex spheres that transcend social norms. Just as the evolution of a central 

nervous system with neurotransmitters provided animals with a faster, more 

efficient mechanism for integrating signals compared to hormones, the 

development of social norms, language, and culture endowed humans with a 

prefrontal cortex as a new medium capable of accessing entirely new realms of 

coherence beyond the immediate natural environment. 

If nurtured through the agent’s development, this prefrontal cortex can both tap into 

higher realms of the environment and provide metacognitive access to them. While 

evolutionary levels 1 to 4 enabled agents to fit in their environment, these levels of 

psychological developments transform agents into vectors for enhancing the 

coherence and sustainability of these broader spheres. Factors such as executive 
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control, resources, mentorship, and mental health increase the likelihood that these 

potentials will be realized through effective action. In this sense, the prefrontal 

cortex, housing human metacognition, becomes a powerful medium for connecting 

with higher spheres and other minds in these realms. This interaction forms cultural 

networks that refine complex and differentiated individuals (see section 

3.1.2). While metacognition is not strictly necessary for agents to be interested in or 

connect with these higher spheres, it facilitates the creation of value by fostering 

awareness of coherence within and between these spheres. Ultimately, creating 

such value (often for the “greater good”) enables individuals to achieve higher states 

of psychological development, extending their identity’s coherence into legacies 

that transcend them by fulfilling their metacognitive potential.  

 

We suggest three additional levels of autonomy that extend Tomasello’s framework, 

each grounded in increasingly sophisticated metacognitive skills and reflective of 

specific archetypes: the Maverick, the Hero, the Leader and the Alchemist. 

 

5. Reflective Autonomy: the Maverick 

Reflective autonomy is the benchmark of higher levels of autonomy where 

metacognitive skill go beyond fitting the agent’s behaviour to the surrounding 

environment, whether natural or social. This allocentric perspective sees the 

individual not as central to the environment but as part of it. Removing this limiting 

reference point enables them to critically question and reframe existing norms. We 

suggest that this questioning fosters a stronger and more coherent sense of identity, 

granting the autonomy to transgress social norms in the pursuit of authenticity and 

creativity.  

Nietzsche’s übermensch epitomizes this archetype, as does Truman from The 

Truman Show, who rejects the constructs of their environment to pursue personal 

freedom. Reflective autonomy is the foundation of innovation, as it empowers 

individuals to transcend conventional boundaries and shape unique, independent 

perspectives. 
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6. Transcendent Autonomy: the Moral Hero 

Transcendent autonomy presents a refined and highly coherent sense of identity 

operating in higher spheres (e.g., ethics) that align with universal truths. The 

integration of increasingly complex environments, in learning and metacognition, 

was modelled in our chapter 3 and demonstrated in chapter 5. This autonomy relies 

both on the larger cognitive perspective and on the ability for metacognition to 

refine and anchor of identity in these spheres.	 At this stage, the allocentric 

perspective evolves beyond binary distinctions which enabled to step away from an 

environmental construct now allows the individual to perceive themselves as a unit 

within a larger whole. At this level, metacognition refines identity’s coherence in 

these higher spheres where action is driven while the value of the agent might be 

discounted. This perspective could present agents with an identity similar to a pawn 

on a chess game, a defined vector for change in a greater scheme.  

The archetype of the Moral Hero exemplifies this level of autonomy, demonstrating 

exceptional coherence in intentions even when faced with intuitive or convenient 

alternatives, all for the greater good. Figures like Gandhi or Kepton Burton (The 

Duke) embody this autonomy as they display a profound sense responsibility when 

addressing societal or systemic injustices, prioritizing compassion and moral 

courage in the face of adversity. 

 

7. Collective Autonomy: the Leader 

Collective autonomy relies on a higher sensitivity and conscious awareness of the 

gap between a high self-coherence and environmental coherence. This fine 

conscious access to the path for change provides agents not only with the ability to 

take voluntary action but also to communicate their motives to others. The highly 

refined coherence of the agent’s identity (through metacognitive enhancement) 

may also provide the agent with a well-calibrated sense of overconfidence that is 

useful to navigate social environments.  

While this conscious awareness might not necessarily build upon the allocentric 

perspective of moral heroes, we restrict our definition to the combination of both. 

Collective autonomy does not simply manage a team or teach knowledge but rather 

provides a vision for change in the higher spheres that can transcend others’ identity 
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to differentiate, creating a vector for global sustainability and harmony on an 

entirely new magnitude. For this to occur, other agents must possess sufficient 

psychological development and resources to engage on equal footing.  

Leaders are the archetype of collective autonomy. They not only create new value 

but also inspire others to adopt these motives as their own. J.F. Kennedy’s leadership 

during the space race is a prime example: his ability to articulate a challenging vision 

“We do not do it because it is easy, we do it because it is hard” galvanized collective 

action and innovation despite adversity. Collective autonomy is essential for 

addressing global challenges, combining visionary thinking with the ability to 

mobilize others for collective change. 

 

8. Extended Autonomy: the Alchemist. 

Extended autonomy envisions surpassing the biological limits of cognition by 

integrating agents with technologies (such as artificial intelligence or advanced 

science) that overcome bounded rationality. These advanced technologies may 

emerge from the collective efforts driven by the previous level of autonomy. Building 

on Chapter 6, metacognition in such agents could move beyond its thermostat-like 

function (which adjusts efforts to a desired level of coherence) and aim for optimal 

systems where perfect coherence could become possible.  

The Alchemist is the archetype of such agents with a “supranatural” ability to both 

develop and transcend one’s identity coherence into a legacy. Dating to the dawn of 

civilisation, alchemy sought a pseudo-scientific formula could transcend human 

limitations, such as mortality, by accessing higher levels of awareness and creativity. 

In such futuristic a scenario, human or cyborg decisions could align with more 

optimal, unbiased universal outcomes, potentially unlocking unprecedented 

coherence across systems. 

 

We suggest that evolution has provided humans with, beyond the autonomy to 

navigate in social norms, the biological opportunity to act as vectors of change in 

ever more complex environments. Nested in the prefrontal cortex, this opportunity 

can be harnessed by the development of cognitive and metacognitive skills. Such 

autonomy with refined sensitivity to environmental and identity coherence could 
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foster voluntary action and challenge the contemporary issues we are facing in the 

real world. Indeed, while the UN’s 17 sustainability goals for 2030 highlight the 

urgent need for humanity to develop unforeseen levels of autonomy through 

ingenious and goals-directed action. While this thesis began with the example of a 

modern Robbin Hood relying on his explicit metacognition, we hope that the 

foundations laid here inspire further exploration of on how subjective value 

influences procedural metacognition to elevate humanity’s potential.  

 

4. General conclusion 

We opened the thesis by asking what abilities heroes might possess to remain 

coherent (sometimes at great cost) with their values and goals. This interdisciplinary 

work provided a conceptual framework defining metacognition as inherently 

procedural and grounded in bounded rationality: a thermostat that ensures the 

reliability of decisions in light of the agent’s goals. We presented a novel 

computational model and a study (in task with limited knowledge) to argue that 

monitoring signals ubiquitously track decision reliability and subjective value. 

Furthermore, we demonstrated that even in socially relevant tasks, such as moral 

decision making, metacognition is sensitive to decision coherence, as previously 

shown in hedonic tasks. Finally, preliminary results suggest that the metacognitive 

criterion of sensitivity to choice optimality might be a subjective trait across value 

domains, supporting the idea that this function must be accounted in a bounded 

rationality framework.  

All together, we suggest that metacognition contributes to equipping humans with 

the ability to be autonomous and responsible citizen. It may also support the 

development of a sense of identity by enabling individuals to endorse a social role 

for the benefit of the group. We hope that this interdisciplinary thesis helps reframe 

research on metacognition to focus on its procedural aspects, which we believe have 

the potential to empower individuals in navigating complex environments and 

achieving their fullest potential. 
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Annexe: 
Glossary for the interdisciplinary study 

of value-based metacognition.  
 We propose here a lexicon that aims to provide consistent meaning throughout this 
interdisciplinary thesis (relating to cognitive neuroscience, economics, philosophy 
and some concepts in psychology). These concepts are mainly put to use to illustrate 
the theoretical framework (composed mainly by chapters 2 and 3) but are present 
throughout the entirety of the thesis from start to end. 
 
1. Attributing value 
1.1. Decision type 

Value-based decision (VD): the agent samples from their uncertain prior belief 
about the context payoff structure to define the item to be targeted as rendering 
higher value. Preferential tasks use an array of familiar items (whose payoff structure 
has  previously been learned) and combine them in independent and random pairs 
(non-stationary context) to study economic decision-making. Reinforcement 
learning (RL) presents a few unknown items to study how participants adapt their 
strategy to stationary contexts with autocorrelated trials in which they learn the 
payoff structures through choices and feedback. 

Perceptual decision (PD): the agent samples an uncertain perceptual signal from 
the local state of the world to identify the target item among two alternatives. PD 
generally present independent trials to cancel out the influence of a prior belief on 
the sampling from the local state. 

1.2. Learning 

Global: relating to a stationary context’s causal structure which defines the local 
states. In a controlled laboratory setting, a causal structure can be represented with 
autocorrelated trials (e.g. 98% of the time, the salt is in the more-dots shaker) or can 
be neutral with independent (and random) trials (e.g. 50% of the time, the more-dots 
shaker is on the right side). In value-based tasks, payoff structures are the causal 
structures that define the outcome of each alternative item. In perceptual tasks, 
dispositional structures are the causal structures that define the state in which the 
alternative items present themselves. The uncertainty of a causal structure can be 
probabilistic as for a lottery. 
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Local: relating to the present state of the world. Cognitive processes relating to local 
states are best studied in tasks with independent and randomised trials to cancel out 
global features of stationary contexts. In the world a local state is finite but can 
provide an uncertain signal due to its strength or noise. 

Bayesian learning: the agent samples or acts in the local world to infer its global 
causal structure as prior expectations. Feedback together with the prior expectations 
about a decision form the predicted error (correct or wrong decision) which updates 
the prior with a learning rate. 

1.3. Hierarchical decision 

Hierarchical decision: decision in which both the global payoff structure and the 
signal from the local state of the world are uncertain. A hierarchical decision 
combines a value decision to define the target item and a perceptual decision to 
identify it in the local state of the world. 

Goal: defines the currency to be valued and maximised when making a decision (e.g. 
accuracy, points, coins, welfare, salt…). 

Policy or decision-rule: based on one’s global belief, it defines the cue(s) on which 
one is to base sampling in order to identify the target item to choose: e.g. the agents 
targets the more-dots shaker because she believes it to yield the higher-value 
outcome most of the time, or she aims for the item on the right side because she 
believes that this is where the target item would generally be. Policies are learned as 
prior beliefs by sampling from or receiving feedback from a stationary context. 

Strategy: value-based policy that defines the target item by associating one’s goal 
with one’s prior belief about the context’s payoff structure (e.g. goal: value= salt; 
prior belief : salt = more dots ; strategy: more dots = target). 

Intention: higher order preference that guides decisions. 

Decision rule: resulting from inference (e.g. being explicitly given an instruction or 
learning from trial and error about the outcome of selected items and contexts), it 
defines the target cue (i.e. brightness, sugar, money, welfare...) on which one is to 
rely to select the correct option. 

Preference: relative subjective value as revealed by decisions or verbal reports. 

Subjective value: measure of how much an option satisfies the decision rule. 
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2. Decision and behaviour 
2.1. Processes 

Reasoning: explicit access to the intention guiding a decision. 

Dual process theory: a framework in psychology dividing cognitive processes into 
two categories as either unconscious, fast, efficient and relying on heuristic or 
conscious, slow, effortful and reflexive providing the room for deliberate modulation 
of thoughts or actions enabling to overcome heuristic bias and therefore often result 
in a more rational behaviour. This definition of decision making systems based on a 
cost-benefit trade-off is conceptually analogous to our executive control dimension 
in the metacognitive landscape. 

2.2. Decision quality 

Correct decision: quality of a decision that maximises the decision rule either by 
coherently following subjective preference or accurately discriminating perceptual 
stimuli. 

Accurate decision: quality of a correct perceptual decision, where objective features 
of the option maximise the decision rule, relative to option set. 

Coherent decision: quality of a correct value-based decision where the selected 
option maximises the decision rule, relative to the option set. This decision can also 
be called optimal and relies on the correct perceptual discrimination of the present 
options.  

Satisfiable decision: a decision where the selected option is not optimal but whose 
value is sufficiently high (and close to optimal) to satisfy the agent whose rationality 
is bounded. 

Decision reliability: relating to the decision likelihood to  be correct, accounting for 
objective features (e.g. variance or noise in the options’ value or appearance) and/or 
subjective features (e.g. quality of the decision process as for response time or 
attention).  

 
2.3. Behaviours 

Rational behaviour: behaviour coherently maximising the utility of one’s decisions 
in regards to her intention while accounting for uncertainty (e.g. probability, risk, 
volatility..) 



 

 236 

Authentic behaviour: coherent behaviour that concerns a set of value relevant 
individual narrative and relying on self-awareness (e.g. moral preferences might 
qualify, colour preferences not so much: there might be several levels of authenticity 
like rings from core narrative to peripheral values note that we can hypothesise that 
the stakes are not the same with core authentic values as peripheral or non-core ). 

Autonomous behaviour: behaviour that remains coherent in context where there 
are counter intuitive options that differ from the coherent one. It therefore relies 
on the S1/S2 trade off governed by M? agent who can control its own coherence with 
itself given its intention, across time with consistent and with other through virtuous 
cooperation. 

Sophisticated behaviour: behaviour where the agent accounts for an upcoming 
challenge to choose in coherence with his intention due to the presence of more 
intuitive options (e.g. easier or safer) and takes anticipatory measures to discard 
these tempting but incoherent options. The famous example of Ulysses tying 
himself to the mast illustrates this behaviour.  

2.4. Agents 

Maverick: agent who can remain coherent to his own intentions in spite of social 
norms. Illustrative examples of mavericks are, as mentioned in the thesis, the 
character Truman (The Trueman show, 1998), or Nietzsche’s ubermench 
Zarathustra who tend to isolate himself from society in order to remain true to 
himself and eventually develop his creativity. 

Hero: agent with an outstanding  ability to remain coherent to her intentions in spite 
of more intuitive options (easier, safer, more popular…) with the conscious and 
explicit aim to create value for the greater good. An illustrative example of moral 
hero mentioned in the thesis is Kepton Burton (a “modern Robbin Hood” portrayed 
in the movie The Duke, 2020). 

Leader: agent who can remain coherent to his own intentions in order to create new 
value and is able to convince others to adopt these novel intentions as their own. An 
example of leadership can be seen as J.F. Kennedy who in time of need rallied a 
nation to develop new technologies and overcome adversity. His speech of 1962 
illustrates his ability to lead through adversity “We do not do it because it is easy, we 
do it because it is hard”.  
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3. Monitoring 

Metacognition: (level-two) cognition about (level-one) cognition. 

3.1. Models 
 
Normative model: framework regarding metacognition as monitoring system tuned 
to discriminate correct from incorrect decisions. 
 
Metacognitive inefficiency: phenomenon where the normative model of 
metacognition is suboptimal by poorly discriminating between correct and 
incorrect decisions. A metacognitive inefficiency can be systematic if a given 
condition of the decision set up or process repeatedly affects the metacognitive 
ability (to discriminate correct decisions) throughout an experiment or throughout 
the literature. 

Procedural metacognition: set of processes monitoring and controlling mental and 
behavioural states for flexible tuning of performance. 

System 1- system 2 metacognition: amongst other classifications of the complexity 
of metacognitive monitoring, the present classification divides them as respectively 
implicit (e.g. unconscious error correction or epistemic feelings that can be present 
in non-adult humans) vs explicit (e.g. conscious confidence reports). 

Metacognitive landscape: proposed theoretical framework to observe various 
metacognitive functions along three cognitive axes of executive control, 
representation and conscious access. 

Metacognitive thermostat: concept based on bounded rationality presenting 
metacognition (in the entirety of its landscape) as a monitoring and controlling 
system (i.e. procedural) that adjusts a criterion for an amount of resources (e.g. 
cognitive effort, time, dual process theory…) to be spent in order to reach an 
intended degree of cognitive or behavioural reliability. 

3.2.  Monitoring signals 

Precision: belief uncertainty that tunes its updating according to Bayes theorem. 

Prediction error: binary expectation about the outcome of a decision as successful 
or not in reinforcement learning 
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Epistemic feeling: propositional states that suggest to an agent the likelihood of 
success of her decisions and can guide behavioural adaptation without requiring 
conceptual language. 

Confidence: explicit report about one’s subjective appraisal of a decision as correct 
(i.e. as either accurate or best given a set of options) 

Local confidence: metacognition evaluates the reliability of a decision by sampling 
from its sources of evidence independently from the decision process. We argue that 
participants can distinguish two composite confidence levels in a hierarchical 
decision by monitoring independently the reliability of the chosen strategy (i.e. 
decision expected value sampled from learned prior) and of the perceptual 
identification (i.e. decision expected accuracy sampled from local perceptual 
evidence). Local confidence levels are best studied controlled laboratory setting with 
independent trials to cancel out global influences of a stationary context (i.e. 
generally perceptual and preferential decision-making tasks). Confidence levels are 
conventionally explicitly reported by human decision makers before an eventual 
feedback would be provided. In a psychometric model with stable difficulty, 
confidence computation can be calculated from the posterior probability of a 
gaussian representation as the evidence beyond de decision criterion supporting the 
choice (e.g. difference in dot number or value). 

Global confidence: metacognition evaluates the reliability of a stationary context by 
sampling from its various sources of input (e.g. reliability of reward or of perceptual 
evidence). 

Retrospective monitoring: monitoring signal appraising the reliability of a decision 
that has been made. These signals are known to account for features of the decision 
making process such as the response time. The monitoring signals are known to 
predict the repeatability of the made decision in the future.  
 
Prospective monitoring: monitoring signal appraising the reliability of a decision 
that has not yet been made. These signals (either implicit or explicit) are suggested 
to be part of the process of reflection (alone or in groups) where detected low 
reliability can predict the investment of more time or resources (e.g. to sample 
evidence) before the decision is made. 
 
Declarative metacognitive knowledge: accumulated knowledge about the 
reliability of one’s decisions in a given context, depending on one’s expertise or the 
context reliability. These appraisals are believed to be built thanks to feedback and 
education through childhood up to adulthood and to evolve throughout the lifetime 
of an agent.  
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