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Zusammenfassung: Untersuchung und Bewertung des atmosphärischen
Schwefeldioxids im EMAC-Modell

Schwefeldioxid (SO2) ist ein Spurengas in der Erdatmosphäre mit vielfältigen Auswir-
kungen auf das Klima und die Umwelt. Der größte Beitrag zu atmosphärischem SO2 sind
anthropogene Emissionen, welche in erster Linie aus der Verbrennung von schwefelhaltigen
Brennstoffen stammen. Zu den natürlichen SO2 Quellen gehören vulkanische Ereignisse
und die Oxidation von Schwefelspezies wie Dimethylsulfid (DMS) aus den Ozeanen. SO2

kann direkt durch trockene und nasse Deposition aus der Atmosphäre entfernt oder in der
Gas- und Flüssigphase zu Schwefelsäure (H2SO4) oxidiert werden. Diese Säure kann zur
Bildung von saurem Regen führen, der sich negativ auf Ökosysteme auswirkt. Außerdem
kann SO2 in der Atmosphäre Sulfatpartikel bilden, die die einfallende Sonnenstrahlung
reflektieren, was zu einer Abkühlung an der Oberfläche führt.

Diese Arbeit stellt erstmalig eine umfassende Untersuchung des atmosphärischen Schwe-
feldioxids im Klima-Chemie Modell EMAC vor. Zu Beginn wird gezeigt, dass das tro-
posphärische Schwefelbudget in EMAC geschlossen ist, was eine wichtige Grundlage für
die weiteren Untersuchungen darstellt. Mit dem Ziel, das atmosphärische SO2 über ver-
schmutzten Regionen zu untersuchen, werden die Ergebnisse von EMAC mit Beobach-
tungsdaten verglichen. Die Ergebnisse für das Jahr 2019 zeigen, dass die simulierten bo-
dennahen SO2 Konzentrationen etwa 1, 7 ± 0, 3 mal höher sind als die beobachteten SO2

Konzentrationen aus bodengestützten Netzwerken. Diese Diskrepanz ist konsistent mit den
Unterschieden zwischen simulierten und aus Beobachtungen (satellitengestütze Messungen)
abgeleiteten vertikalen SO2 Säulendichten über denselben Regionen. Das deutet darauf hin,
dass die vorgeschrieben SO2 Emissionen in EMAC überschätzt sind. Desweiteren wird ei-
ne Fallstudie durchgeführt, um die emittierte SO2 Menge und den anschließenden Verlust
von SO2 nach den Vulkanausbrüchen von Raikoke (48.3◦N, 153.2◦O) und Ulawun (5.05◦S,
151.33◦O) im Jahr 2019 zu bewerten. Zu diesem Zweck werden Sensitivitätssimulationen
unter Berücksichtigung beider Vulkane durchgeführt. Die Ergebnisse zeigen eine sehr gu-
te Übereinstimmung zwischen der simulierten zeitlichen Entwicklung der atmosphärischen
SO2-Menge nach den Ausbrüchen und den satellitengestützten Beobachtungsdaten. Über
einen längeren Zeitraum (2000-2019) reproduziert die EMAC-Simulation die gemessenen
rückläufigen Trends der SO2-Konzentrationen und der Schwefeldeposition in den USA und
Europa, kann jedoch die beobachteten Trends in Ostasien nicht adäquat wiedergeben.
Dies ist höchstwahrscheinlich auf die vorgeschriebenen SO2 Emissionen in den verwende-
ten Emissionsinventaren zurückzuführen. Für eine weitere Fallstudie, die sich auf lokale
Messungen des troposphärischen SO2 Mischungsverhältnisses mit Hilfe von Flugzeugdaten
konzentriert, wird aufgrund seiner feinen räumlichen und zeitlichen Auflösung das ME-
CO(n) Modellsystem verwendet. Die Analyse zeigt Unterschiede zwischen simulierten und
gemessenen SO2 Mischungsverhältnissen, die auf Ungenauigkeiten des Modells bei der kor-
rekten Darstellung der Grenzschichthöhe zurückzuführen sind.

Zusammenfassend zeigen die Ergebnisse, dass das EMAC-Modell die räumliche und
zeitliche Verteilung von SO2, wie sie von weltraum- und bodengestützten Instrumenten
beobachtet wird, trotz einiger Diskrepanzen gut wiedergibt. Diese Diskrepanzen sind auf
verschiedene Faktoren zurückzuführen, wie zum Beispiel die über- oder unterschätzten
Messdaten, die Darstellung der Schwefeldepositionsflüsse im Modell und die verwendeten
Emissionsinventare. Allerdings gibt es Einschränkungen bei der Berechnung der gemesse-
nen SO2 Mischungsverhältnisse entlang der Flugrouten in der Nähe von lokal verstärkten
Quellen.





Abstract: Investigation and evaluation of atmospheric sulfur dioxide in the
EMAC model

Sulfur dioxide (SO2) is a harmful atmospheric pollutant with multiple impacts on the
climate and environment. The largest contribution to atmospheric SO2 are anthropogenic
emissions, primarily stemming from the combustion of sulfur-containing fuels. Natural
sources include volcanic emissions and the oxidation of sulfur species such as Dimethyl
Sulfide (DMS) from the oceans. SO2 can be deposited at the Earth’s surface directly
through dry and wet deposition, or oxidized in the gas and liquid phases to form sulfuric
acid (H2SO4). This acid can lead to the formation of acid rain, which negatively affects
ecosystems. Additionally, SO2 can form sulfate particles in the atmosphere, which reflect
incoming solar radiation, leading to a cooling of the atmosphere near the surface.

This work presents, for the first time, a comprehensive examination of atmospheric sul-
fur dioxide within the EMAC Chemistry-Climate Model. The tropospheric sulfur budget
within EMAC is verified to be closed, which is an important groundwork for further invest-
igations. In this thesis the results from EMAC are compared to observational data with the
objective of examining atmospheric SO2 over polluted regions. There, the EMAC results
for 2019 show that the SO2 concentrations near the Earth’s surface are about 1.7 ± 0.3
times larger than observed SO2 concentrations from ground-based networks. This dis-
crepancy aligns well with the difference between simulated and retrieved (satellite-based
measurements) SO2 vertical column densities over the same regions. This indicates that
the prescribed SO2 emissions in EMAC might be overestimated. Furthermore, a case study
is performed to assess the emitted amount and the subsequent loss (deposition) of SO2 fol-
lowing the Raikoke (48.3◦N, 153.2◦E) and Ulawun (5.05◦S, 151.33◦E) volcanic eruptions
in 2019. For this, sensitivity simulations considering both volcanoes were performed. The
results show a very good agreement of the simulated temporal evolution of the amount of
atmospheric SO2 after the eruptions with that retrieved from satellite-based observations.
Over a longer time period (2000-2019), the EMAC simulation reproduces the measured
declining trends of SO2 concentrations and deposited sulfur fluxes in the USA and Europe,
but fails to simulate the observed trends in East Asia. This is most likely attributable
to the prescribed SO2 emissions in the applied emission inventories. A further case study
within this thesis focuses on local tropospheric SO2 mixing ratio measurements from air-
borne data. To accompany these adequately, the MECO(n) model system was used, due
to its fine spatial and temporal resolutions. However, the MECO(n) model shows diffi-
culties to reproduce the measured SO2 mixing ratios along flight tracks, which are related
to model’s inaccuracies in correctly representing the boundary layer height.

In summary, the results indicate that the EMAC model represents the spatial and
temporal distribution of SO2 as observed by space- and ground-based instruments, despite
some differences. These discrepancies can be attributed to various factors, such as over- or
underestimated values from observations, the representation of sulfur deposition fluxes in
the model, and the accuracy of used emission inventories. Finally, limitations particularly
occur in reproducing measured SO2 mixing ratios along flight tracks near strong localized
sources.
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Chapter 1

Introduction

1.1 Motivation

Air pollution is a pressing global issue that affects not only human health but also the
climate of the Earth (Wood et al., 2024). At present, the Earth’s atmosphere mainly
consists of the gases nitrogen (N2), molecular oxygen (O2), argon (Ar) and water vapor
(H2O) (Haynes, 2017). Many of the additional gases, so called trace gases, of the Earth’s
atmosphere have an impact on the climate due to their effect on the Earth’s radiation
balance and chemistry, and accordingly on human health, vegetation and water salinity
(Seinfeld and Pandis, 2006). Historically, global climate change has been usually linked
to the increase of carbon dioxide (CO2) concentrations (Hansen et al., 1984). Later on,
other less abundant trace gases, such as methane (CH4), ozone (O3), chlorofluorocarbons
(CFCs), and sulfur dioxide (SO2), came into focus (Dickinson and Cicerone, 1986).

SO2 has a significant impact on life on Earth, the environment, and climate (Seinfeld
and Pandis, 2006). Therefore, the aim of this thesis is to understand the distribution and
behavior of SO2 in the atmosphere, particularly in the troposphere. Tropospheric SO2 has a
relatively short lifetime of approximately one to three days (Koch et al., 1999). When SO2

undergoes oxidation in aerosol particles or cloud droplets, its lifetime is reduced to even
hours (von Glasow et al., 2009). Following the oxidation, the resulting sulfur-containing
species are removed from the atmosphere through processes such as dry and wet deposition,
as well as through aerosol sedimentation. SO2 is a colorless trace gas and is the most
abundant sulfur compound in the atmosphere. It affects the environment regionally and
has also a global impact on climate, as it acts as a key precursor for the production of sulfate
aerosols (Richter et al., 2006). SO2 is a significant air pollution contributor, particularly
in industrial and urban areas (Ramanathan, 2020). Anthtropogenic sources of SO2 are
burning of sulfur-containing fuels, oil refining processes and metal ore smelting operations.
Natural sources of SO2 are eruptive and outgassing volcanoes (Dahiya et al., 2020), the
production through the oxidation of Dimethyl Sulfide (DMS) from the oceans and biogenic
emissions from terrestrial ecosystems (Andreae and Crutzen, 1997).

Sulfate aerosol particles reflect and scatter incoming solar radiation back into space, re-
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ducing the amount of sunlight that reaches the Earth’s surface and thus contribute to cool-
ing air temperatures near the surface (Ye et al., 2023). Aerosol particles injected into the
stratosphere at higher altitudes, such as those following volcanic eruptions, lead to stronger
cooling of the atmosphere compared to aerosols at lower altitudes. This is primarily due
to the longer residence time of aerosols in the stratosphere (Krishna-Pillai Sukumara-Pillai
et al., 2019). Additionally, sulfate aerosols can serve as cloud condensation nuclei (CCN),
that are particles around which cloud droplets can nucleate. An increased concentration
of CCN can lead to the formation of clouds that reflect incoming solar radiation. The
enhanced Earth’s albedo contributes to a cooling of the near surface atmospheric layers
(Albrecht, 1989).

However, the indirect cooling effect of SO2 is short lived compared to the long-lasting
effects of greenhouse gases such as CH4 and CO2 (hundreds to hundred thousands of years,
Archer and Brovkin (2008); Archer et al. (2009)). Therefore, increasing SO2 emissions could
temporarily decrease the global warming of the troposphere, but it also raises concerns
about regional environmental and health issues. High concentrations of SO2 can cause
skin inflammation and irritation of the respiratory system, especially for people with lung
diseases, children, older adults and active people (U.S. National Park Service, 2023). The
SO2 oxidation with hydroxyl radical (OH) and other chemicals in the atmosphere leads
to the formation of sulfuric acid, which then gets washed out from the atmosphere by
precipitation (Seinfeld and Pandis, 2006). The rain is considered as ”acid rain”, when
the pH-value, a measure of the acidity or alkalinity of an aqueous solution, of the rain
is between 4.2 and 4.4 (United Nations Office for Disaster Risk Reduction, 2021). This
has a variety of harmful effects on human and animal lives, as well as on plants and soils
(Likens et al., 1979). Furthermore, SO2 emitted into the stratosphere (mostly from highly
eruptive volcanoes) oxidizes into sulfuric acids, which contribute to the formation of Polar
Stratospheric Clouds (PSCs) at very low temperatures (as low as 188 Kelvin) during polar
winter (Lowe and MacKenzie, 2008). These PSCs provide a surface where heterogeneous
chemical reactions can take place, resulting in the production of active chlorine (Cl), which
in turn enhances ozone (O3) depletion (Solomon, 1999).

The majority of anthropogenic SO2 is emitted in the Northern Hemisphere, primarily
due to the high density of power plants and industrial facilities in this part of the world.
According to Dahiya et al. (2020), India has been the globally largest emitter of anthropo-
genic SO2, releasing approximately 4.58 kilotonnes per year (kt/year) from 2005 to 2019,
which amounts to more than 15% of the world’s total anthropogenic SO2 emissions. Russia
follows in second place with 3.68 kt/year, while China, which was the leading emitter in
2010, dropped to third place by 2019 with 2.57 kt/year (Dahiya et al., 2020). This decline
in China’s emissions can be attributed to various SO2 reduction measures implemented
also earlier across the the United States of America (USA) and most parts of Europe,
particularly within coal industries. Methods such as cleaner fuel, sulfur recovery units, flue
gas desulfurization (FGD), and coal washing are among the methods actively employed to
reduce SO2 emissions worldwide (for a detailed list of SO2 reduction measures, see Hanif
et al. (2020)).

In conclusion, SO2 exhibits unique characteristics as a trace gas. It plays a dual role by
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firstly contributing to the cooling of the Earth’s climate through the formation of sulfate
aerosols, and secondly, by contributing to ozone depletion in the stratosphere and acid
rains in the troposphere, with harmful effects on the environment and human health.
Therefore, understanding the chemistry-climate interactions of sulfur species is important,
for instance to assess mitigation methods. This thesis utilizes Chemistry-Climate Models
(CCMs) to investigate the global and regional distribution, as well as the behavior of
sulfur-containing species in the atmosphere, and particularly in the troposphere. This is
done by evaluating the model results with satellite instruments, ground-based networks,
and airborne systems during campaigns across regions with different emission intensities.
The study aims to verify the model’s capability in reproducing the spatial and temporal
distributions of SO2 and sulfur deposition. Furthermore, this thesis investigates for the first
time the tropospheric sulfur chemistry cycle within the employed EMAC model. This is
done by examining the SO2 emissions and the associated chemical processes (including wet,
dry deposition and sedimentation) to verify the model’s ability to conserve sulfur mass.
This conservation is a prerequisite for the comparative analysis and validation with other
models and observational data, thereby ensuring the accurate representation of chemical
processes simulated within the model.

1.2 Research questions and outline

The present thesis aims to answer the general research question:

• What is our current understanding of the global distribution and behavior of sulfur
dioxide in the atmosphere, particularly within the troposphere?

Accordingly, this work aims to understand the SO2 mixing ratios in the atmosphere,
and the deposition flux of sulfur-containing species over areas with large emissions as well
as over background regions. The evaluation focuses on tropospheric SO2 by examining the
sulfur budget and comparing the results derived from Chemistry-Climate Model (CCM)
simulations with measurements, including space-, air-, and ground-based data. Addition-
ally, the behavior of SO2 in both, the troposphere and stratosphere, following significant
volcanic eruptions that reach the stratosphere is investigated. The objective of this thesis
is to determine whether the prescribed SO2 emissions and the associated chemical mech-
anisms can accurately reproduce the observed SO2 signals on both, global and regional
scales.

To thoroughly address the general research question, it is broken down into the following
specific research questions:

1. How well do we understand the tropospheric sulfur budget, and how do contemporary
emission inventories represent SO2 emissions?

2. What is the global distribution of atmospheric SO2, and can anthropogenic and
natural emission hotspots be identified with observations from satellite instruments?
Do state-of-the-art CCM simulations represent these hotspots correctly?
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3. How does the emitted and deposited mass of SO2 evolve over time following an
eruptive volcanic event?

4. What are the spatial patterns and long-term temporal trends of SO2 concentrations
and deposition fluxes of sulfur-containing species at the Earth’s surface in highly
polluted regions of the world (USA, Europe, and East Asia)?

5. How does the uncertainty in the representation of the boundary layer height in the
CCM limit the interpretation of localized tropospheric SO2 mixing ratio measure-
ments for evaluating point source emission strengths?

The layout of the thesis includes the following sections: Chapter 2 provides the scientific
background on the contribution of SO2 to the Earth’s radiative forcing and on the tropo-
spheric sulfur budget, particularly focusing on the sources and sinks of SO2. Furthermore,
the used models and measurement data are detailed in Chapter 3. To answer the first four
specific research questions, the CCM ECHAM/MESSy Atmospheric Chemistry (EMAC) is
used. The used EMAC model setup is illustrated in Section 3.3. The last and fifth research
question is assessed by utilizing the MESSy-fied ECHAM and COSMO models nested n-
times (MECO(n)) model system. The MECO(n) model system integrates the global CCM
EMAC with the coupled regional CCM COSMO/MESSy model. To better investigate the
simulated SO2 mixing ratios with localized tropospheric measurements, the 4th instance
of the MECO(n) model system (MECO(3)) is applied. MECO(3) offers the optimal tem-
poral and spatial resolution, among the other instances, suitable for a localised comparison
and analysis. A detailed study of the tropospheric sulfur budget in the EMAC model is
presented in Chapter 4. Chapter 5 shows the evaluation of the global distribution of SO2,
as well as the behavior of SO2 following eruptive volcanic events, using data retrieved from
the TROPOspheric Monitoring Instrument (TROPOMI) on board Sentinel-5P satellite.
Chapter 6 assesses the comparison of simulated SO2 concentrations and sulfur deposition
fluxes at the Earth’s surface with ground-based measurements. Chapter 7 describes the
effect of the model’s boundary layer on the simulated SO2 mixing ratios over specific point
sources in comparison with airborne measurements. The presented research questions are
then answered in the conclusions in Chapter 8, followed by an outlook.



Chapter 2

Scientific background

2.1 The radiative forcing of sulfur dioxide

The emission of SO2 into the atmosphere, whether from anthropogenic sources or released
naturally from oceans or volcanic eruptions, plays an important role in atmospheric chem-
istry and climate. Once in the troposphere, SO2 undergoes oxidation in the presence of
oxidants, such as OH, O3, and hydrogen peroxide (H2O2), leading to the formation of
sulfate aerosols. These aerosols influence the Earth’s radiative budget by reflecting incom-
ing sunlight and outgoing terrestrial radiation (Harris et al., 2013). Additionally, sulfate
aerosols act as a condensation nuclei, accelerating cloud formation. Therefore, sulfate aer-
osols are considered as negative contributors to Earth’s radiative forcing (RF), resulting
in cooling of the atmosphere near the surface. Figure 2.1 illustrates the primary contrib-
utors to both negative and positive RF in 2019 relative to the year 1750 (pre-industrial
time). Here, the change in the total anthropogenic RF in 2019 was approximately +2.72
Watt per square meter (W m−2) compared to RF in 1750 (Forster et al., 2021). This
increase is primarily driven by well-mixed greenhouse gases (GHGs), as depicted in Figure
2.1, namely nitrous oxide (N2O), CH4 and CO2, which have contributed approximately by
+0.21, +0.54, and +2.16 Wm−2 to the RF, respectively. In contrast, aerosols and their
precursors, particularly sulfate aerosols, make a significant negative contribution to global
anthropogenic RF by about −0.22 Wm−2 in 2019 relative to 1750 due to their ability to
scatter solar radiation (Forster et al., 2021). Consequently, sulfate facilitates the formation
of clouds, as they serve as a cloud condensation nuclei (CCN), which favor the uptake of
water vapor (Boucher et al., 2013). These clouds also reduce the Earth’s global warming,
by approximately -0.84 Wm−2 between 1750 and 2019.
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Figure 2.1: Change in effective radiative forcing estimates in 2019 relative to 1750 and
aggregated uncertainties for the main drivers of climate change. Figure adopted from the
Intergovernmental Panel on Climate Change (IPCC) AR6 (Forster et al., 2021).

2.2 Budget of atmospheric sulfur dioxide

Sulfur is emitted into the troposphere through natural sources, human activities and by
oceanic phytoplankton as DMS. Upon release, DMS is oxidized in the gas phase into SO2,
H2SO4, and Methyl Sulfonic Acid (MSA) (Lappalainen et al., 2016). During volcanic
eruptions, sulfur (S) can reach the stratosphere. Once in the atmosphere, SO2 can be
removed through various processes such as dry and wet deposition, and it can be oxidized
to form sulfates in the atmosphere in both gas and liquid phases (see Figure 2.2).
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Figure 2.2: Schematic figure of the most important processes in the atmospheric sulfur
cycle. Figure adopted from Lappalainen et al. (2016). The original figure is reproduced
according to the Creative Commons Attribution 3.0 License.

These sulfuric acid molecules are subsequently removed from the atmosphere through
wet deposition (such as acid rain), and dry deposition (Lappalainen et al., 2016). The
deposited sulfur is than removed into the soil, with the oceans serving as the primary final
sink (Lappalainen et al., 2016).

In Sections 2.2.1 and 2.2.2, the sources and sinks of sulfur dioxide are described in
detail, respectively.

2.2.1 Sources of sulfur dioxide

On the one hand, SO2 can indirectly be produced through the oxidation of other sulfur
compounds such as carbon disulfide (CS2), Dimethyl Sulfide (DMS), and hydrogen sulfide
(H2S) (SPARC, 2006). These sulfur compounds are naturally emitted from various sources
including wetlands, biomass burning, volcanic eruptions, marine phytoplankton, soils, and
rice fields (Kanda et al., 1992).

On the other hand, SO2 is directly emitted into the atmosphere through both, natural
and anthropogenic sources. The major natural sources, which directly emit SO2 into the
atmosphere are volcanic eruptions, which can inject significant amounts of SO2 reaching
the stratosphere. For instance, the Mt. Pinatubo eruption in 1991 and El Chichón in
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1982 released approximately 20 and 7 Teragrams (Tgs) of SO2 into the atmosphere, re-
spectively (Bluth et al., 1992). Generally, the majority of SO2 emissions are generated
by human activities. These emissions are primarily produced during the combustion of
sulfur-containing materials, such as the burning of fossil fuels, oil and gas combustion used
in transportation sectors like cars, ships, and aircraft, as well as metal smelters (Smith
et al., 2001).

Table 2.1 presents the anthropogenic SO2 emissions in the atmosphere for the year 2019,
based on the emission inventory of the Coupled Model Intercomparison Project Phase 6
(CMIP6), which includes contributions from fossil fuels, aircraft, ships, and car sectors.
In 2019, the burning of fossil fuels released approximately 74.06 Tg/year of SO2 into the
atmosphere. The contributions from aircraft, ships, and cars were 0.3 Teragram (Tg),
5.18 Tg, and 2.7 Tg in 2019, respectively. This indicates that the burning of fossil fuels
accounted for about 90% of the anthropogenic SO2 emissions in 2019.

Emitting sectors SO2 emissions in Tg/year

Fossil fuels 74.06

Aircraft 0.3

Ships 5.18

Cars 2.7

Table 2.1: Global total anthropogenic SO2 emissions in Tg/year for the year 2019 based
on the CMIP6 emission inventory.

2.2.2 Sinks of sulfur dioxide

The emitted SO2 into the atmosphere can be deposited directly through dry and wet depos-
ition or chemically react with other molecules (Seinfeld and Pandis, 2006). The chemical
oxidation of SO2 is important for its removal from the atmosphere. Sulfur-containing gases
such as Carbonyl Sulfide (OCS), CS2, DMS, and H2S are classified as reduced sulfur com-
pounds, with sulfur having oxidation states of -2 or -1 (Seinfeld and Pandis, 2006). The
oxidation state of an element in a compound indicates the degree of oxidation (loss of
electrons) or reduction (gain of electrons) of that element (Seinfeld and Pandis, 2006). For
instance, to balance H2S into a neutral molecule, the global oxidation state must be zero.
Hydrogen typically has an oxidation state of +1 when bonded to non-metals. Therefore,
in H2S, each hydrogen atom has an oxidation state of +1, totaling +2 for hydrogen in
H2S. To achieve a neutral molecule, sulfur must therefore have an oxidation state of -2 to
balance out the +2 from hydrogen. This makes the oxidation state of sulfur in H2S to be
-2, ensuring the molecule is electrically neutral. These reduced sulfur compounds undergo
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rapid oxidation in the gas phase by hydroxyl radicals (OH) and other species, leading to
the formation of SO2. Note, that all the reactions presented in this section were taken
from Seinfeld and Pandis (2006). For example, DMS is oxidized to SO2 through reactions
with OH radicals (Seinfeld and Pandis, 2006), as follows:

CH3SCH3 +OH −−→ CH3SCH2 +H2O, (R 2.1)

CH3SCH2 +O2 −−→ CH3SCH2O2, (R 2.2)

CH3SCH2O2 +NO −−→ CH3SCH2O+NO2, (R 2.3)

CH3SCH2O −−→ CH3S + HCHO, (R 2.4)

CH3S + O2 −−→ CH3SO2, (R 2.5)

CH3SO2 −−→ SO2 + CH3 · (R 2.6)

In the gas phase, most of SO2 is oxidized in the troposphere and, with a slower rate,
in the stratosphere by reacting with OH via the Stockwell-Calvert-mechanism (Stockwell
and Calvert, 1983),

SO2 +OH+M −−→ HOSO2 +M, (R 2.7)

where HOSO2 leads to the production of sulfur trioxide (SO3),

HOSO2 +O2 −−→ HO2 + SO3, (R 2.8)

which further reacts with water molecules to produce H2SO4,

SO3 +H2O+M −−→ H2SO4 +M · (R 2.9)

The presence of OH is crucial for the oxidation of SO2, as OH is one of the primary
products responsible for removing SO2 from the atmosphere in the gas phase. OH radicals
are predominantly generated through photochemical reactions involving O3 and H2O,

O3 + hν −−→ O2 +O(1D), (R 2.10)

and further reaction of singlet oxygen atoms with a water molecule,

O(1D) + H2O −−→ 2OH · (R 2.11)

Reaction R 2.10 illustrates the importance of sunlight (hν) in the dissociation of ozone.
During daytime, significant quantities of OH radicals are generated as a result of this
photolysis process. However, at night, when sunlight is absent, OH radicals are not present
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in sufficient amounts. Therefore, during nighttime, nitrate radicals (NO3) serve as the
primary oxidants for SO2:

NO2 +O3 −−→ NO3 +O2, (R 2.12)

which than react with SO2 to produce SO3,

SO2 +NO3 −−→ SO3 +NO2, (R 2.13)

which forms H2SO4 in the presence of water vapor,

SO3 +H2O −−→ H2SO4 · (R 2.14)

Sulfur compounds like SO2, which have a sulfur oxidation state of +4, can undergo
further oxidation through reactions with H2O2 or O3 in the liquid phase (Caffrey et al.,
2001). Initially, SO2 is dissolved in water, where it forms sulfurous acid (H2SO3),

SO2(g) + H2O(l) −−→ H2SO3(aq), (R 2.15)

with ”g” stands for the gaseous state, ”l” for the liquid state and ”aq” for aqueous,
which indicates that the substance is dissolved in water. Afterwards, H2SO3 can further
dissociate into bisulfite ions (HSO−

3 ),

H2SO3(aq) −−⇀↽−− HSO3
−(aq) + H+(aq), (R 2.16)

and sulfite ions (SO2−
3 ),

HSO3
−(aq) −−⇀↽−− SO3

2−(aq) + H+(aq) · (R 2.17)

Once in the aqueous phase, SO2 can undergo a series of chemical reactions to form
sulfuric acid (H2SO4) and sulfate ion (SO2−

4 ) by H2O2 via

H2SO3(aq) + H2O2(aq) −−→ H2SO4(aq) + H2O(l), (R 2.18)

and

HSO3
−(aq) + H2O2(aq) −−→ SO4

2−(aq) + H2O(l) + H+(aq), (R 2.19)

or by O3,

HSO3
−(aq) + O3(aq) −−→ SO4

2−(aq) + O2(g) + H+(aq) · (R 2.20)

The resulting sulfate molecules from both, gas and liquid phase, have a large water
solubility due to the high sulfur oxidation state (+6 or +VI),

H2SO4 −−⇀↽−− HSO4
− +H+, (R 2.21)
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HSO4
− −−⇀↽−− SO4

2− +H+, (R 2.22)

leading to nucleation with water vapor molecules or condensation onto existing aerosol
particles, which results in sulfate aerosols formation. These aerosols subsequently influence
Earth’s radiative forcing, by reflecting incoming solar radiation. Furthermore, the sulfate
aerosols are then removed from the atmosphere through wet and dry deposition, as well
as sedimentation (Seinfeld and Pandis, 2006). Figure 2.3 provides a summary of the SO2

chemistry mechanism in the atmosphere, discussed in this section.

Figure 2.3: Sulfate aerosol formation from emitted SO2 in the atmosphere.
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Chapter 3

Methods

In this chapter, a comprehensive characterization of the global and regional Chemistry-
Climate Models (CCMs) used in this study, including their parameterizations and the most
important emission inventories applied, is given in Section 3.1. Additionally, in Section
3.2, a detailed explanation of the acquisition and representation of the used measurement
data is provided. Finally, a description of the model simulations used in the present work,
is described in Section 3.3.

3.1 Model description

In the present work, a detailed investigation and validation of sulfur dioxide (SO2) within
the global ECHAM/MESSy Atmospheric Chemistry model (EMAC; Jöckel et al. (2016))
integrated within the Modular Earth Submodel System (MESSy) framework (Jöckel et al.,
2010) and the global/regional MESSy-fied ECHAM and COSMO models nested n-time
(MECO(n)) (Mertens et al., 2016), are undertaken. EMAC is a numerical Chemistry-
Climate Model (CCM) for exploring trace gases interactions and chemistry on a global scale
and it computes chemical processes including sulfur interactions. Note that, CCMs treat
individual dynamical, chemical and radiative processes in the Earth’s atmosphere numer-
ically. In contrast to Chemistry-Transport Models (CTMs), which use fixed, pre-defined
meteorological fields, CCMs consider the interactions between the different atmospheric
processes, allowing for instance the feedback of climate change on chemical processes in
the atmosphere and vice versa.

For detailed analysis of specific regions, particularly focusing on localized areas such
as power plants, a regional CCM with higher resolution is necessary. Thus, an online-
coupled global-regional model system is used for this investigation. This system, known
as MECO(n), includes both, the global EMAC model, and the regional COSMO/MESSy
model, combining regional refinements depending on the specified study areas. This setup
enables, among other things, the modeling of localized sulfur plume evolution.

This chapter is organised as follow: Section 3.1.1 outlines the general MESSy frame-
work. Within this framework, a detailed description of EMAC and MECO(n) are provided
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in Sections 3.1.2 and 3.1.3, respectively. The important MESSy submodels used for this
study related to sulfur chemistry have been then selected and described. First, the OF-
FEMIS submodel is explained in Section 3.1.4. Moreover, the AIRSEA and TNUDGE
submodels are described in Sections 3.1.5 and 3.1.6, respectively. Furthermore, chemical
reactions of multiple trace gases in the troposphere and stratosphere are processed in both,
aqueous and gas phase, through the SCAV and MECCA submodels, as discussed in Sec-
tion 3.1.7 and Section 3.1.8, respectively. Additionally, the important role of processes
responsible for the removal of atmospheric trace gases and particles through wet and dry
depositions, as well as sedimentation is treated by the SCAV, DDEP and SEDI submodels.
These are respectively described in Sections 3.1.7, 3.1.9 and 3.1.10. Finally, for compar-
ing model data with satellite retrievals, the SORBIT submodel plays a significant role, as
outlined in Section 3.1.11.

3.1.1 MESSy framework

The Modular Earth Submodel System (MESSy) provides a flexible and modular approach
for enhancing geo-scientific models, such as Earth System Model (ESM), General Cir-
culation Model (GCM) and CCM (Jöckel et al., 2010, 2005). MESSy contains multiple
submodels, each responsible for managing a specific process. These submodels are coupled
to each other and to a basemodel through the MESSy framework, which comprises four
distinct software layers (see Figure 3.1). The basemodel layer (BML), the basemodel in-
terface layer (BMIL), the submodel core layer (SMCL) and the submodel interface layer
(SMIL) (Jöckel et al., 2010). BML comprises at the final developing stage, a central clock
and run-time control. At the current developing state, a general circulation model (GCM)
or a box model is used as a basemodel and it is directly connected to the BMIL (Jöckel
et al., 2010). The BMIL contains the basemodel’s specific implementation of the MESSy
framework, which acts as a multiple socket outlet facilitating data transfer between the
basemodel and the submodels. The BMIL is then connected to the specific submodels via
the SMIL. Ultimately, the SMCL consists of the basemodel-independent implementation
of a particular process within the Earth System or of a diagnostic tool of the model system
(Jöckel et al., 2010).
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Figure 3.1: Presentation of the MESSy framework, adopted from Kerkweg and Jöckel
(2012). The original figure is reproduced according to the Creative Commons Attribution
3.0 License.

The MESSy framework offers a flexible capability to enable or disable required sub-
models as needed. For example, the simulations conducted in this study utilize a CCM
setup, necessitating the activation of chemistry-related MESSy submodels. These allow a
detailed chemistry study, such as for sulfur within this thesis. However, when the focus
is not on chemical interactions or composition changes, MESSy provides the possibility
to deactivate chemistry-related submodels and use a General Circulation Model (GCM)
setup, which reduces computational time and resource usage.

The available submodels can be found, for example, in several publications such as
Jöckel et al. (2006, 2010, 2016), as well as on the MESSy website
(https://messy-interface.org/messy/submodels, last access on the 26.06.2024).

3.1.2 The EMAC model

The EMAC (ECHAM/MESSy Atmospheric Chemistry) model is a state-of-the-art global
atmospheric CCM describing tropospheric and middle atmosphere processes and their in-
teractions with land, oceans and human impact (Jöckel et al., 2010, 2016). The second ver-
sion of the Modular Earth Submodel System (MESSy2) and the 5th generation European
Center Hamburg general circulation model (ECHAM5) as BML make up the EMAC model
(Röckner et al., 2006) used in this study. The physics-related submodels within the MESSy
framework have been adapted from the physics routines of ECHAM5 (Jöckel et al., 2016).
However, only the spectral core, the flux form semi-Lagrangian (FFSL) large scale advec-
tion scheme (Lin and Rood, 1996), the time integration loop, and the Newtonian relaxa-
tion methods retain their original structure from the ECHAM5 base model. Note that the

https://messy-interface.org/messy/submodels
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Newtonian relaxation methods are used throughout all this work for ”nudging” in specified
dynamics (SD) setups (see Section 3.3), to constrain the model’s state towards observa-
tions or reanalysis data, in order to maintain realistic atmospheric dynamics while allowing
detailed studies of chemical processes.

EMAC allows for model setups for climate, air quality, and atmospheric chemistry
research, which enable the study of important chemical and physical phenomena, including
the formation and depletion of ozone, aerosols, and greenhouse gases. Depending on the
scientific purpose, EMAC can be used in a variety of vertical and horizontal resolutions.
Table 3.1 shows some examples of the spectral truncations and the associated number of
longitudes and latitudes in the corresponding grid-point space.

Spectral truncation Number of Longitudes Number of Latitudes

T21 64 32

T42 128 64

T63 192 96

T85 256 128

T159 480 240

Table 3.1: Number of longitudes and latitudes at each spectral truncation, adopted from
(Röckner et al., 2003).

In this study, for the first time, an extensive analysis of sulfur using the EMAC model
with a spectral truncation of T42, is undertaken on a global scale. For more information
about the EMAC model used in this study, refer to Section 3.3.

3.1.3 The MECO(n) model system

In this study the model system employed for regional studies is referred to as MECO(n),
where MECO(n) represents ”MESSy-fied ECHAM and COSMO models nested n-times”
(Mertens et al., 2016). The MECO(n) system integrates the global CCM EMAC with the
coupled regional COSMO/MESSy model system (Mertens et al., 2016; Kerkweg and Jöckel,
2012). The Consortium for Small-scale Modeling (COSMO) is a non-hydrostatic limited-
area numerical weather prediction model (Rockel et al., 2008) that has been designed for
both, operational numerical weather prediction (NWP) and various scientific applications,
such as dynamical down-scaling, and regional air pollution studies (Kerkweg and Jöckel,
2012; Steppeler et al., 2003). Furthermore, COSMO enables the investigation of smaller-
scale effects that cannot be adequately investigated at a global resolution. This includes
studying the effects of emissions on climate and air quality from specific sources such
as power plants. In this study COSMO/MESSy is nested online into the global EMAC
model using the Multi-Model-Driver (MMD) submodel, which allows for frequent updates
of meteorological and chemical boundary conditions (Kumar et al., 2021). MMD is made
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of a library processing the two-way data transfer between the running models, as well
as the MMD2WAY MESSy submodel, which ensures and manages the data exchange
and interactions conducted by the MMD library (Kerkweg et al., 2018). This allows a
connection between the EMAC and the COSMO/MESSy models, where the data exchange
occurs at specific intervals within the model time of the respective coarser model domain.
A detailed description of the used MECO(n) model setup is given in Section 3.3.3.

3.1.4 The OFFEMIS submodel

The OFFline EMISsions (OFFEMIS) submodel plays an important role in the process of
converting initial raw input data of trace gas and aerosol emission fluxes into tracer tend-
encies (Kerkweg et al. (2006b), therein described as OFFLEM). To achieve this, prescribed
emission fluxes of trace gases and aerosols from surface emissions or from volume emis-
sions stored as NetCDF files, are read via the IMPORT GRID submodel, regridded onto
the EMAC grid and applied to the tracers by OFFEMIS (Kerkweg and Jöckel, 2015). In
the present study OFFEMIS treats SO2 emissions originating from various sectors across
different regions. However, OFFEMIS is only able to handle prescribed emissions (i.e. not
dependent on the current state of the atmosphere, biosphere or on the hydrological cycle)
(Kerkweg et al., 2006b), such as agricultural waste burning, industrial activities, shipping.
Emissions, which depend on the actual meteorology (e.g. wind speed, humidity, etc.), such
as for instance sulfur emissions from the oceans, are calculated by other submodels within
the EMAC model (see the next two submodels explained in Subsections 3.1.5 and 3.1.6).

3.1.5 The AIRSEA submodel

The AIRSEA submodel serves calculating the air-sea exchange of chemical species (Pozzer
et al., 2006). In this work, AIRSEA calculates online Dimethyl Sulfide (DMS) emissions
from the oceans (DMS airsea) within the model simulations. This implies that DMS airsea
is obtained from the model’s output data rather than being directly included as an input. In
this submodel a DMS concentration in the water surface is given, from which an exchange
with the air is online calculated in each model time step based on the sea-to-air transfer
velocity (Pozzer et al., 2006). The resulting emission flux is then given in the model output
and added to the DMS tracer. This process depends on multiple meteorological parameters
such as sea activity, temperature and surface wind speed.

3.1.6 The TNUDGE submodel

The TNUDGE submodel, along with the other submodels, such as OFFEMIS (see Section
3.1.4), simplifies the inclusion of various emission types into the EMAC model (Kerkweg
et al., 2006b). TNUDGE is designed to handle pseudo-sources and sinks using a technique
known as ”tracer nudging”. This technique is particularly useful for species with highly
uncertain emission fluxes, that cannot be directly calculated, such as Carbonyl Sulfide
(OCS) (Kerkweg et al., 2006b). For sulfur originating from OCS, an artificial tracer flux
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in the form of observed OCS mixing ratios at a given boundary is prescribed and nudged
to the global model via the TNUDGE submodel (Kerkweg et al., 2006b). This helps in
incorporating real-world observational data into the model, where direct emission data is
uncertain or unavailable.

3.1.7 The SCAV submodel

The scavenging submodel for regional and global atmospheric chemistry modeling (SCAV)
is designed to simulate and parameterize the scavenging processes in the atmosphere, in-
cluding the interactions between trace gases, aerosols, and precipitation (Tost et al., 2006).
These interactions are important to understand the chemical changes within the atmo-
sphere, significant for both, weather prediction and air quality assessments. Coupled with
the global-scale EMAC model system, the SCAV submodel addresses the atmospheric pro-
cesses of scavenging, which includes the removal of aerosols and gases in the aqueous phase.
This removal is essential for accurately modeling chemical transport and transformation in
the atmosphere. Within the model, the scavenging processes are calculated on the basis of
input parameters such as cloud water content, rain and snow flux, temperature, snow and
precipitation formation, aerosol radius, as well as tracer mixing ratios and the chemical
scavenging processes for gases and aerosols, as shown in Figure 3.2. The model intricately
handles aerosol scavenging through mechanisms such as nucleation and impaction scav-
enging, as in detail explained by Tost et al. (2006). The efficiency of these processes is
influenced by the physical properties of the aerosols and droplets, particularly their radius,
which determine how effectively aerosols are incorporated into precipitation particles. In
addition to aerosol scavenging, the SCAV submodel also simulates gas scavenging, which
involves the dissolution of gases into rain droplets. This process is governed by Henry’s
law, providing a framework for understanding transition between the gas and aqueous
phases under different environmental conditions. Within the aqueous phase, the submodel
simulates a variety of chemical processes. These include reduction-oxidation (redox) re-
actions, which alter the chemical composition within droplets, photolysis reactions, which
involve the breakdown of chemicals through exposure to light, as well as the dissociation
of species in the aqueous phase (depicted by the blue boxes in Figure 3.2). These processes
are mathematically represented by a system of ordinary differential equations (ODEs), en-
abling detailed simulations of chemical interactions within clouds and precipitation (Tost
et al., 2006). The computational framework of the SCAV submodel utilizes the Kinetic
PreProcessor (KPP), which facilitates the implementation of feedback mechanisms between
multi-phase chemistry and transport processes (Damian et al., 2002; Sandu and Sander,
2006). This integration ensures a comprehensive simulation environment that enhances
the model’s predictive capabilities regarding atmospheric phenomena.

Following the scavenging and multi-phase chemistry processes, SCAV provides the tend-
encies for tracer mixing ratios, pH values in clouds and precipitation as well as wet depos-
ition fluxes for the considered species as output. In EMAC, the wet deposition is calculated
via large-scale (ls) and convective (cv) precipitation. This differentiation is important due
to their separate treatment in various models and their reliance on different input para-
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meters, as highlighted by Tost et al. (2006).

Figure 3.2: Visualisation of the scavenging mechanism and the multi-phase chemistry
scheme of the SCAV submodel. Figure adopted from Tost et al. (2006). The original figure
is reproduced according to the Creative Commons Attribution-NonCommercial-ShareAlike
2.5 License.

Below are some important sulfur chemical reactions conducted by the SCAV submodel
in the aqueous phase for dissolved sulfate, which account for more than 90% of the deposited
sulfur species through wet scavenging:

SO4
− +NO3

− −−→ SO4
2− +NO3, Exner et al. (1992) (R 3.1)

SO4
− +H2O2 −−→ SO4

2− +H+ +HO2, Wine et al. (1989) (R 3.2)

HSO3
− +HSO5

− −−→ 2 SO4
2− + 2H+, Betterton and Hoffmann (1988) (R 3.3)
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HSO3
− +HNO4 −−→ HSO4

− +NO3
− +H+. Warneck (1999) (R 3.4)

Note, that the mechanism of SCAV in the EMAC model covers the aqueous phase reac-
tions of sulfur compounds, as partially described in Section 2.2.2. The complete mechanism
of SCAV used in this study is part of the Appendix (see Appendix A.1).

3.1.8 The MECCA submodel

The Module Efficiently Calculating the Chemistry of the Atmosphere (MECCA) Sander
et al. (2019) is the MESSy submodel, which calculates the chemical gas phase reaction
mechanism used in EMAC. As for the previous SCAV submodel (Section 3.1.7), MECCA
also uses the KPP software for the numerical integration of the set of ordinary differential
equations describing the chemical reactions in the gas phase. MECCA plays an important
role by incorporating a sophisticated chemical mechanism designed to simulate the beha-
vior of various chemical species in the troposphere and stratosphere of both, the gas and
the aqueous phases (Sander et al., 2005). In this study MECCA is applied for the gas
phase chemistry, while SCAV addresses liquid/ice phase chemistry and associated removal
processes consistently with the MECCA chemical mechanism (for chemistry reaction ex-
amples in the aqueous phase, see reactions R 3.1 to R 3.4 in Section 3.1.7). The chemistry
submodel MECCA describes atmospheric chemical reactions of multiple tracers, such as
methane (CH4), non-methane volatile organic compounds (NMVOCs), mercury (Hg), and
sulfur dioxide (SO2). For a detailed investigation of sulfur dioxide, the chemical mechanism
from Phase 2 of the Chemistry-Climate Model Initiative (CCMI-2, (CCMI, 2023)) com-
prising approximately 160 chemical species, is employed in the simulations of this study.
The most important sulfur chemical mechanism in the gas phase is the oxidation of SO2

with OH as follows:

SO2 +OH+M −−→ HOSO2 +M, Seinfeld and Pandis (2006) (R 3.5)

HOSO2 +O2 −−→ HO2 + SO3, Seinfeld and Pandis (2006) (R 3.6)

SO3 +H2O+M −−→ H2SO4 +M. Seinfeld and Pandis (2006) (R 3.7)

Note, that the mechanism of MECCA in the EMAC model covers the gas phase reac-
tions of sulfur compounds, as partially described in Section 2.2.2. The complete mechanism
of MECCA used in this study is part of the Appendix (see Appendix A.2).



3.1 Model description 21

3.1.9 The DDEP submodel

The dry deposition submodel, referred to as ”DDEP,” was employed in this study to
monitor and quantify the deposition of sulfur gases and aerosols undergoing dry deposition
processes in the lowermost model layer. In DDEP, trace gases and aerosols in the model
are accounted for, allowing the calculation of their dry deposition velocities and resulting
fluxes (Kerkweg et al. (2006a), therein described as DRYDEP). This section provides a
brief overview of the methodology employed to derive dry deposition of trace gases and
aerosols within the EMAC model, with more details available in Kerkweg et al. (2006a).

The dry deposition process is based on the algorithm used for online calculation of
dry deposition velocities, employing the big leaf approach as implemented in ECHAM3
(Klimarechenzentrum, 1993) and ECHAM4 (Röckner et al., 1996). The calculation of
dry deposition relies on the determination of the dry deposition velocity specific to each
species and aerosol. Consequently, two distinct calculation methods are employed within
the EMAC model: one for the dry deposition of trace gases and another for aerosols.

For trace gases, each species has unique solubility and reactivity characteristics, thus
influencing the dry deposition velocity differently. The dry deposition flux of a species X
(Fdep(X) in kg m−2 s−1) is determined by:

Fdep (X) = µg(X) · M(X)

Mair

· ∆p

g∆z
· vd(X), (3.1)

where the gas phase mixing ratio of species X (µg(X)) is given in mol/mol. M(X)
represents the molar mass of species X and Mair denotes the molar mass of dry air (both
in kg/mol). The gravitational force is denoted by g (m/s2), where ∆p and ∆z stand for
the layer thicknesses in Pa and m, respectively. The dry deposition velocity vd(X) (m/s)
of a trace gas X is influenced by various factors, as expressed by the equation:

vd(X) =
1

Ra +Rqbr(X) +Rs(X)
. (3.2)

These factors include the aerodynamic resistance (Ra), the quasi-laminar boundary
layer resistance (Rqbr), and the surface resistance (Rs), with all resistances expressed in
units of s/m. Here, Ra is influenced by the atmospheric physical state, while Rqbr(X)
is primarily governed by molecular diffusion. Furthermore, the surface resistance Rs(X)
depends on the chemical, physical, and biological properties of the surface. In the DDEP
submodel, four distinct surface types are considered: water, soil/snow, ice/snow, and ve-
getation surfaces. The dry deposition velocity is determined through the combined effects
of Ra, Rqbr(X) and Rs(X). Detailed formulations for resistance calculations are provided
by Kerkweg et al. (2006a).

For aerosols, the dry deposition calculation follows a similar approach as outlined in
Equation 3.1 for trace gases. However, it is noteworthy that only three surface types
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(soil/snow (indexed as slsn), water (indexed as wat), and vegetation (indexed as veg)
surfaces) are considered for aerosols, thus affecting the dry deposition velocity. The later
is determined as:

vd,p(X) = (fsnow + fbs) · vd,p,slsn(X)

+ (1− fsnow ) (1− fws) fveg × vd,p, veg (X)

+ (1− fsnow ) fws × vd,p,veg(X)

+ fice × vd,p,slsn(X)

+ fwat × vd,p,wat(X),

(3.3)

where fsnow , fbs , fwat , fveg , fws and fice represent the surface fractions of snow, bare
soil, water, vegetation, wet skin and ice, respectively. The dry deposition velocities of each
surface type are given in m/s and calculated as follows:

vd,p,veg(X) =

(
Ra,veg

100
+

1

vkd,p,veg(X)

)−1

,

vd,p,slsn(X) =

(
Ra,slsn

100
+

1

vkd,p,slsn(X)

)−1

,

vd,p,wat(X) =

(
Ra,wat

100
+

1

vkd,p,wat(X)

)−1

.

(3.4)

Here, the dry deposition velocities depend on the aerodynamic resistances (Ra,veg,
Ra,slsn and Ra,wat) and the specific dry deposition velocities vkd,p,veg, vkd,p,slsn and vkd,p,wat.
The detailed calculations of the specific dry deposition velocities are illustrated by Kerkweg
et al. (2006a).

3.1.10 The SEDI submodel

The SEDI submodel for aerosol sedimentation, alongside wet scavenging and dry deposition
processes, constitutes the third removal process of sulfur-containing aerosol species from
the atmosphere used within the EMAC model. Implemented independently within the
MESSy model, SEDI differs from DDEP submodel in its coverage of the entire vertical
atmospheric column, as opposed to just the lowermost layer. In the model setup used
here, SEDI calculates sedimentation fluxes for residual aerosols formed by SCAV through
the evaporation of clouds and precipitation, ultimately leading to particle formation (Jöckel
et al., 2016). Sedimentation is the process by which both, cloud droplets and ice crystals
fall from higher to lower atmospheric layers due to gravitational force and depends on
various factors. These include gravitational acceleration, mixing ratio, density, and particle
radius. For aerosol sedimentation, SEDI provides a simple upwind zeroth-order scheme
and a Trapezoid scheme of first order, as detailed by Kerkweg et al. (2006a). The zeroth
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order sedimentation scheme is a basic upwind scheme used to model how particles settle
out of the atmosphere within a grid system. The key assumption of this scheme is that
particles within a grid box are uniformly distributed across the box’s height (Kerkweg et al.,
2006a). In this work the Trapezoid scheme has been used, as it provides an improvement
of the zeroth order sedimentation scheme, by implementing first order polynomials for
the vertical profile of the mixing ratio, as explained by Kerkweg et al. (2006a). This
implementation ensures the model a more dynamic and realistic movement of particles,
by using a straight line approximation for the mixing ratio profile within each grid box,
from one grid box to the one below it, compared to what is observed with the zeroth
order scheme. This adjustment leads to more precise modeling of particle dynamics and
sedimentation processes, particularly in complex atmospheric conditions.

3.1.11 The SORBIT submodel

The sampling along sun-synchronous satellite orbits (SORBIT) submodel, as described by
Jöckel et al. (2010), holds a significant relevance in the context of this work. It enables
a direct comparison between simulated Vertical Column Densities (VCDs) of trace gases,
particularly sulfur, which is of significance in this study, with data obtained from satellite
measurements. It is developed in order to sample the model data along sun-synchronous
satellite orbits. Their orbital inclination and altitude are selected in a manner that induces
a precision of the orbital plane at a rate of completing one full circle annually due to the
gravitational force gradient arising from the Earth’s oblate shape (Jöckel et al., 2010).
Consequently, the satellite crosses any specific point on the Earth’s surface at an identical
local mean solar time, each time it passes over. This local time (index L) TL,O of the
orbiter’s flyover (index O) at a given latitude Θ is defined as:

TL,O(Θ) =

(
TL,O(0)± arcsin

(
tan θ

tan δ

)
12

π
+ 48

)
, (3.5)

where, TL,O(0) represents the local time at which a satellite crosses the equator, and δ
signifies the inclination of the orbital plane. For the satellites ascending path, the sign is
positive and for the descending path the sign is negative. This straightforward relationship
describing the orbit geometry of sun-synchronous satellites facilitates the direct comparison
between the model and satellite-based observations. A secondary variable, denoted as XO

for a given scalar variable X (e.g. the 3-dimensional distribution of the trace gas mixing
ratio of SO2) in Eulerian (or grid-point) representation is determined as follows:

XO(i, j, k, l) ={
X(i, j, k, l) if |TL(i, j, l)− TL,O(0(j))| ≤ ∆T

XU otherwise,

(3.6)
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where l is the time step of the model and i, j and k are the grid-box indices in longitud-
inal, latitudinal and vertical direction, respectively. At the time step l, TL represents the
local solar time (measured in hours of the day) in the corresponding grid-box with indices
i and j, and is represented as:

TL(i, j, l) = TUTC(l) +
λ(i, j)

360
24, (3.7)

where the geographical longitude is represented in degree as λ and TUTC(l) is the model
time in Coordinated Universal Time (UTC) at time step l. The UTC is the primary time
standard and it is used as the basis for civil time in most countries across the globe.
Moreover, in Equation 3.6, XU denotes an undefined value, particularly when the require-
ment for a grid-box is not given due to the discrete grid structure. In such instances, the
recommended time interval ∆T is determined as half the length of the model’s time step
(∆T = ∆T/2).

The output of SO2 (and other quantities) from the SORBIT submodel are further
processed (in Section 3.3.1) to facilitate a direct comparison with satellite measurements.

3.1.12 Description of the boundary conditions of the used sulfur
emissions

Within the scope of this thesis, SO2 originating from both, anthropogenic and natural
sources, is examined. The following offline provided emission inventories include the emis-
sion fluxes as applied for the simulations:

• The inventory from the Coupled Model Intercomparison Project Phase 6 (CMIP6)
is mainly used in this work to prescribe SO2 anthropogenic surface emissions from
fossil fuels, agricultural waste burning (awb), aircraft, ships, road traffic and biomass
burning (Eyring et al., 2016). CMIP6 has a horizontal resolution of 0.5◦ x 0.5◦ and
it primarily uses bottom-up inventories to provide emission data for climate models.
Bottom-up inventories involve estimating emissions based on detailed data about
specific sources and activities, such as energy consumption and industrial processes.
CMIP6 contains historical emissions from 1850 to 2014, provided by the Atmospheric
Chemistry and Atmospheric Chemistry and Climate-Model Intercomparison Project
(ACCMIP) developed by Lamarque et al. (2010). The historical data are then com-
bined with the shared shared socioeconomic pathways (SSPs) for projected future
emissions from the IPCC Sixth Assessment Report (AR6) (Calvin et al., 2023). The
SSPs used within the CMIP6 inventory provide a range of future scenarios based on
varying levels of greenhouse gas emissions and societal changes, such as SSP1-1.9,
SSP1-2.6, SSP2-4.5, SSP3-7, SSP4-6, and SSP5-8.5 (Riahi et al., 2017). These SSPs
present different emission scenarios, in order to explore different future climate out-
comes based on varying levels of greenhouse gas emissions and societal changes. In
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the present work’s simulation the SSP2-4.5 scenario is used to prescribe trace gases
emissions, especially SO2 emissions after 2014. The SSP2-4.5 is a middle-of-the-road
scenario with moderate emissions, leading to a radiative forcing of 4.5 Wm−2 by
2100 (Riahi et al., 2017).

• The Coupled Model Intercomparison Project Phase 5 (CMIP5) involves 20 climate
modeling groups from around the world and it aims to provide a state-of-the-art
multi-model dataset to advance knowledge of climate variability and change (Taylor
et al., 2012). Similar to CMIP6, CMIP5 also uses bottom-up inventories and provides
anthropogenic surface emissions, such as fossil fuels, agricultural waste burning, air-
craft, ships, road traffic and biomass burning. However, CMIP5 has been developed
from the first phase of CCMI, in contrast to CMIP6, which was recommended by
CCMI phase 2. The difference between CCMI and CCMI-2 lies, among other factors,
in the available historical data and the future emission pathways. CMIP5 incorpor-
ates historical data spanning from 1850 to 2005, subsequently merged with Repres-
entative Concentration Pathways (RCPs) 2.6, 4.5, 6.0, and 8.5, from the IPCC Fifth
Assessment Report (AR5) (Calvin et al., 2023). These pathways outline scenarios ap-
proximating the spectrum of potential future emission trajectories until 2100. In this
work the RCP6.0 of the CMIP5 inventory is used for the MECO(n) global/regional
model system. RCP6.0 is an intermediate scenario formulated for CMIP5 and con-
siders a range of projections encompassing future population growth, technological
advancements, and societal responses (Taylor et al., 2012). It is important to note,
that the evaluated simulation in this work, which runs with the CMIP5 inventory,
has been conducted by Mariano Mertens. This simulation is used for a case study
to examine the effects of aerosols on SO2 within the EMAC model (see Section
4.3). Generally, the CMIP5 focuses on RCPs as future emission scenarios, where
the CMIP6 introduces SSPs combined with updated RCPs to reflect a broader range
of socio-economic factors and mitigation/adaptation strategies (Arias et al., 2021;
Stocker et al., 2013). Additionally, the CMIP5 Models have a lower spatial resolution
and include fewer processes and interactions compared to the CMIP6, which features
more sophisticated representations of physical processes, biogeochemical cycles, and
human activities (Arias et al., 2021). Finally, the CMIP6 offers more detailed and
comprehensive projections that address emerging scientific questions and policy needs
highlighted in the IPCC AR6 (Calvin et al., 2023).

Therefore, throughout all this work the CMIP6 inventory is selected as the standard
inventory for global EMAC simulations (especially the RD1SD-base-01 simulation,
see Section 3.3), since it was recommended by the experimental protocol for par-
ticipation in the CCMI-2 model intercomparison initiative. This initiative aims to
improve models, compare model results to observations, and provide data for CCMI
data users.

• For a regional case study the European Pollutant Release and Transfer Register (E-
PRTR) is used as a database for the MECO(n) simulation in this work (see Sections
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3.3.3 and 7). The E-PRTR is a comprehensive database that tracks the release and
transfer of pollutants from industrial facilities across Europe, enabling a detailed and
geographically precise identification of emission sources (Sörme et al., 2016). The
E-PRTR is a bottom-up inventory (Nordborg et al., 2017) and contains annual data
on the release of 91 key pollutants including heavy metals, pesticides, chlorinated
organic substances, and greenhouse gases (Sörme et al., 2016). In the present work
SO2 emissions originating from power plants from the year 2017 are used.

• The terrestrial Dimethyl Sulfide (DMS terrestrial) emissions are based on the global
inventory developed by Spiro et al. (1992). This inventory was mainly developed to
examine gaseous sulfur emissions, and is one of the first comprehensive attempts to
quantify global DMS emissions. Over the years, this inventory has been validated
with other studies, such as Chin et al. (2000); Vallina and Simó (2007), and Lana
et al. (2011), maintaining its reliability within the scientific community. Nevertheless,
future EMAC simulations should consider integrating updated emission inventories to
reflect ongoing advancements and changes in global DMS emissions. DMS terrestrial
emissions originate from both, vegetation and soils, and are available as a monthly
resolved annual climatology at a resolution of 1◦x 1◦ (Bates et al., 1987).

• Volcanic sulfur emissions from both, continuously degassing and explosive volcanoes
are represented by the Aerosol Inter Comparison (AeroCom) project initiative as a
zonal mean climatology (Dentener et al., 2006). Note that, volcanic sulfur is emitted
as 97.5% SO2 and 2.5% SO4. The data are based on the bottom-up Global Emissions
Inventory Activity (GEIA) for the years 1750 (pre-industrial conditions) and 2000
(present-day conditions) with a common spatial resolution of 1◦x 1◦ and a daily res-
olution for dust and sea-salt, monthly resolution for wild-land fires, as well an annual
resolution for all other emissions including volcanic emissions (Andres and Kasgnoc,
1998). On the one hand, continuously degassing sulfur in AeroCom is equally distrib-
uted over the grid points with GEIA volcano locations and amounts to a multi-annual
total emission of 12.6 Teragrams of Sulfur per annum or year (Tg(S)/a) over all the
years (Dentener et al., 2006). The height of these emissions is modeled in the upper
third of the volcano altitudes, simulating the degassing processes that occur predom-
inantly at the volcano flanks. On the other hand, explosive volcanic emissions are
quantified at approximately 2 Tg(S)/a over all the years. This estimation is based on
the Aerosol Index (AI) provided by the Total Ozone Mapping Spectrometer (TOMS)
satellite sensors (Dentener et al., 2006). The emissions data are distributed evenly
across grid boxes that include volcanoes active in the last century (Halmer et al.,
2002). It is important to note that these emissions are modeled as being continu-
ously released rather than episodic, due the fact that only about one-third of such
emissions occur during violent explosive events (Dentener et al., 2006). Furthermore,
these emissions are typically modeled to occur between 500 and 1500 meters above
the peaks of the volcanoes to accurately represent their dispersal in the atmosphere.
The injection height, time resolution and the sulfur flux of the different volcano types
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are given in Table 3.2.

Time
resolution

Injection
altitude

AeroCom
Flux [Tg(S)/a]

Explosive volcanoes yearly
From (VT + 500 m)
until (VT + 1500 m)

2.0

Continuous volcanoes yearly
From (0.67 · VT )
until (1.0 · VT )

12.6

Table 3.2: Parameters of the AeroCom explosive and continuous volcanic emissions. VT

(Volcano top) corresponds to the altitude of the top of the volcano.

In addition to the offline emissions, sulfur from oceanic Dimethyl Sulfide (DMS airsea)
and from Carbonyl Sulfide OCS are calculated using AIRSEA (see Section 3.1.5) and
TNUDGE (see Section 3.1.6) submodels, respectively.

The choice of the input emission inventories is important, since the simulation results
depend on it. The emission inventories are subject to large uncertainties and therefore
model results are subject to this uncertainty as well. Uncertainty is a statistical term that
is used to represent the degree of accuracy and precision of data, as defined by McInnes
(2001). The accuracy of the data is attributed to the insufficient understanding of the
sources and extent of inaccuracies within an emission inventory, where uncertainty about
the reliability of emission inventories arises from a lack of understanding regarding the ex-
tent to which they meet user-defined quality criteria (van Aardenne and Pulles, 2002). It is
therefore important to examine how accurately emission inventories reproduce SO2 emis-
sions, considering their temporal characteristics, such as the evolution and variability over
a defined time period, as well as their magnitude compared to other emission inventories.

Comparison of the used emission inventories

The temporal evolution of the SO2 anthropogenic surface emissions from the CMIP6 emis-
sion inventory, utilized within the global EMAC model in this work, is depicted in Figure
3.3. This figure also includes comparisons of the CMIP6 inventory with other emission
inventories, which were selected based on their representations of SO2 anthropogenic emis-
sions from sectors identical to those covered by CMIP6. Those emission inventories are the
MACCity emission dataset, which is part of two projects funded by the European Com-
mission, MACC and CityZen (MACC/CityZEN EU) projects (Granier et al., 2011) and
the Emissions Database For Global Atmospheric Research (EDGAR) emission inventory
(Crippa et al., 2022). MACCiTY provides SO2 emission data from fossil fuels, agricultural
waste burning, ships, roads and biomass burning. Comparable to the CMIP6 emission
inventory, MACCity contains a historical dataset (1850 to 2000) from the ACCMIP his-
torical emissions dataset on a decadal basis (1980, 1990, 2000, etc). However the emission
data for future scenarios are based on the IPCC AR5, where RCP emission data have
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been adapted and extended on a yearly basis for the period 1990-2010 (van Vuuren et al.,
2011). After 2000 the RCP 8.5 emission scenario was used for the years 2005 and 2010.
For biomass burning emissions, the dataset was extended on a monthly basis. On the
other hand, EDGAR provides state-of-the-art estimates for greenhouse gas emissions and
air pollutants, providing detailed assessments for emissions across countries and specific
sectors (Crippa et al., 2022). Same as for the CMIP6 inventory, EDGAR is also considered
a bottom-up inventory, with a finer horizontal resolution on grid-maps at 0.1◦ x 0.1◦. The
data is available as yearly and monthly mean and is emitted into 7 vertical tropospheric
levels (0, 20, 92, 184, 324, 522 and 781 meter), as described by Bieser et al. (2011). In this
comparative case study of inventories, the version 5.0 of EDGAR (EDGAR5) is used and
contains solely anthropogenic emissions from different sectors such as fossil fuels, agricul-
tural waste burning, ships and roads. Other emissions from large scale biomass burning,
forest fires and sources from land-use forestry are excluded (Crippa et al., 2022). The
purpose of this comparison is to provide insights into the magnitude and variability of SO2

emissions over time from the CMIP6 emission inventory.

Figure 3.3: Global mean SO2 emissions in Tg/a from multiple sectors based on different
inventories (CMIP6 in red, EDGAR5 in blue, and MACCity in in green).

In Figure 3.3, SO2 emissions from CMIP6, EDGAR5, and MACCity are compared
across five different emission sectors. The data availability varies among the datasets,
with CMIP6 offering the most extensive coverage spanning from 1950 to 2019, followed by
MACCity from 1950 to 2010, and EDGAR5 from 1970 to 2015. This analysis is focused
on the years where data is available from all inventories, specifically ranging from 1970
to 2010 for all sectors except biomass burning, where comparisons are conducted over the
period from 1950 to 2010 between CMIP6 and MACCity.
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It is noteworthy that the magnitude of SO2 emissions presented in Tg/a varies across
different sectors (values of about 120 Tg(SO2)/a are estimated for fossil fuels, 12 Tg(SO2)/a
from shipping sector, 0.25 Tg(SO2)/a emitted from agricultural waste burning, etc). Spe-
cifically, the fossil fuel and shipping sectors collectively account for approximately 90% of
the total emitted anthropogenic SO2 mass, while around 9% originates from road traffic
and biomass burning activities, with less than 1% attributed to agricultural waste burn-
ing. In the fossil fuel and shipping sectors, which exhibit the largest emission rates, the
temporal progression of SO2 emissions appears similar across all three emissions invent-
ories, with slight variations. Within the fossil fuel sector, CMIP6 reports approximately
13 Tg/a (10%) more SO2 than EDGAR5 and 7 Tg/a (5%) more than MACCity between
1970 and 2010. However, in the shipping sector during the same period, CMIP6 claims
approximately 3% less SO2 than EDGAR5 and 10% less than MACCity. Conversely, the
remaining sectors have a relatively minor contribution to the total SO2 emissions, with
differences between inventories being more pronounced. Nevertheless, these disparities are
comparatively negligible, given their combined contribution of approximately 10% to the
global emitted SO2 from the sectors illustrated in Figure 3.3.

In summary, Table 3.3 illustrates the offline emission inventories presented in this sec-
tion and their corresponding sulfur emission sectors. It is important to note that the
EDGAR5 and MACCity emission inventories are not used within the model simulations in
this study. Instead, they are included here just for comparison purposes against the CMIP6
inventory, which is employed within the global EMAC model throughout this work.
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Emission

inventory
Model

Sulfur emission

sectors

CMIP6 EMAC

fossil fuels - agricultural

waste burning - aircraft

ships - roads

biomass burning

AeroCom EMAC
continuously degassing

and explosive volcanoes

Spiro et al EMAC DMS terrestrial

CMIP5 MECO(n)

fossil fuels - agricultural

waste burning - aircraft

ships - roads

biomass burning

E-PRTR MECO(n) fossil fuels

MACCity −−−−−−−−

fossil fuels - agricultural

waste burning - ships

roads - biomass burning

EDGAR5 −−−−−−−−

fossil fuels - agricultural

waste burning - ships

roads

Table 3.3: Emission inventories with the corresponding sulfur emission sectors used for
the indicated models. Note that the EDGAR5 and MACCity emission inventories are
not used within the model simulations in this study. The MECO(n) based on CMIP5
and MECO(n) based on E-PRTR are completely different simulations, used for different
purposes in the present work, as described previously in the present section.
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3.2 Description of the used observational data

3.2.1 Satellite observations

In this study the Copernicus Sentinel-5 Precursor mission (Sentinel-5P) is employed to
investigate the SO2 Vertical Column Density (VCD). Sentinel-5P is the first Copernicus
mission specifically designed for atmospheric monitoring, as mentioned by ESA (2017).
On board of the Sentinel-5P satellite, the TROPOspheric Monitoring Instrument (TRO-
POMI) is responsible for atmospheric measurements, particularly for the quantification of
various gases and aerosols. These include ozone, formaldehyde, nitrogen dioxide, carbon
monoxide, methane, aerosols, and sulfur dioxide (Romahn et al., 2023), which is of specific
importance in this work. TROPOMI represents a significant instrumental advancement
following the Ozone Monitoring Instrument (OMI), Scanning Imaging Absorption Spectro-
meter for Atmospheric Chartography (SCIAMACHY), and the Global Ozone Monitoring
Experiment-2 (GOME-2). It offers parameters related to the altitude and distribution with
the highest spatial resolution among the mentioned satellite instruments, with a horizontal
resolution of 3.5 km by 7 km (Theys et al., 2017). Comparatively, OMI provides a spatial
resolution of 24 km by 13 km, SCIAMACHY offers a resolution of 60 km by 30 km, and
GOME-2 has a resolution of 80 km by 40 km. The high resolution of TROPOMI enables
more precise and comprehensive observations of atmospheric phenomena, including air
quality assessment, ozone and UV radiation monitoring, contributing to a deeper under-
standing of Earth’s atmospheric dynamics. The TROPOMI instrument, jointly funded by
the European Space Agency (ESA) and the Netherlands Space Office, was launched on 13
October 2017 from Russia (ESA, 2017). Its selection stemmed from its capacity to provide
enhanced observations, made possible by state-of-the-art technology and the integration
of data from other instruments such as SCIAMACHY and OMI satellites. In this study
two dimensional level-2 products from the TROPOMI are used. These products repres-
ent the original SO2 data retrieved from the spectra observed by TROPOMI, including
the geographical coordinates and resolution parameters such as scanline and ground pixel.
The scanline refers to the swath width (approximately 2600 km) over which each satellite
observation captures multiple ground pixels. In simpler terms, it represents the direction
of the satellite’s flight. On the other hand, the ground pixel dimension is perpendicular
to the scanline and indicates the resolution of the data (Romahn et al., 2023). These di-
mensions constitute the so-called ”satellite orbit”. TROPOMI moves each day across the
entire globe within 14 to 15 orbits with an orbital repeat cycle of 16 days, which results
in 227 orbits in one orbit cycle. This allows a daily coverage of the Earth’s surface, as
presented in Figure 3.4. It shows the 14 orbital paths covered by the satellite in one day
(here the 02.03.2019 is shown as an example).
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Figure 3.4: An example of the 14 measurement orbits on the 02.03.2019 covered by the
TROPOMI/Sentinel-5P satellite.

The retrieval data in TROPOMI is organized vertically into pressure layers from an a-
priori profile of a Chemistry-Transport Model (CTM), namely the Tracer Model 5 (TM5)
(Huijnen et al., 2010). In the case of SO2, the data is divided into 34 distinct layers, varying
approximately from the Earth’s surface to 0.1 hPa (i.e. around 60 km).

In this work two distinct products are used for SO2 retrievals from TROPOMI:

1. The operational product, which relies on a technique called Differential Optical Ab-
sorption Spectroscopy (DOAS), as proposed by Platt and Stutz (2008). Unlike
directly measuring the light reflected from the Earth’s surface, the satellite observes
sunlight scattered by the atmosphere and reflected from the Earth’s surface, with its
intensity varying with the wavelength of light (as depicted by the red lines in Figure
3.5). As the measured sunlight traverses through the atmosphere, it interacts with
various trace gases and particles, including NO2, O3, aerosols, and SO2 (Thomas
et al., 1996). These components absorb or scatter parts of the sunlight reaching the
satellite (red lines). The cumulative concentration of SO2, for example, along the
entire path is quantified as the Slant Column Density (SCD) associated with the
footpoint F, which denotes the point on the Earth’s surface observed by the satellite.
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Figure 3.5: Schematic representation of the slant path (red lines) and the vertical column
(blue line) of a clear sky case. One red line is reaching the satellite after getting reflected
from the surface a the point F. The other red line is reflected higher up in the atmosphere.
The grey path crosses the atmosphere without being reflected or absorbed by the satellite.

Multiple factors can influence the measured slant column densities (SCDs) by the
TROPOMI instrument, as conditions in the atmosphere and at the Earth’s surface
affect the scattering and reflection of radiation back to the satellite. Clouds and aer-
osols are among the factors that contribute to the complexity of the measured SCD
signal, leading to significant uncertainties. Therefore, Theys et al. (2017) introduced
a slant column background correction scheme to reduce possible bias in the measured
data. In this study the VCD is the one used for further investigations, as it provides
the most pertinent and readily understandable insights into the dispersion and con-
centration of trace gases (Theys et al., 2021). In Figure 3.5, VCD is represented by
the blue path. However, it’s essential to note that VCD cannot be directly measured
from the satellite. Thus, the conversion of the SCD into VCD becomes essential.
This conversion process relies heavily on the air-mass factor ”M”:

V CD =
SCD

M
, (3.8)
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where the air-mass factor is calculated based on the formulation by Palmer et al.
(2001), as follows:

M =

∫
m(p) · s(p) dp. (3.9)

Here, m(p) is a weighting function reflecting the sensitivity of the satellite instru-
ment to different altitudes. This function can be determined through pre-calculation
or computational methods using a radiative transfer model. For the actual TRO-
POMI products, m(p) is given by the Linearized Discrete Ordinate Radiative Trans-
fer (LIDORT) model, as introduced by Spurr et al. (2001). The term s(p) represents
the vertical shape factor, which describes the normalized vertical profile of the SO2

mixing ratio as a function of atmospheric pressure (Palmer et al., 2001). This profile
can be obtained a-priori from any CCM or CTM. For instance, the CTM Tracer
Model 5 (TM5) model is used as an a-priori profile for the TROPOMI/Sentinel-5P
retrieveal. Therefore, Equation 3.9 could also be written as:

MTM5 =

∫
m(p) · sTM5(p) dp. (3.10)

One of the significant advantages of this approach is that it separates the contribu-
tions of the radiative transfer model from those of the atmospheric chemistry model.
This separation ensures that m(p) is independent of the selected a-priori profile,
thereby allowing greater flexibility and accuracy in the air-mass factor calculation.
In practical applications, m(p) is pre-calculated using the LIDORT model for a wide
range of conditions. The weighting function describes how the sensitivity of a remote
sensing instrument varies with different atmospheric conditions, such as altitude, ob-
servation geometry, scene albedo, cloud top pressure; effective cloud fraction; and the
position of the sun. These parameters are then systematically combined into a com-
prehensive look-up table (see Table 3.4), facilitating efficient and accurate retrieval
of VCDs.
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Parameter
Number of

grid points
Grid values Symbol

Atmospheric pressure

(hPa)
64

1056.77, 1044.17,1031.72, 1019.41, 1007.26, 995.25,

983.38, 971.66, 960.07, 948.62, 937.31, 926.14, 915.09,

904.18, 887.87, 866.35, 845.39, 824.87, 804.88, 785.15,

765.68, 746.70, 728.18, 710.12, 692.31, 674.73, 657.60,

640.90, 624.63, 608.58, 592.75, 577.34, 562.32, 547.70,

522.83, 488.67, 456.36, 425.80, 396.93, 369.66, 343.94,

319.68, 296.84, 275.34, 245.99, 210.49, 179.89, 153.74,

131.40, 104.80, 76.59, 55.98, 40.98, 30.08, 18.73, 8.86,

4.31, 2.18, 1.14, 0.51, 0.14, 0.03, 0.01, 0.001

pl

Altitude corresponding to

the atmospheric pressure,

using a US standard

atmosphere (km)

64

−0.35,−0.25,−0.15,−0.05, 0.05, 0.15, 0.25, 0.35

0.45, 0.55, 0.65, 0.75, 0.85, 0.95, 1.10, 1.30, 1.50, 1.70

1.90, 2.10, 2.30, 2.50, 2.70, 2.90, 3.10, 3.30, 3.50, 3.70

3.90, 4.10, 4.30, 4.50, 4.70, 4.90, 5.25, 5.75, 6.25, 6.75

7.25, 7.75, 8.25, 8.75, 9.25, 9.75, 10.50, 11.50, 12.50

13.50, 14.50, 16.00, 18.00, 20.00, 22.00, 24.00, 27.50

32.50, 37.50, 42.50, 47.50, 55.00, 65.00, 75.00, 85.00

95.00

zl

Solar zenith angle (◦) 17
0, 10, 20, 30, 40, 45, 50, 55, 60, 65, 70, 72, 74, 76, 78

80, 85
θ0

Line-of-sight angle (◦) 10 0, 10, 20, 30, 40, 50, 60, 65, 70, 75 θ

Relative azimuth

angle (◦)
5 0, 45, 90, 135, 180 φ

Total ozone column

(DU)
4 205, 295, 385, 505 TO3

Surface albedo 14
0, 0.01, 0.025, 0.05, 0.075, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4,

0.6, 0.8, 1.0
As

Surface/cloud top pressure

(hPa)
17

1063.10, 1037.90, 1013.30, 989.28, 965.83, 920.58,

876.98, 834.99,795.01,701.21,616.60, 540.48, 411.05,

308.00, 226.99, 165.79, 121.11

ps

Air-mass factor

wavelength
3 313, 326, 375

Table 3.4: Look-up table representing physical parameters for defining the m(p) weighting
function in Equation 3.9. Table adopted from Theys et al. (2017). The original table is
reproduced according to the Creative Commons Attribution 3.0 License.

In this study the total amount of SO2 present in a vertical column of air above the
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surface of the Earth is expressed in Dobson Units (DU). Therefore, the SO2 VCDs
provided in molecules/m2 by TROPOMI are divided by 2.6867e20 to get VCDs in
DU, since 1 DU = 2.6867e20 molecules/m2.

2. The Covariance-Based Retrieval Algorithm (COBRA) product represents the latest
advancement in SO2 retrieval techniques from TROPOMI onboard the Sentinel-5
Precursor satellite. As demonstrated by Theys et al. (2021), this method notably
reduces both, noise and biases, present in the TROPOMI operational DOAS SO2

retrievals by almost 50%. Another advantage of the COBRA product is its enhanced
sensitivity to low SO2 columns, leading to the detection and identification of numer-
ous new SO2 emission hotspots worldwide, such as low emitting volcanoes and power
plants (Theys et al., 2021).

Finally, it is important to note that the TROPOMI level-2 products are provided with
the corresponding averaging kernels (AKs) for each case (Theys et al., 2017). These qual-
ify the vertical sensitivity of satellite instruments and are important for ensuring a fair
comparison with other types of data, especially atmospheric chemistry model simulation
results (Veefkind et al., 2012). In this study a detailed explanation of the AKs is provided
in Section 3.3.1, where the model data is prepared for comparison with satellite measure-
ments.

3.2.2 Ground-based measurements

Ground-based measurements offer insights in classifying emission sources, their strengths,
and their environment. For an inter-comparison with model data near the Earth’s surface,
ground-based measurements are used in this work from three key sulfur-emitting regions:
the United States of America (USA), Europe, and East Asia. These regions are selected
because of their available and extensive datasets spanning a period of two decades, from
2000 to 2019. Next, a detailed explanation of the data is presented, with each region
described separately.

USA

In the USA, data of various trace gases, including SO2, are obtained from the Clean
Air Status and Trends Network (CASTnet). This network (accessible at https://www.

epa.gov/castnet, last accessed: 24 February 2024, Finkelstein et al. (2000)), provides
surface-level observations including monthly and yearly mean SO2 concentrations and sul-
fur deposition fluxes over the USA. In this work the data ranging between 2000 and 2019
are evaluated. Given the large size of the USA’s land surface, a categorization of analyzed
SO2 has been undertaken, distinguishing between Eastern and Western sites. A total of 89
sites have been chosen for this study, as they represent data for both, SO2 concentrations
and sulfur deposition fluxes, over the two-decade period. Among these, 29 observation
sites positioned West of 100◦W longitude represent the Western USA, while the remaining

https://www.epa.gov/castnet
https://www.epa.gov/castnet
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60 sites East of 100◦W are representative for the Eastern regions. The spatial distribution
of these site locations is presented in Figure 3.6.

Figure 3.6: Map of the USA showing positions of Eastern (red points) and Western (blue
points) CASTnet measurement sites used in this study.

In CASTnet, SO2 and sulfate (SO4
2– ) concentrations are directly measured on a weekly

basis at each of the stations. The concentration of sulfur compounds is multiplied by the
volume of precipitation to calculate the deposition fluxes. This calculation provides the
amount of sulfur deposited per unit area over a specific time period (in this work this is
expressed in kg(S)/hectares per year). However, measuring sulfur dry deposition fluxes
faces some challenges, because it necessitates substantial instrumentation and technical
resources (Hardacre et al., 2021). Therefore, deposition velocities from CASTnet are hourly
estimated with the Multi-Layer Model (MLM, Meyers et al. (1998); Saylor et al. (2014))
and are integrated with measured SO2 concentrations, land usage, and meteorological data
to obtain the SO2 dry deposition flux. The deposition velocity in the Multi-Layer Model
(MLM) is based on the aerodynamic resistance, the quasi-laminar resistance to transport,
and the surface uptake resistance (Baumgardner et al., 2002).

Europe

The observational data from Europe offers extensive long-term atmospheric SO2 measure-
ments, obtained from the European Monitoring and Evaluation Program (EMEP) since
1972. This data repository, accessible via the EMEP database (http://ebas.nilu.no/, last
accessed: 27 February 2024; Tørseth et al. (2012)), contains observations up to the present
day. From EMEP, a total of 48 observational sites, distributed across Europe, are con-
sidered for this analysis. These sites not only monitor SO2 concentrations but also measure
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sulfate (SO4
2– ) amount in precipitation samples (Aas et al., 2019) ranging from 2000 till

2019. The concentration of sulfur compounds in the precipitation is multiplied by the
volume of precipitation to calculate the deposition fluxes. This calculation provides the
amount of sulfur deposited per unit area over a specific time period (in this work this is
expressed in kg(S)/hectares per year). Figure 3.7 visually illustrates the distribution of
these observational sites across Europe.

Figure 3.7: Map of SO2 measuring sites from 2000 to 2019 in Europe from the EMEP
network.

Note, that the availability of SO2 dry deposition data is, unlike to the CASTnet network,
not given from the EMEP network. Consequently, the comparative analysis of sulfur
deposition in Europe between observed data and the model results must rely solely on
sulfate wet deposition from precipitation.

East Asia

The data acquisition for the East Asia region posed significant challenges compared to
Europe and the USA, primarily due to the historical lack of comprehensive and easily
accessible environmental monitoring networks. Additionally, the less developed interna-
tional cooperation and data agreements among East Asian countries further complicated
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matters. Consequently, the main difficulty lay in locating representative monitoring sta-
tions equipped with continuous, long-term datasets (in this study from 2000 to 2019) of
measured SO2 concentrations and sulfur deposition fluxes. As a result, fewer observational
stations were available in East Asia compared to Europe and the USA. 14 stations were
selected from the Acid Deposition Monitoring Network in East Asia (EANET), comprising
2 urban, 3 rural, and 9 remote locations in China (specifically Southeastern China) and
Japan, as depicted in Figure 3.8. Notably, EANET stands out as the only network in
East Asia equipped to monitor both, acid deposition and air pollution, with a particular
emphasis on SO2 (Ohizumi, 2023).

Figure 3.8: Map of SO2 measuring sites situated in China and Japan from the EANET
network.

Same as for European measurement stations, SO2 dry deposition fluxes are neither
measured nor simulated from Asian networks. Fortunately, EANET provided access to
both, yearly mean SO2 near-surface concentrations and SO4

2– concentrations in precip-
itation. The concentration of SO4

2– in the precipitation is multiplied by the volume of
precipitation to calculate the deposition fluxes. This calculation provides the amount of
SO4

2– deposited per unit area over a specific time period (in this work this is expressed in
mmol/m2 per year).
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3.2.3 Airborne measurements

In this study SO2 mixing ratios from airborne in situ measurements, conducted by the
German research aircraft ”DLR Falcon (D-CMET)”, are examined. These measurements
were made during the METHANE-To-Go-Europe campaign, which took place in October
and November 2020 over Italy and some of the Balkan countries (Croatia, Serbia and,
Bosnia-Herzegovina). It aimed at measuring methane emissions from natural gas extrac-
tion platforms in the Adriatic Sea and SO2 emission plumes from two coal-fired power
plants in Serbia (Nikola Tesla) and Bosnia-Herzegovina (Tuzla) (Huntrieser et al., 2021).
Here, the focus is only on the SO2 mixing ratios, which were measured by the Chemical
Ionization Mass Spectrometry (CIMS) (temporal resolution of about 3 seconds) and the
Thermo Scientific 43i (temporal resolution of about 10 seconds) measurement instruments
onboard of the DLR FALCON aircraft. The measurements were made in collaboration
between the German Aerospace Center and local scientists in Bosnia-Herzegovina and
Serbia, to investigate and study the Balkan region. This region was selected due to its
classification as a hotspot for anthropogenic SO2 emissions in Europe (Liu et al. (2018);
Fioletov et al. (2020)), particularly notable for the presence of the Tuzla power plant
in Bosnia-Herzegovina and the Nikola Tesla A and B (TESLA A and TESLA B) power
plants in Serbia, which rank among the highest emitters of SO2 in Europe (Jacimovski
et al., 2016), as shown in Figure 3.9.

Figure 3.9: The top 10 SO2-emitting power plants in Europe for the year 2016. The
numbers show emitted SO2 in tonnes per year. Figure adopted from Huntrieser et al.
(2021).

The positions of the power plants in Bosnia-Herzegovina and Serbia are shown in Figure
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3.10.

Figure 3.10: Visual map illustrating the mean SO2 VCDs in DU across Southern Europe,
as measured by the TROPOMI/Sentinel-5P satellite from May 2018 to December 2019
using the operational TROPOMI product. The red circle indicates the locations of three
power plants (Tuzla in Bosnia-Herzegovina and Nikola Tesla in Serbia). The large SO2

VCDs observed over Sicily and Southern Italy are attributed to natural SO2 emissions
from the Etna volcano.

It is important to note that Huntrieser et al. (2023) mentioned, that the CIMS and the
Thermo Scientific 43i measurement instruments did not reproduce reliable measurement for
very high mixing ratios, especially over the Tuzla power plant plume on the 2nd November
2020. Therefore, the measured SO2 mixing ratios on that day could not be evaluated. For
the flight on the 7th November 2020 over TESLA A and TESLA B power plants, one of
the two airborne SO2 instruments (the CIMS instrument) had problems to measure the
unexpectedly large SO2 mixing ratios (Huntrieser et al., 2023). For those time sequences,
the measured SO2 mixing ratios by the CIMS instrument are replaced by the second SO2

instrument onboard (Thermo Scientific 43i) (Huntrieser et al., 2023) and are later corrected
by the Thermo Scientific 43i based on laboratory experiments. Therefore, in this work only
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corrected SO2 mixing ratios from the flight on the 7th 2020 November over TESLA A and
TESLA B power plants are examined.

3.3 Description of the model setup

In the following study a detailed analysis of the representation of the sulfur cycle focusing on
atmospheric SO2, including emissions and depositions, in the CCM EMAC was performed.
The results presented in this work stem from the RD1SD-base-01 EMAC simulation that
has been performed under the CCMI-2 protocol (CCMI, 2023). Here, the RD1SD-base-01
EMAC simulation runs with the CMIP6 emission inventory (see Section 3.1.12) between
the years 1970 and 2019 and has a resolution of T42L90MA and a temporal resolution of
6 hours. That corresponds to a quadratic Gaussian horizontal grid of roughly 2.8◦ × 2.8◦

in both, longitude and latitude coordinates, and 90 vertical layers (with a median lowest
level height of 60 m) between the surface and the uppermost model layer centered around
0.01 hPa (Jöckel et al., 2010). Furthermore, for a triangular truncation of the spectral
resolution at wave number 42, the number of longitudes and latitudes is 128 and 64,
respectively (as previously shown in Table 3.1 in Section 3.1.2). For the RD1SD-base-01
simulation, the gas phase chemistry is calculated throughout the entire atmosphere using
the Mainz Isoprene Mechanism (MIM1) based on Pöschl et al. (2000). This mechanism
accounts for hydrocarbons up to 4 carbon atoms, along with Isopren (5 carbon atoms)
and it is therefore chemically realistic. However, the simulation doesn’t actively involve an
interactive aerosol submodel. Therefore, aerosol effects were just prescribed in both, the
troposphere and the stratosphere, to consider their impact on chemistry and interactions
with radiation (Jöckel et al., 2016). Additionally, for a suitable comparison of the chemical
tracers between the simulated and observational data, the RD1SD-base-01 simulation was
operated in a mode called ”specified dynamics” (SD), where the prognostic variables like
temperature, divergence, vorticity and the logarithm of surface pressure are nudged towards
the fifth generation of European Centre for Medium-Range Weather Forecasts (ECMWF)
reanalysis for the global climate and weather (i.e. ERA5 (Hersbach et al., 2020)) by
Newtonian relaxation. The model dynamics of the SD simulations (within a CCM) are
then aligned with the observed dynamics, aiming a good reproduction of real meteorological
situations.

3.3.1 Post-processing of model data for comparison with satellite
observations

For a global investigation of atmospheric sulfur chemistry within the EMAC model, a
comparison of model results from the SORBIT submodel (see Sect. 3.1.11) with SO2

products from satellite measurements (TROPOMI in this work) is done. As previously
mentioned in Section 3.2.1, TROPOMI SO2 products are structured based on scanline and
ground pixel, with the scanline represents the direction of the satellite’s flight and the
ground pixel indicates the resolution of the data, while the EMAC model operates on a
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regular lat-lon grid. To facilitate a meaningful comparison, the TROPOMI data must be
regridded to match the grid of the EMAC model, or both datasets need to be regridded onto
the same grid. This process involves reducing the fine resolution of TROPOMI to align with
the coarser resolution of the model. However, before conducting the comparison, the model
data needs to be weighted with satellite averaging kernels (AKs) to ensure its compatibility
with TROPOMI data (Theys et al., 2022). The Averaging Kernel defines the sensitivity
of the retrieved column, obtained from satellite-based measurements, to variations in the
true profile of the measured trace gases based on a CCM or CTM (Rodgers, 2000). As
discussed in Section 3.2.1, TROPOMI products utilize a-priori profiles, corresponding to
different cases, from the CTM TM5 model. These profiles can differ from those produced
by other models, necessitating adjustments to account for these differences. The use of
the AKs is important in reducing substantial systematic errors that could result from
unrealistic a-priori assumptions (Eskes and Boersma, 2003). Additionally, the Averaging
Kernel (AK) quantifies the impact of the stratosphere, troposphere and boundary layer
on the observation, as well as describes the sensitivity of the satellite instrument for each
layer (Eskes and Boersma, 2003). An ideal case with a complete clear sky, with no clouds,
aerosols, and surface albedo effect, is unrealistic and therefore, averaging kernels are always
below (for less sensitive cases) or above (for high sensitive cases) a value of 1. To properly
weight the model data, it first needs to be brought onto the same resolution as the AKs.
This involves horizontally interpolating the SO2 mixing ratio from the SORBIT submodel
(see Section 3.1.11) onto the instruments grid resolution using the nearest neighbor method.
Subsequently, a vertical linear interpolation is executed to align the 90 pressure levels of the
simulated SO2 mixing ratio with the 34 layers of the a-priori profiles used for the retrievals.
Afterwards, simulated SO2 mixing ratio profiles are converted into a partial column for each
of those grid-boxes (i.e. DU or molecules/cm2). The vertically interpolated model data
is then ready to be multiplied at each level with the corresponding averaging kernel and
vertically integrated to yield the VCD. This step is important as it translates the model
SO2 VCD into the signal that would be detected by the satellite. Finally, the VCDs of
SO2 from both, the model and the TROPOMI retrieval, are conservatively regridded from
the instrument grid to the original EMAC latitude-longitude grid, and can be compared
to each other.

Since the retrieved VCDs depend on simulated a-priori vertical profiles (represented
as s(p) in Equation 3.9), which in turn depend on prescribed, mainly anthropogenic and
volcanic SO2 emissions, the COBRA dataset (see Section 3.2.1) provides four different
VCDs for specific cases:

• The standard case (or ”polluted case”) is obtained using profiles of daily forecasts
from the global CTM TM5 (Tracer Model 5, version TM5-chem-v3.0; Huijnen et al.
(2010)). TM5 operates with a spatial resolution of 1◦ × 1◦ in latitude and longitude
and with 34 pressure levels up to 0.1 hPa in the vertical column (van Geffen et al.,
2016). TM5 uses 3 h meteorological fields from the ECMWF operational model,
which include global distributions of wind, temperature, surface pressure, humidity,
water content and precipitation (Theys et al., 2017). The SO2 emissions originat-
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ing from natural and anthropogenic sources are taken from the AeroCom project
(Dentener et al., 2006).

• The 1 km case is obtained using 1 km thick box profile concentrating between the
surface and 1 km (0 to 1 km), and representing a situation of passive degassing
volcanoes and anthropogenic near-surface emissions.

• The 7 km case is obtained using 1 km thick box profile centered at 7 km (6.5 to 7.5
km), indicating a case of a moderate volcanic eruption.

• The 15 km case is obtained using 1 km thick box profile centered at 15 km (14.5 to
15.5 km), reflecting an explosive volcanic eruption case.

It is important to note that in order to compare the model VCDs with the four described
VCDs cases from TROPOMI, similar assumptions need to be adopted to ensure a valid
comparison. Specifically, assumptions on m(p) and s(p) profiles for TROPOMI products
(see Equation 3.10) during the satellite data retrieval should be considered in model calcu-
lations. This means translating the model’s SO2 simulated signal into the equivalent signal
that the satellite would detect, as if the satellite were observing the model’s atmosphere
instead of the actual Earth. This process involves the application of the averaging kernel,
which adjusts the model’s profile to match the sensitivity and observational characteristics
of the satellite measurements. By using the averaging kernel, one can ensure that the com-
parison between the satellite observations and the model output is meaningful, reflecting
the same observational biases and sensitivities. In TROPOMI products, to conserve space,
only the total column averaging kernel for the TM5 standard ”pollution” case is provided
as described by Theys et al. (2017):

AK(p) =
m(p)

MTM5

, (3.11)

where MTM5 represents the total air-mass factor of the vertical profile of the TM5
model and is calculated following Equation 3.10. Importantly, m(p) is consistent across
all four cases, and the AK is calculated for the four distinct s(p) profiles. Consequently,
we can easily recalculate the AK for each situation by scaling the polluted (or standard)
averaging kernel by air-mass factor ratios MTM5/Mbox, as described by Eskes and Boersma
(2003):

AKbox(p) = AK(p) · MTM5

Mbox

. (3.12)

Here, p represents the pressure level at which the averaging kernel is stored for the TRO-
POMI product. MTM5/Mbox serves as the scaling factor reported in TROPOMI products
as ”sulfurdioxide averaging kernel scaling box {1,7,15}km”. For instance, the AK15km box

can be obtained using the following formula:
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AK15km box(p) = AK(p) · MTM5

M15km box

. (3.13)

This approach ensures that the AK values are adjusted appropriately for each situation,
facilitating an accurate comparison between the TROPOMI retrievals and the EMAC
model results across different SO2 emission cases. In this study the averaging kernels are
referred to as AK polluted, AK 1km, AK 7km and AK 15km, and the resulting VCDs are
resepctively expressed as, VCD AK polluted, VCD AK 1km, VCD AK 7km and VCD
AK 15km.

To provide a clearer understanding of the vertical profiles for the different averaging
kernels and their influence on the shape of the SO2 vertical profiles in the EMAC model,
Figure 3.11 presents an illustrative example for one geolocation in China in February 2019.
The right panel of the figure shows the vertical profiles of the AKs, while the left panel
indicates their impact on the original, non-weighted SO2 vertical profile (pink line). These
profiles highlight the differences among the four AKs across various atmospheric pressure
layers. It is noteworthy that, although the AKs exhibit the same shape in the vertical
profile, differences in magnitude arise due to the scaling factors applied. As outlined in
Equation 3.11, the essence of the AKs lies in the weighting function m(p), which determines
the overall shape. The function s(p) can’t influence the shape of the AKs and serves as a
correction factor of the vertical profile of m(p). Generally s(p) describes the normalized
vertical profile of the SO2 mixing ratio. By vertically integrating and multiplying m(p)
with s(p) at each layer (air mass factor calculation), the same assumptions applied to m(p)
and s(p) in transforming retrieved SCD to VCD, described in Equation 3.8, are also applied
to the AKs for model data adjustment. In this process, depending on the assumed vertical
profile case (whether it be for the standard ”polluted” case or the cases at 1 km, 7 km, or
15 km) the data from both TROPOMI and EMAC are processed using the same air mass
factor, as mentioned in Equations 3.8 and 3.11, respectively. This means that the shape
of the AK vertical profiles is determined by m(p), where the air mass factor M is utilized
as a correction or scaling factor. This factor is calculated for the four distinct s(p) profiles
(whether it be for the standard ”polluted” case or the cases at 1 km, 7 km, or 15 km),
ensuring consistency in the application of the AKs.

In general, the AK factors (i.e. the sensitivity of the instrument) are relatively low
near the surface. This phenomenon occurs because the signal received by the satellite
is affected by scattering and absorption by molecules and aerosols throughout the atmo-
spheric column. Near the surface, these processes significantly weaken the signal, reducing
the satellite’s ability to accurately detect trace gases. Consequently, the satellite’s sensit-
ivity is lower near the surface and increases with altitude, where the atmosphere becomes
more transparent. In Figure 3.11, the AK factors from all the prescribed situations are
quite similar between the surface and approximately 900 hPa. However, beyond 800 hPa,
the AK polluted increases rapidly compared to the other AK profiles, reaching a factor
of approximately 15 in the upper troposphere. In contrast, the AK 1km only reaches a
factor of 5. In the moderate and eruptive volcano cases, the AKs exhibit smaller factors
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throughout the entire atmospheric column, with a gradual increase in the vertical atmo-
spheric pressure. Specifically, the AK factors reach a maximum of approximately 2.5 for
the AK 7km and 2 for the AK 15km.

Figure 3.11: Vertical distribution of the original and weighted EMAC SO2 mixing ratio
profiles and averaging kernel factors at various pressure levels at one geolocation in China
for February 2019. The right panel shows the change of the vertical profiles of the four
distinct averaging kernels, where the left panel depicts the shape of SO2 mixing ratio
vertical profiles in part per trillion (ppt) from the original EMAC model without AK
application (pink line) and the change in vertical profiles after applying the different AKs.
Note that the increased SO2 mixing ratios near 0 hPa are due to the artifacts originating
from the interpolation of the EMAC vertical column.

The VCDs from the EMAC model are subsequently adjusted using these AKs, which
significantly influence their actual values. In the left panel of Figure 3.11, the EMAC VCDs
without AK application (pink line) indicate a larger SO2 mixing ratio near the surface.
However, when weighted with the AKs, the EMAC model simulates observations as they
would be perceived by the Sentinel-5P satellite. Consequently, the EMAC SO2 mixing
ratios exhibit lower values near the surface due to the satellite’s reduced sensitivity at
lower altitudes. After applying the AKs, elevated values are observed at higher altitudes
in all four profiles. Specifically, at approximately 670 hPa, the SO2 profiles reach their
maximum values, coinciding with the TROPOMI maximum sensitivity (large AK factors)
and the original EMAC vertical profiles showing around 1000 part per trillion (ppt) at that
level. Further up in the atmosphere, although the AKs indicate larger factors, the EMAC
SO2 mixing ratios decrease post-AK application due to the lower SO2 mixing ratios in the
original EMAC SO2 profile.

Furthermore, applying AK polluted in this example tends to yield larger VCD values
compared to other AKs. For example, multiplying the SO2 mixing ratios at around 200
hPa by AK 15km (factor of 2) and AK polluted (factor of 15) can introduce a substantial



3.3 Description of the model setup 47

discrepancy, roughly by a factor of 7.5. Therefore, the selection of AKs requires careful
consideration, reflecting the specific characteristics of the studied situation and the distri-
bution of emissions within the regions under investigation. Incorrect AK selection can lead
to either overestimation or underestimation, thereby leading to misinterpretation of model
results. Notably, when comparing to TROPOMI VCDs, the differences among various AKs
are consistent, as they differ only by a scaling factor, assuming the same quality flag is
applied to select valid vertical profiles.

The global impact of applying AKs on the EMAC VCDs of SO2 is illustrated in Figure
3.12. This figure presents a spatial comparison of the monthly mean SO2 VCDs in EMAC,
weighted by the four AKs for February 2019. Low SO2 VCD values below 0.03 DU are not
shown to avoid noise in the presented data. This figure aims to underscore the variations
in SO2 VCDs that emerge when different AKs are utilized, highlighting the importance of
appropriate AK selection in obtaining accurate atmospheric composition data.

Figure 3.12: SO2 VCDs in DU from EMAC in February 2019, weighted with the four
different AKs.

In all the four panels in Figure 3.12, SO2 signals are particularly visible in emission
hotspot regions such as China, India and over the Etna volcano. However, the sensitivity
of the SO2 VCDs varies across the panels. The largest values (with VCDs around 3 DU)
are evident in the top-left panel, in which EMAC VCDs are calculated with AK polluted.
In the panel representing EMAC VCDs calculated with AK 1Km (top-right panel), the
SO2 signals are also evident in the same hotspot regions, but with lower intensity, ranging
between 1 and 1.5 DU. Conversely, for the AK 7km and AK 15km, the SO2 VCDs in the
hotspot regions are notably lower than 0.2 DU. Moreover, SO2 VCDs in significant parts of
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Europe, most of Africa, and South America are too low (falling below the applied threshold
of 0.03 DU) and consequently are not represented in the lower panel of Figure 3.12. This
signifies that in these hotspot regions, AK polluted exhibits larger factors compared to
AK 1km, AK 7km and AK 15km, as demonstrated in Figure 3.11 for China. However,
in other regions such as Australia and central Northern Africa, stronger SO2 signal is
observed when applying the AK 1km. This suggests that in these areas, the AK 1km
reports the highest sensitivity factors compared to the other averaging kernels, leading to
a more pronounced detection of SO2.

This comparison underscores the significance of employing appropriate AKs, particu-
larly for the study of the absolute values of emitted SO2 over both, anthropogenic and
natural point sources. For example, the examination of anthropogenic SO2 emissions in
West Europe, utilizing AK 7km would not be feasible (bottom left panel in Figure 3.12), as
the chosen AK is not suitable for studying the emitted SO2 in that region. Another illus-
trative example concerns the SO2 VCDs over China. Despite the fact that the SO2 emission
height and mass in the EMAC model for February are the same in all 4 panels, differences
in SO2 signal intensity are evident between the four panels. These differences can solely be
attributed to the different magnitude of the applied AKs (as depicted in Figure 3.11). Spe-
cifically, the VCD over China is multiplied by a larger factor when AK polluted is applied
compared to other AKs. Hence, it is essential to consider the AK used when conducting
a scientific evaluation of the absolute emissions over a specific point source. However, for
relative comparisons between the model and TROPOMI, the choice of the AK becomes
irrelevant. This is because the VCDs retrieved by TROPOMI and their corresponding AKs
are derived under the same assumptions regarding the four different cases, as described in
Equations 3.8 and 3.11, respectively. Here, the comparison between the model results and
TROPOMI retrievals shows consistent VCDs, differing only by a constant factor from one
case to another, as seen in the left panel in Figure 3.11.

Figure 3.12 also shows the available latitudinal coverage of each averaging kernel. While
the panel for the standard ”pollution” case (top left) indicates a range between 70◦S and
50◦N, the three remaining panels (for volcano cases) cover a region between 80◦S and
60◦N. This is due to the application of the recommended quality criteria, presented by
Theys (2023). Following, a detailed description of the different SO2 VCD products used
by TROPOMI, is given:

• VCD AK polluted is used for the standard ”pollution” case. Here the COBRA
product (see Section 3.2.1) is used due to its enhanced sensitivity to detect low
SO2 column densities. Additionally, a quality flag mechanism is employed to filter
out potentially errorneous inputs such as cloudy pixels or missing values, which could
deteriorate the results. Therefore, only data points with a quality assurance value
above 0.5 (qa value > 0.5) are considered reliable for analysis, as recommended by
Theys (2023). Multiple filtering criteria are accounted for this qa value including,
snow ice flag < 0.5, SO2 total air mass factor polluted > 0.15, SO2 total vertical
column > -0.0015 mol/m2, selected fitting window flag = 1, cloud fraction < 0.3,
and solar zenith angle (SZA) < 70◦ (Theys, 2023). The quality assurance value



3.3 Description of the model setup 49

ranges from 0, indicating erroneous measurements, to 1, denoting high-quality data.

• VCD AK 1km and VCD AK 7km are also retrieved from the COBRA product. How-
ever, for volcanic activities, the prerequisite of the quality assurance value is no longer
applicable. Instead, the only filtering criteria required is the SZA, where just data
with SZA < 70◦ is considered (Theys, 2023). This can lead to higher signal-to-noise
ratios in the satellite measurements, improving the quality of the data collected.

• The VCD AK 15km product is applied specifically for eruptive volcano emissions.
According to Theys et al. (2021), the COBRA product is not well-suited for large
volcanic eruptions, particularly in handling extensive SO2 columns. Hence it is re-
commended to use the operational TROPOMI product (see Section 3.2.1) for such
significant eruptions (personal communication with N.Theys). Here, the filtering flag
for volcanoes of SZA < 70◦ is similarly applied.

3.3.2 Post-processing of model data for comparison with ground-
based measurements

For a comparison between ground-based data derived from the model simulation and meas-
urements, it is necessary that both datasets are aligned on the same latitude-longitude grid.
To achieve this, the measurement locations are interpolated to fit in the 2.8◦ × 2.8◦ ho-
rizontal grid of the RD1SD-base-01 EMAC simulation (see Section 3.3). Therefore, the
nearest neighbor method is applied to assign the station measurement positions to the
model grid. Figure 3.13 presents an example showing the original positions of the ground-
based measurement stations in Europe and after being interpolated onto the model grid.
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Figure 3.13: Visual representation of the original sulfur measurement sites in Europe
(white circles) between 2000 and 2019 from EMEP network and after being mapped onto
EMAC model’s grid (red squares).

3.3.3 Post-processing model data for comparison with airborne
measurements

In order to investigate SO2 mixing ratios from airborne measurements conducted during the
METHANE-To-Go-Europe campaign, the MECO(n) model system is used. As mentioned
in Section 3.1.3, MECO(n) is applied because of its capability to simulate atmospheric
processes on regional scale. The online coupling of EMAC and the COSMO/MESSy model
allows a high resolution (about 0.01◦ in this study) for the simulation of regional chemical
and meteorological processes. In this work the simulations used for MECO(n) comparison
to the METHANE-To-Go-Europe campaign were conducted by Mariano Mertens. Figure
3.14 represents the used coupled EMAC/COSMO/MESSy model with an online nesting
involving three nested COSMO/MESSy domains (MECO(3)) operated concurrently. To
achieve regional refinement at a specific location, the size of the COSMO/MESSy domains
decreases with each subsequent domain, thereby allowing for increased spatial and temporal
resolution.
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Figure 3.14: A schematic representation of the MECO(3) setup for simulating the
METHANE-To-Go-Europe campaign is shown, with three COSMO/MESSy instances in
Europe (CM50, CM12, CM2) and nested within the global EMAC model. Figure adapted
from M. Mertens (DLR-IPA) (personal communication, 2020).

Each domain receives initial and boundary conditions from the corresponding coarser
model domain (Mertens et al., 2020). In this work the initial and boundary conditions for
the first MECO(1) domain, covering Europe with a resolution of 0.44◦ (∼50 km) and a
time step length of 240 s (”CM50”), are obtained from the global EMAC model with a
T42L90MA resolution. Subsequently, MECO(2) with a resolution of 0.11◦ (∼12 km, time
step length 60 s, ”CM12”) covering central Europe, and MECO(3) with a resolution of 0.01◦

(∼2.8 km, time step length 30 s, ”CM2”) covering Italy/Southeastern Europe, receive their
initial and boundary conditions from MECO(1) and MECO(2), respectively. For Europe,
CM50 and CM12 instances are set up with a vertical coordinate of 40 vertical model levels
(with the lowest 1 km divided into 11 levels and the lowermost layer being 20 m thick)
and CM2 operates with 50 vertical layers (with the lowest 1 km divided into 12 levels and
the lowermost layer being 20 m thick) reaching from the Earth’s surface to an altitude of
around 22 km. Figure 3.15 provides a visual representation of the data exchange processes
between the global EMAC model and the three COSMO/MESSy domains presented in
Figure 3.14.
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Figure 3.15: Visualisation of the data exchange between ECHAM/MESSy and the mul-
tiple COSMO/MESSy model domains of the MECO(3) used in this study. The data
exchange (blue arrows) occur every model time step (red circles) of the respective coarser
model domain. The initial and boundary data exchange are represented with (I) and (B)
respectively. The figure is adopted from Nickl et al. (2020). The original figure is repro-
duced according to the Creative Commons Attribution 4.0 License.

The data exchange occurs at specific intervals within the model time of the respective
coarser model domain. The number of grid boxes and the time step length vary between
model domains, with finer domains having more grid boxes and shorter time steps.

In this study the actual MECO(n) simulation is covering the same period of the
METHANE-To-Go-Europe campaign (i.e. from 15 October 2020 till 9 November 2020).
Here the 4th instance of MECO(3) covers the Italy/Southeastern Europe area measured
from the DLR Falcon (D-CMET) aircraft, aligning with the region of focus in this work.
This instance gets the SO2 emissions from the E-PRTR emission inventory (see Section
3.1.12). In the present work the global EMAC model runs with the emission inventory from
the CMIP5 Project (see Section 3.1.12). The choice of the E-PRTR emission inventory
in the 4th instance was driven by its significantly higher spatial resolution, which provides
precise latitude/longitude coordinates for major emitters and offers emissions data for the
year 2017. Specifically, in this work the focus is on analyzing the SO2 mixing ratios from
emission plumes originating from the TESLA A and TESLA B power plants on the 7th

November 2020, as described in Section 3.2.3. Although the E-PRTR database indicates a
uniform emission height of 100 m for most of the sources, it does not accurately represent
the actual emission heights of these power plants. Therefore, the emission heights for these
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specific power plants were adjusted based on data provided by Alina Fiehn, resulting in
revised emission heights of 220 m for TESLA A, and 280 m for TESLA B.

Due to MESSy, the chemical processes, such as the offline prescribed and online cal-
culated emissions of traces gases, MECCA chemistry, dry and wet deposition processes,
between the three times nested COSMO/MESSy and EMAC models are consistent, ensur-
ing the same diagnostics between the different instances and EMAC.
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Chapter 4

Investigation of the tropospheric
sulfur budget in the EMAC model

In this section, the global tropospheric sulfur budget is investigated using the CCM EMAC
model. Ensuring the closure of the sulfur budget in a CCM model is important. In EMAC
the production and removal of sulfur are analyzed for both, natural and anthropogenic
sulfur emissions. A closed budget ensures a sulfur mass conservation within the system. In
other words, it guarantees that the total amount of sulfur entering the system equals the
total amount leaving the system. This provides confidence in the model’s ability to simulate
real-world conditions and helps validate its performance against observational data. How-
ever, if the budget is not closed, it suggests that there may be errors or biases in the model
representation of certain processes. For example, if there is an unaccounted source or sink
of sulfur, it could indicate a deficiency in the model, for instance stoechometric deficiencies
in the formulation of the chemical kinetics, or incompletely implemented source or sink
processes. However, it could also point to an incomplete diagnostics of the budget. Last
but not least, reliable estimates of sulfur budgets are essential for informing policy decision
makers and designing effective mitigation strategies to reduce sulfur emissions and their
environmental impacts. Accurate modeling of sulfur budgets helps policymakers under-
stand the effectiveness of emission reduction measures and prioritize actions to improve air
quality and protect human health and the environment. For this, a detailed investigation
of the sulfur emissions and depositions within the EMAC model is described in Section 4.1.
Additionally, the tropospheric sulfur budget of EMAC is compared to literature studies in
Section 4.2. Furthermore, the role of aerosols on SO2 chemistry is examined in Section 4.3.
Finally, a discussion and conclusion of the results are given in Section 4.4.

4.1 Tropospheric sulfur budget within EMAC

This section provides a comprehensive evaluation of the global tropospheric sulfur budget
within the EMAC model, thoroughly examining both, the prescribed sulfur emissions and
the deposited sulfur-containing species, for the years between 2010 and 2019. The selection
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of these particular years stem from their status as the most recent available years in the
RD1SD-base-01 simulation. The aim of this evaluation lies in ensuring that the prescribed
sulfur emissions, derived from various sources worldwide, are balanced in the form of
sulfur deposition outputs. Essentially, the principle is straightforward: whatever is initially
emitted in the model must ultimately be reflected in the corresponding outputs, thereby
ensuring the integrity of the sulfur budget. In a year for example, it should look like this:

Burden(end of the year)−Burden(beginning of the year) =

Emission(Year)−Deposition(Year)
(4.1)

In this context, burden signifies the overall mass of all sulfur present in the model
atmosphere, including all species containing sulfur. ”Burden(end of the year) - Bur-
den(beginning of the year)” refers to the change of the burden throughout the year. Emis-
sion refers to the cumulative sum of all sulfur emissions, while deposition represents the
total of all removed sulfur sinks from the atmosphere.

Sulfur prescribed emissions in EMAC originate from multiple offline emission inventories
and online calculations, as explained in Section 3.1.12. These emissions arise from both,
anthropogenic and natural sources. In the present study, fossil fuels, DMS from the ocean
(denoted as DMS airsea), DMS from terrestrial sources (denoted as DMS Terrestrial),
volcanic activity, and maritime shipping collectively contribute to nearly 95% of the sulfur
emissions released into the EMAC model. Other sources, such as OCS, agricultural waste
burning, and road emissions, constitute the remaining 5% of the emitted sulfur. Figure 4.1
illustrates an example of the year 2010 for the used sulfur emissions in the model.
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Figure 4.1: Emission fluxes of the natural and anthropogenic sulfur sources for the year
2010 in the global EMAC model in Tg(S)/year.

The released sulfur from these sectors becomes oxidized and get removed from the
atmosphere through dry deposition, sedimentation and wet deposition/scavenging, which
rinses sulfur through convective and large scale precipitation (cv+ls). The emitted, depos-
ited and remaining sulfur species are examined for the year 2010 in Table 4.1. Note that
the same underlying principles apply to all other years, with changes in in emission and
deposition values being the only modifications from one year to the other.
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Type of emissions Tracers
Dry
deposition

Scavenging
(cv+ls)

Sedimentation Change of
burden

Emissions
in
Tg(S)/year

Depositions in Tg(S)/year

Fossil
fuels

50.46 SO2 23.01 −0.08

Awb 0.05 CH3SO3H 7.7 0.01
Aircraft 0.13 H2SO4 3.67 0.004
Ships 4.92 DMSO 0,15 −4.47E−05
Road 1.78 SO4 res cs 1.49 0.24 7.13 0.013
Biomass
burning

1.06 SO2−
4 49.26 0.08

Volcanoes 14.88 HSO−
3 0.05 2.20E− 04

OCS 0.22 CH2OHSO−
3 0.58 0.01

DMS
ter-
restrial

0.91 SO−
5 0.02 1.66E− 04

DMS air-
sea

28.95 HSO−
5 1.11 0.002

HSO−
4 2.64 0.06

Sum 36.05 54.07 7.13 0.11
Total
sum

103.39 Total sum 97.38

Emission total sum - (Deposition total sum + change of burden) = 6.01

Table 4.1: Detailed examination of the emitted, deposited and remaining sulfur species
for the year 2010 in the EMAC model. The green column represents the sulfur emission
sectors and the red column shows the sulfur tracers deposited within the EMAC model.
(cv+ls) refers to convective and large scale precipitation.

As a conclusion from Table 4.1, the closure of the tropospheric sulfur budget appears
to be not established so far. The model indicates a difference between the emitted and
deposited sulfur of about 6 Tg(S)/year. Table 4.2 presents the sulfur budget, calculated as
the difference between sulfur emissions and the change of burden with total sulfur depos-
itions (the sum of sulfur sedimentation, dry and wet deposition), for the years spanning
from 2010 to 2019. Notably, the tropospheric budget analysis reveals an unresolved deficit
ranging between 6 and 8.2 Tg(S)/year throughout this period.
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Years Sulfur
emis-
sion

Sulfur
dry de-
position

Sulfur
wet de-
position

Sulfur
sedi-
menta-
tion

Total
sulfur de-
position

Change
of bur-
den

Sulfur
deficit

2010 103.39 36.05 54.07 7.13 97.27 0.11 6.01
2011 102.87 36.63 51.53 7.25 95.41 0.10 7.35
2012 102.66 35.64 51.64 7.17 94.46 0.11 8.08
2013 102.25 35.93 50.93 7.14 94.00 0.12 8.12
2014 101.41 34.98 51.17 7.10 93.26 0.08 8.06
2015 95.22 32.68 48.04 6.98 87.70 0.09 7.43
2016 92.96 31.64 47.37 6.54 85.56 0.10 7.29
2017 91.03 31.10 45.88 6.52 83.51 0.10 7.42
2018 88.95 29.98 45.07 6.55 81.61 0.12 7.21
2019 86.99 28.98 44.40 6.40 79.78 0.11 7.10

Table 4.2: Sulfur budget calculation from sulfur emissions, deposition and change of
burden in Tg(S)/year between 2010 and 2019 in the EMAC model.

This discrepancy is attributed to a missing budget term in the SCAV submodel. This
has been analysed as follows: In the EMAC’s standard setup, the liquid-phase chemistry
(submodel SCAV, see Section 3.1.7) is typically calculated separately from the gas-phase
chemistry (submodel MECCA, see Section 3.1.8) so that equilibrium reactions between
the gas- and liquid phase can be computed. For example, SO2 is relatively soluble, and
in areas with clouds or liquid aerosols, SO2 dissolves to a certain amount into the liquid
phase and then chemically reacts further in the liquid phase. This is done according to
the liquid-phase mechanism of SCAV (see Section 3.1.7). Thus, at each model time step,
the dissociation between gas- and aqueous phase is assumed to be in equilibrium, which
is a good approximation for a typical time step length of about 10 minutes in a global
model. In consequence, the dissolved species are not explicitly transported as individual
tracers, but at the end of each time step released (evaporated) back into the gas-phase.
This transition back into the gas phase, however, considers (for sulfur species) only SO4

– .
The SO4

– is not transferred into the gas-phase, but it remains bound in an aerosol. Since in
the RD1SD-base-01 model setup, no aerosol submodel is active, SCAV converts the SO4

–

into a so-called residual aerosol (SO4 res cs, where ”res” stands for residual, and ”cs” for
coarse mode). This residual aerosol is treated by other processes (large scale advection,
convective and turbulent tracer transport, wet and dry deposition, sedimentation) as any
other aerosol. Consequently, it is correctly accounted for in the budget analysis as shown
in Table 4.1. In the EMAC standard setup, it is assumed that SO4

– is the most important
sulfur component in the aqueous phase, and the others species are simply neglected. To
analyse the budget deficit further, a sensitivity simulation has been performed, in which all
aqueous phase species are not re-evaporated each time step (and equilibrated in the next),
but rather treated as individual aqueous phase tracers, which are subject to all other
processes as listed above. Figure 4.2 provides a comprehensive illustration elucidating the
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differences between the standard setup and the modified sensitivity simulation, in order to
identify the deficits in the model.

Figure 4.2: Treatment of liquid phase tracers within the EMAC model in the standard
and sensitivity setup, respectively. (Personal communication with P. Jöckel).

In the standard setup (depicted at the top of Figure 4.2), the procedure at the beginning
of each time step is:

1. Initially, the amount of tracer dissolving into the liquid phase is calculated (partial
dissolution).

2. Subsequently, chemical kinetics in the liquid phase is computed. A fraction of the
liquid phase tracer is removed through wet scavenging, induced by precipitation.

3. At the end of the time step, the remaining SO4
– tracer in the liquid phase is trans-

formed into a residual aerosol. The rest, indicated by the red arrow, is lost.

4. Gas phase and residual aerosol tracers are subject to dry deposition.

This entire process repeats in the subsequent time step, with no information from the
liquid phase carried over to the next time step.

In the sensitivity simulation (indicated at the bottom part of Figure 4.2), the tracers in
the liquid phase are consistently carried along throughout the entire process. This differs
from the standard setup as follows:
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1. Initially, the transition of tracers from the gas to the liquid phase is calculated,
involving partial dissolution.

2. Following that, similar to the previous description, the chemical kinetics in the liquid
phase is computed. A portion of the liquid phase tracers is removed through wet
scavenging induced by precipitation.

3. In areas where liquid (such as clouds or precipitation) evaporates, the liquid phase
tracers are completely transferred into the residual aerosol. It’s crucial to emphasize
that all species undergo this transition, while the remainder stays in the liquid phase
until the next time step.

4. Similar to the standard setup, gas phase and residual aerosol tracers are also subject
to dry deposition.

This sensitivity simulation is characterized by the continuous presence of tracers in
the liquid phase. Furthermore, the sensitivity simulation utilizes the SCAV submodel’s
capability to explicitly define a corresponding aerosol tracer for each liquid-phase tracer.
Consequently, SO4 res cs is no longer employed, since all sulfur species are now explicitly
addressed (no values for SO4 res cs in Table 4.3). These sulfur species are listed in
the top left portion of the dry deposition column in Table 4.3, denoted by the coarse
mode, such as SO3

– cs and CH2OHSO3
– cs and SO3

2– cs. This modification allows for a
more detailed and explicit representation of each liquid-phase tracer and the corresponding
aerosol tracers. Table 4.3 shows an example of the year 2010 for all the sulfur species used
in EMAC.
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Type of emissions Tracers
Dry de-
position

Scavenging
(cv+ls)

Sedimen-
tation

Change of
burden

Emissions
in
Tg(S)/year

Depositions in Tg(S)/year

Fossil
fuels

50.46 SO−
3 cs 7.23E− 13 2.88E− 12 1.63E− 13

Awb 0.05 HSO−
4 cs 0.85 4.031 0.1319

Aircraft 0.13 CH2OHSO−
3 cs 0.08 0.3 0.013

Ships 4.92 SO−
5 cs 0.001 0.003 2.57E− 04

Road 1.78 HSO−
5 cs 0.03 0.13 0.004

Biomass
burning

1.06 SO2−
4 cs 1.07 4.65 0.17

Volcanoes 14.88 SO2−
3 cs 3.07E − 05 1.44E− 04 1.91E-06

OCS 0.22 SO−
4 cs 2.61E− 12 1.19E-11 6.67E− 13

DMS
ter-
restrial

0.91 HSO−
3 cs 0.002 0.009 3.90E− 04

DMS air-
sea

28.95 SO4 res cs

SO2 l 3.19E− 05 4.39E− 07
H2SO4 l 2.77E− 05 7.83E− 05
SO−

3 l 4.92E− 14
HSO−

4 l 14.15 0.06
CH2OHSO−

3 l 2.19 0.01
SO−

5 l 0.03 1.66E− 04
HSO−

5 l 2.09 0.002
SO2−

4 l 39.42 0.08
SO2−

3 l 0.002 1.22E− 06
SO−

4 l 6.38E− 12 3.72E− 13
HSO−

3 l 0.08 2.20E− 04
OCS 0.06
SO3 −6.86E−07
SO2 21.93 −0.08
H2SO4 3.56 0.004
CH3SO3H 7.86 0.01
DMS −0.007
DMSO 0.15 −4.47E−05
CH3SO2 −1.68E−07
CH3SO3 3.09E− 04
S −4.11E−16
SH 3.63E− 10
SO −1.37E−05
Sum 35.54 57.98 9.14 0.48

Total
emis-
sions

103.39 Total depos-
ition and bur-
den

103.15

Total emissions - (Total depositions + change of burden) = 0.24

Table 4.3: Detailed examination of the emitted and deposited sulfur species for the year
2010 in the EMAC model. The green column represents the sulfur emission sectors and
the red column shows the sulfur tracers deposited within the EMAC model.
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In the sensitivity simulation, the sulfur species are also present in the liquid phase
such as SO3

– l, CH2OHSO3
– l, HSO5

– l, SO2 l, HSO3
– l, SO5

– l, where ”l” stands
for liquid phase. However these species are not lost at the end of the time step (as it is the
case for the standard setup shown with the red arrow in Figure 4.2) but instead remain
in residual aerosols, which get sedimented and deposited at the surface. This modification
in the setup allows for a mass balance in the model for the year 2010 (103.39 Tg(S)/year
is emitted and 103.15 Tg(S)/year including the change of burden is deposited) and shows
that no mass is lost within the model. In conclusion, for the standard setup employed,
the 6 Tg(S)/year deficit observed in Table 4.1 can now be attributed to the scavenging
process. The tropospheric sulfur budget is nearly perfectly closed with a value near 0. In
other words, this portion of sulfur is effectively removed from the atmosphere through wet
scavenging. This clarification is important to emphasize that there is no error in the model,
and the mass balance remains intact, with the sources and sinks aligning appropriately.

Years Sulfur emis-
sions in
Tg(S)/year

Total sulfur
deposition in
Tg(S)/year

Change of
burden in
Tg(S)/year

Sulfur deficit
in Tg(S)/year

2010 103.39 102.67 0.48 0.24
2011 102.87 102 0.50 0.37
2012 102.66 101.5 0.60 0.56
2013 102.25 101.03 0.62 0.60
2014 101.41 100.22 0.61 0.58
2015 95.22 94.33 0.54 0.35
2016 92.96 92.11 0.53 0.32
2017 91.03 90.15 0.52 0.36
2018 88.95 88.13 0.51 0.31
2019 86.99 86.13 0.52 0.34

Table 4.4: Sulfur budget closure in Tg(S)/year between 2010 and 2019 in the EMAC
model.

Therefore, the remaining discrepancies in the other years shown in Table 4.2 can also
be attributed accordingly to the wet deposition. Subsequently, upon considering all sulfur
species, the mass conservation within the EMAC model holds true for the other years as
well, as depicted in Table 4.4. This consistent adjustment ensures that the tropospheric
sulfur budget is effectively balanced, accounting for the contributions of various sulfur
species and their interactions over the specified time period.
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4.2 How does the tropospheric sulfur budget in the

EMAC model compare to that of other atmo-

spheric chemistry models?

The examination of the tropospheric sulfur cycle is a subject extensively explored in various
atmospheric chemistry models and scientific reports. After proving the closure of the sulfur
budget in the EMAC model in the previous section, a comparison with other atmospheric
chemistry models is important as it allows to assess the performance and credibility of the
model. Additionally, this comparison can also reveal discrepancies between the models,
allowing a better identification of areas for improvement within EMAC. A comparison with
literature data helps to better understand the robustness of the model, before predictions
under different scenarios can be reliable.

In their studies, Stevenson et al. (2003) and Penner et al. (2001) address the tro-
pospheric sulfur budget within their atmospheric chemistry models for the year 1990.
Stevenson et al. (2003) used the STOCHEM-Ed model, which is a global three-dimensional
Lagrangian CTM, while Penner et al. (2001) studied the IPCC Third Assessment Report
(IPCC AR3), which incorporates the average results from 11 distinct models providing a
comprehensive overview of the global tropospheric sulfur budget. It is noteworthy that
the RD1SD-base-01 simulation used in the previous Section 4.1 is also employed for the
present comparison with the STOCHEM-Ed model and the IPCC AR3 for the year 1990,
as the RD1SD-base-01 simulation runs from the year 1970 to 2019 (as mentioned in Section
3.3). To illustrate the chemical and physical processes of sulfur in the troposphere, Steven-
son et al. (2003) provides a visual representation (see Figure 4.3) showing sulfur emission
and deposition processes in both, the STOCHEM-Ed model, and the IPCC AR3. Note
that in Stevenson et al. (2003), sulfur anthropogenic emissions were presented as a single
sector, unlike the detailed breakdown presented in the EMAC model, which categorizes
the prescribed emissions into sectors such as fossil fuels, aircraft and shipping emissions,
among others. Additionally, both studies apply an active aerosol mechanism, unlike the
EMAC model. Therefore, some sulfur species present in Stevenson et al. (2003) have not
been considered in the EMAC model, such as the Methane Sulphonic Acid (MSA) and
vice versa (such as OCS).



4.2 How does the tropospheric sulfur budget in the EMAC model compare to
that of other atmospheric chemistry models? 65

Figure 4.3: Representation of the global tropospheric sulfur budget in 1990 adapted from
(Stevenson et al., 2003). The values in bold refer to the STOCHEM-Ed. Values in the
shaded boxes refer to the volcanic component. Numbers in italics are from the IPCC AR3.
Emission and deposition fluxes are given in Tg(S)/year, where burden values are expressed
in Tg(S).

For a clear comparison of the processes depicted in Figure 4.3 with those in EMAC,
Table 4.5 provides the values for both, the prescribed emission and the deposition rates, for
the year 1990. Despite minor discrepancies arising from the applied emission inventories
between EMAC and literature, as well as differences in used chemical reactions and physical
processes, this comparative analysis reveals a good agreement between the model outcomes
and existing literature.
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Sulfur emission/ deposition domains EMAC
model

STOCHEM-
Ed model

IPCC AR3

Fossil fuels 60.29 71 76
Awb 0.063

Aircraft 0.00015
Ships 3.075

Biomasse burning 0.969 1.4 2.2
Volcanoes 14.88 9 9.3

OCS 0.15
DMS terrestrial 0.901 1 1
DMS airsea 28.1 15 24

Total emissions 111.13 97.40 112.50

Wet deposition 51.03 58.2 57
Dry deposition 42.76 37.1 39.5
Sedimentation 8.02

Total depositions 101.81 95.3 96.5

Table 4.5: A comparison of emission/deposition fluxes in Tg(S)/year between EMAC,
STOCHEM-Ed model and IPCC AR3 for the year 1990.

Consequently, the magnitudes of sulfur emissions across different sectors are consistent
between EMAC and the compared models. The total emissions from EMAC align perfectly
with those reported in the IPCC AR3, with a slight difference of about 1 Tg of sulfur per
year in EMAC. Regarding the STOCHEM-Ed model, EMAC shows larger sulfur emissions
by approximately 12%, related to the applied emission inventories. This strong agreement
in magnitude is also apparent in the deposition rates. In EMAC, the deposited sulfur
through wet and dry processes is 93.79 Tg(S)/year compared to 95.3 Tg(S)/year and
96.5 Tg(S)/year for the STOCHEM-Ed model and the IPCC AR3, respectively. The
remaining deposited sulfur from sedimentation is present only in EMAC and not in the
chosen literature.

This evaluation highlights the validity of the EMAC model in accurately capturing
sulfur emission and deposition rates, despite minor differences in the chemical species
and mechanisms used by the compared models. It underscores the model’s reliability in
simulating sulfur chemistry, as demonstrated by its close agreement with values reported
in literature studies.

4.3 The effect of aerosols on SO2 in EMAC

Numerous studies across various scientific literature, as Jiménez and Ballester (2005),
Rollins et al. (2017), and Charlson et al. (1978) highlight the important role of SO2 emis-
sions in driving aerosol chemistry. However, do aerosols reciprocally impact significantly
the SO2 chemistry and budget?
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It is well-known that sulfate serves as an important sink for sulfur (as discussed in
Section 4.1); therefore it cannot be a source of SO2. This sink is primarily controlled
by gas-phase species absorbed by cloud water, which then oxidize SO2, regardless of the
presence of aerosols. Indeed, aerosols do have feedback effects on clouds, cloud lifespan, and
cloud formation, however these are considered secondary effects. This is because aerosols
do not significantly alter the amount of cloud water in the atmosphere. Therefore, the
influence of aerosols on SO2 is relatively minor, and thus the chemistry occurring within
aerosols, which is not explicitly considered in the model, can be effectively neglected.

To examine this argument, a simulation based on the MECO(n) model system (see
Section 3.1.3) is utilized. For this analysis, the results from the global EMAC model are
used. Note, that similar to the RD1SD-base-01 simulation, the computed simulation for
the study of the effect of aerosols of SO2 in EMAC (the fp-ae 02nm2 simulation), does
not include any aerosol interactions. This decision was made to save computational time.
Therefore, the objective is to assess the magnitude of the difference when considering
another sensitivity simulation with include an interactive aerosol submodel (the fp-ae 02
simulation). Note that these simulations run with the CMIP5 (see Section 3.1.12) emission
inventory and are generated by M. Mertens over a time period from May till July 2013.
This evaluation aims to elucidate whether future model investigations can proceed without
accounting for aerosols, when focusing on the SO2 chemistry. Figure 4.4 illustrates a
global comparison of the differences in SO2 mixing ratios at the Earth’s surface, between
simulations conducted with and without interactive aerosol submodel. Specifically, the
mean SO2 mixing ratios over the three available months (May, June and July 2013) over
the globe are caclulated.

In Figure 4.4 both simulations show elevated SO2 mixing ratios (between 1 and 2 part
per billion (ppb)), in hotspot regions, such as China, Saudi Arabia, India, and specific vol-
canic areas, whether an interactive aerosol submodel is applied or not (as shown in panels a
and b). In the lower panel (c), minimal disparities, approximately 0.05 ppb, are observed,
over these hotspot regions, between simulations conducted with and without an interactive
aerosol submodel. Consequently, in most background regions, such as over West Europe,
central Africa, Australia and Southern America, differences of around 0.01 ppb are iden-
tified. Generally, over all the globe, the simulation with an interactive aerosols submodel
shows lower SO2 mixing ratios of about 1% to 2.5% compared to the simulation without
aerosols. This analysis confirms the earlier hypothesis suggesting that the impact of aer-
osols on SO2 is relatively insignificant. Consequently, the simulations utilized throughout
this work are conducted without considering an interactive aerosol submodel.
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Figure 4.4: Shown are the mean SO2 mixing ratios at the Earth’s surface in parts per
billion (ppb) in an EMAC simulation with aerosols (a) and without aerosols (b) over May,
June and July 2013. The lower panel (c) illustrates the absolute differences between EMAC
with and without an interactive aerosol submodel.

4.4 Discussion and conclusion

4.4.1 Tropospheric sulfur budget within EMAC

The prerequisite for a meaningful inter-comparison between various model simulations
concerning the tropospheric sulfur budget is that the model maintains a balance, neither
losing nor generating mass, as affirmed in Section 4.1. Within this study, the RD1SD-base-
01 simulation, employing the CMIP6 emissions inventory, has been meticulously analysed
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for this purpose. An examination of the tropospheric sulfur cycle with focus on SO2,
spanning the years from 2010 to 2019 has been undertaken, including the emission sources
and over 20 sulfur species accountable for sulfur deposition. Notably, the calculated deficit
in the sulfur budget across all the analyzed years, as shown in Table 4.2, is attributable to
the intricate scavenging processes at play within the atmospheric system.

4.4.2 Tropospheric sulfur budget in EMAC against atmospheric
chemistry models

In this section, the model analysis for the studied years led to the conclusion that the EMAC
model’s tropospheric sulfur budget reproduces values consistent with those reported in the
IPCC AR3 and as simulated by the STOCHEM-Ed model. However, for certain sulfur
species, such as SO2 from biomass burning or from fossil fuels, the model may occasionally
shows higher or lower values than the results reported in the literature. This discrepancy
is attributed to the sulfur emissions inventories utilized as input for the model, which play
an important role in shaping both, sulfur mixing ratios and deposition processes. Further
refinement and validation of these emissions inventories may help improve the models
performance in representing the tropospheric sulfur cycle.

4.4.3 The effect of aerosols on SO2 in EMAC

The role of aerosols concerning sulfur has been thoroughly examined, confirming the pos-
sibility of evaluating SO2 without necessitating the consideration of aerosol interactions.
These findings hold significant implications for facilitating comparisons with observational
data and among various model simulations and scenarios. This is feasible because of the
mass-conservation of sulfur in the EMAC model. With these understandings, sensitivity
analyses can be systematically conducted using this model system, enabling focused ex-
aminations and assessments of specific processes. This forms the basis for further scientific
inquiry and enables a detailed understanding of the complex interactions within the atmo-
sphere.

In conclusion, it is essential to recognize that validating and verifying the EMAC model
against the literature, as discussed in Section 4.2, does not inherently guarantee an accurate
representation of reality. Such comparisons involves evaluating one model against others,
each with its own uncertainties originating from the applied emission inventories and un-
derlying processes. Therefore, there exists a pressing need for a comprehensive global data
product to facilitate ongoing global monitoring, thereby enabling the detection of spatial
and temporal changes in SO2 and other sulfur components. This global monitoring frame-
work is indispensable for assessing the quality of model simulations. For further analyses,
the RD1SD-base-01 simulation from the Phase 2 of the Chemistry Climate Model Initiative
(CCMI-2), without an interactive aerosol submodel, will be used.
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Chapter 5

Comparing SO2 simulated by the
EMAC Model with TROPOMI data

The primary objective of this section is to conduct a comprehensive global-scale comparison
between the EMAC simulations and TROPOMI retrievals. TROPOMI, notable for being
the first satellite instrument to measure SO2 columns with the highest spatial resolution
among other satellites, serves as a pivotal dataset for this study. The analysis is focused
on the year 2019, chosen for its status as the most recent complete annual cycle available
in both datasets at the time of examination.

Performing a direct comparison between the EMAC model results and satellite datasets
presents inherent challenges due to their different methodologies and resolutions. There-
fore, Section 3.3.1 describes the methodologies adopted in this study to facilitate a fair and
detailed analysis of SO2 across both datasets. For a comparison with the TROPOMI re-
trieved VCDs for a standard case, EMAC’s VCDs are calculated by applying the standard
(so called ”polluted”) averaging kernel of the TROPOMI instrument (see Section 3.3.1), at
each atmospheric layer, as shown in Equation 3.11. In this comparative framework, TRO-
POMI VCDs are derived using the SO2 COBRA product, especially for anthropogenic
cases and for outgassing volcanic eruptions (see Section 3.3.1), which is selected due to its
enhanced sensitivity to low SO2 columns. However, the operational product is applied in
this work for the study of highly eruptive volcanic activities (see Section 3.3.1).

This section is divided in four subsections. A global comparison of the EMAC results,
using the standard (”polluted”) AK, against TROPOMI retrievals for the standard case
is described in Section 5.1. The effects of eruptive volcanoes on the simulated SO2 total
column are discussed in Section 5.2. Furthermore, a relative evaluation of SO2 from both,
anthropogenic and outgassing volcanic emissions is detailed in Section 5.3. Last but not
least, a discussion of all the results and a conclusion are presented in Section 5.4.
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5.1 Geo-spatial distribution and discrepancies of SO2

VCDs between EMAC results and TROPOMI re-

trievals for the year 2019

This section presents a comprehensive analysis of the global distribution and discrepancies
of SO2 VCDs as derived from the RD1SD-base-01 simulation based on the EMAC model
and TROPOMI/Sentinel-5P satellite observations for the year 2019. Figures 5.1 and 5.2
illustrate the monthly geographical distribution of SO2 VCDs. The left panels of these
figures display the EMAC model simulation results, whereas the right panels depict the
satellite-based retrievals obtained from the TROPOMI instrument.

The visual comparison of these datasets reveals significant insights into the spatial and
temporal variations of SO2 VCDs across the globe. Both datasets consistently show low SO2

VCDs (below 0.5 DU) in regions such as Western Europe, Africa, and Australia. However,
discrepancies become apparent in specific months and regions. Upon examination of these
maps, two prominent patterns emerge. Firstly, significant discrepancies in the magnitude
of SO2 VCDs are evident between the EMAC model results and TROPOMI/Sentinel-
5P satellite observations, especially over Southern Italy, Northeast China, India, central
America, and Papua New Guinea, with larger SO2 VCDs simulated by EMAC. In these
regions, the discrepancies are particularly pronounced throughout all the months of the
year 2019, excluding June and July. In the other 10 months, EMAC consistently depicts
SO2 VCDs exceeding 1 DU, whereas TROPOMI’s measurements are typically below 0.5
DU, except in August, November, December, and January 2019. In August, elevated SO2

signals recorded by TROPOMI over Papua New Guinea are attributed to the Ulawun
volcano (Kloss et al., 2021). Secondly, the months June and July reveal different patterns.
In these two months, TROPOMI detects larger and more widespread signals on the map in
regions above 30◦ North. The strongest signal in June is measured Northeast of Russia and
spreads across all of North America in July. The reason for this is the volcanic explosion of
the Raikoke volcano in Russia (48.3◦N, 153.2◦E) in June 2019, with persistently enhanced
SO2 VCDs in the atmosphere until mid-July (De Leeuw et al., 2021). These signals are
not present in the CMIP6 emission inventory used by EMAC in this study, because of the
variability and unpredictability of eruptive volcanic eruptions.
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Figure 5.1: Geographical representation of SO2 VCDs from EMAC, calculated with the
standard AK (left panels), against TROPOMI retrievals (right panels) in DU for the first
6 months of 2019. The grey zones represent areas with no valid measurements.
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Figure 5.2: Continuation of Figure 5.1 for the last 6 months of 2019.
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Because of the large influence of the eruption of the Raikoke volcano, the further analysis
for quantitative comparison between EMAC results and TROPOMI observations, two cases
are considered: Once an annual mean is calculated and once a 10 months average, i.e.
without the months June and July. The results are shown in the right and left plots of
Figure 5.3, respectively.

Figure 5.3: SO2 VCD differences between the EMAC model results and TROPOMI
retrievals in DU. The left panel shows the differences as a 10 months (no June and July)
mean, whereas the right plot reveals discrepancies as a mean over all months in 2019,
including June and July.

This comparison confirms what was shown in Figures 5.1 and 5.2, namely, that for all
months, the largest differences are derived in Northeastern China, India, Southern Italy,
and other localized sources in the Southern Hemisphere. In these regions, the model con-
sistently reveals SO2 VCDs approximately 1.5 to 2 DU larger than those measured by
TROPOMI. Additionally, in the right panel, larger SO2 VCDs are observed by TROPOMI
over 30◦N, showing SO2 VCD values about 1 DU larger than EMAC. This discrepancy, in
the absence of data on explosive volcanic eruptions in EMAC, is related to the Raikoke
volcanic eruption in June 2019. Conversely, there is a good agreement, with minor discrep-
ancies ranging between 0.1 and 0.5 DU, in Western Europe, the USA, Africa, Australia, and
most parts of South America. These results were anticipated due to the relatively low SO2

emissions in these regions compared to other SO2 emission hotspots such as India, China,
and volcanic areas. In these regions, the largest differences in both plots in Figure 5.3 are
derived. Notably, areas with either active volcanoes or enhanced anthropogenic emissions
from industrial activities exhibit the most significant differences between both datasets.
Regions such as Southern Italy, with the Etna volcano (37.74◦N, 14.99◦E), Japan with
the Mt. Fuji volcano (35.36◦N, 138.72◦E), Papua New Guinea with the Ulawun volcano
(5.05◦S, 151.33◦E), Chile with the Nevado Ojos del Salado volcano (27.10◦S, 68.54◦W),
and the Northwestern Tibetan Plateau with the Kunlun volcano (35.74◦N, 81.64◦E) show
the largest values in EMAC results compared to TROPOMI retrievals. Furthermore, large
SO2 VCD differences are also noticeable over Beijing in Northeast China and in India,
driven by anthropogenic SO2 emissions.
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Related to Figure 5.3, Figure 5.4 displays correlation plots aimed at examining the
relationship between the VCDs from EMAC weighted with AK polluted and from the cor-
responding TROPOMI VCDs for the standard (”polluted”) case. Here, correlation plots
of the yearly mean SO2 VCDs from EMAC against those from TROPOMI for 10 (i.e. ex-
cluding the data of June and July) and 12 months in 2019 are presented. In the correlation
plot between both datasets for 10 months (left panel), the Pearson’s correlation coefficient
is approximately 0.55, indicating a moderately strong positive linear relationship between
the two datasets. The outliers from EMAC (values larger than 1 DU) correspond to the
larger values presented in Figures 5.1 and 5.2, as well as with the SO2 VCD differences
from Figure 5.3, which are observed at volcano locations. As an example of the magnitude
relationship between both datasets, the largest SO2 VCD value from EMAC is around 3.5
DU, compared to about 0.5 DU from TROPOMI, representing a factor of approximately
7 between the datasets. The negative SO2 VCD values from TROPOMI arise from obser-
vations of SO2 VCDs at large SZAs, which lead to biases in most satellite datasets (Theys
et al., 2017).

Figure 5.4: Correlation plots of global mean SO2 VCDs caclulated with AK polluted
betwen EMAC results and TROPOMI retrievals. The left plot shows the relationship
between both datasets as 10 months (no June and July) mean, where the right plot reveals
discrepancies over all months in 2019. Note that the vertical axes have different scales in
both plots.

In the correlation plot spanning the entire year (right panel in Figure 5.4), the Pearson’s
correlation coefficient of approximately 0.18 indicates a weak positive linear relationship
between the two datasets. This weak correlation is attributed to the absence of SO2

emissions in EMAC originating from Raikoke and Ulawun eruptive volcanoes in June 2019.
The signal from Raikoke is noticeable in TROPOMI, which reveals SO2 VCDs values up
to 7 DU, compared to maximum 0.6 DU in the 10 months mean correlation plot, excluding
June and July (left plot in Figure 5.4). Therefore, the values larger than 1 DU in the
TROPOMI dataset represent clear outliers and are attributed to the retrieved SO2 from
the eruptive volcanoes.
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Consequently, the hypothesis suggests that the standard polluted case for VCDs may
not universally be applicable to the study of absolute SO2 emissions from different emitting
sources. Therefore, different types sources of SO2 emissions require processing with appro-
priate TROPOMI product types and corresponding AKs. This approach is implemented
in Section 5.2, where the specific impact of explosive eruptions from Raikoke and Ulawun
volcanoes on emitted and deposited SO2 mass within the EMAC model is examined. For
this analysis, the AK 15km is suitable (see Section 3.3.1), as it reproduces best the released
tracers mixing ratios from an eruptive volcano, for a detailed analysis of EMAC results
with the corresponding VCD 15km from the TROPOMI instrument.

Moreover, in Section 5.3, only the magnitude relationship between SO2 VCDs from
anthropogenic sources and outgassing volcanoes between EMAC results and TROPOMI
retrievals is evaluated, without directly assessing the absolute emitted and deposited SO2

mass from individual point sources (as made for the case of the Raikoke volcano). There-
fore, the choice of the AK for this case is less critical, as the comparison between TRO-
POMI VCDs for all four cases and EMAC weighted with the corresponding AKs will show
constant ratios across all cases, as explained in detail in Section 3.3.1.

5.2 Effects of volcanic eruptions on the simulated at-

mospheric SO2 in the EMAC Model

As shown in Figures 5.1, 5.2 and 5.3, the significant SO2 signals detected in June and
July were exclusively captured by TROPOMI and not visible in the analysed RD1SD-
base-01 EMAC simulation, due to the absence of volcanic eruptive events in the CMIP6
emission inventory used by the EMAC model. Several studies have documented eruptive
volcanoes which occurred during the year 2019. In June, the Raikoke eruption (48.29◦N,
153.25◦E) took place in the Northern Hemisphere (Kloss et al., 2021; De Leeuw et al.,
2021; Khaykin et al., 2022; Smirnov et al., 2021; Cai et al., 2022; Jing et al., 2023), while
the Ulawun volcano (5◦S and 151◦E) erupted near the equator in Papua New Guinea
(Kloss et al., 2021; McKee et al., 2021; Tidiga et al., 2022; Vaughan et al., 2021). The
eruptions of Raikoke and Ulawun in 2019 resulted in the injection of volcanic emissions
up to the stratosphere, consequently increasing the stratospheric Aerosol Optical Depth
(sAOD) across the Northern and Southern Hemispheres as well as the tropics (Kloss et al.,
2021). The eruption of Raikoke in 2019 is particularly noteworthy, as it is considered the
largest injection of SO2 into the Upper Troposphere and Lower Stratosphere (UTLS) since
the 2011 Nabro eruption, and it represents the first significant volcanic event since the
deployment of TROPOMI (Cai et al., 2022). Estimates suggest that the 2019 Raikoke
eruption injected approximately 1.5 ± 0.2 Tg of SO2 into the atmosphere (Muser et al.,
2020; De Leeuw et al., 2021). Additionally, TROPOMI/Sentinel-5P data indicates an SO2

load of approximately 0.14 Tg from the plume of Ulawun in June and 0.2 Tg on 3-4 August
2019 (Kloss et al., 2021). According to Crafford and Venzke (2019) a serie of eruptions
occurred at Raikoke between 21 (18:00 UTC) and 22 (05:40 UTC) June 2019. Hedelt
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et al. (2019) reported plume altitudes for Raikoke ranging from 6–8 km up to 20 km. For
Ulawun, Kloss et al. (2021) indicates SO2 emissions at altitudes between 13 and 17 km for
the initial eruption on 26 June, and a larger eruption on 3 and 4 August injecting between
14 and 17 km.

These unpredictable volcanic emissions provide a valuable opportunity for the model.
Through a sensitivity simulation, which considers the eruptive volcanic activities in the
RD1SD-base-01 reference simulation, it is now possible to investigate and analyse atmo-
spheric processes such as, sedimentation, and deposition. This approach allows for a more
comprehensive understanding of how these dynamic volcanic events impact the atmosphere.
For this purpose, the EMAC results have been integrated vertically with the averaging ker-
nels for the 15 km profile for a comparison with the corresponding VCDs from TROPOMI.
These AKs are suitable for large volcanic eruptions reaching the stratosphere, as explained
in the methods Section 3.3.1.

The EMAC sensitivity simulations of the Raikoke and Ulawun eruptions involved in-
jecting volcanic SO2 into model grid boxes corresponding to the geographical locations of
the volcanoes. The Raikoke volcano is situated on the Kuril Islands in the Western Pacific
Ocean, while the Ulawun volcano is located near the equator in Papua New Guinea. The
injections were active over a 6-hour duration. Table 5.1 provides an overview of the volcanic
SO2 emission mass and injection altitude range for both eruptions in the EMAC model
setup. The eruption parameters for Raikoke were based on the emission profiles from
De Leeuw et al. (2021), while the data for the Ulawun eruptions were sourced through
personal communication with Anja Schmidt.

Volcano Eruption date Emitted SO2 mass Injection altitude range
Raikoke 21-22 June 2019 1.5 Tg 9-16 km
Ulawun 26 June 2019 0.14 Tg 16-19 km
Ulawun 3-4 August 2019 0.2 Tg 11-15 km

Table 5.1: Emitted SO2 mass, injection altitude range, and the eruption time of the
Raikoke and Ulawun volcanoes as applied in the EMAC model.

Firstly, two SO2 emission profiles (named StratProfile and VolRes1.5, respectively, ad-
opted from De Leeuw et al. (2021)) are utilized for the Raikoke eruption simulations in
this work. These two profiles, were chosen due to their close agreement with the SO2 mass
measured by TROPOMI, as well as their difference in emission heights. In EMAC, the
StratProfile has been applied in the RD1SD-raik-02 (raik-02) sensitivity simulation, where
the VolRes1.5 injection profile was used in the RD1SD-raik-03 (raik-03) simulation. Both
simulations release approximately 1.5 Tg (1.57 for raik-02 and 1.5 for raik-03) of SO2 into
the atmosphere; however, the difference lies in the vertical distribution of SO2 emission. In
raik-02 (similar to the StratProfile profile from De Leeuw et al. (2021)), 69% of the volcanic
SO2 mass (1.09 Tg) is emitted into the stratosphere, with the primary peak occurring at
12-13 km altitude. In contrast, for raik-03 (equivalent to the VolRes1.5 profile in De Leeuw



5.2 Effects of volcanic eruptions on the simulated atmospheric SO2 in the
EMAC Model 79

et al. (2021)), only 43% of the SO2 mass (0.64 Tg) is emitted into the stratosphere, with the
primary peak located around 10 km altitude in the upper troposphere. Table 5.2 describes
the set-ups applied in all sensitivity simulations.

Sensitivity

simulation

Volcano

SO2 emission

date in 2019

Stratospheric emission

altitude [km]

Emitted SO2

mass into the

stratosphere [Tg]

Total emitted SO2

mass into

all layers [Tg]

raik-02 Raikoke 21-22 June 12-13 1.09 1.57

raik-03 Raikoke 21-22 June 12-13 0.64 1.5

raik-04

Raikoke

Ulawun

Ulawun

21-22 June

26 June

3-4 August

12-13

16-19

11-15

1.09

0.14

0.2

1.57

0.14

0.2

Table 5.2: Input parameters of the three sensitivity simulations used in this study. The
table shows the prescribed volcanoes for each sensitivity simulation, with their eruption
time and the injected SO2 mass in the stratosphere and in all layers.

For a detailed study focusing solely on the SO2 mass burden originating from volcanic
eruptions, the results of the the RD1SD-base-01 reference simulation have been subtracted
from the sensitivity simulations. This approach isolates the SO2 mass specifically attribut-
able to volcanic activity from other anthropogenic or outgassing volcanic emissions, thereby
enabling a more precise analysis of its impact. Figure 5.5 illustrates the SO2 mass emitted
at different altitudes in both simulations.
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Figure 5.5: Shown is the estimated total emitted SO2 mass for the Raikoke eruption in 21
and 22 June 2019 for two different EMAC set-ups. In the first one, represented by raik-02
(black line), most of the SO2 mass (69%) is emitted into the stratosphere (De Leeuw et al.,
2021). Conversely, in the second set-up (raik-03), most of the SO2 mass (57%) is emitted
into the troposphere (De Leeuw et al., 2021).

The altitude of the SO2 emissions significantly influences their atmospheric distribu-
tion and dispersion patterns, impacting their climate effects, lifetime, and oxidation rates
(Höpfner et al., 2015). Figure 5.6 illustrates the temporal distribution of the emitted SO2

mass into the troposphere and stratosphere for raik-02 and raik-03 simulations, highlighting
the differences of SO2 mass distribution during and after the Raikoke eruption.
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Figure 5.6: Total emitted SO2 mass of the Raikoke eruption in 21-22 June 2019. The
blue lines represent the emitted SO2 mass in the troposphere, while red lines denote SO2

mass emitted in the stratosphere in Tg. raik-02 simulation is presented in solid lines and
raik-03 simulation in dashed lines.

In the raik-02 and raik-03 simulations, the largest SO2 mass is emitted in the stra-
tosphere and troposphere, respectively. In both simulations, the tropospheric SO2 mass
(blue lines) declines sharply to nearly zero around 15 July 2019. Meanwhile, stratospheric
SO2 is removed slower, persisting until mid-August 2019. The combined SO2 mass in
the troposphere and stratosphere represents the total SO2 mass burden from the Raikoke
eruption. This mass burden is then compared with the global SO2 mass burden measured
by the TROPOMI/Sentinel-5P satellite after the Raikoke eruption and till mid-July 2019
(see Figure 5.7). The raik-02 simulation (red line), which assumes a larger emission of SO2

into the stratosphere, aligns more closely with TROPOMI’s measured SO2 data than the
raik-03 simulation (orange line), in which a larger proportion of SO2 is released into the
troposphere.

Both simulations accurately capture the SO2 mass burden peak at approximately 1.8
Tg. The peak values of the EMAC SO2 mass distribution are slightly larger than the
total emissions presented in Table 5.1, due to the application of AK 15km to the EMAC
results. Moreover, raik-02 (red curve) shows a better long-term agreement with TROPOMI
estimates than raik-03 (orange curve), consistently remaining within the uncertainty range.
For TROPOMI, uncertainties of SO2 in the stratosphere are approximately ±30% of the
retrieved VCDs (Theys et al., 2017). Conversely, the raik-03 simulation exhibits a more
rapid decline of the SO2 mass in the stratosphere, compared to the TROPOMI data after
the Raikoke eruption, suggesting a faster removal of SO2 from the atmosphere, with an
exception for the first two days after the SO2 mass burden peak, where raik-03 agrees
better with the measurements than raik-02.
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Figure 5.7: The daily evolution of the total SO2 mass burden (Tg of SO2) after the
2019 Raikoke and Ulawun volcanic eruptions in TROPOMI and different EMAC sensitivity
simulations. raik-02 and raik-03 represent simulations with SO2 mass from Raikoke emitted
mostly in the stratosphere and troposphere, respectively. raik-04 is based on raik-02 with
additional emitted SO2 mass into the stratosphere originating from the Ulawun volcano.

The discrepancies between satellite SO2 measurements and EMAC simulation results
can be attributed to the different vertical injection profiles or rather to the rate of sulfur
removal from the atmosphere. Cai et al. (2022) suggest that additional injections are
required after the initial Raikoke plume to accurately replicate the observed SO2 mass,
underscoring the complexity of modeling volcanic SO2 emissions and their interactions
in the atmosphere. To address these differences, a sensitivity simulation labeled raik-04
(green curve in Figure 5.7) was conducted, using the same emission parameters of the
raik-02 simulation. raik-02 was chosen because it best matches the temporal evolution of
TROPOMI SO2 mass measurements. In the raik-04 simulation, emissions from the Ulawun
volcano in the Southern Hemisphere were additionally considered. The Ulawun eruptions
on 26 June 2019, at 12:00 UTC and 3 August 2019 at 12:00 UTC were taken into account
in EMAC results, with each eruption lasting six hours. During the first eruption, 0.14
Tg of SO2 was injected at altitudes between 16 and 19 km in the model. For the second
eruption, 0.2 Tg of SO2 was emitted at altitudes between 11 and 15 km. As shown in
Figure 5.7, these adjustments improved the temporal evolution of SO2 mass, slowing the
decline in the raik-04 simulation following the Ulawun emission injections on June 26 due
to the increased SO2 mass in the stratosphere.

During the Raikoke eruption and up to 29 June 2019, all simulations consistently show a
continuous decrease in SO2 mass. TROPOMI data indicates a decline rate of approximately
0.08 Tg(SO2)/day, which is slower than the deposition rates simulated in the EMAC sim-
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ulations. The raik-03 simulation demonstrates a decay rate of around 0.14 Tg(SO2)/day,
indicating a lower SO2 mass compared to TROPOMI. Conversely, the raik-02 simulation
exhibits a slower decay rate of 0.1 Tg(SO2)/day. However, raik-04 aligns most closely with
TROPOMI, with a decay rate of 0.09 Tg(SO2)/day. This closer match can be attributed
to the additional Ulawun emissions injected into the stratosphere on 26 June 2019, which
increases the mass of SO2 in the atmosphere. Note that for the first two days following the
SO2 mass burden peak, TROPOMI observations indicate a rapid decline rate of approxim-
ately 0.15 Tg(SO2)/day. This rate aligns most closely with the raik-03 simulation, where
a significant amount of SO2 is emitted at lower altitudes, resulting in a decline rate of 0.14
Tg(SO2)/day. In contrast, the raik-02 and raik-04 simulations, which involve the majority
of SO2 being emitted into the stratosphere, exhibit a slower decrease rate of about 0.12
Tg(SO2)/day. Between 29 June and 15 July 2019, all EMAC simulations show a decay
rate similar to TROPOMI, at approximately 0.05 Tg(SO2)/day.

Over the period from 22 June to 15 July 2019, raik-04 aligns most closely with TRO-
POMI observations, by simulating about 3% lower SO2 mass than TROPOMI over the
entire period. raik-02 indicates a mean relative difference of 10%, while raik-03 reports
lower values than TROPOMI with a mean relative difference of 25% due to differences
in the decay rate and SO2 vertical injection profile. The fact that all EMAC simulations
fall within the 30% uncertainty range of the SO2 total column in TROPOMI provides
confidence that EMAC accurately captures the main processes required to represent SO2

dispersion. The differences between retrieved and simulated SO2 VCDs are not only caused
by the emitted SO2 mass or the injection altitude, but the difference in the temporal and
spatial resolution of both datasets also plays a significant role. EMAC has 90 vertical layers
between the surface and the uppermost model layer centered around 0.01 hPa (i.e. around
80 km) and operates at a spatial resolution of 2.8◦×2.8◦ (approximately 300 km×300 km)
(see Section 3.3). Whereas, TROPOMI has a finer resolution of 3.5 km by 7 km and
the data is organized vertically into pressure layers from the TM5 model, which are di-
vided into 34 distinct layers, varying approximately from the Earth’s surface to 0.1 hPa
(i.e. around 60 km) (see Section 3.2.1). This process of averaging high-resolution satellite
data to match the model’s grid can introduce artifacts and smooth out significant spatial
variability.

Additionally, the overall lower SO2 mass in the raik-03 simulation compared to TRO-
POMI data and the other sensitivity simulations could be due to larger emission injected
into the troposphere. To verify this, cumulative deposited sulfur mass rates (in Tg) from
the Raikoke and Ulawun eruptions were calculated. Subsequently, for a better comparison
with the SO2 mass burden in Figure 5.7, the deposited sulfur mass is converted to an SO2

equivalent. This conversion accounts for the molecular weights of sulfur and SO2. The
atomic weight of sulfur is approximately 32.06 g/mol, while the molecular weight of SO2

is approximately 64.07 g/mol. Therefore, the deposited sulfur mass is multiplied by a
conversion factor of approximately 2 to obtain the deposition mass of an SO2 equivalent,
as shown in Figure 5.8. This mass was determined as the sum of sulfur originating from
wet, dry deposition and sedimentation. In Figure 5.8, the raik-03 simulation shows a rapid
increase in the deposited SO2 mass between the Raikoke eruption period and the end of
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July, at a rate of 0.035 Tg(SO2)/day, compared to a weaker increase rate of about 0.028
Tg(SO2)/day in both the raik-02 and raik-04 simulations. However, a different pattern in
SO2 deposition rates emerges after the beginning of August. At this point, larger SO2 de-
position rates are simulated in the raik-02 and raik-04 simulations, at 0.003 Tg(SO2)/day
and 0.005 Tg(SO2)/day, respectively, while raik-03 shows a slower deposition rate of about
0.0018 Tg(SO2)/day. These differences in the rates can be explained by the amount of
SO2 emissions and the injection height in the model. The faster increase in deposited SO2

mass following the Raikoke eruption until the end of July in the raik-03 simulation is due
to the large amount of injected SO2 into the troposphere compared to raik-02 and raik-04.

Figure 5.8: Cumulative total deposition (wet, dry deposition and sedimentation) of SO2

mass on the Earth’s surface from the 2019 Raikoke and Ulawun volcanic eruptions.

This resulted in more effective scavenging and deposition due to proximity to the surface
and larger humidity (Textor et al., 2006). In the troposphere, SO2 is oxidized through
various reactions, in both gas and liquid phase, involving OH, O3, and H2O2 into sulfate
particles (see Section 2.2.2), which are then deposited on the surface via wet, dry deposition
and sedimentation. Tropospheric SO2 has a relatively short atmospheric lifetime of 1 to 3
days, while tropospheric sulfate aerosols have lifetimes of around 3 to 5 days (Koch et al.,
1999). This explains the faster removal rates of sulfur species within the raik-03 simulation
in Figure 5.7.

In contrast, from early August onward, the deposition rates of raik-02 and raik-04
exceed those of raik-03 because of the larger SO2 amount emitted into the stratosphere.
Furthermore, sulfur species from raik-02 and raik-04 deposit more slowly compared to
raik-03. This delay is attributed to the longer life time of stratospheric SO2 compared to
tropospheric SO2. In the stratosphere, SO2 undergoes oxidation to H2SO4 (see Reactions
R 2.7 to R 2.9 in Section 2.2.2), a process that is slower than in the troposphere due to
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lower water vapor availability. Zhu et al. (2020) and Myhre et al. (2004) reported that
the lifetime of stratospheric SO2 ranges from several weeks to months. As no interactive
aerosol submodel is used in the actual set-up of the EMAC model (see Section 4.1), the
formed H2SO4 (in gaseous form) in the stratosphere is transported downward into the
troposphere via the Brewer-Dobson circulation. In the case of the Ulawun volcano, located
in the tropics, the remaining sulfur compounds are transported by the Brewer-Dobson
Circulation from tropical to higher latitudes, where they descend into the troposphere
(Randel and Jensen, 2013). Upon reaching the troposphere, H2SO4 dissolves in cloud
water and re-evaporates into residual pseudo-aerosols, which are than removed from the
atmosphere through dry deposition, sedimentation and wet deposition/scavenging (see
Section 4.1).

In addition, Figure 5.8 provides insight into the cumulative SO2 deposited mass from
the onset of the Raikoke eruption until the first of January 2020. Both raik-02 and raik-03
simulations exhibit a cumulative SO2 mass of approximately 1.75 Tg and 1.65 Tg by the end
of 2019, respectively. The slight variance between these values could be attributed to the
extra 0.07 Tg SO2 mass emitted in raik-02. Additionally, raik-04 illustrates a cumulative
mass of about 2 Tg of SO2 by the end of 2019. The elevated deposited mass simulated
in the raik-04 simulation compared to raik-02 can be attributed to the incorporation of
additional SO2 emissions originating from the Ulawun volcanic eruptions in the Southern
Hemisphere, amounting to approximately 0.34 Tg (SO2). This augmentation significantly
amplifies the total SO2 mass available for oxidation and subsequent deposition.

To summarize, this analysis shows the capability of all sensitivity simulations, to repro-
duce the TROPOMI measured peak after the Raikoke and Ulawun eruptions. Furthermore,
the consistent decay rates between TROPOMI data and sensitivity simulations, particu-
larly raik-04 (which encompasses both the Raikoke and Ulawun eruptions in the strato-
sphere), as well as accounting the deposition of most of the initially emitted SO2 mass
within EMAC, further validate the model’s chemistry scheme in capturing the intricate
processes of SO2 emission, oxidation, and deposition associated with volcanic eruptions.
Nevertheless, over extended durations, various factors such as simulated wind patterns,
radiative heating effects, and mixing dynamics can introduce deviations between model
results and real-world observations. These complexities highlight the ongoing challenges
in achieving complete concordance between model simulations and empirical data over
prolonged temporal scales.

Following the validation of the model’s ability to reproduce measured SO2 mass after
volcanic eruptions and simulate deposition processes, Figure 5.9 illustrates the spatial
distribution of SO2 VCDs from the raik-04 simulation in June and July using AK 15km
and AK polluted. This figure aims to highlight differences in analyzing explosive eruptive
volcanoes with AK 15km compared to applying AK polluted.
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Figure 5.9: SO2 VCD mean over June and July 2019 for both, EMAC raik-04 simulation
(left panels) and TROPOMI (right panels). The VCDs are generated by AK 15km (upper
panels) and AK polluted (lower panels) for the case of volcanic activity present in these
months.

For VCDs from TROPOMI and EMAC calculated with AK polluted during June and
July (lower panels in Figure 5.9), SO2 VCDs show elevated values (exceeding 3 DU) with a
large bias primarily in the Northern Hemisphere, and notable noise signals in the Southern
Pacific and over Southern America. The enhanced signals are attributed to the utilization
of the AK polluted, which is not ideally suited for the analysis of volcanic activities (see
Section 3.3.1). However, using the AK 15km (upper panels in Figure 5.9), prescribed for
highly eruptive volcanoes, leads to a better SO2 spatial distribution and volcanic intens-
ity representation in both datasets. In the upper panels in Figure 5.9, TROPOMI- and
EMAC-derived SO2 VCDs peak around 1.7 DU, mainly concentrated North of 40◦N, near
the Raikoke eruption site. Notably, the signal of the Ulawun volcano is less pronounced
compared to Raikoke, primarily due to Ulawun emitting 0.14 Tg of SO2 in June, whereas
Raikoke emits 1.57 Tg of SO2 during the same period. This case study demonstrates that
utilizing AK 15km and incorporating explosive volcanic emissions into the EMAC model
enhances its ability to reproduce the retrieved SO2 signal and geographic distribution post-
eruption. This confirms what has been discussed in Section 3.3.1, that the importance of
choosing the appropriate AK lies in reproducing the retrieved emitted mass over specific
point sources (Raikoke and Ulawun in this work), as shown in the upper panels of Figure
5.9, where the prescribed AK 15km for high eruptive volcanoes is used. To better under-
stand the impact of different AKs on the vertical profile and total SO2 mass, Figure 5.10
presents the SO2 mixing ratio vertical profile over Raikoke in June 2019.
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Figure 5.10: Vertical SO2 mixing ratio profiles in ppt over Raikoke in June 2019. The
figure shows the EMAC SO2 original no weighted vertical profile (pink line), multiplied
with AK polluted (blue line), AK 1km (orange line), AK 7km (green line) and AK 15km
(red line). Note that the pink line is so close to the green and red lines that a difference in
the vertical profile is barely visible.

The original non-weighted SO2 vertical profile (pink line) remains largely unaffected
when multiplied by AK 7km or AK 15km (green and red lines, respectively). However
multiplying with AK polluted (as in the lower panels of Figure 5.9) results in significantly
larger SO2 mixing ratios (blue line), with values more than twice the original EMAC SO2

mixing ratios (pink line). This highlights the importance of using appropriate averaging
kernels for specific emission sources when analyzing SO2 mass over point sources (see
Section 3.3.1). If the focus is solely on comparing EMAC results to TROPOMI retrievals
without assessing the absolute SO2 mass, any averaging kernel could be employed, since
they differ only by a constant factor (as depicted in Figure 5.10). Additionally, in Figure
5.9, VCDs for the 15 km case show lower values compared to the VCDs for the standard
(”polluted”) case in both datasets. This indicates that the ratio between the two datasets
remains consistent. However, VCDs for the standard case exhibit larger values (SO2 VCDs
exceeding 3 DU) over Raikoke and Ulawun than those reported in the literature (SO2

VCDs around 1.5), whereas VCDs for the AK 15km case accurately reproduce the actually
released SO2 mass following the Raikoke and Ulawun eruptions.
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5.3 Evaluation of SO2 from anthropogenic and out-

gassing volcano emissions

EMAC SO2 emissions from both, anthropogenic and outgassing (non-eruptive) volcanic
sources, are derived from prescribed emission inventories, specifically CMIP6 and the Aero-
Com Project, respectively. Each of these emission inventories is based on distinct assump-
tions that may not accurately reflect the actual emitted SO2 masses and injection heights.
Consequently, only a relative comparison of SO2 hotspots (i.e. with large SO2 emissions)
and background regions between the EMAC model results and TROPOMI observations
is feasible. A detailed analysis of the absolute values of SO2 emissions from each source
would be unrealistic due to the lack of precise information on emission masses and injection
heights. This limitation contrasts with the case study of eruptive volcanoes discussed in
Section 5.2, where sensitivity simulations were performed to reproduce retrieved SO2 mass
from satellite data after volcanic eruptions. This detailed study was possible, because of
the available data and information on the amount of emitted SO2 and the injection alti-
tude. Therefore, a specific AK (AK 15km suitable for eruptive volcanoes) was applied to
EMAC results to reproduce the emitted SO2 mass by the studied volcanoes. However,
for the comparison discussed in this section, only the ratios and the relationship between
EMAC results and retrieved TROPOMI SO2 VCDs are investigated. This study, can be
performed using any vertical profile case, whether it be the standard (”polluted”) case, 1
km, 7 km, or 15 km box profile cases. This is because both VCDs are calculated using the
same air mass-factor (depending on the studied case), as detailed in Section 3.3.1, leading
to the same ratios between both datasets across all four profile cases.

As shown in the left panel of Figure 5.3, the differences in SO2 VCDs are most pro-
nounced over regions such as China, India, and volcanic areas including the Tibetan Plat-
eau, Etna, and Ulawun, with a lower difference intensity over Europe and the USA. In
contrast, background regions like Africa and Australia exhibit minimal differences. Sim-
ilar patterns of differences are also notable in the same SO2 emission regions, as shown in
Figure 5.11. This comparison aims to clarify how the application of AKs influences the
original EMAC SO2 VCDs and to identify where the largest differences occur.
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Figure 5.11: SO2 VCDs in DU for weighted EMAC data with AK polluted (panel ”a”)
and original EMAC data without AK (panel ”b”) on a global scale. The lower panel ”c”
presents relative differences in % between EMAC VCDs with AK and EMAC without AK.
All the panels represent annual mean data for the year 2019, excluding June and July.

The EMAC SO2 VCDs with AK polluted as seen by the satellite (panel ”a” in Figure
5.11), exhibit increased SO2 VCDs compared to EMAC SO2 VCDs without AK (panel
”b” in Figure 5.11), over regions such as Etna, China, the Tibetan Plateau, as well as
over Europe and the USA, as seen in panel ”c” from Figure 5.11. Conversely, the EMAC
weighted with AK polluted model shows decreased SO2 VCDs over India, South Africa,
and the Ulawun volcano (panel ”c” in Figure 5.11). Notably, in the Northern polar regions,
with latitudes polewards of 65◦N, the EMAC model without AK shows larger SO2 VCDs
compared to EMAC with AK polluted (panel ”c” in Figure 5.11). This is attributed to
missing values in the EMAC data with AK, due to the application of quality assurance
flags (see Section 3.3.1). The derived positive and negative differences in SO2 hotspots are
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related not only to the vertical distribution of SO2 mixing ratios in the EMAC model, but
also to the vertical distribution of the AKs, which represent the satellite sensitivity at each
atmospheric layer.

Figure 5.12 presents the vertical distribution of the four averaging kernels and their
influence on the original vertical distribution of the EMAC SO2 mixing ratios in selected
regions, as a yearly mean in 2019, excluding June and July. These regions include China,
Europe, India, Etna, and the Nevado Ojos del Salado volcano in Chile, where the differences
between the EMAC model with and without AKs are most pronounced, as shown in panel
”c” of Figure 5.11. By examining these regions, a better understanding of the positive
and negative differences in SO2 VCDs is aimed. The vertical profiles, in the left panel
of Figure 5.12, illustrate how each averaging kernel affects the EMAC SO2 mixing ratios,
demonstrating the role of AKs in modifying the original vertical distribution. The different
vertical profiles resulting from the application of averaging kernels to the original shape of
the EMAC model show the same vertical distribution shape, with difference in magnitude
related to the applied AKs. This steps is essential for making the model results comparable
to what the satellite observes. By applying these kernels, specific layers in the model are
weighted more strongly while others are weighted less. This adjustment is necessary to
facilitate a valid comparison with satellite data. These insights are crucial for interpreting
the impact of AKs on the model results and for identifying the altitude, where the vertical
distribution of SO2 is significantly influenced by the application of averaging kernels.
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Figure 5.12: Vertical distribution of the different AKs (right panels) and their impact on
the SO2 mixing ratio vertical profiles in ppt (left panels) on 5 regions in 2019. (a) is over
China, (b) Europe, (c) India, (d) Etna and (e) Nevado Ojos del Salado volcano in Chile.
Note that the increased SO2 mixing ratios near 0 hPa are due to the artifacts originating
from the interpolation of the EMAC vertical columns to the TM5 vertical grid.
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On the right panels of Figure 5.12, the AKs from each selected regions display similar
sensitivity shapes, differing only by a scaling factor. These AKs influence the vertical
profile of the original EMAC SO2 mixing ratios (represented by the pink line on the right
panels of Figure 5.12) depending on the vertical profile used. As the comparison in Figure
5.11 was conducted using AK polluted, the resulting vertical profiles of EMAC multiplied
by AK polluted (blue lines in the left panels of Figure 5.12) is more investigated for the
selected regions.

The satellite’s low sensitivity near the Earth’s surface results in low AK factors. Con-
sequently, the EMAC model with AK polluted generally shows lower SO2 mixing ratios
than EMAC without AK near the surface, as CCMs do not encounter any limitations near
the surface as satellite retrievals. Conversely, higher in the atmosphere, the situation re-
verses. Here, the EMAC model with AK polluted shows larger mixing ratios compared to
the EMAC model without AK above 700 to 600 hPa, except for the case of India. This is
because the model simulates low mixing ratio signals at higher altitudes, where the satel-
lite exhibits large sensitivity. Therefore, the low EMAC mixing ratios are multiplied by
the large AK factors, resulting in larger SO2 mixing ratios and consequently larger VCD
values. This pattern is evident over China, Europe, Etna and Nevado Ojos del Salado
volcanoes, where the model still provides SO2 mixing ratios at higher altitudes. Over In-
dia, the situation is different. Here, the model’s SO2 mixing ratios tend to zero above 600
hPa. That means, that even when multiplying the model’s SO2 mixing ratio by a large
AK factor at that altitude, the values remain near zero, meaning the VCD is primarily
controlled by the mixing ratios below 600 hPa. In this region, the model provides large
SO2 mixing ratios near the surface; however, due to the low satellite sensitivity in the
boundary layer, multiplying by AK polluted results in lower VCD values. These changes
in the SO2 mixing ratio vertical distribution in the original EMAC data after applying the
AKs lead to the observed differences seen in Figure 5.11. Consequently, the EMAC model
with AK polluted shows lower VCDs over India compared to the EMAC model without
AK and larger VCDs over Europe, China, Etna, and Nevado Ojos del Salado volcanoes.

Next, a comparison is conducted between the VCDs of the EMAC model and the
Sentinel-5P/TROPOMI instrument. For this analysis, the AK polluted is further used.
Table 5.3 shows the differences between SO2 VCDs in the EMAC model compared to those
retrieved from TROPOMI over outgassing volcanoes, presented as a yearly mean for 2019.
The table indicates that EMAC SO2 VCDs are generally larger than TROPOMI values
over volcanic regions. Note that, when comparing the satellite data to models multiplied
with the AKs, COBRA data reveals an uncertainty of approximately 27% to 32% on the
retrieved SO2 column, mainly due to instrumental noise (Theys et al., 2022).
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Volcanoes

SO2 emissions at heights [hPa]

in molec /m3/s

SO2 VCD in EMAC

divided by

SO2 VCD in

TROPOMI

577hPa 746hPa 845hPa 926hPa 966hPa 989hPa

Etna in

Southern Italy

1.46e14 9.62e14 —– —– —– —– 7

Trajumulco in

central America

6.84e13 1.29e14 —– —– —– —– 6

Mt Fuji in

Southern Japan

2.74e12 4.81e12 4.85e11 1.12e15 2.85e14 —– 5

Nevado Ojos del Salado

in Chile

2.44e14 —– —– —– —– —– 2.5

Table 5.3: Shown is a comparison of SO2 VCDs between EMAC results and TROPOMI
retrievals over different volcano types in 2019. The emitted SO2 in molec /m3/s in different
altitudes, from 989 hPa till 577 hPa, for all the selected volcanoes, are presented. The
ratios between EMAC SO2 VCDs calculated with AK polluted and TROPOMI SO2 VCDs
calculated for the standard case over all the selected volcanoes, show the relationship
between both datasets.

For instance, the volcanoes located in Southern Italy, central America, Southern Japan,
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and Chile stand out in this comparison. Particularly noteworthy are the ratios between
both datasets, derived for Etna, Tajumulco, and Mt. Fuji, amounting to 7, 6, and 5,
respectively. Similarly, a ratio of approximately 2.5 is evident between EMAC results and
TROPOMI measurements in Nevado Ojos del Salado. These ratios can alternatively be
expressed as percentage differences, revealing a 600%, 500%, 400%, and 150% deviation
between EMAC results and TROPOMI retrievals at Etna, Tajumulco, Mt. Fuji, and
Nevado Ojos del Salado, respectively. Notably, these differences are out of the error margin
of the satellite measurements, which typically ranges between 27% and 32%.

These differences are attributed to the volcanic emission inventory used within the
EMAC model. The larger ratios derived for the first three volcanoes could be attributed
to both, the SO2 emission masses and the emission heights. In the AeroCom inventory
(Dentener et al., 2006), the Etna, Tajumulco, and Mt. Fuji volcanoes are considered not
only as outgassing, but also explosive volcanoes. The top of Etna is approximately 3300
meters, Tajumulco about 4000 meters, and Mt. Fuji about 3700 meters, with emissions
reaching up to around 4500 meters (577 hPa). This indicates explosive volcanic activity,
with emissions ranging from the ”top of the volcano + 500 meters” to ”top of the volcano +
1500 meters”, as detailed in Section 3.1.12. Conversely, the volcano in Chile is categorized
solely as an outgassing volcano, thus showing the lower ratio between EMAC results and
TROPOMI retrievals. Continuous volcanoes, within the used model setup, emit from
”the height of the volcano * 0.67” until the height of the volcano. Volcanic SO2 emission
amounts and heights are challenging to accurately reproduce within a CCM. Therefore, the
AeroCom emission inventory used by EMAC for volcanic activities likely does not reflect
the actual volcanic activity accurately.

For anthropogenically influenced regions, the EMAC model also shows weaker SO2

VCDs compared to those from TROPOMI, but with smaller ratios in most regions com-
pared to volcanic areas. Table 5.4 shows a comparison of EMAC SO2 VCDs with TRO-
POMI in SO2 background and hotspot regions.
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Study regions

Ratios between

SO2 VCD in EMAC for standard case

and

SO2 VCD in TROPOMI for standard case

South Atlantic Ocean 1.1

Africa 1.2

Europe 1.6

USA 1.8

Northeastern China 3.2

Southeastern China 2

India 2.5

Table 5.4: Analysis of the relationship of SO2 VCDs between EMAC results and TRO-
POMI retrievals in different background and hotspot regions in 2019. The ratios between
EMAC SO2 VCD for standard case and TROPOMI SO2 VCD for standard case, in all the
selected regions, are shown.

In background regions, a specific area in central Africa is selected for its low SO2

VCDs, bounded by the coordinates (12◦N, 15◦E), (2◦N, 15◦E), (12◦N, 27◦E), and (2◦N,
27◦E). Additionally, a region in the South Atlantic Ocean, bounded by (20◦S, 20◦W), (30◦S,
20◦W), (20◦S, 5◦W), and (30◦S, 5◦W), is also considered. In these background regions, the
discrepancies are small, ranging between 10 to 20%. In other anthropogenically influenced
regions such as Europe (bounded by (60◦N, 5◦E), (45◦N, 5◦E), (60◦N, 25◦E), and (45◦N,
25◦E)) and the USA (bounded by (45◦N, 70◦W), (30◦N, 70◦W), (45◦N, 120◦W), and (30◦N,
120◦W)), factors of 1.6 (i.e. 60% difference) and 1.8 (i.e. 80% difference), respectively, are
calculated, indicating larger SO2 VCDs from EMAC compared to those from TROPOMI. In
India (bounded by (26◦N, 71◦E), (12◦N, 71◦E), (26◦N, 85◦E), and (12◦N, 85◦E)), a factor of
2.5 (i.e. 150% difference) is derived. In China, a differentiation is made between a hotspot
region in Northeastern China (around Beijing) and a moderate region in Southeastern
China. The boundary coordinates for the Northeastern China region are (42◦N, 105◦E),
(30◦N, 127◦E), (42◦N, 127◦E), and (30◦N, 127◦E). For Southeastern China, the boundaries
are (28◦N, 105◦E), (20◦N, 105◦E), (28◦N, 123◦E), and (20◦N, 123◦E). The SO2 VCD is a
factor of 3.2 (i.e. 220% difference) in Northeastern China and 2 (i.e. 100% difference) in
Southeastern China for the year 2019. For a better visualization of the regions under study,
Figure 5.13 provides a geographical map depicting the different areas. It is important to
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note that, apart from the selected background regions in the South Atlantic Ocean and
Africa, the discrepancies in all other regions exceed the error margin inherent to satellite
measurements, which falls within the range of 27% to 32%.

Figure 5.13: Geographical map highlighting the studied anthropogenically influenced
regions selected for this study. Specific areas in central Africa, South Atlantic Ocean,
Europe, the USA, India, as well as Southeastern and Northeastern China are shown.

From this analysis, it is evident that the ratios vary significantly depending on the
regions analyzed. A cause of the discrepancies is the different spatial resolution of both,
EMAC and TROPOMI. As explained for the case of eruptive volcanoes (see Section 5.2),
EMAC with a coarse spatial resolution of approximately 300 km × 300 km, may not re-
produce the same SO2 mixing ratios retrieved by the TROPOMI/Sentinel-5P satellite.
TROPOMI/Sentinel-5P has a high spatial resolution of 3.5 km× 7 km, allowing it to cap-
ture fine-scale variations in SO2 mixing ratios that can arise from localized emission sources
such as volcanoes, power plants, and urban areas. This disparity in the spatial resolution
means that the model averages emissions over a larger area, which can smooth out local
peaks and results in underestimated SO2 mixing ratios over a specific area around a power
plant, for example. Consequently, localized pollution areas detected by TROPOMI may
appear less or more pronounced in the model output, leading to discrepancies when com-
paring the two datasets. In background regions, such as Africa, the differences between
the SO2 VCDs of EMAC results and TROPOMI retrievals are minimal, falling within the
uncertainty range of TROPOMI retrievals. This indicates a strong agreement between the
two datasets in these areas. However, in regions with larger SO2 emissions, such as India
and China in 2019, as shown in Figures 5.1, 5.2 and reported by Dahiya et al. (2020), the
ratios between both datasets are considerably larger. In contrast, in regions like Europe,
the USA, and Southeastern China, the agreement between EMAC results and TROPOMI
retrievals is relatively good.
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5.4 Discussion and conclusion

5.4.1 Geo-spatial distribution and discrepancies of SO2 VCDs
between EMAC results and TROPOMI retrievals for the
year 2019

The global-scale comparison between the EMAC model results and TROPOMI retrievals
undertaken in this study provides valuable insights into the distribution and discrepancies
of SO2 VCDs for the year 2019. The TROPOMI/Sentinel-5P satellite, distinguished for
its high spatial resolution among satellite instruments, serves as a crucial dataset for this
analysis, offering opportunities for assessing atmospheric composition simulated with the
EMAC model. The chosen year, 2019, represents the most recent complete annual cycle
available in both datasets.

The geographical distribution and temporal variations of SO2 VCDs, as illustrated in
Figures 5.1 and 5.2, highlight significant discrepancies between the EMAC model sim-
ulation results (based on the RD1SD-base-01) and TROPOMI satellite retrievals. The
consistent larger SO2 VCDs from the EMAC model results compared to TROPOMI re-
trievals in regions with active volcanoes or significant anthropogenic emissions underscores
the need for improved process descriptions, mainly emission inventories, in the models and
refined retrievals for TROPOMI measurements.

5.4.2 Effects of volcanic eruptions on the simulated atmospheric
SO2 in the EMAC Model

The analysis of SO2 emissions from eruptive volcanoes such as Raikoke and Ulawun in
2019 reveals critical insights into the vertical distribution and subsequent atmospheric
processes. The significant SO2 signals detected by TROPOMI in June and July were not
present in the CMIP6 emission inventory used by EMAC. Sensitivity simulations (raik-02,
raik-03 and raik-04) with EMAC using different vertical emission profiles were important
in understanding the dispersion and removal of SO2. The examination indicated that the
raik-04 profile, which emitted a larger fraction of SO2 into the stratosphere, from both
Raikoke and Ulawun, aligned more closely with TROPOMI observations.

Further analysis of the cumulative deposited SO2 mass revealed that the larger depos-
ition rates in the raik-03 simulation were due to significant emissions in the troposphere,
leading to more effective scavenging and deposition. The raik-02 and raik-04 simulations,
with larger stratospheric emissions, showed slower deposition rates and longer atmospheric
residence times for SO2.
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5.4.3 Evaluation of SO2 from anthropogenic and outgassing vol-
cano emissions

The comparison of SO2 VCDs from EMAC results and TROPOMI retrievals over outgass-
ing volcanoes, such as in Southern Italy, America, Japan, and Chile, reveals generally larger
SO2 VCDs simulated by the EMAC model compared to TROPOMI retrievals. The differ-
ences, highlighted in Table 5.3, are attributed to the AeroCom volcanic emission inventory
used within EMAC, which may not accurately reflect the actual volcanic activity.

The largest ratios are derived in Southern Italy, America, and Japan, with values of 7
(i.e. 600% difference), 6 (i.e. 500% difference), and 5 (i.e. 400% difference), respectively.
These differences are likely due to the larger prescribed emitted SO2 mass and higher emis-
sion altitude in the AeroCom inventory, where these volcanoes are considered both, out-
gassing and explosive. In contrast, the volcano in Chile, categorized solely as an outgassing
volcano, shows a smaller ratio of 2.5 (i.e. 150% difference). The varying emission heights
and amounts are challenging to reproduce accurately within a CCM, emphasizing the need
for more precise emission inventories. Notably, the differences in SO2 VCDs derived over
the selected volcanoes consistently surpass the error margin (about 27-32%)inherent to
TROPOMI/Sentinel-5P satellite measurements, underscoring the necessity to enhance the
data quality of emission inventories for volcano cases.

On the other side, the comparison of SO2 VCDs from EMAC results and TROPOMI
retrievals in anthropogenically influenced regions indicates that the EMAC model generally
simulates larger SO2 VCDs compared to the TROPOMI retrievals, albeit with lower factors
than in volcanic regions. Table 5.4 presents the differences across various regions, showing
the larger discrepancies in highly polluted areas such as India and Northeastern China.

In background regions such as central Africa and the South Atlantic Ocean, the discrep-
ancies are small, with differences ranging from 10-20%, indicating good agreement between
the datasets. In more polluted regions like Europe, the USA, and Southeastern China, the
EMAC model shows larger SO2 VCDs by factors of 1.6 (i.e. 60% difference), 1.8 (i.e. 80%
difference), and 2 (i.e. 100% difference), respectively.

The larger SO2 VCDs from the EMAC model results compared to TROPOMI retrievals
in India and Northeastern China, with factors of 2.5 (i.e. 150% difference) and 3.2 (i.e.
220% difference), respectively, could be attributed to the large SO2 emissions in these
regions, originating from the CMIP6 emission inventory. These findings align with previous
studies indicating strong SO2 emissions from industrial activities in these areas. The
application of AK polluted ensures a consistent comparison between the model results and
satellite data retrievals, but it also highlights the impact of emission heights on the derived
SO2 VCDs. With the exception of the chosen background areas in the South Atlantic
Ocean and Africa, it’s noteworthy that the disparities derived across all other regions
exceed the error margin associated with satellite measurements, typically falling between
27% and 32%.

Since TROPOMI only provides total VCD values, a detailed analysis of the entire ver-
tical profile between both datasets is not possible. Therefore, it is difficult to ascertain
whether the differences originate near the surface or higher up in the atmosphere. To
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address this, a comparison of the simulated SO2 concentrations at the Earth’s surface and
in the boundary layer are conducted in the next sections.

In conclusion, the comparison between the EMAC model results and TROPOMI re-
trieved data highlights the strengths and limitations of the EMAC model in representing
atmospheric SO2 VCDs on a global scale. It also enables the study of the deposited sulfur
species in the EMAC model after large volcanic eruptions. The analysis underscores the
importance of accurately representing emission heights and profiles, particularly for erupt-
ive and outgassing volcanoes. The larger SO2 VCDs simulated over outgassing volcanoes
are related to the injections of SO2 mass at higher altitudes. Therefore, the model tends
to exhibit elevated SO2 mixing ratio values at these altitudes, where the satellite retrieval
is most sensitive. In other words, if the model has the biggest error in those high alti-
tudes, where TROPOMI is the most sensitive, then the biggest discrepancy between the
end results is produced. The findings also indicate that while the EMAC model generally
shows larger SO2 VCDs than TROPOMI retrievals in anthropogenically influenced and
volcanic regions, the discrepancies vary depending on the emission sources and regions
analyzed. These differences are retrieved between the total VCD of the model results and
the total VCD of the TROPOMI retrievals, making it challenging to determine the specific
altitudes at which these differences originate. Therefore, a model evaluation with ground-
based measurements at the Earth’s surface in regions, where reliable data are available,
could provide a more accurate assessment of the model’s SO2 concentrations and sulfur
deposition fluxes (see Section 6).

Finally, the good agreement in background regions and the ability to capture peak SO2

mass burdens from large volcanic eruptions validate the model’s capability in reproducing
retrieved SO2 VCDs within the uncertainty range of TROPOMI retrievals. However, the
ongoing challenges in accurately simulating SO2 emissions and their vertical distribution
highlight the need for improved emission inventories and validated observational data.
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Chapter 6

Evaluation of simulated SO2 with
ground-based measurements

Shifting from a global dataset to a more localized analysis, this chapter focuses on a
comparative examination of sulfur species from the EMAC model results against ground-
based measurements sourced from observation networks in major SO2-emitting regions
worldwide. Specifically, the analysis centers on SO2 concentrations and sulfur deposition
fluxes over the USA, Europe, and at selected observational stations in China and Japan.
These regions are chosen due to the availability of extensive and reliable datasets covering
a two-decade period, from 2000 to 2019.

Ground-based measurements provide invaluable insights into SO2 concentrations, primar-
ily stemming from point sources such as power stations and smelters. Upon release into
the atmosphere, SO2 has a relatively short lifetime of approximately two days, although
this duration can vary between 15 to 65 hours during summer and winter, respectively (Lee
et al., 2011). These variations are influenced by a complex interplay of factors including
meteorological conditions, atmospheric chemistry, and regional emission patterns. The ox-
idation of SO2 leads to the formation of sulfate ions (SO4

2– ), representing the predominant
mechanisms responsible for removing SO2 from the atmosphere (see Section 4.1).

Examining sulfur deposition fluxes within the RD1SD-base-01 simulation from the
EMAC model in comparison to observations from these specific regions provides a nuanced
understanding of the temporal evolution of deposited sulfur. Within the RD1SD-base-01
simulation, SO2 emissions, including those from anthropogenic sources, are originated from
the CMIP6 inventory (as mentioned in Section 3.3). The processes governing the removal
of SO2 from the atmosphere, including wet and dry depositions, are elaborated upon in
Sections 3.1.7 and 3.1.9, respectively. Moreover, the data products of ground-based meas-
urements are prescribed in Section 3.2.2.

This approach allows for a more detailed and region-specific understanding of SO2

emissions and the simulation outcomes in predicting sulfur chemistry. An evaluation of
sulfur in EMAC with ground-based measurement is described for the USA, Europe and
the China-Japan region in Sections 6.1, 6.2 and 6.3, respectively.

It is important to note, that for the time series analysis in this section, mean/average
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values and standard deviation across stations are calculated for each year for both, the
EMAC model results and the data from observational networks, across the stations in
Eastern and Western USA, Europe, and over the China-Japan region. This is calculated
through several steps. First, the monthly mean values from each of the available ob-
servational stations are aggregated to compute yearly mean values. This aggregation is
performed for each station individually over the period from 2000 to 2019. Furthermore,
the observational stations are geographically dispersed and do not directly align with the
spatial grid used by the EMAC model. Therefore, a spatial regridding process (the nearest
neighbor method is used in this work) is necessary to map the observational data onto
the model’s grid for a direct comparison (see Section 3.3.2). For EMAC grid boxes con-
taining multiple observational stations, the mean value of all stations within that box is
computed, in order to obtain a single representative value per grid box. Afterwards, the
weighted mean over those grid boxes is determined by summing all the grid box values
weighted by the area of the grid boxes, as follows:

µw =

∑N
i=1wixi∑N
i=1wi

, (6.1)

where µw is the weighted mean, xi represents the value in grid box i, wi is the area
(weight) of grid box i, and N is the total number of the grid boxes. Consequently, the
weighted standard deviation σw is then expressed as:

σw =

√∑N
i=1wi (xi − µw)

2∑N
i=1 wi

. (6.2)

For the spatial analysis, the calculated mean values and the corresponding standard
deviations over the whole time series, i.e. for 20 years, are calculated.

Through all this thesis the results are shown for the measurement sites mapped onto
the model grid. Therefore, these measurement sites are referred to as ’grid-mapped sites’.

6.1 Sulfur concentration and deposition in the USA

In the United States, sulfur species simulated at the Earth’s surface are evaluated against
observation data obtained from the CASTnet network. As detailed in Section 3.2.2, CAST-
net provides surface-level observations, including monthly and yearly mean SO2 concen-
trations in µg/m3 and sulfur wet deposition fluxes in kg(S)/ha per year. The SO2 con-
centrations and sulfate amounts in precipitation samples are measured, whereas the dry
deposition fluxes are simulated based on a Multi-Layer Model (see Section 3.2.2).

In the present work the years spanning from 2000 to 2019 are evaluated. This extens-
ive dataset enables a comprehensive analysis of long-term trends and fluctuations in SO2
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concentrations. Over the USA, 98 stations were selected for examination, providing de-
tailed data on both, SO2 concentrations and sulfur deposition fluxes over the two-decade
period. Specifically, 34 observation stations positioned West of 100◦W longitude represent
the Western USA, while the remaining 64 stations East of 100◦W represent the Eastern
USA region. The spatial distribution of the locations is depicted in Figure 3.6 in Section
3.2.2.

Figure 6.1 shows the SO2 concentration measured at the CASTnet grid-mapped sites
(right panel) and the EMAC simulated concentration (left panel). In both cases, 20 year
averages are calculated. It is important to note that the EMAC results are only shown for
grid boxes where observational stations are located, which explains the presence of ”empty
boxes” in the EMAC model results.

Figure 6.1: Geographical distribution of mean SO2 concentrations for the years between
2000 and 2019 at the Earth’s surface as simulated with EMAC and observed at the CAST-
net grid-mapped sites in µg/m3. The red and blue boxes indicate the regions, where the
SO2 emissions from the CMIP6 and EDGAR5 emission inventories are compared (details
see text).

Figure 6.1 indicates that Eastern grid-mapped sites exhibit larger SO2 concentrations
compared to the grid-mapped sites in the Western region in both datasets. This disparity
is attributed to the higher density of SO2 emission sources concentrated in the Eastern
USA compared to the Western part. This is also reported by Hardacre et al. (2021) and
Qu et al. (2019), which affirm that SO2 emissions and concentrations are more significant
in the Eastern part of the USA compared to the Western part.

As shown in Figure 6.1, CASTnet (right panel) measures approximately 7 µg/m3 at
some individual grid-mapped sites in the Eastern USA, with other Eastern grid-mapped
sites showing very low SO2 concentrations of about 0.5 µg/m3. On the left panel in
Figure 6.1, the RD1SD-base-01 simulation driven by the CMIP6 inventory indicates that
SO2 concentrations at some individual Eastern grid-mapped sites are less intensive than
those reported by CASTnet. However, on average, EMAC results show overall consistent
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SO2 concentrations between 1.5 µg/m3 and a maxima of about 5.5 µg/m3 at Eastern
grid-mapped sites. In the Western region, both datasets show lower SO2 concentrations,
averaging around 1 µg/m3 across all grid-mapped sites. However, the RD1SD-base-01
simulation results in larger SO2 concentrations reaching up to 3 µg/m3 at some Western
grid-mapped sites. This comparative analysis highlights the range of the distribution across
the different grid-mapped sites in both datasets. The larger distribution range of the SO2

concentrations in the EMAC model across the grid-mapped sites in Western USA compared
to the smaller distribution range of the SO2 concentrations across the grid-mapped sites in
the same region from CASTnet measurements, results in larger standard deviation values
in the EMAC results compared to those from the CASTnet measurements (see panel (a)
in Figure 6.2). For the Eastern USA, the picture is different. Here, the CASTnet network
shows a larger range of the SO2 concentrations across the grid-mapped sites compared to
the EMAC model. Consequently, this results in larger standard deviations in the CASTnet
measurements compared to those from the EMAC results (see panel (b) in Figure 6.2).

Figure 6.2 provides a comparison between both, the RD1SD-base-01 simulation (driven
by the CMIP6 emission inventory) and CASTnet SO2 concentration, and sulfur deposition
flux across different regions in the USA. Specifically, SO2 concentrations and sulfur depos-
ition fluxes from Western grid-mapped sites (panels (a) and (c), respectively), and from
Eastern grid-mapped sites (panels (b) and (d), respectively), are shown. The comparison
involves calculating the annual mean of SO2 concentration in µg/m3 and sulfur deposition
flux (wet and dry processes) in kg(S)/ha per year, averaged over Eastern, and Western
USA grid-mapped sites, respectively.

For both, surface SO2 concentration and sulfur deposition flux, the RD1SD-base-01
simulation driven by the CMIP6 emission inventory effectively captures the decline across
both regions of the USA for the period 2000-2019. As shown in Figure 6.2, the model
tends to simulate larger surface SO2 concentrations than CASTnet by a factor of 2 (i.e.
100% difference) in the Western region over the 20-year period (panel (a)), while showing
approximately 20% (i.e. factor of 1.2) larger SO2 concentrations over the Eastern USA
grid-mapped sites (panels (b)). At Western USA grid-mapped sites, EMAC shows de-
creasing surface SO2 concentrations after 2000, which brings the simulated results into
better agreement with the observations over time (see panel (a) in Figure 6.2). The large
standard deviation derived from the datasets are attributed to the extensive dispersion of
sulfur sources across a broad geographical area.

In the Eastern and Western USA, the largest part of sulfur removal occurs via wet de-
position. This is effectively simulated by EMAC in agreement with CASTnet observations.
Note that for the calculation of deposition flux within the RD1SD-base-01 simulation, the
deposited sulfate and SO2 were converted to a sulfur equivalent. For example, to con-
vert SO2 into a sulfur (S) equivalent, this conversion accounts for the molecular weights
of sulfur and SO2. The atomic weight of sulfur is approximately 32.06 g/mol, while the
molecular weight of SO2 is approximately 64.07 g/mol. Therefore, the deposited SO2 flux
is divided by a conversion factor of approximately 2 to obtain the deposition flux of sulfur
equivalent. The same is also done with all the other deposited sulfur species. In panel
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(d) in Figure 6.2, EMAC shows a lower sulfur deposition flux over the Eastern USA, for
wet deposition (10% lower EMAC values compared to CASTnet) and larger values for dry
deposition (30% larger EMAC values compared to CASTnet) over the 20-year period. In
the Western USA, EMAC also simulates a 5% lower sulfur wet deposition flux compared
to CASTnet over the entire 20-year period (panel (c) in Figure 6.2). Here, EMAC does
not show lower values over all the time range, but indicates larger wet sulfur deposition
between 2002 and 2008. For the sulfur dry deposition flux (orange lines), EMAC shows a
factor of 2 larger values over the entire 20 year-period compared to CASTnet.

Since the concentration simulated by the model is directly affected by the prescribed
emissions, it is important to understand the differences between the used CMIP6 emission
inventory (see Section 3.1.12) and other emission inventories. In this work the EDGAR5
emission inventory (see Section 3.1.12) is used for this comparison. For this, the temporal
evolution of sulfur emissions in Tg(S)/a from the CMIP6 emission inventory (orange lines
in panels (e) and (f) in Figure 6.2) is compared with those from the EDGAR5 emission
inventory (black lines in panels (e) and (f) in Figure 6.2). This comparison, as shown in
Figure 6.2, highlights the discrepancies and potential biases between the different emission
inventories, allowing to assess the robustness of the model’s input data. Note that for the
calculation of sulfur emissions, the emissions from SO2 were converted to sulfur equivalent.
The anthropogenic emissions (particularly from fossil fuels, ship, road, and aircraft sectors)
from both emission inventories are calculated as a yearly area integral over a Western USA
region (see panel (e) in Figure 6.2) bounded by the coordinates (50◦N, 100◦W), (28◦N,
100◦W), (50◦N, 123◦W), and (28◦N, 123◦W), and over an Eastern USA region (see panel
(f) in Figure 6.2) located at the coordinates (50◦N, 60◦W), (28◦N, 60◦W), (50◦N, 100◦W),
and (28◦N, 100◦W). Both regions are shown in Figure 6.1, where the red and blue boxes
represent the selected Eastern and Western USA regions, respectively.

Over the western USA (panel(e) in Figure 6.2), CMIP6 shows 50% larger sulfur emis-
sions than EDGAR5 between 2000 and 2015. The picture is different in the Eastern USA
region (panel(f) in Figure 6.2), where CMIP6 indicates 10% lower emitted sulfur compared
to EDGAR5 between 2000 and 2015. The difference between the two emission inventor-
ies, particularly the larger anthropogenic sulfur emissions in CMIP6 compared to those
in EDGAR5 over the Western USA, could be a major factor contributing to the larger
SO2 concentrations simulated by EMAC compared to those observed at the CASTnet in
Western USA (see panel (a) in Figure 6.2). Consequently, using the EDGAR5 emission
inventory over the Western USA would likely result in smaller SO2 concentrations in the
EMAC model, thereby reducing the bias between the CASTnet measurements and the
EMAC results in that region.

For the final year of the study, 2019, the used CMIP6 emission inventory within the
RD1SD-base-01 simulation leads to a larger SO2 concentration by a factor of approximately
1.6 compared to the CASTnet measurements.
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6.2 Sulfur concentration and deposition in Europe

In Europe, 48 observational stations from the EMEP database are analyzed, as detailed
in Section 3.2.2. Similar to the USA, these stations were selected due to the extensive
data availability spanning from 2000 to 2019. Additionally, measured SO2 concentrations
in µg/m3 and sulfur wet deposition fluxes in kg(S)/ha per year are provided (see Section
3.2.2). A representation of the positions of the observational stations used in Europe for
this study is available in Figure 3.7 in Section 3.2.2. It is important to note that, unlike
in the USA, the EMEP does not provide simulated sulfur dry deposition data.

First, the spatial distribution of SO2 concentration over Europe from both datasets, is
shown in Figure 6.3. It is important to note that the EMAC results are only shown for
grid boxes where observational stations are located, which explains the presence of ”empty
boxes” in the EMAC model results. Here, EMAC (left panel) shows the largest SO2 concen-
trations (between 4 and 8 µg/m3) over central East Europe, with lower SO2 concentrations
(between 0.3 and 3 µg/m3) over grid-mapped sites in the United Kingdom and Western
Europe. On the other side, EMEP measures one very large SO2 concentration (about 7.5
µg/m3) over a grid box situated in Serbia, while showing lower SO2 concentrations at the
remaining grid-mapped sites (between 0.2 and 3.3 µg/m3).

Figure 6.3: Geographical distribution of mean SO2 concentrations for the years between
2000 and 2019 at Earth’s surface as simulated with EMAC and observed at the EMEP
grid-mapped sites in µg/m3. The blue box indicates the region, where the SO2 emissions
from the CMIP6 and EDGAR5 emission inventories are compared (details see text).

Figure 6.4 illustrates the decline of SO2 concentration across Europe, which is well cap-
tured by EMAC throughout the 20-year period (top left panel in Figure 6.4). Consequently,
the temporal reduction in sulfur loss due to wet deposition is also accurately represented by
EMAC (top right panel in Figure 6.4). However, the used CMIP6 emission inventory tends
to produce larger SO2 concentrations within the RD1SD-base-01 simulation compared to
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observational data within the European domain (top left panel in Figure 6.4). Specifically,
SO2 surface concentrations from the model show a gradual decline between 2000 and 2012,
with an annual decrease rate of 0.11 µg/m3, whereas ground-based observational data in-
dicates a slower reduction rate of 0.04 µg/m3 per year during the same period. After 2012,
both, model results and observational datasets, exhibit a more pronounced acceleration in
the decline of SO2 concentration, with rates of approximately 0.22 and 0.12 µg/m3 per
year, respectively.

Over the entire 20-year period, EMAC driven by the CMIP6 emission inventory con-
sistently shows larger annual mean surface SO2 concentrations in Europe by a factor of
approximately 1.8 compared to the EMEP dataset. Specifically, EMAC indicates larger
SO2 concentrations relative to observational data by a factor of 2 between 2000 and 2012,
and with a lower factor of approximately 1.5 between 2012 and 2019. Regarding sulfur wet
deposition flux, EMAC also simulates consistently larger values than EMEP by a factor of
1.3 over the entire 20-year period. Notably, a consistency is observed in the decline rates
of both datasets, characterized by a yearly mean decrease of about 0.05 µg/m3 throughout
the duration from 2000 to 2019. Despite the differences in SO2 concentration and sulfur
deposition flux, it is noteworthy that the model exhibits a good alignment with observa-
tional data, as shown in the temporal progression of both, SO2 concentration and sulfur
deposition flux.

Similar to the study of sulfur emissions over the USA (see Section 6.1), the prescribed
CMIP6 emission inventory in Europe used by the RD1SD-base-01 simulation, shows dif-
ferences in the temporal evolution of emitted sulfur compared to the EDGAR5 emission
inventory (see the low panel of Figure 6.4). Note that for the calculation of sulfur emis-
sions, the emissions from SO2 were converted to sulfur equivalent. Here, the anthropogenic
sulfur emissions (particularly from fossil fuels, ship, road, and aircraft sectors) from both
emission inventories are calculated as a yearly area integral (taking into account the grid
box area of the different grid boxes) between 2000 and 2019 (2015 for EDGAR5) of all
model grid boxes over a region in Europe bounded by the coordinates (70◦N, 40◦E), (35◦N,
40◦E), (70◦N, 22◦W), and (35◦N, 22◦W). The chosen region is marked by a blue box, as
shown in Figure 6.3. In the lower panel of Figure 6.4, an identifiable reduction of anthropo-
genic sulfur emissions across Europe is evident throughout the temporal evolution of both
emission inventories. Specifically, the sulfur emissions in the CMIP6 inventory are 20%
larger than those from the EDGAR5 inventory between 2000 and 2015 over Europe. This
implies that using the EDGAR5 emission inventory would result in 20% less SO2 being
emitted in the model. Consequently, using the EDGAR5 emission inventory in Europe
would likely result in lower SO2 concentrations and therefore lower sulfur wet deposition
fluxes in the EMAC model, thereby reducing the bias between the EMEP measurements
and the EMAC results.
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Figure 6.4: Temporal evolution of mean annual surface SO2 concentration and sulfur
wet deposition flux from EMAC (blue lines) and EMEP (red lines) between 2000 and 2019
at the grid-mapped sites in Europe (top panels). The lower panel shows the comparison
between the temporal evolution of CMIP6 and EDGAR5 anthropogenic sulfur emissions
as a yearly area integral between 2000 and 2019 (2015 for EDGAR5) of all the model grid
boxes situated in the region marked by the blue box in Figure 6.3.

For the final year, 2019, the used CMIP6 emission inventory within the RD1SD-base-01
simulation leads to a larger EMAC SO2 concentration by a factor of approximately 1.45
compared to EMEP measurements.

6.3 Sulfur concentration and deposition in China and

Japan

In the context of East Asia, a comprehensive investigation of SO2 and its associated
processes, particularly within China, is imperative due to the substantial contribution
of Chinese SO2 emissions, which account for 64–71% of the total emissions across Asia
(Kuribayashi et al., 2012). Furthermore, the pronounced enhanced SO2 VCD values from
both, EMAC model simulation and TROPOMI observational data across the East-Asia
region, and especially in Northeastern China, as depicted in Figures 5.1 and 5.2 in Section
5.1, underscore the importance of this region. However, as described in Section 3.2.2, it
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is complicated to find representative monitoring stations providing continuous, long-term
datasets of measured SO2 concentrations and sulfur deposition fluxes. Consequently, only
5 stations in Southeastern China and 9 over Japan from the EANET network have been
selected for the present work (see Section 3.2.2). This selection was based, as for the
previous networks in the USA and Europe, on long-term measurements (2000 to 2019 for
this study) providing both, measured SO2 concentration in µg/m3 and sulfate deposited
fluxes in mmol/m2 per year in EANET (see Section 3.2.2). The geographical distribution
of selected stations in China and Japan are shown in Figure 3.8 in Section 3.2.2.

In Figure 6.5, both, EMAC and EANET datasets indicate larger SO2 concentrations
at grid-mapped sites situated in China compared to those in Japan. On the right panel
in Figure 6.5, EANET measures large SO2 concentrations with a maxima of about 12
µg/m3 at three grid-mapped sites in China, while showing lower SO2 concentrations ranging
between 1 and 3 µg/m3 at the other grid-mapped sites in Japan. On the left panel of
Figure 6.5, the EMAC results show overall more consistent SO2 concentrations with one
grid-mapped site in China showing around 12 µg/m3, while SO2 concentrations at the other
grid-mapped sites in China and Japan range between 2 and 8 µg/m3. This elucidates, the
larger range of the SO2 concentrations of the EANET network, compared to the smaller
range of the SO2 concentrations across the grid-mapped sites from the EMAC model.
These distributions of both datasets result in corresponding larger standard deviations in
the EANET measurements compared to those from the EMAC results (see the left upper
panel in Figure 6.6).

Figure 6.5: Geographical distribution of mean SO2 concentrations for the years between
2000 and 2019 at Earth’s surface as simulated with EMAC and observed at the EMEP
grid-mapped sites in µg/m3. The blue box indicates the region, where the SO2 emissions
from the CMIP6 and EDGAR5 emission inventories are compared (details see text).

Lu et al. (2010) and Ohara et al. (2007) reported a significant increase of SO2 emissions
in China during the early 2000s, a trend confirmed by CMIP6 and EDGAR5 emission
inventories, as depicted in the lower panel of Figure 6.6 (SO2 emissions were converted to
sulfur equivalent). This rise of sulfur emissions is also reflected in the SO2 concentrations
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and the deposited mass flux of SO4
2– , as illustrated in the same figure (top left and top

right panels, respectively). EMAC indicates an overall increase of SO2 concentration and
the deposited mass flux of SO4

2– from 2000 till 2014. However, data from EANET reveals
a different trend. According to the EANET network, SO2 concentration increased until
2006 at a rate of 0.7 µg/m3 per year. On the other side, the deposited mass flux of SO4

2–

also increased until 2006 at a rate of 0.11 mmol/m2 per year. Afterwards, a decline of
SO2 concentration by 0.5 µg/m3 per year and of the deposited SO4

2– mass flux by 1.3
mmol/m2 per year until 2014, was measured.

Figure 6.6: Temporal evolution of mean annual surface SO2 concentration and sulfate
wet deposition flux from EMAC (blue lines) and EMEP (red lines) between 2000 and 2019
at the grid-mapped sites in China and Japan (top panels). The lower panel shows the
comparison between the temporal evolution of CMIP6 and EDGAR5 anthropogenic sulfur
emissions as a yearly area integral between 2000 and 2019 (2015 for EDGAR5) of all the
model grid boxes situated in the region marked by the blue box in Figure 6.5.

Following 2014, numerous reports from environmental agencies and satellite observa-
tions have consistently indicated a significant decrease of China’s SO2 emissions. Studies
by Wei et al. (2023) and Ronald et al. (2016) have highlighted that SO2 emissions in China
experienced a sharp decline post-2014, nearly vanishing by 2020. This reduction in SO2
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emissions after 2014 is also noticeable in the time evolution of sulfur emissions from the
CMIP6 inventory utilized in this study (low panel in Figure 6.6). From 2014 to 2019, a
reduction exceeding 50% have been documented across the China-Japan region, with sulfur
emissions decreasing from about 22 Tg(S)/a to 12 Tg(S)/a, within the CMIP6 emission
inventory. This decline of sulfur emissions notably influences the SO2 concentration and
the deposited SO4

2– mass flux over that region. Consequently, a remarkable reduction,
from about 5.5 µg/m3 of SO2 concentrations in 2014 to approximately 3 µg/m3 by 2019,
is detected (see the upper left panel in Figure 6.6). Additionally, a good agreement is
also evident between EMAC results and EANET measurements regarding the evolution
of deposited SO4

2– mass flux. Here, the deposited SO4
2– mass flux from both datasets

indicate a decrease from 28 mmol/m2 in 2014 to 18 mmol/m2 in 2019 (see the upper right
panel in Figure 6.6).

In contrast to Europe and the USA, a comparative analysis of SO2 concentration and
the deposited mass flux of SO4

2– from the RD1SD-base-01- simulation with measurements
in China and Japan reveals noticeable differences in their temporal evolution. Notably, the
RD1SD-base-01 simulation based on CMIP6 consistently exhibits lower SO2 concentrations
than EANET between 2000 and 2012, with a factor of approximately 1.5. Subsequently,
larger SO2 concentrations from EMAC of approximately 15% are detected in the years
between 2012 and 2019. This pattern extends to sulfate deposition temporal evolution,
where EMAC consistently simulates lower values than EANET from 2000 until 2014, with
a factor of approximately 1.6. However, from 2014 onwards, EMAC exhibits a reversal in
trend, indicating larger values than EANET measurements by approximately 10% until
2019.

In the low panel of Figure 6.6, the anthropogenic emissions from both, the used CMIP6
emission inventory and the EDGAR5 emission inventory are calculated as a yearly area
integral over a region in China-Japan bounded by the coordinates (50◦N, 150◦E), (17◦N,
150◦E), (50◦N, 100◦W), and (17◦N, 100◦W). The chosen region is marked by the blue box
shown in Figure 6.5. Note that for the calculation of sulfur emissions, the emissions from
SO2 were converted to sulfur equivalent.

In 2019, the used CMIP6 emission inventory within the RD1SD-base-01 simulation
leads to a SO2 concentration of 3.6 µg/m3 compared to 2 µg/m3 measured by the EANET
network, giving a bias of 1.6 µg/m3 and a ratio of 1.8.

6.4 Discussion and conclusion

Based on the previous detailed analysis over the USA, Europe and China-Japan, several
key observations and insights emerge regarding the performance of the EMAC model in
reproducing sulfur concentrations and deposition rates across those regions.
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6.4.1 Evaluation of sulfur simulation in the USA and Europe

The analysis of SO2 concentrations and sulfur deposition fluxes over the USA and Europe
reveals insights into the performance of the EMAC model within these regions. Overall,
EMAC demonstrates the capability of capturing the temporal trends and spatial distribu-
tions of sulfur species, across both, the USA and Europe. The comparison with ground-
based measurements from the CASTnet network highlights the model’s ability to replicate
the observed declining trend and the historical changes in sulfur concentrations and depos-
ition fluxes over the two-decade period from 2000 till 2019, as confirmed by Hardacre et al.
(2021) and Aas et al. (2019). For the studied 20-year period, the EMAC model generally
shows larger surface SO2 concentrations over both, Europe and USA regions.

A model’s tendency to overestimate atmospheric SO2 concentrations can stem from
two primary sources: insufficient removal processes, such as deposition or oxidation, and
inaccurately large emissions. To address these issues, it’s important to evaluate both, the
chemical mechanisms and the emission inventory utilized in the model.

As mentioned earlier, the EMAC model is driven by the CMIP6 emission inventory.
The choice of the emission inventory directly impacts the simulated SO2 concentration,
which in turn effects the deposition processes (see Section 3.1.9). Pope et al. (2021) repor-
ted larger SO2 emissions in CMIP6 (115 Tg/a) by approximately 15 Tg/a, compared to
EDGAR5 (Crippa et al., 2022) (102 Tg/a) and OMI-HTAP (Liu et al., 2018) (100 Tg/a).
Additionally, Hardacre et al. (2021) mentioned that SO2 emissions from CMIP6 are espe-
cially too large over the Western USA, where the largest bias in SO2 concentration and
consequently dry deposited sulfur between EMAC and CASTnet were derived.

Sulfur dry deposition in EMAC shows larger values of about 30% at Eastern USA grid-
mapped sites, while indicating 100% more pronounced dry deposited sulfur over Western
USA. The 30% difference over the Eastern USA is also reported by other studies, for
instance by Baumgardner et al. (2002), who highlighted that the SO2 dry deposition flux
(simulated by the MLM model) from CASTnet could be up to 30% lower than direct
observations. However, this means that over Western USA grid-mapped sites, EMAC still
simulates more dry deposited sulfur than the CASTnet measurements. This could be
explained by the earlier mentioned larger SO2 emissions from CMIP6 over Western USA,
which increase the bias between SO2 concentration and dry deposited sulfur of EMAC and
CASTnet, as described in Section 6.1.

The wet deposition in EMAC over both, Europe and the USA is in good agreement with
EMEP and CASTnet networks, respectively. In Section 6.1, over the entire 20-year period,
EMAC shows consistently lower sulfur wet deposition fluxes compared to the measurements
networks, by about factors of about 1.1 and 1.05 over Eastern and Western USA regions,
respectively. These differences in the wet deposition fluxes in the USA between the model
results and the measurements could be partly attributed to the missing budget term in
the SCAV submodel of the RD1SD-base-01 simulation (see Table 4.2 in Section 4.1). Over
all the studied years between 2010 and 2019 (see Table 4.2 in Section 4.1), an average of
7.41± 0.59 Tg(S)/year deficit is calculated, where 89.80± 5.98 Tg(S)/year are simulated.
This means that the simulated wet deposition flux needs to be scaled by a correction factor
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of approximately 1.07, under the assumption that the species of the missing budget term
are equally spatially and in time distributed as the explicitly resolved deposited species.
By applying this correction factor, the sulfur wet deposition flux in the EMAC model
would be a factor 1.07 larger, which reduces the regional bias of simulated compared to
measured wet deposited sulfur fluxes over the USA. In contrast, over Europe, the EMAC
model simulates sulfur wet deposition fluxes that are about 1.3 times larger than those
measured by the EMEP network. These findings suggest that the larger simulated SO2

concentrations compared to the measured data in both the USA and Europe are unlikely to
be due to insufficient removal processes. Instead, the discrepancy is more likely attributable
to the large CMIP6 SO2 emissions used in the RD1SD-base-01 simulation.

Moreover, Mulcahy et al. (2020) and Hardacre et al. (2021) reported that injecting SO2

emissions into the lowest model layer may increase the bias in surface SO2 concentrations.
Consequently, Buchard et al. (2014) demonstrated that injecting SO2 emissions from vari-
ous sectors across multiple vertical layers above the lowest model layer has enhanced the
agreement between SO2 concentrations simulated by the Goddard Earth Observing Sys-
tem version 5 (GEOS-5) global model, and the observational stations. In EMAC, a varying
emission height is already implemented. For instance, SO2 emissions originating from fossil
fuels are injected in 45, 140, 240, 400, 600, and 800 meters, considering a more realistic
emission height.

In this work comparing localized observations with the simulated values by the EMAC
model on a coarse spatial resolution of approximately 300 km×300 km, could also increase
the bias between the datasets. The EMAC model’s resolution may inadequately represent
the transport dynamics of SO2 in complex terrain, such as the Rocky Mountains in Western
USA, amplifying biases in SO2 concentration and dry deposited sulfur between EMAC
results and CASTnet measurements. Therefore, conducting high-resolution model studies
would not only enhance our understanding of local-scale SO2 dispersion patterns but also
provide insights into the accurate estimation of SO2 losses, especially near point sources.

Finally, the RD1SD-base-01 simulation driven by the CMIP6 emission inventory shows
larger SO2 ground-concentrations than the observational networks in 2019 over both, the
USA and Europe, with ratios of approximately 1.6 and 1.45, respectively. These factors
align well with the differences derived between SO2 VCDs in EMAC and those retrieved
by TROPOMI (1.8 over the USA and 1.6 over Europe) (see Section 5.3). This means
that the bias between the simulated and the measured SO2 concentrations at the Earth’s
surface corresponds consistently to the bias between the simulated and the retrieved SO2

VCDs. This strengthens the earlier hypothesis that the prescribed SO2 emissions in the
RD1SD-base-01 simulation might be overestimated over Europe and the USA.

6.4.2 Evaluation of sulfur simulation in China and Japan

Unlike the consistent temporal evolution of EMAC’s SO2 concentration and sulfur depos-
ition flux over the USA and Europe, EMAC fails to capture the observed declining trend
over China and Japan. From 2000 to 2014, both, SO2 concentration and SO4

2– wet de-
position flux simulated by EMAC show an increase, albeit with values lower than those
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measured by the EANET network. Starting from 2014, EMAC begins to show a decreasing
trend similar to that observed by EANET for both, SO2 concentrations and SO4

2– wet
deposition flux. Furthermore, EMAC shows larger fluxes for both, SO2 concentrations and
SO4

2– wet deposition flux compared to EANET after 2014.
As discussed in Section 6.3, evaluating EMAC’s performance over East Asian regions

poses challenges due to limited data availability. Moreover, the comparison underscores
the importance of ongoing refinement and validation efforts to enhance the predictive
capabilities of atmospheric models in capturing complex regional variability and trends,
especially in China.

Similar to the analysis over the USA and Europe, the RD1SD-base-01 simulation driven
by the CMIP6 emission inventory shows larger SO2 ground-concentrations in 2019 over
China (specifically Southeastern China) and Japan, with a ratio of 1.8. The simulated
SO2 VCD in EMAC over Southeastern China is 2 times larger than those retrieved by
TROPOMI (see Section 5.3). This indicates, like over the USA and Europe, that the
bias between the simulated and the measured SO2 concentrations at the Earth’s surface
corresponds consistently to the bias between the simulated and the retrieved SO2 VCDs.
This difference could be attributed to the prescribed SO2 emissions in the RD1SD-base-01
simulation, which might be overestimated.

In conclusion, this section highlights several key findings based on the analysis of SO2

concentrations and sulfur deposition fluxes across the USA, Europe, and parts of East
Asia using the EMAC model. EMAC effectively captures temporal trends and spatial
distributions of sulfur species in the USA and Europe, albeit with tendencies to overestim-
ate surface SO2 concentrations. The choice of the CMIP6 emission inventory significantly
impacts the model performance. CMIP6’s larger SO2 emissions compared to those from
the EDGAR5 emission inventory result in elevated SO2 concentrations, particularly over
the Western USA and Europe, where discrepancies with ground-based measurements are
most pronounced. Challenges in modeling sulfur over East Asia underscore data limita-
tions, yet EMAC generally reproduces trends of SO2 concentrations and sulfur deposition
fluxes, though improvements are needed. High-resolution modeling is recommended to
better resolve local-scale transport dynamics and refine emission estimates. Furthermore,
other factors, such as the sulfur chemistry in the model (i.e. oxidation and dry/wet depos-
ition processes) must be considered to minimize the bias, when comparing model results
to observational data. Overall, this analysis provides insights into EMAC’s strengths and
limitations, suggesting future model refinement and validation to enhance understanding
of sulfur chemistry and support environmental policy decisions.
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Chapter 7

Analysis of SO2 from MECO(n)
compared to airborne measurements

Previous comparisons of the CCM EMAC simulation results against global and regional
measurements, such as measurements from space covering the entire globe (see Section 5),
as well as the comparison with ground-based measurements over regional areas such as
Europe, the USA, and China-Japan (see Section 6), have provided valuable insights into
the spatial, temporal and vertical distribution of atmospheric SO2 as simulated by the
CCM. This approach has revealed important information about the major sources of SO2

emissions, both, anthropogenic and natural, that contribute to atmospheric SO2 and high-
lighted the SO2 deposition processes (such as dry and wet depositions) within the EMAC
model. Conducted over the entirety of 2019 for comparisons with TROPOMI/Sentinel-5P
satellite data and spanning a 20-year period from 2000 to 2019 for ground-based measure-
ments, these comparisons offer an understandable analysis of atmospheric SO2 processes,
particularly in the troposphere.

In contrast to the previous analysis, which utilized the global EMAC model, this sec-
tion employs the 4th instance of the global/regional MECO(n) model system (MECO(3)),
with a resolution of 0.01◦ (∼2.8 km, time step length 30 s), as outlined in Section 3.3.3.
MECO(n) is specifically suitable for regional comparisons over small areas with high tem-
poral and spatial resolutions. Therefore, it is applied in the present investigation with
airborne measurements derived from the DLR Falcon aircraft during the METHANE-To-
Go-Europe campaign, as detailed in Section 3.2.3 and by Huntrieser et al. (2023). Here,
the focus shifts towards a more localized comparison over a smaller time-frame, aiming to
analyze SO2 mixing ratios above specific SO2-emitting point sources. This section deals
with the analysis of the flight conducted during the METHANE-To-Go-Europe campaign,
which took place in October and November 2020, specifically flying through the plumes of
the Nikola Tesla A and B (TESLA A and TESLA B) power plants in Serbia on the 7th

November 2020.
The evaluation in this section differs from the analyses conducted for the comparisons

with satellite and ground-based measurements. Here, the interest shifts towards a highly
localized examination of SO2 emissions from specific point sources over a significantly
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shorter time-frame of approximately 2 hours.

7.1 SO2 mixing ratios at flight levels over power plants

in Serbia

The airborne measurements conducted during the campaign are simulated by the MECO(n)
model system, aligning with identical measurement periods and flight trajectories, as de-
scribed in the methods section (see Section 3.3.3).

As mentioned by Huntrieser et al. (2023) and in Section 3.2.3, the quantification of SO2

mixing ratios is conducted utilizing the CIMS and the Thermo Scientific 43i instruments
installed onboard the DLR Falcon (D-CMET) aircraft. However, none of the measurements
instruments operated properly during the probing of the Tuzla power plant on the 2th

November 2020, and therefore, the results from this flight are not examined. In this work
the evaluation of SO2 mixing ratios is focused on the flight measurements conducted on
the 7th November 2020, over the Nikola TESLA A and TESLA B power plants in Serbia.
The emitted SO2 mass and the emission heights are prescribed by the E-PRTR database
(see Section 3.1.12). For the studied power plants, the emission heights in MECO(n) are
situated at about 220 m for TESLA A, and 280 m for TESLA B above the surface, as
mentioned in Section 3.3.3.

It is important to note that even during the flight over the Nikola Tesla power plants,
the CIMS instrument encountered difficulties in measuring large SO2 mixing ratios and
the Thermo Scientific 43i instrument featured the problem of frequent data gaps. To
address this issue, the SO2 mixing ratios measured by the CIMS instrument were corrected
using the Thermo Scientific 43i instrument, based on laboratory experiments (personal
communication with Harlass, 2022; see Section 3.2.3). In these experiments, SO2 mixing
ratios between 1 and 250 parts per billion (ppb) were injected to both, the CIMS and
Thermo Scientific 43i instruments. The Thermo Scientific 43i demonstrated good linearity
with the injected SO2 mixing ratios, whereas the CIMS instrument did not exhibit a linear
relationship and became saturated at approximately 80 ppb. Consequently, the SO2 mixing
ratios measured by the CIMS instrument need to be multiplied with correction factors to
align with those measured by the Thermo Scientific 43i instrument, as detailed in Table
7.1:
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SO2 injection in ppb Correction factor

≤ 80 1

80 – 130 1.5

130 –180 2

> 180 2.5

Table 7.1: Shown are the correction factors for the CIMS instrument to the corresponding
injected SO2 mixing ratios in ppb (personal communication with Harlass 2022).

As previously mentioned in the methods section, the CIMS instrument has a temporal
resolution of 3 s (see Section 3.2.3), while the 4th instance of the MECO(n) (MECO(3))
model operates with a temporal resolution of 30 s (see Section 3.3.3). Therefore, to ensure
compatibility and reduce noise that could arise from high-frequency measurements (every
3 s), the CIMS measurements are averaged to match the MECO(n) time step length.
Consequently, throughout this work only the averaged and corrected SO2 mixing ratios
measured by the CIMS instrument are evaluated. Figure 7.1 shows a comparison between
the simulated SO2 mixing ratios and the measured SO2 mixing ratios (averaged and cor-
rected SO2 mixing ratios measured by the CIMS instrument) for the flight conducted on
the 7th November 2020, over the Nikola TESLA A and TESLA B power plants in Serbia.

On the 7th November 2020, the airborne measurements (averaged and corrected CIMS
measurements) captured notably larger SO2 mixing ratios (blue lines), peaking around
500 ppb, compared to the simulated SO2 mixing ratios (green lines) of approximately 60
ppb, indicating a factor of 8 difference. These signals were particularly detected around
14:30 UTC, corresponding to the period during which the aircraft tried to measure the SO2

plume emitted from the power plants. At around 13:50 UTC the airborne measurements
detected an SO2 signal of about 450 ppb, which was not simulated by the MECO(n) model
system.
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Figure 7.1: Shown are the simulated (green lines) and measured (blue lines) SO2 mixing
ratios in ppb (with a temporal resolution of 30s) corresponding to the time and altitude
levels of the Falcon aircraft’s flight. Flight altitude levels (in meters) are indicated by black
lines in the upper panel. The lower panel shows the analysis of the flight undertaken on the
7th November 2020 over the Nikola Tesla power plants in Serbia. Note that the airborne
SO2 mixing ratios are measured by the CIMS instrument and corrected based on Table
7.1.

The examination of this flight underscores the challenges faced by the MECO(n) model
system in accurately reproducing elevated SO2 mixing ratios at flight altitudes above
highly emitting power plants. For a better understanding of the SO2 plume distribution in
MECO(n) originating from the examined power plants, Figure 7.2 provides a geographical
map for the study case on the 7th of November 2020.
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Figure 7.2: Geographical map of SO2 mixing ratios in ppb from both, MECO(n) results
and airborne measurements (colored SO2 signals alongside the flight track). SO2 mixing
ratios simulated by MECO(n) are presented at the middle flight altitudes over the Nikola
Tesla power plants, i.e. 750 m. The figure shows the analysis of the flight undertaken on
the 7th November 2020 over the Nikola Tesla power plants in Serbia. The stars present the
position of the power plants in Serbia.

The presented SO2 mixing ratios from the MECO(n) model system are sampled at
approximately 750 m height, corresponding to the middle flight altitudes over the Nikola
Tesla power plants. Measured SO2 mixing ratios from the Falcon aircraft are displayed
alongside the flight route. Consistent with the time plots in Figure 7.1, notably low SO2

mixing ratios from MECO(n) of approximately 60 ppb are detected on the 7th of November
2020 (shown by cyan color). Conversely, the corrected CIMS instrument onboard the
DLR Falcon measures larger SO2 mixing ratios of about 200 ppb and 600 ppb, which are
measured along the flight tracks over the Nikola Tesla power plants (Figure 7.2).

To examine the factors contributing to the low simulated SO2 mixing ratios over the
power plants in Serbia, a curtain plot is produced to study the vertical distribution of SO2

mixing ratios throughout the atmospheric column during the time of the measurement
flight. Figure 7.3 shows the evolution along the flight track of simulated SO2 mixing ratios
with the altitude. Notably, on the 7th November 2020, the SO2 mixing ratios only reach a
peak altitude of around 300 meters above the point sources during the time of measurement.
This altitude is actually below where the Falcon aircraft was measuring during that day
(flight levels between approximately 400 and 1000 meters). This limitation is attributed
to the boundary layer height (BLH) simulated by the MECO(n) model system (depicted
by the orange solid line in Figure 7.3), which fluctuates within the range of 200 to 300
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meters. Conversely, the BLH estimates derived from ERA5 (blue solid line in both panels)
and the Falcon aircraft data (green dashed line) are positioned higher in the atmosphere,
ranging between 500 and 900 meters on the 7th November 2020. Essentially, the model’s
boundary layer (BL) acts as a cover, limiting the SO2 mixing ratios below it and hindering
their upward dispersion. This explains the low simulated SO2 mixing ratios at the flight
levels, shown in Figures 7.1 and 7.2.

Figure 7.3: Curtain plot illustrating the vertical distribution of simulated SO2 mixing
ratios in ppb (color bar) alongside the flight route (black solid line). The SO2 mixing ratios
above the Nikola Tesla power plants are shown. The boundary layer height (BLH) from
ERA5 and MECO(n) are depicted by blue and orange solid lines, respectively, whereas the
BLH measured from the Falcon aircraft is represented by the green dashed line.

To verify this hypothesis, the analysis extends to examine the simulated SO2 mixing
ratios within the boundary layer, as described in detail in the upcoming section.

7.2 SO2 mixing ratios within the boundary layer in

Serbia

In this section, the SO2 mixing ratios within the boundary layer (BL) of the MECO(n)
model system are examined. For this, an evaluation of SO2 mixing ratios at an altitude of
about 200 meters above the surface is conducted, as shown in Figure 7.4. Consequently,
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larger SO2 mixing ratios (represented by red lines in Figure 7.4) are simulated by the
MECO(n) model system compared to previously simulated SO2 mixing ratios at the flight
levels (represented by green lines in Figure 7.4) on the 7nd November 2020. The simulated
SO2 mixing ratios within the BL (red lines) are around 550 ppb, compared to 60 ppb
simulated by MECO(n) at the flight levels (green lines) at approximately 14:30 UTC. This
means, that simulated SO2 mixing ratios are larger by a factor of about 9 compared to
simulated SO2 mixing ratios at flight levels.

As a result, the simulated SO2 mixing ratios within the BL (red lines) indicate maximum
SO2 mixing ratios of about 550 ppb on the 7th November 2020, which align more closely
with the measured SO2 mixing ratios (blue lines). Notably, unlike the simulated SO2

mixing ratios at flight levels (green lines), the simulated SO2 mixing ratios within the
BL (red lines) successfully reproduce both the signals measured by the CIMS instrument
between 13:30 and 14:00 UTC, as well as around 14:30 UTC. It is important to emphasize
that a direct comparison between simulated SO2 mixing ratios within the BL (red lines)
and the airborne measurements (blue lines) is not feasible. This is because the MECO(n)
SO2 mixing ratios are simulated at a lower altitude in the atmosphere (approximately 200
meters within the boundary layer) while the airborne SO2 measurements are executed at
higher altitudes, between approximately 400 and 1000 meters above the surface.

Figure 7.4: Shown are the simulated SO2 mixing ratios in ppb within the BL (red lines),
as well as simulated and measured SO2 mixing ratios in ppb at flight altitudes during the
time of measurements (green and blue lines, respectively). Flight altitude levels (in meters)
are indicated by black lines in the upper panel. The lower panel illustrates the case study
of the flight conducted on the 7th November 2020 over the Nikola Tesla power plants in
Serbia.
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Consequently, Figure 7.5 illustrates the spatial distribution of the simulated SO2 mixing
ratios within the boundary layer (lower panel) and at flight levels (upper panel) on a
geographical map. In this case, it is evident that the point sources for TESLA A, and
TESLA B, as well as the corresponding SO2 plumes are clearly identifiable for the simulated
SO2 mixing ratios within the boundary layer (lower panel in Figure 7.5). This is unlike the
spatial distribution of simulated SO2 mixing ratios at flight levels (upper panel in Figure
7.5), where no identification of the point sources or the SO2 plumes is possible. Figure 7.5
also highlights the enhanced simulated SO2 mixing ratios within the boundary layer over
the Nikola Tesla power plants (lower panel) exceeding 600 ppb.
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Figure 7.5: Geographical map of the SO2 mixing ratios in ppb from both, MECO(n)
and airborne measurements (colored SO2 signals alongside the flight track). The upper
panel illustrates the previously presented SO2 mixing ratios in MECO(n) at flight levels in
Figure 7.2. The lower panel shows the simulated SO2 mixing ratios by MECO(n) within
the boundary layer at about 200 meters above the surface. Both panels present the analysis
of the flight undertaken on the 7th November 2020 over the Nikola Tesla power plants in
Serbia. The stars present the position of the studied power plants is Serbia.

This confirms the hypothesis presented in Section 7.1 that the low simulated SO2 mixing
ratios by MECO(n) at the flight levels are attributed to the low planetary boundary layer
in the model, which hinders the SO2 from reaching higher altitudes in the atmosphere.
Consequently, the enhanced SO2 mixing ratios can only be detected within the boundary
layer, as illustrated in Figures 7.4 and 7.5.
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7.3 Discussion and conclusion

The analysis of the SO2 mixing ratios from the MECO(n) model system compared to
airborne in situ measurements during the METHANE-To-Go-Europe campaign provides
important insights into the model’s performance and limitations.

For the measurement flight on the 7th November 2020, noticeable differences between
the simulated and measured SO2 mixing ratios at flight altitudes were derived. The
MECO(n) model system simulates approximately 8 times smaller SO2 mixing ratios at
flight altitudes over the Nikola Tesla power plants, compared to measured and corrected
values by the CIMS instrument (see Figures 7.1 and 7.2). These discrepancies highlight
the challenges faced by the MECO(n) model system in accurately simulating SO2 mixing
ratios from specific point sources, particularly at higher altitudes. Consequently, the cur-
tain plot (see Figure 7.3) revealed that the MECO(n) model’s BLH is significantly lower
than the BLH estimated from ERA5 reanalysis and the Falcon aircraft data. This discrep-
ancy suggests that the MECO(n) model system may inaccurately represent and define the
BLH. This issue has been extensively documented and discussed in the scientific literature,
indicating a common challenge in atmospheric modeling. Lee and Ngan (2011); Zhang
et al. (2014); Morgenstern et al. (2017) and Liu et al. (2023) highlight the challenges and
uncertainties in accurately representing the boundary layer in Chemistry-Climate Mod-
els (CCMs). This limitation in the BLH presentation results in preventing the SO2 from
reaching higher altitudes, especially there where the aircraft measure. For this, further
SO2 analysis within the boundary layer (approximately 200 meters above the surface) are
made, showing larger SO2 mixing ratios (see Figures 7.4 and 7.5), compared to the SO2

mixing ratios at the flight levels (see Figures 7.1 and 7.2). This explains, that the low sim-
ulated SO2 mixing ratios at flight levels are primarily due to the boundary layer limitation
within the MECO(n) model system. This indicates that in reality, the aircraft is measuring
directly within the boundary layer, while in the model, the aircraft is flying significantly
above the simulated boundary layer, capturing only very low SO2.

It is noteworthy that slight temporal differences between the simulated and observed
SO2 mixing ratios were also noticed in both cases, as shown in Figures 7.1 and 7.4. These
discrepancies arise from minor variations in wind speed and direction between the model
results and airborne measurements, as illustrated in Figure 7.6. Between 13:30 UTC and
14:30 UTC, when the aircraft was attempting to measure near the power plant plumes,
both the model and the Falcon measurements consistently show weak wind speeds below
5 m/s (panel (b) in Figure 7.6). During this time frame, where the wind speed is low, the
wind direction deviates significantly (panel (c) in Figure 7.6). However, at such low wind
speeds, the direction becomes arbitrary, as the airflow lacks the strength to maintain a
consistent trajectory, thus minimizing its influence on the measurement outcomes.
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Figure 7.6: Shown are the simulated (MECO(n)) and the measured (DLR Falcon aircraft)
wind speed (panel (b)) in meters per seconds (m/s) and wind direction (panel(c)) in degrees
(deg) along the flight route (panel (a)) on the 7th November 2020 over the Nikola Tesla
power plants.

This analysis further supports the previous hypothesis that the main challenge and
limitation in the MECO(n) model system is associated with the boundary layer height.

As a conclusion, the localized comparison of SO2 mixing ratios from the MECO(n)
model system against airborne in situ measurements during the METHANE-To-Go-Europe
campaign reveals significant limitations and challenges in reproducing SO2 mixing ratios at
flight altitudes above major point sources, primarily due to an inaccurate representation of
the simulated BLH. This section highlighted the importance of accurately representing the
boundary layer in atmospheric models to improve the simulation of pollutant dispersion.

This work also underscores the significant ratios between the simulated SO2 mixing
ratios within the model’s boundary layer and at aircraft flight levels. These findings em-
phasize the need to improve the model’s representation of boundary layer height, especially
for regional air quality assessments. By addressing this in future studies, models can bet-
ter reproduce the vertical dispersion of pollutants such as SO2, thereby providing more
accurate data.

Finally, the conducted comparisons between the MECO(n) model system results and
Falcon measurements at flight levels (see Figures 7.1 and 7.2) are highly challenging due
to the differing small-scale temperature and wind conditions. More accurate comparisons
can be achieved by evaluating VCDs, as demonstrated by Huntrieser et al. (2023). VCD
comparisons are less dependent on these small-scale structures and can also be effectively
compared with satellite data.
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Chapter 8

Conclusions and Outlook

With the objective of targeting the general research question regarding the global distri-
bution and behavior of sulfur dioxide in the atmosphere, particularly in the troposphere,
this chapter answers the detailed research questions (RQs) formulated in Section 1.2 and
summarizes the major findings described in detail in the previous four chapters. To recap,
Chapter 4 presents the basis of the analysis conducted in this work by assessing the sulfur
budget in the EMAC model simulation (RD1SD-base-01). Furthermore, Chapter 5 shows
a comparison between the SO2 vertical column densities (VCDs) in the RD1SD-base-01
simulation and the satellite measurements; globally and for two cases of eruptive volcanic
events. Additionally, Chapter 6 evaluates the SO2 concentration and sulfur deposition
fluxes against ground-based measurements over the USA, Europe and China-Japan. Fi-
nally, Chapter 7 examines the SO2 mixing ratios in the MECO(n) model compared to
airborne measurements over specific power plant sources.

In the following text, comprehensive answers are presented with respect to the research
questions raised in the beginning of this thesis, summarizing the major findings of this
work.

RQ 1: How well do we understand the tropospheric sulfur budget, and how
do contemporary emission inventories represent SO2 emissions?

The sulfur budget within the EMAC RD1SD-base-01 model simulation is analyzed in this
work, using prescribed SO2 emission data from the CMIP6 emission inventory. Anthropo-
genic sources, particularly the combustion of fossil fuels, represent the primary contributor
to tropospheric SO2 emissions with about 50%. This is consistent with existing literature
(Section 2.2.1).

As RD1SD-base-01 simulation results show, released SO2 is subsequently removed from
the troposphere through wet and dry deposition. For the RD1SD-base-01 simulation setup,
a sulfur budget deficit is consistently visible in results for all the studied years between
2010 and 2019. To address this issue, a sensitivity simulation is performed where all sulfur
species are explicitly considered in the aqueous phase. This sensitivity simulation achieves
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a mass balance within the model, resulting in a nearly complete sulfur budget closure.
The deficit in the standard setup can thus be attributed to incomplete diagnostics, i.e.
missing output of liquid deposition fluxes. For further analysis, the sulfur budget of the
EMAC RD1SD-base-01 simulation is compared with the budget of the STOCHEM-Ed
simulation (Stevenson et al., 2003) and the Intergovernmental Panel on Climate Change
Third Assessment Report (IPCC AR3) (Penner et al., 2001) for the year 1990. This
comparison demonstrates the validity of the prescribed SO2 emissions in EMAC and the
simulated sulfur deposition fluxes compared to the STOCHEM-Ed model and the IPCC
AR3.

Finally, it is important to note that the RD1SD-base-01 simulation does not include
any aerosol interactions. To investigate the effects of aerosols on SO2, two sensitivity sim-
ulations based on the EMAC model instance of the MESSy-fied ECHAM and COSMO
models nested n-times (MECO(n)) are conducted: one with and another without an in-
teractive aerosol submodel. The results indicate a minimal difference in SO2 mixing ratios
between the two simulations, with a variation between 1% and 2.5%. Consequently, the
EMAC simulation without an interactive aerosol submodel is utilized further in this study
to reduce computation time.

RQ 2: What is the global distribution of atmospheric SO2, and can anthro-
pogenic and natural emission hotspots be identified with observations from
satellite instruments? Do state-of-the-art CCM simulations represent these
hotspots correctly?

For a comprehensive global evaluation of the simulated SO2 VCDs within the EMAC
RD1SD-base-01 model simulation for the year 2019, data from the TROPOspheric Mon-
itoring Instrument (TROPOMI) onboard the Sentinel-5P satellite is utilized in this study.
For this evaluation, SO2 VCDs from both datasets were derived for a standard case of
polluted profiles by using the polluted averaging kernel (AK polluted) (see Section 3.3.1).
The retrieved TROPOMI measurements and the respective EMAC results are consistent
in identifying the geographical distribution of both, natural and anthropogenic emission
hotspots on a global scale. Differences between satellite observations and model results
were identified, which can be attributed to the unaccounted emissions of explosive volcanic
eruptions in the emission inventories.

Nevertheless, significant discrepancies in magnitude exist between SO2 VCDs from
EMAC results and those retrieved from TROPOMI on a global scale. The strongest SO2

emission hotspots are located in the Northern Hemisphere, where industrial activity is
concentrated, and volcanic activity is more prevalent. For instance, the RD1SD-base-01
simulation indicates larger SO2 VCDs compared to those retrieved from TROPOMI by
factors of 7, 6, 5, and 2.5 over Etna, Tajumulco, Mount Fuji, and Nevado Ojos del Salado
volcanoes, respectively. These differences are attributed to prescribed emissions in the
AeroCom volcanic emission inventory used within EMAC, which may not accurately re-
flect the actual volcanic activity. Regarding anthropogenic emission sources, the EMAC
RD1SD-base-01 simulation results show a good agreement with the TROPOMI retriev-
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als over background regions such as central Africa and the South Atlantic Ocean, with
differences of about 10% and 20%, respectively. However, over more heavily polluted re-
gions, such as Europe, the USA, Southeastern and Northeastern China, the EMAC results
indicate larger SO2 VCDs by factors of 1.6, 1.8, 2, and 3.2 respectively.

These discrepancies vary depending on the emission source type, the emission source
height, and the regions analyzed. Future work should focus on refining emission inventories
and their representation of vertical profiles, particularly for volcanic sources. Additionally,
it is important to note that the satellites face challenges in measuring the SO2 signal
near the Earth’s surface. The signal received on a satellite is weakened by scattering and
absorption by molecules and aerosols throughout the atmospheric column, reducing its
ability to accurately detect trace gases near the surface. The insights gained from this
study contribute to advancing our knowledge of the global SO2 distribution and under-
score the importance of continued efforts to refine observational capabilities for monitoring
atmospheric composition.

RQ 3: How does the emitted and deposited mass of SO2 evolve over time
following an eruptive volcanic event?

The eruption of the Raikoke and Ulawun volcanoes in June 2019, observed by the TRO-
POMI instrument, provide an important natural event for a sensitivity simulation case
study on the effects of such large eruptions on the emitted and deposited SO2 mass in the
EMAC model. In this study, three different sensitivity simulations, based on the previously
used RD1SD-base-01 simulation, are conducted to determine which simulation best rep-
resents the retrieved emitted SO2 mass. The raik-02 and raik-03 simulations differ in the
emitted SO2 mass and the injection heights of the Raikoke volcano, while the raik-04 simu-
lation considers both the Raikoke and Ulawun eruptions (see Table 5.2 in Section 5.2). For
this case study of eruptive volcanoes emitting into the stratosphere, the SO2 VCDs for a
15 km box profile case (reflecting an explosive volcanic eruption case) are derived for both,
EMAC and TROPOMI. The raik-04 simulation shows the best agreement among the sens-
itivity simulations, following the same temporal evolution and decay rate of the retrieved
TROPOMI SO2 mass during three weeks after the Raikoke eruption on 22-23 June 2019.
Additionally, the SO2 deposition after the Raikoke eruption in raik-02 and raik-03, and
after both, the Raikoke and Ulawun eruptions in raik-04, exhibits different rates. These
differences are related to the amount of emitted SO2 mass and the prescribed emission pro-
files. In all three sensitivity simulations, the emitted SO2 mass is subsequently deposited
adequately, confirming the EMAC model’s capability in conserving mass, as described in
Section 4.1.

The results demonstrate the importance of accurately representing vertical emission
profiles in CCMs. Based on the inter-comparison of observed (TROPOMI retrieved) and
simulated (EMAC) decay rates for SO2 mass after the two volcanic eruptions, it can be
concluded that the tropospheric residence time of SO2 is well simulated by EMAC.
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RQ 4: What are the spatial patterns and long-term temporal trends of SO2

concentrations and deposition fluxes of sulfur-containing species at the Earth’s
surface in highly polluted regions of the world (USA, Europe, and East Asia)?

The simulated SO2 concentrations near the Earth’s surface and deposited sulfur particles
reproduce the declining trend measured by the ground-based networks between 2000 and
2019 in both, the USA and Europe. However, the simulated temporal evolution over China
and Japan do not reproduce the trend measured by the Acid Deposition Monitoring Net-
work in East Asia (EANET) network for the same period. Additionally, both, the EMAC
RD1SD-base-01 model simulation and the ground-based measurements, indicate the same
hotspot emission sites in these regions. In the USA, the Eastern observational sites (East of
100◦W) show larger SO2 concentrations compared to the Western observational sites (West
of 100◦W) in both datasets. Similarly, in Europe, Eastern regions, particularly around the
Balkan area, exhibit larger SO2 concentrations near the Earth’s surface compared to West-
ern Europe. In the studied East Asian region, larger SO2 concentrations are simulated
by EMAC and measured by the EANET ground-based network over observational sites in
China compared to Japan for the studied period.

The RD1SD-base-01 simulation used in this work is driven by the CMIP6 emission
inventory, which results in larger simulated SO2 concentrations at the Earth’s surface
compared to the observational networks in 2019 over the USA, Europe, and China-Japan
with ratios of approximately 1.6, 1.45, and 1.8, respectively. These factors align well with
the bias derived between the simulated SO2 vertical column densities (VCDs) in EMAC
and those retrieved by TROPOMI (factor 1.8 over the USA, 1.6 over Europe and a factor
of 2 over Southeastern China). This implies that the bias between the simulated and the
measured SO2 concentrations at the Earth’s surface corresponds consistently to the bias
between the simulated and the retrieved SO2 VCDs. This is a strong indication that the
prescribed SO2 emissions in the RD1SD-base-01 simulation might be overestimated.

RQ 5: How does the uncertainty in the representation of the boundary layer
height in the CCM limit the interpretation of localized tropospheric SO2 mix-
ing ratio measurements for evaluating point source emission strengths?

For the case study of point source emissions, the MESSy-fied ECHAM and COSMO models
nested n-times (MECO(n)) system (see Section 3.1.3) is utilized. The higher resolved
MECO(n) simulation results are evaluated with airborne measurements conducted with
the Chemical Ionization Mass Spectrometry (CIMS) instrument over the Nikola TESLA
A and B (TESLA A and TESLA B) power plants in Serbia on the 7th November 2020.

At the aircraft flight altitudes, MECO(n) encounters difficulties in reproducing the
measured SO2 mixing ratios over both emission sources, with 8 times lower simulated SO2

mixing ratios compared to airborne measurements. This limitation is attributed to the
inaccurate representation of the boundary layer height (BLH) in MECO(n), which shows
lower BLH compared to the BLH from the ERA5 reanalysis and the aircraft data. The low
BLH in MECO(n) shields the SO2 mixing ratios below it, hindering their vertical distribu-
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tion into higher atmospheric layers. This hypothesis is confirmed, as simulated SO2 mixing
ratios below the model’s BLH (approximately 200 m above the surface) show larger values,
compared to SO2 mixing ratios simulated at flight altitudes. Additionally, the simulated
SO2 mixing ratios below the model’s BLH reproduce the signals measured by the CIMS in-
strument, matching the observed SO2 magnitudes. The limitation of the MECO(n) model
system in accurately simulating the BLH is a common and known challenge in atmospheric
modeling, as reported by Lee and Ngan (2011); Zhang et al. (2014); Morgenstern et al.
(2017) and Liu et al. (2023).

In summary, the results in this work indicate that while the CCM simulations demon-
strate notable strengths, there are also areas that require improvement.

Understanding the tropospheric sulfur budget forms the groundwork for the subsequent
analyses and examinations. This analysis is conducted using the EMAC RD1SD-base-01
model simulation with the CMIP6 SO2 emission data. By accounting for all sulfur spe-
cies in the aqueous phase, the model demonstrates a closed sulfur budget, which has been
compared with established literature. This assessment indicates a consistent representa-
tion of the model’s internal processes, such as emissions, transport, chemical kinetics, and
deposition. A closed sulfur budget allows for the evaluation of the EMAC model against
other observational data. By utilizing TROPOMI/Sentinel-5P measurements, the global
distribution of natural and anthropogenic SO2 is identified in the EMAC model, showing
different magnitudes compared to the SO2 VCDs measured by the satellites instrument.
Notably, the model indicates larger SO2 VCDs, especially around regions with outgass-
ing volcanic emissions. This discrepancy is attributed to the AeroCom emission inventory
(Dentener et al., 2006) used within the EMAC model, which may not accurately reflect cur-
rent outgassing volcanic activity. Given that the current emission inventory dates back to
2006, a new emission inventory for outgassing volcanic activities in the troposphere (Brühl
et al., 2021) can be implemented in future EMAC model setups (personal communication
with Mattia Righi). This update aims to enhance the accuracy and representation of vol-
canic SO2 emissions within the model. On the other hand, the eruptive volcanic activity
from the Raikoke and Ulawun volcanoes, as observed by the TROPOMI instrument, is
accurately reproduced by the EMAC model. The emitted SO2 mass and its temporal
evolution are mostly captured by EMAC. Additionally, the deposited SO2 mass confirms
EMAC’s ability to conserve mass, indicating that the relevant processes in EMAC are
considered adequately.

Regarding the regions studied in this work, the bias calculated between the SO2 VCDs
from EMAC results and TROPOMI measurements, as well as the SO2 concentrations
between EMAC results and ground-based measurements over the USA, Europe and China-
Japan in 2019, are consistent. The EMAC model simulates larger values, indicating an
overestimation of the prescribed SO2 emission data. In this work the utilized CMIP6 is
compared to another emission inventory (EDGAR5). Especially over the Western USA
and Europe regions, the CMIP6 inventory shows 45% and 20% larger SO2 emissions, re-
spectively, between 2000 and 2015 compared to the EDGAR5 emission inventory. This
overestimation results in larger SO2 concentrations simulated by EMAC compared to the
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SO2 concentrations measured by the ground-based networks. This suggests that for this
period and regions, using the EDGAR5 inventory instead of CMIP6 would likely result
in a closer alignment between the model results and measurements, thereby reducing the
bias between the simulated and observed data. In contrast, over the Eastern USA, the
CMIP6 emission inventory results in a good agreement between the SO2 concentrations
simulated by EMAC and the ground-based measurements. For China and Japan, both
emission inventories indicate the same temporal evolution, showing an increase in SO2

emissions between 2000 and 2012. Accordingly, this leads to an increase in the simulated
SO2 concentration over this period, which does not match the descending trend observed
in the SO2 concentrations measured by the Asian EANET network. These results indicate
that the CMIP6 emission inventory provides realistic SO2 emission data in some regions,
but inaccurate data in others. This underscores the importance of investigating the EMAC
model using various emission inventories to assess the range and sources of uncertainties,
leading to a better understanding of the behavior of SO2 emissions across different regions.

Another important aspect to consider is the accuracy of the model in reproducing
aircraft measurements. Aircraft measurements can only be accurately interpreted, if the
BLH is correctly defined and represented within the CCMs. A correct representation of the
boundary layer is essential for accurately simulating the vertical distribution of SO2, which
in turn is crucial for evaluating how well the model replicates the measured SO2 mixing
ratios observed along the flight paths. Ensuring an accurate boundary layer representation
allows for more precise comparisons between model outputs and observational data, thereby
enhancing the reliability of the model’s performance in capturing SO2 at the aircraft’s flight
altitude.

The shipping sector is one of the main contributors to anthropogenic SO2 emissions,
which can affect the environment and human health. To mitigate the negative effects of
SO2 emissions, the International Maritime Organization (IMO) decided to reduce the max-
imum allowable sulfur content in marine fuel from 3.5% in 2012 to 0.5% in 2020 (Smith
et al., 2021). This regulation lead to interest in checking whether the regulations have been
globally applied, which is relevant for policy-making. To address this topic, a combination
of model simulations and satellite data is suggested. In the RD1SD-base-01 simulation,
the CMIP6 considers SO2 emissions from the shipping sector, allowing identification of
shipping routes. This approach has been previously tested (not shown in this work) and
reported by Feng et al. (2020). Consequently, VCDs over shipping routes could also be
simulated using the EMAC model. For instance, SO2 VCDs over shipping routes in the
Southern Hemisphere (chosen to avoid interference from heavily polluted sources in the
Northern Hemisphere) show values of about 0.01 DU in 2019. However, SO2 VCDs from
the TROPOMI instrument did not detect SO2 VCDs over the shipping routes, and the
signal is noisy at such low polluted SO2 levels. This analysis is not shown in this work
due to the low sensitivity of TROPOMI in measuring low pollution levels, especially near
the surface. Additionally, Van Roy et al. (2023) also reported that the sensitivity of the
TROPOMI instrument is insufficient to measure SO2 pollution levels from ship emissions,
because of the lower SO2 pollution levels from this sector.
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Building on the findings and conclusions of this thesis, further questions, and ideas for
future scientific work arise. Below, personal suggestions for future research are presented:

• The selection of the emission inventory significantly influences the simulated SO2

concentrations, which consequently impacts the deposition processes. To enhance the
understanding of these impacts, it is recommended to conduct sensitivity simulations
using various emission inventories and evaluate the model results against space-,
air-, and ground-based measurements. These simulations will help to quantify the
uncertainties and variabilities associated with different inventories in different regions,
leading to more accurate simulated SO2 concentrations and sulfur depositions.

• Challenges were encountered when evaluating simulated SO2 at the Earth’s surface
with ground-based measurements from the Asian EANET network due to the diffi-
culty in finding representative monitoring stations that provide continuous, long-term
datasets of measured SO2 concentrations and sulfur deposition fluxes. Therefore, fu-
ture reliable measurements in these regions can be used to better constrain CCMs
and could support the interpretation of measurements/observations.

• Future research should focus on evaluating the simulated SO2 VCDs using high-
resolution satellite instruments. Unlike the TROPOMI instrument, which provides
a daily global coverage, the Geostationary Environment Monitoring Spectrometer
(GEMS) launched in 2020 (Kim et al., 2020), the Tropospheric Emissions: Monitoring
of Pollution (TEMPO) instrument launched in 2023 (Zoogman et al., 2017), and the
Sentinel-4 instrument (Stark et al., 2013) (planned for launch in 2025) are dedicated
to measuring air quality across Asia, North America, and Europe, respectively, every
hour. The available high-frequency, near-real-time data provide a robust basis for
validating the model’s ability in simulating atmospheric SO2 and capturing short-
term variations and transient events, such as pollution spikes and weather-related
changes.

• The improvement of the BLH representation within CCMs is important for an ac-
curate interpretation of aircraft measurements. Developing and integrating advanced
BLH schemes that more accurately reflect real-world atmospheric conditions would
improve the model’s capability in capturing SO2 mixing ratios at research aircraft
flight altitudes.

• The detection of the SO2 signal from shipping sectors using the TROPOMI/Sentinel-
5P satellite instrument is challenging, due to its low sensitivity near the surface and
its inability to measure low SO2 concentrations. Therefore, reliable measurement
systems installed on ships or highly sensitive satellite instruments capable of detecting
low SO2 pollution levels are important. These systems, combined with data from
CCMs, are essential for accurately tracking SO2 emissions from the shipping sector.

• This thesis mainly focuses on the global distribution and behavior of SO2 within
the CCM EMAC by providing an important basis for the future development of
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the model. Upcoming works could include the incorporation of advanced aerosol
chemistry and a more detailed assessment of the climate impact of stratospheric
aerosols. Such advancements would improve the model’s capability to simulate the
complex interactions between aerosols and climate processes, thereby offering a more
comprehensive understanding of atmospheric chemistry and climate change.



Acronyms

Ra aerodynamic resistance
Rqbr quasi-laminar boundary layer resistance
Rs surface resistance
Tg(S)/a Teragrams of Sulfur per annum or year

ACCMIP Atmospheric Chemistry and Climate-Model
Intercomparison Project

AeroCom Aerosol Inter Comparison
AI Aerosol Index
AK Averaging Kernel
Ar argon
AR6 Sixth Assessment Report
awb agricultural waste burning

BL boundary layer
BLH boundary layer height
BMIL basemodel interface layer
BML basemodel layer

CASTnet Clean Air Status and Trends Network
CCM Chemistry-Climate Model
CCMI-2 Phase 2 of the Chemistry Climate Model Ini-

tiative
CCN cloud condensation nuclei
CFCs chlorofluorocarbons
CH4 methane
CIMS Chemical Ionization Mass Spectrometry
Cl chlorine
CMIP5 Coupled Model Intercomparison Project

Phase 5



138 Acronyms

CMIP6 Coupled Model Intercomparison Project
Phase 6

CO2 carbon dioxide
COBRA Covariance-Based Retrieval Algorithm
COSMO Consortium for Small-scale Modeling
CS2 carbon disulfide
CTM Chemistry-Transport Model

DMS Dimethyl Sulfide
DOAS Differential Optical Absorption Spectroscopy
DU Dobson Units

E-PRTR European Pollutant Release and Transfer Re-
gister

EANET Acid Deposition Monitoring Network in East
Asia

ECHAM5 5th generation European Center Hamburg
general circulation model

ECMWF European Centre for Medium-Range Weather
Forecasts

EDGAR Emissions Database For Global Atmospheric
Research

EMAC ECHAM/MESSy Atmospheric Chemistry
EMEP European Monitoring and Evaluation Pro-

gram
ESA European Space Agency
ESM Earth System Model

FFSL flux form semi-Lagrangian
FGD flue gas desulfurization

GCM General Circulation Model
GEIA Global Emissions Inventory Activity
GEMS Geostationary Environment Monitoring Spec-

trometer
GHGs greenhouse gases
GOME-2 Global Ozone Monitoring Experiment-2

H2O water vapor
H2O2 hydrogen peroxide
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H2S hydrogen sulfide
H2SO3 sulfurous acid
H2SO4 sulfuric acid
Hg mercury
HSO−

3 bisulfite ions

IMO International Maritime Organization
IPCC Intergovernmental Panel on Climate Change

KPP Kinetic PreProcessor

LIDORT Linearized Discrete Ordinate Radiative Trans-
fer

MACC/CityZEN EU European Commission, MACC and CityZen
MECCA Module Efficiently Calculating the Chemistry

of the Atmosphere
MECO(n) MESSy-fied ECHAM and COSMO models

nested n-times
MESSy Modular Earth Submodel System
MESSy2 second version of the Modular Earth Sub-

model System
MIM1 Mainz Isoprene Mechanism
MLM Multi-Layer Model
MMD Multi-Model-Driver
MSA Methyl Sulfonic Acid

N2 nitrogen
N2O nitrous oxide
NMVOCs non-methane volatile organic compounds
NWP numerical weather prediction

O2 molecular oxygen
O3 ozone
OCS Carbonyl Sulfide
ODEs ordinary differential equations
OH hydroxyl radical
OMI Ozone Monitoring Instrument

ppb part per billion
ppt part per trillion
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PSCs Polar Stratospheric Clouds

RCPs Representative Concentration Pathways
RF radiative forcing

S sulfur
sAOD stratospheric Aerosol Optical Depth
SCD Slant Column Density
SCIAMACHY Scanning Imaging Absorption Spectrometer

for Atmospheric Chartography
SD specified dynamics
Sentinel-5P Copernicus Sentinel-5 Precursor mission
SMCL submodel core layer
SMIL submodel interface layer
SO2 sulfur dioxide
SO3 sulfur trioxide
SO2−

3 sulfite ions
SO2−

4 sulfate ion
SSPs shared socioeconomic pathways
SZA solar zenith angle

TEMPO Tropospheric Emissions: Monitoring of Pollu-
tion

Tg Teragram
TM5 Tracer Model 5
TOMS Total Ozone Mapping Spectrometer
TROPOMI TROPOspheric Monitoring Instrument

USA the United States of America
UTC Coordinated Universal Time
UTLS Upper Troposphere and Lower Stratosphere

VCD Vertical Column Density

W m−2 Watt per square meter
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Appendices

A.1 Mechanism of the liquid phase chemistry

The presented document illustrates the chemical liquid phase reaction mechanism cal-
culated by the SCAV submodel (see Section 3.1.7) within the EMAC RD1SD-base-01
simulation used in this work.
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A.2 Mechanism of the gas phase chemistry

The presented document illustrates the chemical gas phase reaction mechanism calculated
by the MECCA submodel (see Section 3.1.8) within the EMAC RD1SD-base-01 simulation
used in this work.
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Kerkweg, A. and Jöckel, P. (2012). The 1-way on-line coupled atmospheric chemistry model
system MECO(n) – part 1: Description of the limited-area atmospheric chemistry model
COSMO/MESSy. Geoscientific Model Development, 5(1):87–110. DOI:10.5194/gmd-5-
87-2012.
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mann, E., Giorgetta, F. R., Bui, T. V., Höpfner, M., Walker, K. A., Boone, C., Bernath,
P. F., Colarco, P. R., Newman, P. A., Fahey, D. W., and Gao, R. S. (2017). The role
of sulfur dioxide in stratospheric aerosol formation evaluated by using in situ measure-
ments in the tropical lower stratosphere. Geophysical Research Letters, 44(9):4280–4286.
DOI:10.1002/2017gl072754.

Romahn, F., Pedergnana, M., Loyola, D., Apituley, A., Sneep, M., and Veefkind, P. J.
(2023). Sentinel–5 precursor/TROPOMI Level 2 Product User Manual Sulphur Dioxide
SO2. Technical report, BIRA-IASB.

Ronald, Johannes Van der A ;Mijling, B., Ding, J., Koukouli, M. E., Liu, F., Li, Q., Mao,
H., and Theys, N. (2016). Cleaning up the air: effectiveness of air quality policy for SO2

and NOx emissions in China. Atmos. Chem. Phys. DOI:10.5194/acp-2016-445.
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Tag unterstützte er mich bei allen wissenschaftlichen, administrativen und auch privaten
Anliegen. Besonders schätze ich seine ununterbrochene Unterstützung in den letzten Mo-
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die täglichen gesunden Mitbringsel, die sie mir liebevoll mit auf den Weg gegeben hat. Ein
besonderes Dankeschön möchte ich auch meiner zweiten Familie aussprechen, insbesondere
an Ulrike Obereisenbuchner-Galloth und Anton Galloth, die mich wie ihren eigenen
Sohn behandelt haben. Besonders in Erinnerung bleiben mir die gemeinsamen Sonntags-
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immer dankbar sein.


	Zusammenfassung
	Abstract
	Introduction
	Motivation
	Research questions and outline

	Scientific background
	The radiative forcing of sulfur dioxide
	Budget of atmospheric sulfur dioxide
	Sources of sulfur dioxide
	Sinks of sulfur dioxide


	Methods
	Model description
	MESSy framework
	The EMAC model
	The MECO(n) model system
	The OFFEMIS submodel
	The AIRSEA submodel
	The TNUDGE submodel
	The SCAV submodel
	The MECCA submodel
	The DDEP submodel
	The SEDI submodel
	The SORBIT submodel
	Description of the boundary conditions of the used sulfur emissions

	Description of the used observational data
	Satellite observations
	Ground-based measurements
	Airborne measurements

	Description of the model setup
	Post-processing of model data for comparison with satellite observations
	Post-processing of model data for comparison with ground-based measurements
	Post-processing model data for comparison with airborne measurements


	Investigation of the tropospheric sulfur budget in the EMAC model
	Tropospheric sulfur budget within EMAC
	How does the tropospheric sulfur budget in the EMAC model compare to that of other atmospheric chemistry models?
	The effect of aerosols on SO2 in EMAC
	Discussion and conclusion
	Tropospheric sulfur budget within EMAC
	Tropospheric sulfur budget in EMAC against atmospheric chemistry models
	The effect of aerosols on SO2 in EMAC


	Comparing SO2 simulated by the EMAC Model with TROPOMI data
	Geo-spatial distribution and discrepancies of SO2 VCDs between EMAC results and TROPOMI retrievals for the year 2019
	Effects of volcanic eruptions on the simulated atmospheric SO2 in the EMAC Model
	Evaluation of SO2 from anthropogenic and outgassing volcano emissions
	Discussion and conclusion
	Geo-spatial distribution and discrepancies of SO2 VCDs between EMAC results and TROPOMI retrievals for the year 2019
	Effects of volcanic eruptions on the simulated atmospheric SO2 in the EMAC Model
	Evaluation of SO2 from anthropogenic and outgassing volcano emissions


	Evaluation of simulated SO2 with ground-based measurements
	Sulfur concentration and deposition in the USA
	Sulfur concentration and deposition in Europe
	Sulfur concentration and deposition in China and Japan
	Discussion and conclusion
	Evaluation of sulfur simulation in the USA and Europe
	Evaluation of sulfur simulation in China and Japan


	Analysis of SO2 from MECO(n) compared to airborne measurements
	SO2 mixing ratios at flight levels over power plants in Serbia
	SO2 mixing ratios within the boundary layer in Serbia
	Discussion and conclusion

	Conclusions and Outlook
	Acronyms
	Appendices
	Mechanism of the liquid phase chemistry
	Mechanism of the gas phase chemistry

	References
	Danksagung

