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Zusammenfassung
DieWechselwirkung von Quantensystemenmit einer Umgebung führt typischer-
weise zu einem Verlust der Quantenkohärenz und zu Dissipation von Energie.
In dieser Dissertation, setzen wir effiziente Matrix-Produkt-Zustand-Methoden
(MPS) ein, um die Auswirkungen von zunehmend komplexen Quantenumgebun-
gen auf verschiedenste physikalische Systeme zu untersuchen, beginnend bei ein-
fachen Zwei-Niveau-Systemen bis hin zu Quantenvielteilchensystemen.

Der einfachste Fall ist der von Markowschen (d. h. gedächtnislosen) Umge-
bungen, die schwach an ein System koppeln. Solche Umgebungen, welche im-
plizit über die Lindblad-Gleichung beschrieben werden können, werden dissi-
pative Umgebungen genannt. In diesem Rahmen hat das eigenartige Phäno-
men heißer Systeme die schneller abkühlen als Kalte (bekannt als Mpemba-
Effekt) in letzter Zeit viel Aufmerksamkeit erregt. Hier definieren wir den
Quanten-Mpemba-Effekt auf thermodynamisch konsistente Weise und zeigen,
wie man die Thermalisierung beliebiger, gemischter Quantenzustände exponen-
tiell beschleunigen kann.

Wenn System und Umgebung stark miteinander wechselwirken und/oder
Langzeitgedächtniseffekte vorhanden sind, muss die Umgebung explizit berück-
sichtigt werden. Wichtige Beispiele für solche Umgebungen sind Schwingungs-
umgebungen, wenn sie durch eine niedrige Temperatur, eine nicht triviale Spek-
traldichte oder eine starke Kopplung gekennzeichnet sind. In der Physik der
kondensierten Materie spielen quantisierte Gitterschwingungen, die als Pho-
nonen bezeichnet werden, eine entscheidende Rolle bei der Bestimmung ver-
schiedener Eigenschaften von Festkörpern. In diesem Zusammenhang befasst
sich eine neuenKlasse von Experimentenmit der optischenAnregung von Phono-
nen und der Messung der elektronischen Antwort außerhalb des Gleichgewichts.
Um die Auswirkungen von Phononanregungen auf die Elektronendynamik zu
untersuchen, fügen wir die neuartige Phononen Zustandstomographie (PST) Me-
thode ein. Wir wenden PST an, um ein Modell für ein eindimensionales Metall
zu analysieren und finden bei niedrigen Phononenfrequenzen eine Verstärkung
der Licht-induzierten langreichweitigen Elektronenkorrelationen.

Wir erforschen außerdem die Auswirkungen von kombinierten dissipativen
Umgebungen und Schwingungsumgebungen auf elektronische Freiheitsgrade.
Zuerst demonstrieren wir, dass Dissipation die numerische Beschreibung der
Dynamik von Exzitonen in strukturierten Umgebungen vereinfachen kann. An-
schließend wird gezeigt, dass die gebundenen Elektron-Phonon-Quasiteilchen im
Hubbard-Holstein Modell unter Einwirkung starker Dissipation auf das Phonon-
ensystem lokalisiert werden, wobei sie jedoch nicht zerfallen.



Abstract
The interaction of quantum systems with an environment typically results in the
loss of quantum coherence and energy dissipation. In this thesis, we employ state-
of-the-art matrix-product state (MPS) methods to study the impact of quantum
environments of increasing complexity on few-body and many-body systems.

The simplest case is that of Markovian (i.e. memoryless) environments that
couple weakly to the system of interest. The effects of such environments can
be accounted for implicitly via the Lindblad master equation, and we call them
dissipative environments. In these setups, the peculiar phenomenon of “hot sys-
tems cooling faster than cold systems”, known as the Mpemba effect, has recently
attracted much attention. Here, we define the quantum Mpemba effect in a ther-
modynamically consistent way and show how to exponentially accelerate the
thermalization of arbitrary mixed quantum states.

When the interaction with the system is strong and/or long memory effects
are present, onemust account for the environment explicitly. Important instances
of such environments are vibrational environments when they are characterized
by a low temperature, a non-trivial spectral density, or a strong coupling to the
system of interest. In condensed matter physics, quantized lattice vibrations,
known as phonons, play a crucial role in determining different properties of solids.
In this context, an interesting recent class of experiments consists in optically ex-
citing phonon modes and measuring the electronic response out of equilibrium.
Here, we introduce a numerical method dubbed phonon state tomography (PST)
as a novel tool for investigating the effect of phonon excitations on electron dy-
namics. Applying PST to study a model for a one-dimensional (1D) photo-excited
metal at low phonon frequencies, we find an enhancement of light-induced long-
range electron correlation.

We also explore the effect of joined dissipative and vibrational environments
on electrons. Combining a Markovian-embedding method with a pure-state un-
raveling, we demonstrate that dissipation can facilitate the numerical description
of exciton dynamics in structured environments. Moreover, we show that strong
dissipation localizes the bound electron-phonon quasiparticles in the well-known
Hubbard-Holstein model without altering their stability.
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Chapter 1

Introduction

A leading principle in the reductionism-based approach to physical modeling has
always been selecting a few relevant degrees of freedomwithin a complex system
and treating the remaining ones as an effective environment. As a simple example,
consider the free fall of a soccer ball dropped from a high altitude. In addition
to being pulled downwards by the Earth’s gravitational force, the ball interacts
with a huge number of nitrogen, oxygen, and other molecules at every instant.
Describing the exact trajectories followed by the scattered molecules would make
for a formidable computational task. However, if one does not care about the
microscopic details, one can simply view the air as an environment into which
the ball dissipates kinetic energy. This leads to an easily solvable equation of
motion (assuming a constant air density) characterized by the onset of a constant
limit velocity once the gravitational force and the air drag balance each other out.
If one repeats the experiment in a vacuum chamber, one will find that the ball’s
(negative) velocity will increase linearly, obeying 𝑣(𝑡) = 𝑣(0) − 𝑔𝑡 , where 𝑔 is
the constant gravitational acceleration. The interaction of the ball with the few
remaining air molecules in the vacuum chamber, with light and cosmic radiation,
will not cause any significant deviation from the simple equation above. This
exemplifies the very successful concept of an isolated system in classical physics,
in which weak interactions with environments can safely be neglected.

In quantum systems, the situation changes dramatically. Consider a huge
vacuum box isolated as best as possible from its surroundings. If one places a
free quantum particle initially described by a narrowGaussian wave packet in the
center of the box, the Schrödinger equation tells us that the wave packet should
coherently spread out. However, in practice, the few remaining air molecules
within the box, thermal photons, and even microwave background radiation will
quicklymeasure the quantum particle’s position by scattering off thewave packet.
This will lead to an exponential decay in the particle’s coherence length; after a
short time, it will be indistinguishable from a classical particle whose position
is described by an incoherent probability distribution [6]. This phenomenon is
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known as environmental scattering-induced decoherence, or simply decoherence.
Thus, for quantum particles, the picture of an isolated system is typically valid
only for short timescales. In the context of a more famous thought experiment,
we could say that after a short time, Schrödinger’s cat will be dead or alivewithout
needing anyone to open its box. The main difference to the classical case is that
the interaction of a quantum system with its environment typically leads to the
formation of an entangled state, meaning that in some sense, the system cannot
be described as an independent, local object anymore [6]. Instead, in the classical
example, while the presence of the air molecules alters the ball’s velocity, the ball
and the air molecules maintain their individual properties.

In a much-simplified picture, decoherence can be understood as follows. Ima-
gine a two-level system prepared at an initial time in the superposition |𝜓 ⟩ =
𝑐0 |0⟩ + 𝑐1 |1⟩ and a two-level environment which finds itself in some state |𝐸0⟩ at
the initial time. After interacting, the total system-environment state may evolve
into the entangled state |Ψ⟩ = (𝑐0 |0⟩ + 𝑐1 |1⟩) ⊗ |𝐸0⟩ → 𝑐0 |0⟩ ⊗ |𝐸0⟩ + 𝑐1 |1⟩ ⊗ |𝐸1⟩.
The information that we can obtain if we can measure only the system is con-
tained in the reduced density matrix ̂𝜌𝑠 ≡ Tr𝐸 |Ψ⟩⟨Ψ| which, if |𝐸0⟩ and |𝐸1⟩ are
orthogonal to one another (indicating that the interaction with the system has
significantly changed the environment), is given by ̂𝜌𝑠 = |𝑐0|2 |0⟩⟨0| + |𝑐1|2 |1⟩⟨1|.
Thus, if we can access the system only, the interaction with the environment ap-
pears to have destroyed the coherences of the system’s state. In contrast to the
classical case, for quantum systems, the weak interaction with an environment
can usually not be ignored as a minor perturbation but, on the contrary, lies at
the center of fundamental debates concerning the measurement problem and the
very foundations of quantum mechanics [7].

In this thesis, much more modestly, we improve upon existing numerical
methods in order to be able to address challenging open problems regarding dis-
sipative quantum systems. First, we must define what we mean by a dissipa-
tive quantum system. Consider two weakly-coupled quantum systems, A and B.
When B is characterized by a fast relaxation time compared to A, one can use
the so-called Markovian (or memoryless) approximation and derive an equation
of motion for A only, which accounts implicitly for the influence of B (we will
formulate these ideas more precisely in Chapter 2). Thus, when we can avoid the
explicit description of B and consider only its effects on A, typically the loss of
quantum coherence and energy dissipation, we call B a dissipative environment
for A or simply A a dissipative system. Studying the dynamics of dissipative
quantum systems employing so-called master equations is the main subject of
the field of open quantum systems (OQSs). Master equations were employed as
early as 1927 by Landau for describing the interaction of a radiation field with
electrical charges and in 1936 by Fermi for modeling neutron scattering [8]. It
was only in 1976, however, that Gorini, Kossakowski, and Sudarshan [9] and in-
dependently Lindblad [10] formulated the general expression for the generator of
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the quantum dynamical semigroup, putting the field of OQS on firm theoretical
grounds. The complete positivity of the generator, essential to describe a physical
evolution of entangled states, had until then been ignored [8].

Since then, the field of OQS has investigated fascinating topics, ranging
from irreversibility [11] to the emergence of classicality in large systems [12]
and stochastic quantum trajectories [13]. Despite these remarkable develop-
ments, OQS played a relatively marginal role in physics for many decades follow-
ing the seminal papers [9, 10]. The recent surge of quantum technologies, rang-
ing from digital [14] and analog [15] computation to secure communication [16]
and metrology [17], and the associated compelling need to shield quantum sys-
tems from environmental decoherence and dissipation, completely changed the
scenario, elevating OQS to an integral part of quantum mechanics. This boosted
the methodological research in OQS, leading, for instance, to the development
of efficient pure-state unraveling schemes [18] and novel approaches for meso-
scopic environments [19]. In the last two decades, in the context of many-body
quantum systems, MPS algorithms [20, 21], based on the efficient compressions
and the local manipulations of wave functions, have established themselves as
very effective numerical methods for simulating the dynamics of stronly-corre-
lated low-dimensional systems. While initially developed for isolated systems, in
the past ten years MPS methods have been successfully applied to compute dis-
sipative dynamics [22–24] or to directly target the non-equilibrium steady states
of dissipative systems via a variational approach [25] (see Chapter 3).

Let us come back to our definition of a dissipative quantum system. It is
clearly very restrictive, as A and B can exhibit strong coupling and similar re-
laxation timescales in many physically relevant cases. Then, to calculate B’s dy-
namical impact on A, one typically needs to evolve the joint system explicitly,
i.e. solve the Schrödinger equation for AB and then compute A’s reduced state
by tracing out B. For specific systems, non-Markovian methods have been de-
veloped, which allow to treat both a strong coupling between A and B and strong
memory effects in B [26]. However, non-Markovian equations of motion are
typically much more complex to solve than their Markovian counterparts, and
their numerical cost can become comparable to that of evolving AB unitarily.
Thus, in Chapter 4, we perform a systematic comparison of different approaches
for studying strongly-coupled, non-Markovian environments. We underline the
strengths and weaknesses of all considered methods, outlining the parameter re-
gimes in which they perform best.

Throughout this thesis, we will study scenarios of increasing methodological
complexity. In quantum thermodynamics, a topic that has attracted massive at-
tention in 2024 [27] is the exponential acceleration of thermalization processes
in dissipative quantum systems. In 2020, the controversial Mpemba effect, collo-
quially indicating the phenomenon of “hot water freezing faster than cold water,”
was unambiguously measured in colloidal systems [28]. Shortly after, the effect
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started being explored in quantum dissipative systems [29]. In Chapter 5, con-
sidering single-and few-qubit Markovian setups, we study the interplay between
initial quantum coherences and dissipation and devise an exact unitary transfor-
mation that reveals a genuine Mpemba effect in dissipative quantum systems.

Vibrational systems constitute some of the most relevant environments
for electrons. In the context of quantum chemistry, molecular vibrational
degrees of freedom can be investigated with infrared or Raman spectro-
scopy [30] and are essential in describing photo-induced exciton dynamics
in molecular crystals [31]. Even in biological systems, the exciton dyna-
mics in light-harvesting complexes involved in the early stages of photosyn-
thesis [32, 33] are strongly affected by protein vibrations. These environ-
ments are often characterized by long memory effects, which cannot be de-
scribed by a Markovian dissipative master equation but must be accounted
for explicitly. Usually, they are modeled as collections of quantum har-
monic oscillators. Bosonic degrees of freedom, such as quantum harmonic
oscillators, are very challenging to describe numerically due to the formally in-
finite dimensionality of their Hilbert spaces. In the context of MPS, however, cru-
cial recent advances in their representation [34, 35] and time-evolution [36, 37]
have enabled the exact numerical description of large vibrational environments.
In Chapter 6, we combine these methods with an OQS Markovian-embedding
approach [38] to study the dynamics of a single electronic excitation in a struc-
tured vibrational environment. Directly comparing our approach to a unitary
evolution, we demonstrate that in this context, we can use weak dissipation as a
valuable computational resource.

Furthermore, vibrational environments also play a crucial role in condensed
matter physics, where phonons (quantized lattice vibrations) are instrumental
in determining different equilibrium properties of solids, such as their specific
heat and thermal conductivity [39]. Notably, at low temperatures, phonons can
mediate an effective electron-electron attraction leading to superconductivity, as
Barden, Cooper, and Schrieffer described in their seminal paper in 1957 [40].
A more recent class of exciting experiments concerns probing the electronic
response of a system following the optical pumping of infrared-active phonon
modes. The most notable example in this field is the observation of light-induced
superconducting-like electronic states out of equilibrium [41, 42]. Despite sig-
nificant efforts [43–46], the modeling and interpretation of these experiments
remains challenging. In Chapter 7, we study the electron dynamics following a
coherent photo-excitation of the phonon modes in a 1D metal. We introduce a
new numerical method dubbed phonon state tomography (PST), which allows us
to study the impact of different pulse shapes and phonon frequencies. We find
that small phonon frequencies enable long-range electron correlation to domin-
ate over phonon-induced disorder.

While representing vibrational environments via collections of quantum har-
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monic oscillators has proven very successful across different scientific fields,
more accurate descriptions are desirable in some cases. In the context of phonons,
extensions accounting for anharmonicities [47, 48] and dispersive behaviour [49,
50] have been proposed. In Chapter 8, we take a different approach and consider
dissipative phonons. This represents a first step in going beyond the coherent,
isolated phonons paradigm and implicitly accounting for effects such as phonon-
impurity and phonon-phonon scattering, which can be present in real materi-
als. Specifically, by studying the famous Hubbard-Holstein model, we show that
strong dissipation dramatically suppresses the mobility of the bipolaronic quasi-
particles.



Part I

Theory and Methods
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In the first part of this thesis, we focus on the theory and numerical methods
for quantum dissipative and vibrational systems.

We start by giving a brief overview of the vast field of open quantum system
(OQS) in Chapter 2. Two crucial numerical tools for the description of OQS are
vectorization and pure-state unravelings. The former is essential for investigating
spectral properties, while the latter is better suited for dealing with the dynamics
of large systems. We also present methods for non-Markovian OQS and their link
to Markovian descriptions via Markovian embedding. We conclude our analysis
of OQS considering structured vibrational environments and why the widespread
practice of replacing a global environment with a local environment for each
degree of freedom of the system of interest can be justified.

In Chapter 3, we introduce the tensor network methods used for most appli-
cations presented in this thesis. We summarize some basic concepts about MPS
and mention two recent developments that have greatly enhanced the size of the
vibrational systems that one can describe numerically, namely projected puri-
fication (PP) and local subspace expansion time-dependent variational principle
(LSE-TDVP). Then, we consider the description of large-scale OQS dynamics
with MPS, pointing out some subtle issues regarding the numerical implementa-
tions. Moreover, we introduce a novel method dubbed phonon state tomography
(PST), which is a valuable tool for analyzing the impact of phonon excitations on
electron dynamics.

Finally, in Chapter 4, we compare the accuracy and efficiency of a non-
Markovian and a Markovian-embedded description of a many-body, dissipative
electron-phonon system. Surprisingly, the two methods are very similar in com-
plexity but excel in accuracy in complementary parameter regimes.

We collected many of the methods discussed in this thesis in the Python pack-
age EVOS. The package contains NumPy-based ED solvers for OQS dynamics and
serves as an interface with SyTen [51, 52] for dissipative MPS calculations.



Chapter 2

Open quantum systems (OQSs)

This chapter provides an overview of open quantum systems (OQSs) from a nu-
merical perspective. In Section 2.1, we give a short introduction to OQS, sketch-
ing the main steps of the derivation of the Lindblad equation and outlining the
difference between Markovian and non-Markovian systems. Then, in Section 2.2,
we present vectorization, a valuable tool for solving the Lindblad equation, which
will be essential to study the quantum Mpemba effect in Chapter 5. In a comple-
mentary approach to vectorization, the equations of motion for large dissipative
systems can be efficiently solved using pure-state unraveling methods for both
Markovian (Sections 2.3 and 2.4) and non-Markovian systems (Section 2.5). We
also consider structured vibrational environments in Section 2.6, which can be
captured by non-Markovian or Markovian-embedded methods. In conclusion,
we discuss the approximations implied when transitioning from global to local
environments in Section 2.7 and mention the main features of the Python pack-
age EVOS, in which we collected many time evolution methods for OQS. This
chapter is partially based on Refs. [1, 4].

2.1 Brief introduction to OQS

The field of open quantum systems (OQSs) studies the influence of quantum en-
vironments on a system of interest. While OQS approaches had already been
used for a long time for instance in quantum optics [9], its theoretical founda-
tions were laid in 1976 by the pioneering work of Gorini, Kossakowski, and Su-
darshan [9] and independently Lindblad [10]. The two seminal papers provided
the most general linear equation of motion for density matrices under the as-
sumption of Markovianity (we will define Markovianity shortly). This equation
is known as the Gorini-Kossakowski-Sudarshan-Lindblad equation or simply the
Lindblad equation for short. Here, we will not include the complete derivation of
the Lindblad equation but sketch some of the most relevant implied approxima-
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tions. We will follow closely [53], to which we refer for a detailed yet accessible
presentation.

Consider an arbitrary quantum systemwhose total Hamiltonian is partitioned
as

𝐻̂ = 𝐻̂𝑆 + 𝐻̂𝐸 + 𝜆𝐻̂𝐼 , (2.1)

where 𝐻̂𝑆 and 𝐻̂𝐸 are the system and environment Hamiltonians, respectively,
and 𝐻̂𝐼 represents the interaction between the two. In the interaction picture, the
density matrix ̂𝜌 for the combined state of the system and the environment obeys
the Liouville-von Neumann equation

d ̂𝜌(𝑡)
d𝑡 = −𝑖𝜆[𝐻̂𝐼 (𝑡), ̂𝜌(𝑡)] , (2.2)

where 𝐻̂𝐼 (𝑡) = 𝑒𝑖(𝐻̂𝑆+𝐻̂𝐸)𝑡 𝐻̂𝐼 𝑒−𝑖(𝐻̂𝑆+𝐻̂𝐸)𝑡 . Now, we perform the weak coupling ap-
proximation, also known as the Born approximation, i.e., we consider 𝜆 ≪ 1.
Then, when expanding Eq. (2.2) as a Dyson series

d ̂𝜌(𝑡)
d𝑡 = −𝑖𝜆[𝐻̂𝐼 (𝑡), ̂𝜌(0)] − 𝜆2 ∫

𝑡

0
d𝑠[𝐻̂𝐼 (𝑡), [𝐻̂𝐼 (𝑠), ̂𝜌(𝑡)]] (+𝒪(𝜆3)) (2.3)

we can discard the contributions of order 𝜆3 and higher. Next, we define the
reduced density matrix ̂𝜌𝑠 for the system’s degrees of freedom as the partial trace
of ̂𝜌 over the environment ̂𝜌𝑠(𝑡) = Tr𝐸 ( ̂𝜌(𝑡)) obtaining

d ̂𝜌𝑠(𝑡)
d𝑡 = −𝑖𝜆 Tr𝐸 ([𝐻̂𝐼 (𝑡), ̂𝜌(0)]) − 𝜆2 ∫

𝑡

0
d𝑠 Tr𝐸 ([𝐻̂𝐼 (𝑡), [𝐻̂𝐼 (𝑠), ̂𝜌(𝑡)]]) . (2.4)

It can be shown that if we assume that at the initial time, the total state
factorizes as ̂𝜌(0) = ̂𝜌𝑠(0) ⊗ ̂𝜌𝛽𝐸 (0), where ̂𝜌𝛽𝐸 (0) denotes the thermal state
exp(−𝛽𝐻̂𝐸)/Tr((exp(−𝛽𝐻̂𝐸))), the first term in Eq. (2.4) vanishes [53]. To make
progress, we need to perform the important Markovian1 (or memoryless) approx-
imation, i.e. we assume that the environment’s relaxation and correlation times
are much shorter than the system’s characteristic timescale. This allows us to
make two substantial simplifications. First, in the weak-coupling regime, we can
assume that at any time the total state is ̂𝜌(𝑡) = ̂𝜌𝑠(𝑡) ⊗ ̂𝜌𝐸(0). Second, we can
extend the integration limit in Eq. (2.4) to ∞, since only terms where 𝑠 is close to
𝑡 will give nonzero contributions. Then, performing the variable change 𝑠 → 𝑡 − 𝑠
we get

d ̂𝜌𝑠(𝑡)
d𝑡 = −𝜆2 ∫

∞

0
d𝑠 Tr𝐸 ([𝐻̂𝐼 (𝑡), [𝐻̂𝐼 (𝑡 − 𝑠), ̂𝜌𝑠(𝑡) ⊗ ̂𝜌𝐸(0)]]) . (2.5)

1It is named after the Russian mathematician Andrey Markov, who made important contribu-
tions to the field of stochastic processes and initiated the study of what became known as Markov
chains.
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Eq. (2.5), known as the Redfield equation, is Markovian but does not in general
preserve the positivity of ̂𝜌𝑠(𝑡).

To arrive at the Lindblad equation, one has to perform the rotating wave ap-
proximation, which consists of expanding 𝐻̂𝐼 and neglecting the fast oscillating
terms. Unlike the Born and Markov approximations, the rotating wave approx-
imation is not a restrictive requirement from a physical point of view. However,
it implies a long sequence of non-trivial algebraic steps for which we refer to [53]
and mention the final result here. After transforming back from the interaction
to the Schrödinger picture one obtains

d ̂𝜌𝑠(𝑡)
d𝑡 = −𝑖[𝐻̂𝑆 + 𝐻̂L, ̂𝜌𝑠] +

𝒟( ̂𝜌(𝑡))
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞∑
𝑙
𝐿̂𝑙 ̂𝜌𝑠𝐿̂†𝑙 − 1

2{𝐿̂
†
𝑙 𝐿̂𝑙 , ̂𝜌𝑠} ≡ ℒ ̂𝜌(𝑡) . (2.6)

This is the celebrated Lindblad equation, which is as central to OQS as the
Schrödinger equation to isolated systems. On the r.h.s. of Eq. (2.6) we have intro-
duced the Lindbladian superoperatorℒ . The operators 𝐿̂𝑙 are referred to as jump
operators and are closely related to the interaction Hamiltonian 𝐻̂𝐼 . The non-Her-
mitian part of Eq. (2.6) denotes the effective interaction with the environment
and is called dissipator 𝒟 . 𝐻̂L, known as the Lamb shift Hamiltonian, commutes
with 𝐻̂𝑆 and describes the environment-induced renormalization of the energy
levels of the system.

The derivation of Eq. (2.6) sketched above is referred to as microscopic deri-
vation or physical derivation because one can use it to obtain a specific Lindblad
equation starting from a particular system of interest Eq. (2.1). However, to show
that Eq. (2.6) represent the most general linear, Markovian equation of motion for
densitymatrices, one can follow a so-calledmathematical derivationwhich, in the
spirit of the original papers [9] and [10] does not start by assuming a microscopic
model Eq. (2.1). For a very accessible presentation of the mathematical derivation
of the Lindblad equation, we refer to [54].

The Lindbladian superoperator ℒ is known as the Markovian completely
positive trace-preserving (CPT) generator. While the trace-preserving property
simply ensures that the state is normalized at every time, complete positivity is a
less trivial concept worth discussing. A map Φ between matrices (i.e., a superope-
rator) is said to be positive if it maps positive matrices to positive matrices, i.e.,
Φ ∶ ℳ𝑁 → ℳ𝑁 , whereℳ𝑁 denotes the set of 𝑁 -dimensional positive matrices.
Φ is called completely positive if its composition with the identity 𝟙𝑑 is positive
∀𝑑 , i.e. Φ ⊗ 𝟙𝑑 ∶ ℳ𝑁𝑑 → ℳ𝑁𝑑 . Complete positivity is crucial for guaranteeing
a physical evolution since positive but not completely positive maps can turn pos-
itive, multipartite, entangled states into non-positive ones. The most famous ex-
ample of such a map is partial transposition, obtained by composing the positive
map 𝑇 (which switches the row and column indices of a matrix) with an identity
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map. For a two-qubit system, Φ ≡ 𝑇 ⊗ 𝟙2 maps the Bell state ̂𝜌(𝐵) = |𝜓 (𝐵)⟩ ⟨𝜓 (𝐵)|
with |𝜓 (𝐵)⟩ = 1/√2(|00⟩ + |11⟩) to

Φ ( ̂𝜌(𝐵)) = 1
2
⎛
⎜
⎜
⎝

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

⎞
⎟
⎟
⎠
, (2.7)

which is non-positive since it has spectrum 1/2(1, 1, 1, −1). Partial transposition
can also be used as an entanglementwitness for low-dimensional, bipartite, mixed
states [55].

The Lindblad equation Eq. (2.6) tells us that the state of the system at time ̂𝜌(𝑡′)
depends only on the state of the system at an infinitesimally earlier time ̂𝜌(𝑡′ −
𝛿𝑡′). This directly followed from imposing the Markovian approximation, which
allowed us to obtain Eq. (2.5). The Markovian approximation is typically justified
when the weakly-coupled environment is at a high temperature and interacts
with many system frequencies with equal strength. However, in a general setup,
̂𝜌𝑠(𝑡′) can depend on the whole dynamical history of ̂𝜌𝑠 , i.e. on ̂𝜌𝑠(𝑡) ∀𝑡 < 𝑡′. This

can be described by a non-Markovian CPT generator 𝒦(𝑡), yielding [6]

d
d𝑡 ̂𝜌𝑠(𝑡) = 𝒦(𝑡) ̂𝜌𝑠(𝑡) . (2.8)

In 2010, Laine, Piilo, and Breuer introduced a simple approach
for characterizing the non-Markovianity of a general (CPT) map
Φ𝑡 ≡ exp(𝒦(𝑡)𝑡) [56]. They studied the trace distance between two states
𝐷( ̂𝜌1, ̂𝜌2) ≡ 1/2Tr(√( ̂𝜌1 − ̂𝜌2)†( ̂𝜌1 − ̂𝜌2)). 𝐷 is invariant under unitary trans-
formation. Moreover, since in a Markovian evolution there is only flow from the
system to the environment, the rate of change of 𝐷,

𝜎(𝑡, ̂𝜌1,2) ≡ d
d𝑡 𝐷(Φ𝑡( ̂𝜌1), Φ𝑡( ̂𝜌2)) , (2.9)

will always be negative for a Markovian process described by Φ𝑡 = 𝑒ℒ𝑡 , denoting
a steady equilibration with the environment. Thus, a positive 𝜎 , indicating the
flow of information from the environment to the system, can be taken as awitness
of non-Markovianity.

Non-Markovian dynamics are, in general, very challenging to describe. How-
ever, wewill discuss in Section 2.5 that efficient non-Markovian descriptions have
been introduced for an important class of systems.

2.2 Vectorization
One of the most useful tools for studying OQS is vectorization [57, 58]. When
applied to a matrix, it simply consists in reshaping it into a vector by stacking its
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columns and is usually denoted as vec():

vec (𝑎 𝑏
𝑐 𝑑) →

⎛
⎜
⎜
⎝

𝑎
𝑏
𝑐
𝑑

⎞
⎟
⎟
⎠
. (2.10)

A vectorized matrix, as for instance the density matrix ̂𝜌𝑠 , is typically represented
with a double bracket: vec( ̂𝜌𝑠) ≡ |𝜌𝑠⟩⟩. Most importantly, vectorization can also
be used to recast a superoperator into an operator. For the Lindbladian super-
operator ℒ , this can be achieved by using a general property of vectorization,
namely that three matrices 𝑀̂1, 𝑀̂2 and 𝑀̂3 satisfy

vec(𝑀̂1𝑀̂2𝑀̂3) = (𝑀̂𝑇3 ⊗ 𝑀̂1)vec(𝑀̂2) . (2.11)

With this, the Lindbladian Eq. (2.6) can be written in vectorized form as [57]

̂ℒ = −𝑖𝐻̂𝑆 ⊗ 𝟙̂ + 𝑖𝟙̂ ⊗ 𝐻̂ 𝑇𝑆+
∑
𝑙
𝐿̂𝑙 ⊗ (𝐿̂†𝑙 )

𝑇
− 1
2𝐿̂

†
𝑙 𝐿̂𝑙 ⊗ 𝟙̂ − 1

2𝟙̂ ⊗ (𝐿̂†𝑙 𝐿̂𝑙)
𝑇
. (2.12)

The normalization condition for a density matrix ̂𝜌𝑠 can be obtained by observing
that the Hilbert Schmidt inner product reduces to the regular inner product in
the vectorized framework Tr(𝑀̂†

1 𝑀̂2) = ⟨⟨𝑀1||𝑀2⟩⟩ [57] and thus a physical state
needs to obey

⟨⟨𝟙||𝜌𝑠⟩⟩ = 1 , (2.13)

where |𝟙⟩⟩ is the vectorized identity matrix. Then, using the relation ⟨⟨𝑂| = ⟨⟨𝟙|(𝟙⊗
𝑂̂), the expectation value of an observable 𝑂̂ can be written as

⟨𝑂̂⟩ =
Tr ( ̂𝜌𝑠𝑂̂)
Tr ( ̂𝜌𝑠)

= ⟨⟨𝟙|𝟙 ⊗ 𝑂̂|𝜌𝑠⟩⟩
⟨⟨𝟙|𝜌𝑠⟩⟩

. (2.14)

Vectorization presents several useful features. First, it allows us to recast the
Lindblad equation into an imaginary-time Schrödinger equation with a non-
Hermitian Hamiltonian

d
d𝑡 |𝜌𝑠⟩⟩ =

̂ℒ |𝜌𝑠⟩⟩ , (2.15)

which can be solvedwith standard numerical techniques (for instance, by comput-
ing the exponential exp( ̂ℒ 𝑡)with exact diagonalization (ED)). Second, it gives us
access to the Lindbladian spectrum, which, analogously to the Hamiltonian spec-
trum for isolated systems, holds crucial information about the energy spacing of
the excited states and the slow-decaying system modes (which will be central to
the study of the Mpemba effect in Chapter 5). In the typical case of a Lindbladian
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with a unique steady state, the spectrum of ̂ℒ will have a zero eigenvalue with
multiplicity 1 corresponding to it. The remaining eigenvalues have a non-positive
real part and come in complex conjugate pairs due to the Hermiticity-preserving
property of the Lindbladian [59]. Thus, vectorization offers a simple way to com-
pute the steady state of the system, which is the eigenvector of the Lindbladian
relative to the zero eigenvalue. Finally, we anticipate that vectorization can be
used to compute the dynamics of Markovian and non-Markovian OQS with MPS
methods (see Section 3.2.1).

2.3 Quantum jumps (QJ)
While vectorization gives an in principle simple prescription for solving the Lind-
blad equation (i.e. exponentiating ̂ℒ ), it is in practice not very efficient for large
systems, because vectorized mixed states have dimension 𝐷2, where 𝐷 is the di-
mension of the system’s Hamiltonian. A solution scheme based on the propaga-
tion of 𝐷-dimensional pure states would thus be highly desirable. To this end, fol-
lowing closely Daley’s review [18], here we present a version of quantum jumps
(QJ), a pure-state unraveling method that allows us to obtain the dissipative dy-
namics of a mixed state by averaging over an ensemble of stochastic pure-states
dynamics.

The first step of QJ consists in introducing an effective, non-Hermitian
Hamiltonian

𝐻̂eff ≡ 𝐻̂𝑆 − 𝑖
2 ∑𝑙

𝐿̂†𝑙 𝐿̂𝑙 . (2.16)

This enables us to express the Lindblad equation Eq. (2.6) as

𝜕𝑡 ̂𝜌𝑠 = −𝑖(𝐻̂eff ̂𝜌𝑠 − ̂𝜌𝑠𝐻̂†
eff) +∑

𝑙
𝐿̂𝑙 ̂𝜌𝑠𝐿̂†𝑙 . (2.17)

When dealing with pure states, we introduce a stochastic process 𝒬 to obtain the
time evolution of the density matrix through averaging over 𝑁 realizations:

1
𝑁

𝑁
∑
𝑞=1

|Ψ(𝑡)q⟩ ⟨Ψ(𝑡)q| ≡ ℰ𝑁 [|Ψ(𝑡)q⟩ ⟨Ψ(𝑡)q|] = ̂𝜌𝑠𝑁 (𝑡) . (2.18)

Here, 𝑞 ∈ 𝒬 represents a set of pseudo-random numbers that characterizes a
so-called trajectory. Formally, this will converge to the exact Lindblad-evolved

density matrix for an infinite number of trajectories ̂𝜌𝑠𝑁 (𝑡)
𝑁→∞−−−−−→ ̂𝜌𝑠(𝑡). Instead

of constructing the density matrix directly, it is numerically more efficient to cal-
culate the observables of interest for each trajectory and subsequently compute
their averages:

⟨𝑂̂⟩𝑁 (𝑡) = ℰ𝑁 [⟨Ψ(𝑡)q| 𝑂̂ |Ψ(𝑡)q⟩] . (2.19)
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Ĥe↵(t) ! Ĥe↵(t + �t)

| (t)i  | (t+ �t)i
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Figure 2.1: Algorithmic sketch of the quantum jumps (QJ) method.

For a trajectory specified by two collections of random numbers 𝑞 = (𝑞1(𝑡), 𝑞2(𝑡))
uniformly distributed between 0 and 1, the algorithm for computing one step of
the time evolution of |Ψ(𝑡)⟩q is shown in Fig. 2.1. The central idea is to expand the
time-evolved state to first order and break down the change in its norm, which
serves as a measure for the magnitude of the non-Hermitian (i.e. dissipative)
component:

||Ψ(1)(𝑡 + 𝛿𝑡)⟩|2 = 1 − 𝑝 ≈ 1 − 𝛿𝑡 ∑
𝑙
⟨Ψ(𝑡)| 𝐿̂†𝑙 𝐿̂𝑙 |Ψ(𝑡)⟩ ≡ 1 −∑

𝑙
𝑝𝑙 . (2.20)

Subsequently, we select the random number 𝑞1(𝑡) and compare it to the overall
norm change 𝑝 to determine whether a jump should occur or not. If a jump is
required, the second random number 𝑞2(𝑡) is chosen to select the specific jump
operator, based on the various jump probabilities 𝛿𝑡 ⟨Ψ(𝑡)| 𝐿̂†𝑙 𝐿̂𝑙 |Ψ(𝑡)⟩. When the
algorithm mentioned above is applied for each trajectory 𝑞, the averaging over
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the projectors in the limit 𝑁 → ∞ leads to

̂𝜌𝑠(𝑡 + 𝛿𝑡) = ℰ∞[|Ψ(𝑡)q⟩ ⟨Ψ(𝑡)q|]

= (1 − 𝑝) |Ψ
(1)(𝑡 + 𝛿𝑡)⟩
√1 − 𝑝

⟨Ψ(1)(𝑡 + 𝛿𝑡)|
√1 − 𝑝 +∑

𝑙

𝑝𝑙
𝑝
𝐿̂𝑙 |Ψ(𝑡)⟩
√𝑝𝑙/𝛿𝑡

⟨Ψ(𝑡)| 𝐿̂†𝑙
√𝑝𝑙/𝛿𝑡

= ̂𝜌𝑠(𝑡) − 𝑖𝛿𝑡(𝐻̂eff ̂𝜌𝑠 − ̂𝜌𝑠𝐻̂†
eff) + 𝛿𝑡 ∑

𝑙
𝐿̂𝑙 ̂𝜌𝑠𝐿̂†𝑙 . (2.21)

This expression precisely converges to the Lindblad equation in the limit 𝛿𝑡 → 0.
Using the independence of different trajectories, one can estimate the statist-

ical error 𝜖𝑂𝑁 for the expectation value of an observable 𝑂̂ as [18]

𝜖𝑂𝑁 = √⟨𝑂̂2⟩𝑁 − ⟨𝑂̂⟩2𝑁
𝑁 , (2.22)

i.e. as the estimated standard deviation computed for 𝑁 trajectories divided by
√𝑁 . In this thesis, when plotting a quantity obtained with a pure-state unravel-
ing method, we will always set the error bars equal to Eq. (2.22). The number
of trajectories needed to obtain statistically converged observables can depend
on the model, the parameters, and the system size. In practice, for the models
analyzed here, we found that we usually needed to compute between 𝑁 = 100
and 𝑁 = 1000 trajectories. The other crucial convergence parameter for QJ is the
time step 𝛿𝑡 . Since at most one jump per time step is allowed by construction,
when the coupling between the system and the environment is strong, 𝛿𝑡 needs
to be chosen small enough not to underestimate the environment’s effect.

2.4 Quantum state diffusion (QSD)

An alternative method for unraveling the Lindblad master equation Eq. (2.6) is
known as the linear quantum state diffusion (lQSD) method [60]. The main dif-
ference to the QJ approach is that the stochastic component is not an external
process encoded in strong jumps happening only at certain time steps but rather
an intrinsic part of the effective Hamiltonian. For clarity, it is now convenient
to explicitly write down the system-environment coupling 𝑐𝑙 relative to the 𝑙-th
jump operator (which we had absorbed in 𝐿̂𝑙 in Eq. (2.6)), i.e. consider 𝐿̂𝑙 → √𝑐𝑙 𝐿̂𝑙 .
For each trajectory, the time evolution is generated by a non-Hermitian Hamilto-
nian, as outlined in [61]:

𝐻̂ 𝑧
eff(𝑡) = 𝐻̂𝑆 + 𝑖∑

𝑙
[𝑧𝑙(𝑡)𝐿̂𝑙 −

𝑐𝑙
2 𝐿̂

†
𝑙 𝐿̂𝑙] , (2.23)



16 Quantum state diffusion (QSD)

where 𝐻̂s represents the system Hamiltonian, 𝐿̂𝑙 is a jump operator, and 𝑧𝑙(𝑡) is
a random number drawn from a real-valued Gaussian distribution with a mean
of zero and a standard deviation 𝜎 , which corresponds the square root of the
coupling parameter 𝑐𝑙 divided by the time step 𝛿𝑡 . With this, the time evolution
for one trajectory |Ψ𝑧(𝑡)⟩ is given by

𝜕𝑡 |Ψ𝑧(𝑡)⟩ = −𝑖𝐻̂ 𝑧
eff(𝑡) |Ψ𝑧(𝑡)⟩ . (2.24)

To demonstrate the first-order equivalence between the Lindblad and the
lQSD evolution, we perform a first-order expansion of the state |Ψ𝑧(𝑡)⟩ using the
effective Hamiltonian Eq. (2.23). For clarity, we will consider the case involving
only one jump operator 𝐿̂ and drop the 𝑧 subscript for the wavefunction:

|Ψ(𝑡 + 𝛿𝑡)⟩ ≈ [1 + 𝛿𝑡( − 𝑖𝐻̂𝑠 + 𝐿̂𝑧(𝑡) − 𝑐
2𝐿̂

†𝐿̂)] |Ψ(𝑡)⟩ . (2.25)

To first order in 𝛿𝑡 , keeping in mind that 𝑧2 is of 𝒪(𝛿𝑡−1), the outer product of
Eq. (2.25) with its Hermitian conjugate is

|Ψ(𝑡 + 𝛿𝑡)⟩ ⟨Ψ(𝑡 + 𝛿𝑡)| ≈ |Ψ(𝑡)⟩ ⟨Ψ(𝑡)| + 𝛿𝑡( − 𝑖𝐻̂𝑠 + 𝐿̂𝑧(𝑡) − 𝐶
2 𝐿̂

†𝐿̂) |Ψ(𝑡)⟩ ⟨Ψ(𝑡)|

+ |Ψ(𝑡)⟩ ⟨Ψ(𝑡)| 𝛿 𝑡( + 𝑖𝐻̂𝑠 + 𝐿̂†𝑧(𝑡) − 𝐶
2 𝐿̂

†𝐿̂)
+ 𝛿𝑡2𝑧2(𝑡)𝐿̂ |Ψ(𝑡)⟩ ⟨Ψ(𝑡)| 𝐿̂† .

(2.26)

By utilizing the mean and variance of 𝑧, which are ℰ∞[𝑧(𝑡)] = 0 and ℰ∞[𝑧2(𝑡)] =𝑐
𝛿𝑡 , we proceed to calculate the ensemble average over the projectors

ℰ∞[|Ψ(𝑡 + 𝛿𝑡)⟩ ⟨Ψ(𝑡 + 𝛿𝑡)|] = ̂𝜌𝑠(𝑡 + 𝛿𝑡) ≈ ̂𝜌𝑠(𝑡) + 𝛿𝑡(−𝑖𝐻̂𝑠 − 𝑐
2𝐿̂

†𝐿̂) ̂𝜌𝑠(𝑡)
+ ̂𝜌𝑠(𝑡)𝛿𝑡(+𝑖𝐻̂𝑠 − 𝑐

2𝐿̂
†𝐿̂) + 𝛿𝑡2 𝑐𝛿𝑡 𝐿̂ ̂𝜌𝑠(𝑡)𝐿̂†

= ̂𝜌𝑠(𝑡) + 𝛿𝑡( − 𝑖[𝐻̂𝑠 , ̂𝜌𝑠(𝑡)] − 𝑐
2{𝐿̂

†𝐿̂, ̂𝜌𝑠(𝑡)} + 𝑐𝐿̂ ̂𝜌𝑠(𝑡)𝐿̂†) .
In the limit where 𝛿𝑡 approaches zero, the expression obtained converges to the
Lindblad equation.

To potentially reduce the required number of trajectories for achieving ob-
servable convergence in this pure-state method, one can employ a modification
of Eq. (2.23) known as non-linear quantum state diffusion (nlQSD) Hamiltonian
[60, 61]

𝐻̂ 𝑧
eff(𝑡) = 𝐻̂𝑆 + 𝑖∑

𝑙
[𝑧𝑙(𝑡)𝐿̂𝑙 −

𝑐𝑙
2 𝐿̂

†
𝑙 𝐿̂𝑙 + 𝑐𝑙 ⟨Ψ(𝑡)| (𝐿̂†𝑙 + 𝐿̂𝑙) |Ψ(𝑡)⟩ 𝐿̂𝑙] . (2.27)

The nonlinear dynamics generated by the Hamiltonian given in Eq. (2.27) can be
linearized by computing the expectation value using the state |Ψ(𝑡 − 𝛿𝑡)⟩. This
approximation is reasonable if the time step 𝛿𝑡 is small.
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2.5 Hierarchy of pure states (HOPS)
The Lindblad equation Eq. (2.6), which describes explicitly only the dynamics of a
system of interest, represents a huge simplification compared to the Schrödinger
equation for the combined system and environment. Its derivation, starting
from a microscopic model for the combined system and environment, requires
stringent assumptions (weak system-environment coupling, memoryless envi-
ronment, rotating wave approximation), which strongly limit its range of appli-
cability. Loosely speaking, it is unreasonable to assume that for arbitrary setups,
accounting only effectively for the environment will yield a good description of
the system’s dynamics. Nonetheless, an exact open quantum system approach
can be formulated for certain classes of systems without any assumption on the
coupling strengths or the separations of timescales. Moreover, equally import-
antly, these descriptions can be formulated as pure-state unravelings.

Let us consider the usual Hamiltonian partitioning

𝐻̂ = 𝐻̂𝑆 + 𝐻̂𝐸 + 𝐻̂𝐼 , (2.28)

where 𝐻̂𝑆 and 𝐻̂𝐸 are the system and environmentHamiltonians, respectively, and
𝐻̂𝐼 represents the interaction between the two. While the systemHamiltonian can
be an arbitrary Hermitian operator, the bosonic environment Hamiltonian needs
to be a collection of harmonic oscillators2

𝐻̂𝐸 = ∑
𝑝

𝜔𝑝 𝑎̂†𝑝 𝑎̂𝑝 . (2.29)

Here 𝑎̂†𝑝 (𝑎̂𝑝) creates (annihilates) a vibrational mode with frequency 𝜔𝑝 .
Moreover, we require the interaction Hamiltonian to take the linear form

𝐻̂I = ∑
𝑗,𝑝

𝑔𝑗𝑝𝐿̂𝑗 𝑎̂†𝑗𝑝 + 𝑔∗𝑗𝑝𝐿̂†𝑗 𝑎̂𝑗𝑝 , (2.30)

where 𝐿̂𝑗 is an arbitrary operator acting on the system’s degrees of freedom. This
interaction form is used to model a broad class of phenomena, ranging from elec-
tron transport in solids [63] to exciton dynamics in molecules [64, 65] and com-
prises central toy models like the spin-boson model.

For the sake of simplicity (and anticipating Chapters 4 and 8) in the following
we will consider a constant vibrational frequency 𝜔 for the environment and, for
every system site, one harmonic oscillator locally coupled to it with strength 𝑔,
so that 𝐻̂I = 𝑔 ∑𝑗 (𝐿̂𝑗 𝑎̂†𝑗 + 𝐿̂†𝑗 𝑎̂𝑗). In analogy to the Markovian quantum state dif-
fusion (QSD) introduced in the previous section, the trajectory-unraveled dynam-
ics of the subsystem is described by the non-Markovian quantum state diffusion

2For fermionic environments, which were not considered in this thesis, we refer the reader
to [62].
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(NMQSD) equation [60]

𝜕𝑡 |𝜓 (𝑡)⟩ = −𝑖𝐻̂𝑠 |𝜓 (𝑡)⟩+𝑔∑
𝑗
𝐿̂𝑗𝑧∗𝑗 (𝑡) |𝜓 (𝑡)⟩−𝑔∑

𝑗
𝐿̂†𝑗 ∫

𝑡

0
d𝑠 𝛼∗(𝑡 −𝑠)𝛿 |𝜓 (𝑡)⟩𝛿𝑧∗𝑗 (𝑠)

. (2.31)

Here, 𝛼(𝑡) denotes the environment correlation function, 𝑧𝑗(𝑡) is a noise term for
site 𝑗, and 𝛿/𝛿𝑧∗𝑗 (𝑠) represents the functional derivative with respect to 𝑧∗𝑗 at time
𝑠. At zero temperature, 𝛼(𝑡) can be expressed as the Fourier transform of the
spectral density 𝐽 (𝜔):

𝛼(𝑡 − 𝑡′) ≡ ⟨𝑎̂(𝑡)𝑎̂†(𝑡′)⟩ = 1
√2 ∫

+∞

−∞
d𝜔 𝐽(𝜔)𝑒−𝑖𝜔(𝑡−𝑡′) . (2.32)

Instead, at finite temperature, the relationship between the environment correla-
tion function and the spectral density is given by:

𝛼(𝑡 − 𝑡′) = 1
𝜋 ∫

∞

0
d𝜔 𝐽(𝜔)[ coth (𝛽𝜔2 ) cos (𝜔(𝑡 − 𝑡′)) − 𝑖 sin (𝜔(𝑡 − 𝑡′))] . (2.33)

Here, 𝛽 represents the inverse temperature. In the subsequent discussions, we
consider 𝑇 = 0 and refer to [66] for the finite-temperature case (which amounts to
modifying the effectiveHamiltonian). Moreover, we impose that the environment
correlation function is described by a single complex exponential, i.e., 𝛼(𝑡 − 𝑡′) =
𝑒−𝜅|𝑡−𝑡′|−𝑖𝜔(𝑡−𝑡′). We will relax this condition on 𝛼(𝑡) at the end of this section
when we consider a more general interaction Hamiltonian Eq. (2.30). The colored
noise 𝑧𝑗(𝑡) satisfies ℰ∞[𝑧𝑗(𝑡)𝑧∗𝑗′(𝑡′)] = 𝛼(𝑡 − 𝑡′)𝛿𝑗,𝑗′ . It can be generated in practice
following methods such as [67, 68].

The observables for the electronic system are obtained by averaging the out-
comes of Eq. (2.31) over multiple trajectories, as explained for QJ in Section 2.3.

Directly solving Eq. (2.31) is impracticable due to the last term on the right-
hand side, which exhibits non-locality in time [66]. To circumvent this problem,
Süß, Eisfeld, and Strunz introduced the hierarchy of pure states (HOPS) method
[26]. The starting point for HOPS is to define

|𝜓 (1,𝑗)(𝑡)⟩ ≡ 𝐷𝑗(𝑡) |𝜓 (𝑡)⟩ ≡ ∫
𝑡

0
d𝑠 𝛼∗(𝑡 − 𝑠)𝛿 |𝜓 (𝑡)⟩𝛿𝑧∗𝑗 (𝑠)

, (2.34)

which is referred to as the first auxiliary state relative to site 𝑗. The k-th auxiliary
state is defined recursively as

|𝜓 (𝑘,𝑗)(𝑡)⟩ = [𝐷𝑗(𝑡)]𝑘 |𝜓 (𝑡)⟩ . (2.35)

For improving the numerical stability of this method (as we will show in Fig. 4.9),
it is crucial to rescale the auxiliary states as [69]

|𝜓 (𝑘,𝑗)(𝑡)⟩ → 1
√𝛼(0)𝑘𝑘!

|𝜓 (𝑘,𝑗)(𝑡)⟩ . (2.36)
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Initialize state |Ψ(t)⟩ = |ψ(t)⟩fer ⊗ |0⟩phon
Initialize colored noise z̃∗j (t)

Time evolve |Ψ(t+ δt)⟩ =

e−iHeff(t)δt |Ψ(t)⟩

Compute physical state
|ψ(t+ δt)⟩ = |0⟩ ⟨0| |Ψ(t+ δt)⟩

Normalize |Ψ(t+ δt)⟩ →
|Ψ(t+δt)⟩√

⟨ψ(t+δt)||ψ(t+δt)⟩

Compute observables:

⟨Ô⟩t+δt = ⟨ψ(t+δt)|Ô|ψ(t+δt)⟩
⟨ψ(t+δt)|ψ(t+δt)⟩

Compute ⟨L̂†
j⟩t =

⟨ψ(t)|L̂†
j |ψ(t)⟩

⟨ψ(t)|ψ(t)⟩

Update noise:
z̃∗j (t) → z̃∗j (t + δt)

Update Hamiltonian:
Ĥeff(t) → Ĥeff(t + δt)

|Ψ(t)⟩ ← |Ψ(t+ δt)⟩

Ĥeff(t)← Ĥeff(t+ δt)

Observables

Hamiltonian update

Figure 2.2: Algorithmic sketch of the hierarchy of pure states method.

This effectively reduces the norm of the relative auxiliary state, widely improving
the numerical stability of the HOPS method and allowing the study of highly
excited baths.

By utilizing Eq. (2.34) and Eq. (2.36), we can substitute Eq. (2.31) with a hierar-
chy of time-local equations. Following [67], it is advantageous to define a state
in the combined system and (bosonic) environment Hilbert space as

|Ψ(𝑡)⟩ = ∑
k
𝐶k(𝑡) |𝜓 (k)(𝑡)⟩ ⊗ |k⟩bos . (2.37)

Here, |k⟩bos ≡ ⊗𝑗 |𝑘⟩bos𝑗 denotes the bosonic mode associated with the k-th auxi-
liary state and 𝐶k(𝑡) is a time-dependent coefficient. Consequently, the hierarchy
adopts the form of a straightforward Schrödinger equation for the state in the
combined fermionic and bosonic Hilbert space:

𝜕𝑡 |Ψ(𝑡)⟩ = −𝑖𝐻̂ 𝑧
eff(𝑡) |Ψ(𝑡)⟩ , (2.38)

with the effective non-Hermitian Hamiltonian defined as [26, 67]

𝐻̂ 𝑧
eff(𝑡) = 𝐻̂𝑆 +∑

𝑗
𝑖( ̃𝑧∗𝑗 (𝑡)𝑔𝐿̂𝑗 −(𝜅+𝑖𝜔)𝐾̂𝑗 +𝑔𝐿̂𝑗⊗𝐾̂1/2

𝑗 𝑏̂†𝑗 −𝑔(𝐿̂†𝑗 −⟨𝐿̂†𝑗 ⟩𝑡)⊗𝑏̂𝑗𝐾̂1/2
𝑗 ) .
(2.39)
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In this context, 𝐾̂𝑗 represents the bosonic number operator on site 𝑗, while 𝑏̂†𝑗 and
𝑏̂𝑗 are the bare creation and annihilation operators, respectively, acting on the
bosonic modes as

𝑏̂† |𝑘⟩ = |𝑘 + 1⟩
𝑏̂ |𝑘⟩ = |𝑘 − 1⟩ . (2.40)

Moreover, the colored noise is modified as

̃𝑧∗𝑗 (𝑡) = 𝑧∗𝑗 (𝑡) + 𝑔 ∫
𝑡

0
d𝑠 𝛼∗(𝑡 − 𝑠)⟨𝐿̂†𝑗 ⟩𝑠 .

As for nlQSD (see Section 2.4), Eq. (2.38) is linearized by evaluating the non-
linear term ⟨𝐿̂†𝑗 ⟩𝑡 with |𝜓 (𝑡 − 𝛿𝑡)⟩. This is a reasonable approximation, provided
that the time step 𝛿𝑡 is sufficiently small. To compute the electronic observables,
the entire state must be projected onto the physical state at each time step

|Ψ(𝑡)⟩ → |𝜓 (𝑡)⟩ = |0bos⟩ ⟨0bos| |Ψ(𝑡)⟩ , (2.41)

with |0bos⟩ ≡ ⊗𝑗 |0bos⟩𝑗 being the bosonic vacuum. In Fig. 2.2, we provide an over-
view of the HOPS algorithm. In practical applications, the Schrödinger equation
2.38 is time-evolved using the initial condition |Ψ(𝑡 = 0)⟩ = |𝜓 (0)(𝑡 = 0)⟩ ⊗ |0bos⟩.
Here, all the auxiliary states are initially set to zero and are subsequently pop-
ulated as time progresses. Moreover, the formally-infinite hierarchy depth 𝑘max
must be truncated. In Section 3.1, wewill illustrate how the projected purification
(PP) method facilitates an optimal and automated choice of 𝑘max.

2.6 Structured environments and the meso-
scopic leads method

In Section 2.5, we have considered the simple case in which the environment cor-
relation function 𝛼(𝑡) is a complex exponential, which corresponds to a spectral
density 𝐽 (𝜔) = 𝜋/2∑𝑘 |𝑔𝑗𝑘 |2𝛿(𝜔 − 𝜔𝑘) being a Lorentzian function. In many situ-
ations though, this approach is not valid, as 𝐽 (𝜔) can assume more complicated
forms (see Chapter 6). In these cases, the HOPS method needs to be generalized
by increasing the bath for every system site 𝑗 from a single harmonic oscillator to
a set of 𝑃𝑗 harmonic oscillators. The idea behind this approach relies on the fact
that since complex exponentials form a complete orthonormal set in 𝐿2, we can
approximate any (square-integrable) environment correlation function as

𝛼𝑗(𝑡 − 𝑡′) ≈
𝑃𝑗
∑
𝑝=1

𝑔𝑗𝑝𝑒−𝜅𝑗𝑝 |𝑡−𝑡
′|−𝑖𝜔𝑗𝑝(𝑡−𝑡′) . (2.42)
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This decomposition, which can be computed using, for instance, the Laplace-Padé
method [70], provides a set of parameters denoted as 𝜔𝑝 , 𝑔𝑝 , and 𝜅𝑝 for every site
𝑗, which specify the environment Hamiltonian Eq. (2.29), the interaction Hamilto-
nian Eq. (2.30) and the damping strength of the environment modes, respectively.
Detailed analyses of structured baths (𝑃 > 1) can be found in [66, 69].

A different approach for studying structured environments is to consider a
Markovian embedding (see Chapter 4), i.e. to enlarge the physical system to in-
clude the bosonic modes. In this way, the dissipation on the bosonic modes can be
described exactly via jump operators in the Lindblad equation Eq. (2.6). Differen-
tly fromHOPS, in this case, one works in the frequency domain and approximates
the spectral density for the physical site 𝑗 as a sum of 𝑃 𝑗 Lorentzians

𝐽𝑗(𝜔) =
𝑃 𝑗

∑
𝑝=1

𝜅𝑗𝑝 |𝑔𝑗𝑝 |
2

(𝜔 − 𝜔𝑗𝑝)2 + (𝜅𝑗𝑝/2)2
, (2.43)

where the width of the Lorentzian is equal to the (possibly non-uniform) fre-
quency spacing 𝜅𝑗𝑝 = 𝜔𝑗𝑝+1 − 𝜔𝑗𝑝 . Every harmonic oscillator is coupled to its
own Markovian thermal bath at inverse temperature 𝛽 with coupling strength
𝜅𝑗𝑝 , which is described by the Lindblad dissipator

𝒟𝑗𝑝( ̂𝜌) = 𝜅𝑗𝑝 [𝑓𝑗𝑝𝒟( ̂𝜌, 𝑎̂†𝑗𝑝) + (1 + 𝑓𝑗𝑝)𝒟( ̂𝜌, 𝑎̂𝑗𝑝)] , (2.44)

where 𝑓𝑗𝑝 = 1/(exp(𝛽𝜔𝑗𝑝) − 1) is the Bose-Einstein distribution function and

𝒟( ̂𝜌, 𝐿̂) = 𝐿̂ ̂𝜌𝐿̂† − 1
2 {𝐿̂†𝐿̂, ̂𝜌}. The combined system ̂𝜌 thus obeys the Lindblad

equation

d ̂𝜌
d𝑡 = ℒ( ̂𝜌) = −𝑖[𝐻̂ , ̂𝜌] +∑

𝑗,𝑝
𝒟𝑗𝑝( ̂𝜌) . (2.45)

This approach is known under different names [19, 38, 71–75]. In the following,
we will refer to it as the mesoscopic leads method. Note that in the continuous
limit 𝑃𝑗 → ∞ the bosonic modes decouple from their thermal baths as 𝜅𝑗𝑝 → 0
and thus Eq. (2.45) reduces to a Schrödinger equation. However, we will always
consider a finite 𝑃𝑗 in practical numerical calculations. Importantly, as we will
show in Chapter 6, given a Hamiltonian of the type Eq. (2.28), Eq. (2.45) allows
to accurately describe the dynamics of the system’s reduced density matrix ̂𝜌𝑠
by using a significantly smaller number of bosonic modes 𝑃𝑗 than required when
evolving Eq. (2.28) unitarily. Moreover, the damping of the bosonic modes sup-
presses their occupation and the buildup of entanglement in the system, further
simplifying the dynamics.
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Figure 2.3: Schematic representation of the transition from a global to local environ-
ments. For simplicity, we consider a one-dimensional physical systemwith 𝐿 sites, which
could represent, for instance, fermionic or excitonic degrees of freedom. On the left panel,
every system site is coupled to a shared environment, while on the right panel, each site
is linked to its own local environment.

2.7 From global to local environments
Realistic physical systems are typically surrounded by a global environment.
Take electrons in a material as an example; they interact with crystal atoms,
which collectively vibrate through excited phonon modes. Here, we sketch the
necessary physical approximations for the transition from a system coupled glo-
bally to a continuum of environmental energy modes to the models analyzed in
Chapters 6 to 8 in which each lattice site is linked locally to one or multiple inde-
pendent modes, whose effective correlation functions decay exponentially over
time.

We first assume a linear form of interaction between the system and the global
environment (see Fig. 2.3)

𝐻̂I = ∑
𝑗,𝑘

𝑔𝑗,𝑘 𝐿̂𝑗 𝐵̂†𝑘 + 𝑔∗𝑗,𝑘 𝐿̂†𝑗 𝐵̂𝑘 , (2.46)

Here, 𝐿̂𝑗 operates on system site 𝑗, 𝐵̂𝑘 annihilates an excitation in environment
mode 𝑘, and the 𝑔𝑗,𝑘 represents a complex coefficient characterizing the coupling
strength. These coefficients are generally dependent on the momentum 𝑘 and
might also exhibit spatial inhomogeneity. Next, we introduce effective environ-
mental modes

̂𝑎̃𝑗 = ∑
𝑘
𝑔∗𝑗,𝑘 𝐵̂𝑘

̂𝑎̃†𝑗 = ∑
𝑘
𝑔𝑗,𝑘 𝐵̂†𝑘 ,

(2.47)

which enable us to express the interaction Hamiltonian as

𝐻̂I = ∑
𝑗
𝐿̂𝑗 ̂𝑎̃

†
𝑗 + 𝐿̂†𝑗 ̂𝑎̃𝑗 . (2.48)
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This form now resembles the systen-environment coupling discussed in Sec-
tion 2.5. Nonetheless, we must also take into account the correlations among
distinct effective environmental modes, which are in general not independent
from one another:

⟨ ̂𝑎̃𝑗′(𝑡′) ̂𝑎̃
†
𝑗 (𝑡)⟩ = ∑

𝑘,𝑘′
𝑔𝑗,𝑘𝑔∗𝑗′,𝑘′⟨𝐵̂𝑘′(𝑡′)𝐵̂†𝑘 (𝑡)⟩

= ∑
𝑘,𝑘′

𝑔𝑗,𝑘𝑔∗𝑗′,𝑘′𝑒−𝑖𝜔𝑘 𝑡+𝑖𝜔𝑘′ 𝑡
′⟨𝐵̂𝑘′𝐵̂†𝑘 ⟩

= ∑
𝑘,𝑘′

𝑔𝑗,𝑘𝑔∗𝑗′,𝑘′𝑒−𝑖𝜔𝑘 𝑡+𝑖𝜔𝑘′ 𝑡
′𝛿𝑘,𝑘′

= ∑
𝑘
𝑔𝑗,𝑘𝑔∗𝑗′,𝑘𝑒−𝑖𝜔(𝑡−𝑡

′) .

(2.49)

In the penultimate line, we have employed the relationship (at zero temperature)
⟨𝐵̂𝑘′𝐵̂†𝑘 ⟩ = 𝛿𝑘,𝑘′ . This holds when the environment consists of non-interacting
bosons Eq. (2.29).

Moving forward, we make the assumption that the magnitudes of the coup-
ling coefficients are uniform, but we allow for a possible phase factor:

𝑔𝑗,𝑘 = 𝑔𝑘𝑒−𝑖𝑘𝑗𝑎 , (2.50)

where 𝑎 is the lattice constant. Consequently, we get the correlation functions

⟨𝑎̃𝑗′(𝑡′)𝑎̃†𝑗 (𝑡)⟩ = ∑
𝑘
|𝑔𝑘 |2𝑒−𝑖𝑘𝑎(𝑗−𝑗′)𝑒−𝑖𝜔(𝑡−𝑡′) . (2.51)

Next, we consider strong lattice confinement in accordance with [76]. In this
regime, the localized basis for the fermions can be approximated by the eigen-
states of the harmonic oscillator. Thus, the coupling coefficients between these
fermionic states and a continuous bosonic excitation within the environment, de-
scribed as a plane wave, can be expressed as

𝑔𝛼,𝛽𝑘 ∝ ∫ d𝑧 Φ𝛼∗(𝑧)Φ𝛽(𝑧)𝑒−𝑖𝑘𝑧 , (2.52)

where Φ𝛼 (𝑧) corresponds to the 𝛼-th eigenstate of the harmonic oscillator:

Φ𝛼 (𝑧) = 1
√2𝛼𝑛!

(𝜋𝑎2)−1/4𝑒
𝑧2
2𝑎𝑧 𝐻 𝛼 ( 𝑧

𝑎𝑧
) . (2.53)

Here, 𝑎𝑧 = √1/𝑚𝜔𝑧 and 𝐻 𝛼 denote the Hermite polynomials. Under the assump-
tion that only the ground state Φ0(𝑧) is occupied, we can compute the coupling
coefficients exactly:

𝑔𝑘 = 𝑔𝑒−𝑘2𝑎2/2 . (2.54)
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Figure 2.4: Bath correlation function Eq. (2.55) approximated with one and three com-
plex exponentials via the Laplace-Pade method for 𝑐 = 𝑔 = 𝑎. Note that the purple and
the blue lines overlap almost perfectly and minor discrepancies can bee seen mainly at
time 𝑡 ∼ 0.

Here, we have assumed a momentum-independent prefactor denoted by 𝑔.
We proceed by incorporating the linear dispersion relation 𝜔 = 𝑐𝑘 and sub-

stituting the expression for 𝑔𝑘 into Eq. (2.51). When 𝑘𝑎 ≫ 1, the sum for 𝑗 ≠ 𝑗′
introduces a large oscillating component that results in an vanishing correlation.
This scenario is commonly referred to as the large wavevector limit. It is valid
when the characteristic wavelength of excitations within the environment, de-
noted as 𝜆eff, is notably smaller than the interspace between lattice sites within
the system. By approximating the sum as an integral when 𝑗 = 𝑗′, we get

⟨ ̂𝑎̃𝑗′(𝑡′) ̂𝑎̃
†
𝑗 (𝑡)⟩ = ∑

𝑘
|𝑔𝑘 |2𝑒−𝑖𝜔(𝑡−𝑡′) ≈ ∫

∞

0
d𝑘 |𝑔𝑘 |2𝑒−𝑖𝑐𝑘(𝑡−𝑡′) ≈ ∫

∞

0
d𝑘 𝑔2𝑒−𝑘2𝑎2−𝑖𝑐𝑘(𝑡−𝑡′)

= √
𝜋
𝑎2𝑔

2𝑒−𝑐2/4𝑎2(𝑡−𝑡′)2 ≡ 𝛼(𝑡 − 𝑡′) .
(2.55)

Approximating this correlation function with a single complex exponential leads
to the situation sketched on the r.h.s. of Fig. 2.3, i.e., each system site is coupled to
one environmental mode. As we show in Fig. 2.4 (green line), this is quite a crude
approximation. However, three exponentials (and thus three modes for system
site 𝑗) suffice to accurately reproduce Eq. (2.55) (blue line). This paves the way for
linking the models considered in our work to a broader range of realistic physical
systems.
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2.8 The EVOS package
Many of the methods discussed in this chapter were collected in the Python pack-
age EVOS (Evolving Open Systems). The primary goal of EVOS is to compute
the dynamics of large-scale dissipative quantum systems. It works both for ED
representation using NumPy arrays and for MPS representation, for which it em-
ploys SYTEN [51, 52] as a backend. One of the most useful features of EVOS
is that the syntax for ED and MPS calculations is basically the same. Thus, one
can use ED for small system tests and then almost effortlessly switch to MPS for
large-scale computations. The main classes in EVOS are the following:

• lattice: Specify the lattice of interest, indicating which sites correspond
to which type of particles, such as spinless and spinful fermions, spin-1/2
particles, bosons …

• method: Select whether to propagate a densitymatrix directly via the Lind-
blad equation, adopt a pure state unraveling, or solve the Schrödinger equa-
tion for an isolated system.

• observables: Definewhich local or global observables should be computed
at every time step. This class conveniently computes averages and statis-
tical errors for pure state unraveling methods and automatically discards
failed trajectories.

To investigate the Mpemba effect [2] (Chapter 5), we needed the full spec-
trum of the Lindbladian superoperator and thus we used EVOS’s ED solver. In-
stead, to compute the impact of dissipation on bipolarons in the Hubbard-Hol-
stein model [1] (Chapter 8) and to compute exciton dynamics in structured en-
vironments together with Zhaoxuan Xie [4] (Chapter 6) we used EVOS as a con-
venient interface to SYTEN. Moreover, Master’s students Réka Schwengelbeck,
Tobias Kiermeyer, and Yudong Sun used the package for research projects.

EVOS is hosted on the LMU Gitlab, which is not publicly accessible, but it is
available upon request. It is still a work in progress, and I will keep debugging,
improving, and expanding it over the next few years.



Chapter 3

MPS-based methods for dissipative
and vibrational environments

This chapter provides an overview of efficient matrix-product state (MPS) meth-
ods for computing the dynamics of quantum many-body systems interacting
with dissipative and vibrational environments. It will hopefully serve as a help-
ful guide for those who want to use existing MPS toolkits for large-scale open
quantum system (OQS) simulations. In Section 3.1, we summarize some basic
concepts about MPS and examine the representation and time evolution of bo-
sonic systems. Then, in Section 3.2, we discuss the computation of OQS dynam-
ics with MPS either by directly propagating a density matrix ̂𝜌(𝑡) or by adopting
pure-state unraveling methods. The latter option will be our method of choice for
almost all the results presented in this thesis. Finally, we present themain original
contribution in this chapter in Section 3.3, wherewe introduce phonon state tomo-
graphy (PST). PST, which was developed together with Sebastian Paeckel, allows
for disentangling the impact of different excitations in the vibrational bath on
electronic degrees of freedom and will be used extensively in Chapter 7 to study
the effect of photo-excited phonons on the non-equilibrium properties of 1D elec-
tronic systems. This chapter is partially based on Refs. [1, 3].

3.1 MPS: basic concepts and applications to
bosonic systems

The field of tensor network algorithms for quantum systems was initiated
by Steve White’s density-matrix renormalization group (DMRG), a groundbrea-
king method for computing groundstates of 1D strongly-interacting many-body
quantum systems [20]. His idea, inspired by Wilson’s numerical renormalization
group, was to discard the states with the smallest spectral weight rather than
those with the highest energy. A comprehensive presentation of DMRG in its
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Figure 3.1: Graphical representation of a matrix-product state (MPS) (see Eq. (3.2)). On
each site, vertical legs represent the physical indices, while horizontal legs represent bond
indices, also called auxiliary indices.

original formulation can be found in [77]. In 1995, only three years after White’s
seminal paper, Ostlund and Rommer began reformulating DMRG in terms of mat-
rix-product states (MPSs) [78], laying the foundation for many of today’s tensor-
network-based algorithms. In the following, we will briefly review some basic
concepts about MPS.

Consider a 1D quantum system on a lattice of length 𝐿, where each site 𝑗 is
a 𝑑-level system described by the states 𝜎 = 1, 2, … 𝑑 . The total Hilbert space
corresponds to the tensor product of the local Hilbert spaces ℋ = ⨂𝐿

𝑗=1ℋ𝑗 , and
every pure state is a linear combination of the basis states |𝜎1, 𝜎2, … 𝜎𝐿⟩:

|𝜓 ⟩ = ∑
𝜎1,𝜎2,…𝜎𝐿

𝑐𝜎1𝜎2…𝜎𝐿 |𝜎1, 𝜎2, … 𝜎𝐿⟩ . (3.1)

The coefficients 𝑐𝜎1𝜎2…𝜎𝐿 can be viewed as forming a rank-𝐿 tensor with 𝑑𝐿 entries.
The main idea of MPS is to decompose the coefficient tensor into a product of
rank-3 tensors

|𝜓 ⟩ = ∑
𝜎1,𝜎2,…𝜎𝐿𝑎1,𝑎2,…𝑎𝐿−1

𝑀𝜎11,𝑎1𝑀
𝜎2𝑎1,𝑎2 …𝑀𝜎𝐿𝑎𝐿−1,1 |𝜎1, 𝜎2, … 𝜎𝐿⟩ . (3.2)

At site 𝑗, the two lower indices of 𝑀𝜎𝑗𝑎𝑗−1,𝑎𝑗 run from 1 to some integer 𝑚𝑗−1 and
𝑚𝑗 , respectively. These are called bond dimension or auxiliary dimension to dif-
ferentiate them from the physical dimension 𝑑𝑗 , which determines the range of
the physical index 𝜎𝑗 . Note that the MPS representation is not unique, since in-
troducing an identity 𝟙̂ = 𝑋̂ 𝑋̂−1 between two sites in Eq. (3.2) (known as gauge
transformation) does not change |𝜓 ⟩. To visualize tensors and their manipulation,
it is useful to introduce a graphical notation, in which each index is represented
by a leg sticking out from a geometric shape. For MPS, physical indices corres-
pond to vertical legs and bond indices to horizontal ones, as depicted in Fig. 3.1.
If one allows for a sufficiently large bond dimension, one can represent any pure
state exactly as an MPS by performing a series of singular value decompositions
(SVDs) [79].

A SVD consists of decomposing a matrix 𝑀̂ as 𝑀̂ = 𝑈̂ Λ̂𝑉̂ †, where 𝑈̂ and 𝑉̂
are unitary and Λ̂ is a diagonal matrix whose entries, which are all non-negative,
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�
0
1 �

0
2 �

0
L�1 �

0
L

�1 �2 �L�1 �L

a1 a2 aL−2 aL−1

Figure 3.2: Graphical representation of a matrix-product operator (MPO) (see Eq. (3.3)).
On each site, the two vertical legs represent the physical indices while the horizontal legs
represent bond indices, also called auxiliary indices.

are arranged in descending order and are known as singular values. SVDs have
many applications in linear algebra and also in quantum information theory (as
they allow to bring a pure state into Schmidt form [14]). In the context of MPS
algorithms, one of the most important features of SVDs is that given a matrix
𝑀̂ of rank 𝑟 , the best low-rank approximation of 𝑀̂ , i.e. the matrix 𝑀̂′ with rank
𝑟 ′ < 𝑟 , which has theminimal distance to 𝑀̂ w.r.t. the Frobenius norm, is obtained
by setting the smallest 𝑟 − 𝑟 ′ singular values of 𝑀̂ to zero. Thus, successively
truncating all site tensors of an MPS by performing local SVDs allows us to find
an efficient global compression of a quantum state. The truncation is usually
controlled by the so-called discarded weight 𝛿 = ∑𝑟

𝑖=𝑟 ′ Λ2𝑖 , i.e. the sum over the
squared singular values discarded on every site.

Similarly to what we just discussed for quantum states, an operator 𝑂̂ can be
decomposed in rank-4 tensors with two physical and two auxiliary legs

𝑂̂ = ∑
𝜎1,𝜎2,…𝜎𝐿
𝜎 ′1 ,𝜎2,…𝜎 ′𝐿
𝑏1,𝑏2,…𝑏𝐿−1

𝑊 𝜎1𝜎 ′11,𝑏1 𝑊 𝜎2𝜎 ′2𝑏1,𝑏2 …𝑊 𝜎𝐿𝜎 ′𝐿𝑏𝐿−1,1 |𝜎1, 𝜎2, … 𝜎𝐿⟩ ⟨𝜎 ′1 , 𝜎 ′2 , … 𝜎 ′𝐿| , (3.3)

as depicted in Fig. 3.2. Applying a matrix-product operator (MPO) to an MPS
results in a new MPS where on every site the new rank-3 tensor reads

𝑁 𝜎𝑗
(𝑏𝑗−1,𝑎𝑗−1),(𝑏𝑗 ,𝑎𝑗) = ∑𝜎 ′𝑗 𝑊

𝜎𝑗𝜎 ′𝑗
𝑏𝑗−1,𝑏𝑗𝑀

𝜎 ′𝑗𝑎𝑗−1,𝑎𝑗 . Thus, the application of an MPO with bond
dimension𝑚𝑜 to anMPS having bond dimension𝑚𝑠 (see Fig. 3.3) results in anMPS
with 𝑚𝑜𝑚𝑠 and typically needs to be truncated.

While in principle every pure state can be represented exactly as an MPS, the
bond dimension 𝑚𝑗 grows exponentially with the von Neumann entropy relati-
ve to the bipartition of |𝜓 ⟩ at the bond 𝑗 [79]. Thus, the MPS representation of
many-body states can quickly become impractical in the presence of long-range
correlation. Luckily, in 1D, ground states of gappedHamiltonians with local inter-
actions obey area laws [80] and can therefore be efficiently described as MPS. The
situation is different for non-equilibrium states, which typically have finite over-
laps with many high-energy states of the Hamiltonian generating the dynamics
and generally obey a volume-law. The problem is particularly severe for global
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Figure 3.3: Application of an MPO to an MPS.

quenches, corresponding, for instance, to a sudden change in a global Hamilto-
nian parameter, where in the worst case, the spreading of quasiparticles and the
associated linear increase in the von Neumann entropy results in an exponential
increase of the required bond dimension in time [21]. This severely limits the
simulation times one can reach with MPS algorithms.

Remarkably though, in the last decade, sophisticated versions of the time-
dependent variational principle (TDVP) formulated for MPS [36, 81–83] have en-
abled simulating time evolutions of large systems following global quenches up to
relatively long times. The main idea of the TDVP method is to exploit the gauge
freedom of MPS to construct projectors that yield a Lie-Trotter decomposition of
the Hamiltonian. Such decomposition allows one to approximate the Schrödinger
equation for the full MPS with local Schrödinger equations evolving single-site
tensors and bond tensors (for the so-called single-site time-dependent variational
principle (1TDVP) method), which one can efficiently solve with Krylov subspace
methods [82]. However, the drawback of 1TDVP is that it cannot increase the
bond dimension of a state and thus fails to capture the spread of correlations
during a time evolution correctly. Thus, typically, one resorts to the two-site
time-dependent variational principle (2TDVP), in which two neighboring sites
are updated simultaneously. Nonetheless, adopting a two-site scheme comes at
the cost of increased algorithmic complexity, with the most expensive computa-
tional steps scaling with 𝑑3, whereas it is proportional to 𝑑2 for 1TDVP [82]. This
constitutes a big obstacle for bosonic systems (such as vibrational environments),
where highly excited baths can require local dimensions 𝑑 ∼ 𝒪(10) to 𝒪(102) for
an accurate description [1, 3, 4, 37, 84].

To tackle this issue, in 2020, Yang andWhite [36] proposed to combine 1TDVP
with subspace expansions, which had previously been employed for ground-
state DMRG calculations [85]. The Global subspace expansion time-dependent
variational principle (GSE-TDVP) proved to be both accurate and numerically less
expensive than 2TDVP. However, GSE-TDVP relies on global Krylov vectors for
growing the state’s bond dimension during the time evolution, and the computa-
tion of such vectors can become very expensive at long simulation times. One can
overcome this difficulty by replacing the global subspace expansion with a much
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faster local scheme [37, 85, 86], called local subspace expansion time-dependent
variational principle (LSE-TDVP). The only drawback of LSE-TDVP is that being
an entirely local method, it can suffer from a significant projection error (see [82])
when evolving a state with small bond dimension, as is also the case for 1TDVP
and 2TDVP. Thus, when time-evolving a product state (or heuristically a state
with 𝑚 < 𝑑), we find it convenient to compute the first few steps with the slower
but more accurate GSE-TDVP and then switch to the faster LSE-TDVP.

Apart from their high dimensionality, another issue that one encounters when
dealing with the MPS description of vibrational environments is that the number
of bosonic particles is usually not conserved: i.e., the typical local interaction
term

𝐻̂ I𝑗 ∝ ̂𝑐†𝑗 ̂𝑐𝑗(𝑎̂𝑗 + 𝑎̂†𝑗 ) (3.4)

creates and annihilates vibrational excitations. The fact that Eq. (3.4) is not 𝑈 (1)-
symmetric w.r.t. the bosonic particle number represents a significant challenge
numerically, since the presence of global 𝑈 (1) symmetries and the consequent
block-diagonal structure of site tensors hugely simplifies MPS calculations [87].
This problem was addressed by Köhler, Stolpp, and Paeckel in 2021 when they
introduced the projected purification (PP) method [35, 88]. The starting point
of PP is to double the bosonic Hilbert space ℋ → ℋ ⊗ ℋ by introducing an
auxiliary site 𝐵; 𝑗 for every physical bosonic site 𝑃; 𝑗. Then, one considers only
the subspace spanned by the states that obey the gauge constraint

𝑛𝑗 = 𝑛𝑃;𝑗 + 𝑛𝐵;𝑗 = 𝑑 − 1 , (3.5)

i.e., one projects the total enlarged Hilbert space to the subspace where on each
pair of physical-auxiliary sites the total occupation is equal to the local dimension
𝑑 minus one: ℋ ⊗ℋ → 𝒫 (ℋ ⊗ℋ) ≡ ℋ̃ . This restores the global particle con-
servation and, thus, the corresponding 𝑈 (1) symmetry. Note that ℋ̃ ≅ ℋ , which
means that the PP mapping does not increase the computational complexity of
the problem1, as is the case for instance, for thermal purification [89]. In practice,
the projection 𝒫 onto the subspace satisfying the gauge constraint Eq. (3.5) is
implemented by transforming the bosonic creation and annihilation operators as

𝑎̂†𝑗 −→ 𝑎̂†𝑃;𝑗 ⊗ 𝑏̂𝐵;𝑗
𝑎̂𝑗 −→ 𝑎̂𝑃;𝑗 ⊗ 𝑏̂†𝐵;𝑗 ,

(3.6)

where 𝑏̂, 𝑏̂† are called balancing operators and are equivalent to the bare ope-
rators introduced for the HOPS method in Eq. (2.40). From Eq. (3.6), the mea-
ning of the PP-auxiliary sites becomes immediately apparent: they act as particle
sources and drains, ensuring the global particle number conservation, as sketched
in Fig. 3.4.

1In practical calculations, in the most straightforward cases where 𝑑 is very small, the PP-
doubling of the sites can slow down calculations.
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|ψ⟩PP =
d−1

∑
nP=0

cnP ; d−1−nP
|nP⟩|d − 1 − nP⟩

|ψ⟩ =
d−1

∑
n=0

cn|n⟩c0 +c1 +c2

c0;2 +c1;1 +c2;0

Figure 3.4: The projected purification (PP) mapping. For simplicity, we depict a single
three-level, truncated bosonic site (upper sketch). Within the PP mapping (lower sketch),
the auxiliary sites ensure that the total particle number is conserved. In general, for a
many-body state, mapping the local bosonic operators according to Eq. (3.6) ensures the
global particle number conservation for the bosonic system.

In addition to restoring the global 𝑈 (1) symmetry relative to the bosonic
particle conservation, the second useful feature of PP is that it naturally intro-
duces an efficient truncation scheme for the physical dimension 𝑑 of the bosonic
sites. Consider the diagonal matrix Λ̂𝑛𝑝;𝑗 containing the singular values relative
to the block with 𝑛𝑝;𝑗 particles for a physical bosonic site 𝑗. It can be shown [35]
that the diagonal entry of the single-site reduced density-matrix (1RDM) on site
𝑗, corresponding to the occupation 𝑛𝑝 , satisfies

𝜌𝑛𝑝;𝑗 ,𝑛𝑝;𝑗 = ∑
𝑙
(Λ𝑛𝑝;𝑗

𝑙 )
2
, (3.7)

where the sum runs over all singular values. Thus, by discarding all blocks 𝑛𝑝;𝑗 for
which the sum of the squared singular values is smaller than a fixed threshold, one
can truncate the physical dimension 𝑑 in precisely the same fashion as the bond
dimension in standard DMRG calculations. In practical calculations, we typically
set the same discarded weight of 𝛿 = 10−10 for the truncation of the physical and
the bond dimensions. Moreover Eq. (3.7) devises an efficient method for compu-
ting bosonic 1RDMs, which we will make use of in Section 3.3 and Chapter 7.

3.2 MPS methods for OQS

This section discusses the simulation of the dynamics of many-body dissipative
quantum systems with MPS. While here we focus on the difficult aspects of such
simulations, we want to note that, in general, dissipation can simplify MPS calcu-
lations by suppressing the spread of correlations, as we will discuss in Chapter 6.
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3.2.1 Direct propagation of the density matrix vs. pure
state unravelings

One strategy for computing the dynamics of a dissipative quantum system us-
ing MPS is to use the vectorization method that we outlined in Section 2.2. While
in the ED framework, it is sufficient to view the vectorization of a matrix as the
stacking of the matrix’s columns (Eq. (2.10)), when utilizing MPS, it is helpful to
adopt a slightly different angle. For a mixed state ̂𝜌 = ∑𝑖𝑗 𝜌𝑖𝑗 |𝑖⟩ ⟨𝑗| the vectoriza-
tion procedure corresponds to applying the Choi-Jamiolkowski isomorphism for
every element |𝑖⟩ ⟨𝑗| → |𝑗⟩ ⊗ |𝑖⟩ [57]. Thus, vectorizing the MPO representation
(see Fig. 3.2) of a many-body mixed state yields

̂𝜌 = ∑
𝜎1𝜎2…𝜎𝐿
𝜎 ′1𝜎 ′2…𝜎 ′𝐿

𝜌𝜎1𝜎2…𝜎𝐿𝜎 ′1𝜎 ′2…𝜎 ′𝐿 |𝜎1𝜎2…𝜎𝐿⟩ ⟨𝜎 ′1𝜎 ′2 …𝜎 ′𝐿| →

|𝜌⟩⟩ = ∑
𝜎1𝜎2…𝜎𝐿
𝜎 ′1𝜎 ′2…𝜎 ′𝐿

𝜌𝜎1𝜎2…𝜎𝐿𝜎 ′1𝜎 ′2…𝜎 ′𝐿 |𝜎 ′1𝜎 ′2 …𝜎 ′𝐿𝜎1𝜎2…𝜎𝐿⟩ , (3.8)

i.e. an MPS with 2𝐿 physical sites. Note that we are using the shorthand notation
|𝜎1𝜎2…𝜎𝐿⟩ = |𝜎1⟩ ⊗ |𝜎2⟩⋯ ⊗ |𝜎𝐿⟩. Due to the doubling of the Hilbert space, this
procedure is often referred to as purification [23].

When doubling the lattice, one is confronted with the choice of how to ar-
range the auxiliary sites. In [90] Casagrande, Poletti, and Landi argue that in the
Markovian case it is convenient to alternate physical and auxiliary sites

|𝜌⟩⟩ = ∑
𝜎1𝜎2…𝜎𝐿
𝜎 ′1𝜎 ′2…𝜎 ′𝐿

𝜌𝜎1𝜎 ′1…𝜎2𝜎 ′2𝜎𝐿…𝜎 ′𝐿 |𝜎1𝜎 ′1𝜎2𝜎 ′2 …𝜎𝐿𝜎 ′𝐿⟩ , (3.9)

because this best preserves the locality of 𝐿̂𝑙⊗(𝐿̂†𝑙 )𝑇 in the dissipator. Besides the
state ̂𝜌, we also need to vectorize the generator ℒ , which is the Lindbaldian for
Markovian systems, while for non-Markovian systems, it could be, for instance,
the hierarchy of equations of motion (HEOM)-generator [91]. The superoperator
ℒ can be recast into an operator ̂ℒ following the rule outlined in Section 2.2,
yielding for the Lindbladian

̂ℒ = − 𝑖𝐻̂ ⊗ 𝟙̂ + 𝑖𝟙̂ ⊗ 𝐻̂ 𝑇

+∑
𝑙
𝐿̂𝑙 ⊗ (𝐿̂†𝑙 )

𝑇
− 1
2𝐿̂

†
𝑙 𝐿̂𝑙 ⊗ 𝟙̂ − 1

2𝟙̂ ⊗ (𝐿̂†𝑙 𝐿̂𝑙)
𝑇
. (3.10)

Propagating the vectorized state in time then amounts to solving an imaginary-
time Schrödinger equation with a non-Hermitian Hamiltonian

d
d𝑡 |𝜌⟩⟩ =

̂ℒ |𝜌⟩⟩ , (3.11)
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which can be solved using for instance TDVP or time-evolving block decimation
(TEBD) [82]. In Section 3.2.2, we will outline how to deal with TDVP for non-
Hermitian Hamiltonians.

The expectation value of an operator 𝑂̂ in the vectorized framework can be
calculated as (see Section 2.2) [23]

⟨𝑂̂⟩ =
Tr ( ̂𝜌𝑂̂)
Tr ( ̂𝜌) = ⟨⟨𝟙|𝑂̂|𝜌⟩⟩

⟨⟨𝟙| ̂𝜌⟩⟩ , (3.12)

where 𝑂̂ acts on one or multiple physical degrees of freedom 𝜎1, 𝜎2, … 𝜎𝐿. The
(non-unique) purification of the identity can be obtained by taking the tensor
product of a maximally entangled states on every couple of physical-auxiliary
site |𝟙⟩⟩ = ⨂𝐿

𝑗=1∑𝑑
𝜎𝑗=1 |𝜎𝑗𝜎 ′𝑗 ⟩⟩, where 𝑑 is the physical local dimension on site

𝑗. The vectorization scheme discussed here presents some computational draw-
backs. First, doubling the lattice sites corresponds to a (at worse) quadratic in-
crease in the dimensionality of the Hilbert space. This constitutes a severe limi-
tation, especially when considering many-body bosonic systems with large local
physical dimensions, and is the main reason we will use pure-state unraveling
methods instead of vectorization. Second, since truncated SVDs do not preserve
the positivity of a matrix, one has to be careful when solving Eq. (3.11), as states
compressions can lead to the appearance of negative or imaginary diagonal ele-
ments in the diagonal part of ̂𝜌(𝑡). Even worse, for many-body systems, one
cannot determine whether a truncated SVD yields an unphysical state since pos-
itivity is a global quantity that cannot be efficiently tested locally [92]. A way to
circumvent this problem was put forward by Werner et al. [93], who proposed
a TEBD algorithm based on the decomposition ̂𝜌 = 𝑋̂ 𝑋̂†, which is positive by
construction.

A vectorization approach can be advantageous compared to pure-state unrav-
elings when one is interested in the density matrix or the Wigner function rather
than in observables. However, in our opinion, vectorization is truly beneficial
only in the direct calculation of the steady state in scenarios in which the dis-
sipative dynamics (e.g., the decoherence or thermalization timescales) are not of
interest. In such cases, Cui, Cirac and Bañuls [25] proposed to construct the posi-
tive MPO ̂ℒ† ̂ℒ . For systems with a unique steady state |𝜌ss⟩⟩, the lowest-energy
eigenstate corresponding to the eigenvalue 𝜆 = 0 is (up to normalization) |𝜌ss⟩⟩.
Thus one can compute |𝜌ss⟩⟩ using a standard DMRG groundstate search for the
Hermitian operator ̂ℒ† ̂ℒ . For practical calculations though, one needs to bear
in mind that if the MPO representing ̂ℒ has bond dimension 𝑚, ̂ℒ† ̂ℒ has in
general bond dimension of 𝑚2 and is highly non-local.

As anticipated in the introduction to this chapter, our preferred strategy for
computing dissipative dynamics of quantum many-body systems with MPS is to
use pure state unravelings (see Sections 2.3 to 2.5). These methods offer up to
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quadratically better dimensional scaling than vectorization methods. Moreover,
from a practical point of view, they do not require any adjustment w.r.t. unita-
ryMPS-dynamics, with the sole exception of having to deal with a non-Hermitian
Hamiltonian, which we will discuss in Section 3.2.2. The price one has to pay is
that the stochastic Schrödinger equation

d
d𝑡 |Ψ𝑞⟩ = −𝑖𝐻̂eff |Ψ𝑞⟩ , (3.13)

has to be solved for many different noise realizations or trajectories 𝑞 which, how-
ever, can all be computed independently2. Moreover, for HOPS and QSD, the ef-
fective Hamiltonian 𝐻̂eff is time-dependent, and thus a part of the MPO needs to
be constructed at every time step. However, one can construct MPOs efficiently
(for example, with a finite-states machine (FSM) [94]) so that this computational
step is never a bottleneck for the calculations. One more drawback of pure-states
unravelings is that they typically require small time steps. For QJ, this stems from
the fact that only one jump per time step can occur, and thus, when the coupling
between system and environment is strong, a large time step leads to underes-
timating the effect of the environment. This requirement can be mitigated by
adopting an adaptive time step variant of QJ [95] or, in some cases, by directly
reducing the number of quantum jumps via a suitable unitary transformation of
the Hamiltonian (see Section 6.3).

As a speculative concluding remark for this section, we want to point out that,
to the best of our knowledge, currently, there is no pure-state unraveling method
that allows us to compute the steady-state directly, in analogy to the calculation
of the zero-energy eigenstate of the vectorized Liouvillian ̂ℒ in the vectorized
framework. It would be interesting to investigate whether such a scheme, avoid-
ing the computation of the time evolution, could be found, as it would represent
a significant methodological advancement. More precisely: Given a vectorized
Lindbladian ̂ℒ with dimension 𝐷2 ×𝐷2 possessing a unique steady state, is there
a set of Hamiltonians 𝐻̂ 𝑞

eff with dimension 𝐷 × 𝐷, such that averaging over their
groundstates |Φ0⟩𝑞 , which can be computed with DMRG, yields the steady state
̂𝜌ss = ℰ [|Φ0⟩𝑞 ⟨Φ0|𝑞]? Maybe a first more modest step would be to consider the

deterministic 𝐻̂eff from QJ (see Eq. (2.16)) and try to incorporate the complicated
term 𝐿̂𝑙 ⊗ (𝐿̂†𝑙 )𝑇 perturbatively.

3.2.2 TDVP with non-Hermitian Hamiltonians
When evolving open systems, one encounters the difficulty of dealing with non-
Hermitian Hamiltonians. This issue arises both when propagating the densi-
ty matrix directly and when adopting a pure-state unraveling. In the context

2We discuss how to account for initially mixed states with QJ in Section 6.3
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of TDVP [81], let us first consider the case of a Hermitian Hamiltonian 𝐻̂ . At
every time step, after the projection on a single-site subspace (or on a two-site
subspace for 2TDVP), local Schrödinger equations are solved by exponentiating
an effective, local, Hermitian Hamiltonian ̂𝐻̃ 𝑗 in a Krylov subspace [82]. Given

the effective site-reduced state | ̃𝜓𝑗⟩, the Krylov subspace 𝒦𝑁 ( ̂𝐻̃ 𝑗 , | ̃𝜓𝑗⟩) is obtained
by repeatedly applying ̂𝐻̃ 𝑗 on | ̃𝜓𝑗⟩:

𝒦𝑁 ( ̂𝐻̃ 𝑗 , | ̃𝜓𝑗⟩) = span (| ̃𝜓𝑗⟩ , ̂𝐻̃ 𝑗 | ̃𝜓𝑗⟩ , … ̂𝐻̃
𝑁−1
𝑗 | ̃𝜓𝑗⟩) ≡ span (| ̃𝑣0𝑗 ⟩ , | ̃𝑣1𝑗 ⟩ , … | ̃𝑣𝑁−1𝑗 ⟩) .

(3.14)
The Krylov vectors (|𝑣0𝑗 ⟩ , |𝑣1𝑗 ⟩ , … |𝑣𝑁−1𝑗 ⟩) are generated by orthogonalizing the
vectors (| ̃𝑣0𝑗 ⟩ , | ̃𝑣1𝑗 ⟩ , … | ̃𝑣𝑁−1𝑗 ⟩) against one another. We now collect the Krylov vec-
tors in a rectangular matrix 𝑄̂ = (|𝑣0𝑗 ⟩ , |𝑣1𝑗 ⟩ , … |𝑣𝑁−1𝑗 ⟩), which satisfies the right-
orthogonality condition 𝑄̂𝑄̂† = 𝟙̂. 𝑄 can be used to obtain the tridiagonal matrix
̂𝑇 = 𝑄̂† ̂𝐻̃ 𝑗 𝑄̂. Then, the exponential of the tridiagonal matrix, which can be effi-

ciently computed numerically [82], can be written as

𝑒−𝑖𝛿𝑡 ̂𝑇 =
∞
∑
𝑚=0

(−𝑖𝛿𝑡𝑄̂† ̂𝐻̃ 𝑄̂)
𝑚

𝑚! = 𝑄̂†
∞
∑
𝑚=0

(−𝑖𝛿𝑡 ̂𝐻̃ )
𝑚

𝑚! 𝑄̂ = 𝑄̂†𝑒−𝑖𝛿𝑡 ̂𝐻̃ 𝑄̂ . (3.15)

Thus, the application of the exponential of the Hamiltonian on the state | ̃𝜓𝑗⟩ can
be efficiently obtained as:

𝑒−𝑖𝛿𝑡 ̂𝐻̃ 𝑗 | ̃𝜓𝑗⟩ = 𝑄̂𝑒−𝑖𝛿𝑡 ̂𝑇 ̂𝑄† | ̃𝜓𝑗⟩ . (3.16)

Instead, when the Hamiltonian (and thus also the TDVP effective, single-site

reduced Hamiltonian) is non-Hermitian ̂𝐻̃ 𝑗 ≠ ̂𝐻̃
†
𝑗 , as is the case when consid-

ering for instance QJ (Section 2.3), QSD (Section 2.4), HOPS (Section 2.5) or the
vectorized Lindbladian (Section 2.2) , one has to construct two Krylov subspaces

𝒦𝑁 ( ̂𝐻̃ 𝑗 , | ̃𝜓𝑗⟩) and𝒦 ′
𝑁 ( ̂𝐻̃

†
𝑗 , | ̃𝜓𝑗⟩) [96]. From the vectors of these two subspaces we

obtain two matrices 𝑄̂ = (|𝑣0𝑗 ⟩ , |𝑣1𝑗 ⟩ , … |𝑣𝑁−1𝑗 ⟩) and ̂𝑃 = (|𝑣0′𝑗 ⟩ , |𝑣1′𝑗 ⟩ , … |𝑣𝑁−1′𝑗 ⟩),
which again satisfy 𝑄̂𝑄̂† = 𝟙̂ and ̂𝑃 ̂𝑃† = 𝟙̂. However, in general, we have that
𝑄̂ ̂𝑃† ≠ 𝟙̂ and thus we cannot obtain the exact (within the Krylov subspace) expres-

sion of 𝑒−𝑖𝛿𝑡 ̂𝐻̃ 𝑗 simply by exponentiating the tridiagonal matrix ̂𝑇 = ̂𝑃† ̂𝐻̃ 𝑗 𝑄̂, as we
did for the Hermitian case (see Eqs. (3.15) and (3.16)). Thus, for a non-Hermitian
̂𝐻̃ 𝑗 ≠ ̂𝐻̃

†
𝑗 we resort to a brute-force Taylor expansion and compute

𝑒−𝑖𝛿𝑡 ̂𝐻̃ 𝑗 | ̃𝜓𝑗⟩ ≈
𝑀
∑
𝑚=0

(−𝑖𝛿𝑡 ̂𝐻̃ 𝑗)
𝑚

𝑚! | ̃𝜓𝑗⟩ , (3.17)
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by applying the Hamiltonian on the state 𝑀 times [96]. One can perform this
operation efficiently as long the Krylov subspace is low-dimensional.

If one does not want to modify the TDVP algorithm as outlined above or
worries about the convergence of the Taylor expansion Eq. (3.17), there is another
simple alternative for dealing with non-Hermitian Hamiltonians. One can split
every non-Hermitian operator into a Hermitian and an anti-Hermitian part

̂𝐻̃ 𝑗 = 1
2(

̂𝐻̃ 𝑗 + ̂𝐻̃
†
𝑗 ) + 1

2(
̂𝐻̃ 𝑗 − ̂𝐻̃

†
𝑗 ) ≡ ̂𝑆𝑗 + 𝐴̂𝑗 . (3.18)

A first-order Trotter decomposition then yields

𝑒−𝑖𝛿𝑡 ̂𝐻̃ 𝑗 ≈ 𝑒−𝑖𝛿𝑡 ̂𝑆𝑗 𝑒−𝑖𝛿𝑡𝐴̂𝑗 ≡ 𝑒−𝑖𝛿𝑡 ̂𝑆𝑗 𝑒−𝛿𝑡 ̂𝑆′𝑗 , (3.19)

where we have introduced the Hermitian operator ̂𝑆′𝑗 ≡ 𝑖𝐴̂𝑗 . Eq. (3.19) tells us
that we can approximate a non-Hermitian time evolution by an alternating real-
and -imaginary time evolution with two Hermitian Hamiltonians ̂𝑆𝑗 and ̂𝑆′𝑗 . The
Trotter error of order 𝒪(𝛿𝑡2) is typically not an issue for pure-state unraveling
methods, which require a small time step. When using TDVP to propagate the
density matrix ̂𝜌 with the vectorized Lindbladian, which allows applying a relati-
vely large 𝛿𝑡 , one can substitute Eq. (3.19) with a higher-order Trotter decompo-
sition if needed [82].

3.3 Phonon state tomography (PST)
The control of femtosecond laser pulses has opened new possibilities for invest-
igating non-equilibrium properties of solids [97, 98]. A particularly intriguing
class of experiments are pump-probe setups that involve the excitation of optical
phonon branches by an infrared pump pulse, followed by the probing of the elec-
tronic systemwith a second pulse [99, 100]. These have enabled the investigation
of, for instance, non-equilibrium light-induced transient superconductivity [41,
101, 102].

The exponentially large Hilbert space of a solid’s phonon subsystem renders
the theoretical modeling of such experiments extremely challenging. In 1D sys-
tems, it is feasible to use MPS to numerically calculate quantities like the average
total number of phonon excitations ⟨𝑁̂ ph⟩ or even phonon correlation functions.
However, the global phonon distribution function 𝒫 (𝑁 ph), describing the prob-
ability of finding a total of 𝑁 ph phonon excitations in the system, remains out of
reach of such methods due to the exponential scaling of the number of phonon
configurations with the system size. This is problematic since 𝒫 (𝑁 ph) plays a
prominent role in the analysis of the pump-probe experiments, as it is directly
connected to the pump pulse’s shape, which can significantly influence electronic
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dynamics [42]. Here, we will show that having access to 𝒫 (𝑁 ph) allows us to de-
termine the dependence of electron correlation functions on the pump strengths
from a single simulation (i.e., only one value of the pump strength). Inspired by
snapshot-based sampling methods, which are well-established in the context of
ultracold atoms [103–109], we introduce PST as a solution to address these com-
putational challenges.

We investigate a lattice system comprising electronic and phononic degrees
of freedom, described by the total Hilbert space ℋ = ℋ el ⊗ ℋ ph. We assume

a tensor-product structure for the phononic Hilbert space ℋ ph = ⨂𝐿ph−1
𝑗=0 ℋ ph

𝑗 ,

where 𝑗 denotes the 𝐿ph distinct phononic degrees of freedom. For example,ℋ ph
𝑗

could represent the Hilbert space of a local Holstein phonon. Still, we do not im-
pose any specific constraints on the type of phonons considered in the following.
Introducing the vector nph = (𝑛ph0 , 𝑛ph1 , … , 𝑛ph𝐿ph−1) to label a possible configura-
tion of the total phonon system, any state |Ψ⟩ ∈ ℋ in the total Hilbert space can
be expanded as

|Ψ⟩ = ∑
{nph}

𝜑(nph) |𝜓 el(nph)⟩ ⊗ |nph⟩ , (3.20)

where |𝜓 el(nph)⟩ ∈ ℋ el represents a normalized electronic wave function, and
the sum runs over all possible configurations nph of the phononic system. Here,
|𝜑(nph)|2 ≡ 𝑝(nph) is the probability of measuring the phonon configuration nph.
We can calculate the global phonon distribution function 𝒫 (𝑁 ph) by summing
𝑝(nph) over all configurations nph with 𝑁 ph phonons. To emphasize the prac-
tical significance of 𝑝(nph) and 𝒫 (𝑁 ph), let us examine an observable 𝑂̂ that acts
exclusively on the electronic subsystem ℋ el. The expectation value can be ex-
pressed as

⟨𝑂̂⟩ = ∑
{nph}

𝑝(nph)𝑂el(nph) (3.21)

= ∑
𝑁 ph

𝒫 (𝑁 ph) ∑
nph∈Ω𝑁ph

𝑝(nph)
𝒫 (𝑁 ph)𝑂

el(nph) , (3.22)

where 𝑂el(nph) = ⟨𝜓 el(nph)|𝑂̂|𝜓 el(nph)⟩. In the final line, we can recognize the

conditional probability 𝑝(nph)
𝒫 (𝑁 ph) , which represents the probability of measuring a

phonon configuration nph given that there are 𝑁 ph phonons in total.
Since there are exponentially many configurations nph, we suggest to approx-

imate Eq. (3.21) as

⟨𝑂̂⟩ ≈ 1
|Ω| ∑

n𝑝ℎ∈Ω
𝑂el(nph) , (3.23)

i.e. by drawing a finite number of samples |Ω| according to 𝑝(nph). To achieve
this, we extend the perfect sampling approach previously introduced for MPS in
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the context of ultracold atoms [110]. The starting point is to decompose the joint
probability distribution function of a phonon configuration nph into a product of
conditional probabilities as

𝑝(nph) = 𝑝(𝑛ph0 )𝑝(𝑛ph1 |𝑛ph0 )⋯ 𝑝(𝑛ph𝐿−1|𝑛ph𝐿−2, … , 𝑛ph0 ) . (3.24)

The importance of Eq. (3.24) lies in the fact that the local probability distribu-
tions 𝑝(𝑛ph𝑗 |𝑛ph𝑗−1, … , 𝑛ph0 ) correspond to the diagonal part of the phononic 1RDM
which, as we will show, can be computed efficiently with PP. 𝑝(nph) can then
be estimated by simulating repeated projective measurements of the phononic
system and counting how often a particular configuration nph is observed. One
complete projective measurement can, for instance, be implemented as a sweep
from left to right (i.e., initializing 𝑗 = 0) as follows:

1. On site 𝑗, compute the phononic 1RDM ̂𝜌ph𝑗 ≡ trel trph∖𝑗 |Ψ⟩ ⟨Ψ| and identify

its diagonal part with 𝑝(𝑛ph𝑗 ). Here ∖𝑗 indicates that we are tracing out all
phononic sites except site 𝑗.

2. Draw the projector |𝑛ph𝑗 ⟩ ⟨𝑛ph𝑗 | according to the probablilty distribution

𝑝(𝑛ph𝑗 ) and apply it to |Ψ⟩.
3. Move one site to the right by increasing 𝑗 by 1 and repeat steps 1. and 2.,

until the last site has been reached.

Note that in 1. and 2. 𝑝(𝑛ph𝑗 ) indicate a conditional probability for all 𝑗 > 0
(see Eq. (3.24)), but we have omitted the second part of the argument for simpli-
city.

After having generated a sufficient number of measurements (or samples) nph,
an arbitrary electron observable ⟨𝑂̂⟩ can be reconstructed using Eq. (3.23). We
will show in Chapter 7 that PST-decomposed electronic observables converge to
the exact results much faster than 𝒫 (𝑁 ph). Here, we need to stress an import-
ant point: Averaging over the samples first and using the resulting state to com-
pute an expectation value is equivalent to computing the expectation value for
every sample individually and then averaging the results. This is due to the fact
that, because of the orthogonality of the phonon configurations in the decomposi-
tion Eq. (3.20), the interference terms vanish. Being able to compute the expecta-
tion values for the individual samples has the crucial advantage that by categori-
zing the samples based on the total phonon number, denoted as 𝑁 ph = ∑𝐿−1

𝑗=0 𝑛ph𝑗 ,
we obtain the decomposition of an electron observable ⟨𝑂̂(𝑁 ph)⟩ into contribu-
tions from the different phonon sectors 𝑁 ph. We summarize the main features
of PST in Fig. 7.3.

We represent the combined electron-phonon system as anMPS and utilize the
PP method, as described in Section 3.1, to efficiently handle the large local Hilbert
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Figure 3.5: Depiction of the phonon state tomography (PST) method. (a): A sample nph

for a system with 𝐿 = 2 sites is drawn by performing a projective measurement on the
phononic system. (b): For a 1D electron-phonon system with 𝐿 = 20 sites (see Fig. 7.1),
the phonon distribution function 𝒫 (𝑁 ph) is computed by categorizing the samples nph

based on the total phonon number 𝑁 ph. (c): A electron observable 𝑂el is decomposed
into contributions from the different phonon sectors 𝑁 ph. The data for panels (b) and (c)
is extracted from Fig. 7.3.

space dimensions of the phononic degrees of freedom. A standard computation
of the conditional probabilities 𝑝(𝑛ph𝑗 |𝑛ph𝑗−1, … , 𝑛ph0 ) would require tracing out the

electronic system and all phononic sites except for site 𝑗 to obtain the 1RDM ̂𝜌ph𝑗 ,
which is numerically costly. PP allows substituting the challenging computation
of the 1RDMwith a SVD of every block 𝑛ph𝑗 of the tensor on the physical phononic
site 𝑗 (see Eq. (3.7) in Section 3.1). It is worth noting that the computational cost
of this operation remains independent of the system size 𝐿.



Chapter 4

Comparing Markovian and Non-
Markovian pure-state methods

This chapter compares non-Markovian open quantum system (OQS) methods to
Markovian-embedding ones. The latter consist in enlarging the physical subsys-
tem considered explicitly in the dynamics so that the impact of the (reduced) en-
vironment can be captured exactly by the Lindblad equation. To explore the nu-
merical properties of themethods described in Chapter 2, we study the dissipative
dynamics of the Hubbard-Holstein model [111] that describes electrons linearly
coupled to dispersionless phonons. Despite being numerically very challenging,
it offers a conceptually simple way of understanding the Markovian-embedding
procedure. The rich physics captured by the model and, in particular, the impact
of the dissipative environment on the bipolaronic quasi-particles will be discussed
in Chapter 8.

In 1D, the Hubbard-Holstein Hamiltonian reads

𝐻̂HH = − 𝐽
𝐿
∑
𝑗=1

∑
𝜎=↑,↓

( ̂𝑐†𝑗,𝜎 ̂𝑐𝑗+1,𝜎 + h.c.) + 𝑈
𝐿
∑
𝑗=1

𝑛̂𝑗,↑𝑛̂𝑗,↓

+ 𝜔
𝐿
∑
𝑗=1

𝑎̂†𝑗 𝑎̂𝑗 + 𝑔
𝐿
∑
𝑗=1

(𝑎̂𝑗 + 𝑎̂†𝑗 ) 𝑛̂𝑗 . (4.1)

Here 𝑈 represents the on-site electron-electron interaction, 𝜔 stands for the
phonon frequency, and 𝑔 denotes the electron-phonon coupling. The operator
̂𝑐†𝑗,𝜎 ( ̂𝑐𝑗+1,𝜎 ) creates (annihilates) a fermionic particle with spin 𝜎 on site 𝑗 while 𝑎̂†𝑗
(𝑎̂𝑗 ) creates (annihilates) a phonon on site 𝑗. In the following, we set 𝐽 to represent
the energy unit and 𝐽−1 to denote the unit of time.

A sketch for a 1D electron-phonon system is shown in Fig. 4.1. The right panel
depicts one possible system-environment bipartition: the electrons represent the
system and the dissipative phonons represent the environment. In this case, the
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Figure 4.1: Two possible system-environment partitionings for dissipative electron-
phonon models. Markovian embedding (left panel): In this approach, we consider both
electrons and phonons as the system, whereas the dissipation acting on the phonons is
modeled as a Markovian environment. Non-Markovian approach (right panel): In this
case, only the electrons are treated as the system, while the dissipative phonon modes
form a non-Markovian environment.

environment is non-Markovian, as the electrons strongly influence the dynamics
of the phonons. Attempting to describe this scenario with a Markovian master
equation for only the electronic degrees of freedom yields wrong results, as we
will explicitly show in Fig. 4.4. The other possible bipartition is the so-called
Markovian-embedding approach [112], represented in the left panel of Fig. 4.1:
the electrons and the phonons are both treated as the system, and dissipation
models the environment. In this setup, we are confronted with a Markovian sys-
tem, as the system’s state does not alter the dissipative environment.

In the following benchmark, our primary methods of choice will be quantum
jumps (QJ) for the Markovian case and the hierarchy of pure states (HOPS) for
the non-Markovian one. Despite HOPS and QJ being well-established tools for
describing open quantum systems, we integrate these methods with a tensor-
network representation, which introduces its own set of approximations. Fur-
thermore, we must take into account the truncation within the phononic Hilbert
space generated by the projected purification (PP) mapping (see Section 3.1). It
is, therefore, crucial to grasp the impact of additional numerical approximations,
particularly when we can control numerical precision within each method by
adjusting typical control parameters like the bond dimension or the discarded
weight [21, 82].

We initialize the system in a product state between the electronic and the
phononic systems, corresponding to a highly-excited state of Eq. (4.1). One note-
worthy aspect of the post-quench dynamics is the potentially very large occupa-
tion of the bosonic, local degrees of freedom. This occurrence is primarily driven
by the excess energy of the electronic system, and it competes with the influence
of dissipation. In certain parameter regimes, describing the dynamics of the over-
all system requires a large local Hilbert space dimension ∼ 10−60 for the bosonic
system. Capturing these competing effects correctly is one of the most important
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Figure 4.2: Comparison of HOPS and QJ to the exact master equation (ME). All curves
were computed using ED for a system consisting of two fermionic and two phononic sites.
For all panels, we set the Hamiltonian parameters to 𝑈 = 𝐽 , 𝜔 = 2 𝐽 , and employed 500
trajectories with a time step of 𝑑𝑡 = 0.005 𝐽−1. Both HOPS and QJ closely align with the
exact ME results. Only QJ, in scenarios involving intermediate and strong dissipation
combined with a large electron-phonon interaction (𝜅 = 1, 4𝐽 , 𝑔 = 𝐽 ), displays small
deviations at later times 𝑡 > 2𝐽−1.

points in practice since we will show that small, uncontrolled approximations
already modify the short-time dynamics of correlation functions drastically. It
is worth noting that a substantial amount of energy is injected into the system
when quenching from a product state. In this sense, our analysis represents an
extreme test case. In practical scenarios, for near-equilibrium (or local) quenches,
we anticipate that both methods will perform reasonably well, even in the regime
that complements the optimal one described in the following sections.

An intriguing aspect lies in the dependence on the strength of dissipation, as
both approaches are fundamentally complementary: For HOPS, the environment
becomes Markovian as 𝜅 → ∞, while for QJ, the non-unitary component of the
dynamics within the extended system becomes negligible as 𝜅 → 0. This chapter
is based on Ref. [1].
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Figure 4.3: Comparing the linear and nonlinear QSD to the exact Master Equation (ME).
All results were computed using ED for a system consisting of two fermionic and two
phononic sites. In all panels, the Hamiltonian parameters were set to 𝑈 = 𝐽 , 𝜔 = 2𝐽 , with
500 trajectories and a time step of 𝑑𝑡 = 0.005𝐽−1. For the two left panels, the dissipation
strength is 𝜅 = 0.1𝐽 , while in the two right panels we used 𝜅 = 4𝐽 . Across all analyzed
parameters, the linear and nonlinear methods yield almost the exact same results. While
both methods reasonably agree with the exact results under low dissipation strength,
deviations become substantial as the dissipation grows stronger. This issue becomesmore
pronounced in the presence of a large electron-phonon coupling.

4.1 ED comparison

The dynamics of the smallest meaningful Hubbard-Holstein model, consisting of
two electronic and two phononic sites, can be described by the exact Lindblad
master equation (Eq. (2.6)) via ED1. We employ this as an exact reference point to
evaluate both the accuracy and computational costs of the QJ, quantum state dif-
fusion (QSD), and HOPS methods before applying them to larger systems. We set
𝑈 = 𝐽 and 𝜔 = 2𝐽 , and vary the electron-phonon coupling 𝑔 and the dissipation
strength 𝜅. We initiate the time evolution with the Neel state for the fermions

1Due to the large local Hilbert space dimension required for the phonons, this system is already
quite challenging to simulate exactly. For instance, in a model with a 10-level harmonic oscillator,
the total Hilbert space dimension for the density matrix of the two-electron and two-phonon sys-
tem is ≈ 2.6 × 106. In some cases where we perform matrix product state (MPS) calculations, we
need to consider up to 60 phononic states, leading to a total Hilbert space dimension of approx-
imately 3.3 × 109 for a two-site system.
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ĉ† 0

,↓
ĉ 1

,↑
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Figure 4.4: Comparison between a master equation for the ”electron + phonon” sys-
tem and a master equation for the electron system alone. For all panels, the Hamiltonian
parameters were set to 𝑈 = 𝐽 and 𝜔 = 2𝐽 . Additionally, the dissipation strength was set
to 𝜅 = 0.1 𝐽 for the left panels and to 𝜅 = 4 𝐽 for the right panels. The results obtained
with the two methods exhibit significant discrepancies, highlighting that the electron dy-
namics of the systems under consideration cannot be adequately described by the simple
Lindblad master equation of the form shown in Eq. (4.3).

and the vacuum state for the phonons

|Ψ⟩init = |↑⟩fer1 |↓⟩fer2 |0⟩bos1 |0⟩bos2 ,
and perform a global quench both in the electronic and in the phononic system.
We study a single and a two-site observable: the number of spin-up fermions
on site one ⟨𝑛̂↑1⟩, and the pairing correlation between the two fermionic sites
⟨ ̂𝑐†0,↑ ̂𝑐†0,↓ ̂𝑐1,↓ ̂𝑐1,↑⟩. We opt to compare the two methods for very weak (𝜅 = 0.1 𝐽 ),
intermediate (𝜅 = 𝐽 ), and very strong (𝜅 = 4 𝐽 ) dissipation, considering both
medium and strong electron-phonon couplings, specifically 𝑔 = 0.5 𝐽 and 𝑔 = 𝐽 .

4.1.1 Comparing QJ and HOPS
We start investigating the performance of the HOPS and the QJ methods by
considering the quench protocol described above in Section 4.1. In the QJ ap-
proach, the dissipative dynamics are simulated by unraveling the Lindblad equa-
tion 2.6 where 𝐻̂𝑠 is the Hubbard-Holstein Hamiltonian Eq. (4.1) and one jump
operator 𝐿̂𝑗 = √𝜅𝑎̂𝑗 acts on every site 𝑗. Instead, for HOPS the effective Hamilto-
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Figure 4.5: MPS for a 1D electron-phonon system with the PP mapping (see Section 3.1).
Each column represents a full lattice site, made up of one electronic site (𝑛𝑓 ), one phys-
ical bosonic site (𝑛𝑃 ), and one PP-auxiliary bosonic site (𝑛𝐵). The bosonic sites constitute
the non-Markovian environment for the HOPS method, while in the Markovian-embed-
ded QJ scheme they are part of the system.

nian Eq. (2.39) is constructed setting 𝐻̂𝑠 equal to theHubbardHamiltonian (i.e. the
upper line in Eq. (4.1)) and again 𝐿̂𝑗 = √𝜅𝑎̂𝑗 . We summarize our findings in Fig. 4.2.
In general, we notice an excellent agreement between both HOPS and QJ with the
master equation (ME) outcomes during short time intervals 𝑡 ≤ 2 𝐽−1. The sole
noteworthy deviation arises in the QJ outcomes for the two-site observable at late
times, specifically in instances of strong electron-phonon coupling (𝑔 = 1𝐽 ) and
moderate or strong dissipation (𝜅 ≥ 1𝐽 ). We believe that reducing the time step
while increasing the number of trajectories (or adopting a QJ algorithm with an
adaptive time step [95]) would enhance the agreement with the exact outcome.
Nevertheless, one has to be cautious when employing MPS methods, as an overly
tiny time step may result in the accumulation of truncation errors. Hence, we
propose that, especially in scenarios involving a global quench from a product
state and falling within the aforementioned parameter range, HOPS should be
the preferred choice over QJ.

4.1.2 QSD comparison

We continue the numerical benchmark by presenting an ED comparison of the
linear and nonlinear QSD methods introduced in Section 2.4 with the exact ME
results. In Fig. 4.3, we study the spin-up electron density and the pairing corre-
lation function, using the same parameters as those in Fig. 4.2. Both the linear
and nonlinear homodyne detection methods perform well when the dissipation
is small. However, they fail to yield correct results for single-site and two-site
observables in cases of large dissipation. These results suggest that the QJmethod
is more suitable than QSD for a comparison with HOPS.

For the dissipative Hubbard-Holstein model that we considered here, the
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Figure 4.6: Spin-density correlations ⟨𝜎̂ 𝑧20 𝜎̂ 𝑧20+𝑗⟩ computed for a system consisting of
𝐿 = 40 sites at half-filling, following a quench from a Neel state. The correlations are
evaluated using both HOPS and QJ for two distinct values of 𝑔 (columns) and across
three different values of 𝜅 (rows). Both methods exhibit excellent agreement, even in
the context of long-range correlations. Minor discrepancies between HOPS and QJ are
observed primarily in cases of strong electron-phonon coupling (𝑔 = 𝐽 ) and intermediate
to strong dissipation (𝜅 = 1 𝐽 , 4 𝐽 ). We used a time step of 𝛿𝑡 = 0.005 𝐽−1 for QJ and
𝛿𝑡 = 0.01 𝐽−1 for HOPS to account for the lower sensitivity of the latter method to the
time step.

lQSD effective Hamiltonian is given by

𝐻̂ 𝑧
eff = 𝐻̂HH + 𝑖

𝐿
∑
𝑗=1

[𝑍𝑗(𝑡)𝑎̂𝑗 − 𝜅
2 𝑎̂

†
𝑗 𝑎̂𝑗] . (4.2)

In Appendix A, we show that for the effective Hamiltonian Eq. (4.2), an exact de-
composition of the time evolution operator can be obtained. It consists of a simple
non-Hermitian term (for which we derive the exact MPO representation) and an
involved Hermitian one, opening the possibility of alternating an MPO-MPS ap-
plication for the non-Hermitian part with a conventional time evolution scheme
for Hermitian Hamiltonians like TDVP. We discussed how to adapt the TDVP
algorithm to treat general non-Hermitian Hamiltonians in Section 3.2.2.
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Figure 4.7: Charge-density correlations ⟨𝑛̂f20 𝑛̂f20+𝑗⟩ computed using both HOPS and QJ
for the same quench scenario as depicted in Figure 4.6. A discrepancy becomes apparent
in the results at long times and for large spatial separations. In the two left panels, at
each time, we have added a dotted line that represents the case without dissipation, i.e. a
unitary evolution with the Hubbard-Holstein Hamiltonian. This suggests that when dis-
sipation is very weak, QJ provides a more accurate description of long-range correlations
compared to HOPS.

4.1.3 Failure of the Markovian description
The non-Markovianmethod described in Section 2.3 and theMarkovian approach
for the enlarged physical system (comprising electrons and phonons) discussed in
Section 2.5 pose significant numerical challenges. As a result, one might question
whether a much simpler Markovian master equation for the electronic system
alone could adequately capture the dissipative dynamics. Such an equation was
obtained following the standard microscopic derivation of the Lindblad equation
(see Section 2.1) in Ref. [67] and reads

𝜕𝑡 ̂𝜌𝑠 = −𝑖[𝐻̂𝑆 , ̂𝜌𝑠] + 𝑔2(
𝐿
∑
𝑗=1

𝑛̂𝑗 ̂𝜌𝑠 𝑛̂𝑗 − 1
2{(𝑛̂𝑗)

2, ̂𝜌𝑠}) . (4.3)

Here, 𝐻̂S represents the Hubbard Hamiltonian, 𝑔 is the electron-phonon coup-
ling, and 𝑛̂𝑗 is the number operator acting on the 𝑗-th fermionic site. The non-
Hermitian part in Eq. (4.3) is known as a dephasing environment. The exact di-
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agonalization comparison between the master equation for the enlarged system
and the master equation for the electronic system only (Eq. (4.3)) is illustrated in
Fig. 4.4. This comparison reveals that the latter is inadequate for describing the
non-Markovian vibrational environment, especially for large electron-phonon
coupling 𝑔. This is in agreement with the fact that the Lindblad equation Eq. (4.3)
has been derived via the Markovian and the Born (i.e. weak coupling) approxim-
ation.

4.2 MPS comparison
We now move to many-body dynamics and enlarge the system size to 𝐿 = 40.
These system sizes are out of reach for both ED techniques and, to the best of
our knowledge, even to density operator-based MPS time-evolution approaches,
especially when dealing with a substantial number of phononic modes (in our
case ≤ 60) per site. Each lattice site, i.e., each column in Fig. 4.5, is made up of an
electronic site, a physical bosonic site, and a PP-auxiliary bosonic site (see Sec-
tion 3.1). We systematically vary all pertinent parameters during the benchmark
calculations to ensure numerical convergence. In Table 4.1, we show the config-
urations we identified as yielding accurate and well-converged outcomes. For all

d-surface
Figs. 4.8,

4.10

QJ, HOPS
Figs. 4.6, 4.7

4.11

double
occupations

Fig. 8.2

bipolaron
metallicity
Figs. 8.3, 8.4

𝛿 10−10 10−10 10−10 10−10
𝑚max 6000 6000 500 2000
𝑑max 60 40 40 40
𝐿 10 40 20 20
𝑁 5 200 50 200

Table 4.1: Summary of the most relevant simulation parameters: the max. allowed dis-
carded weight 𝛿 , the max. allowed MPS bond dimension 𝑚max, the max. allowed local
dimension 𝑑max, the number of sites 𝐿, and the overall number of trajectories 𝑁 .

calculations, we choose a time step of 𝛿𝑡 = 0.01 𝐽−1 for HOPS and 𝑑𝑡 = 0.005 𝐽−1
for QJ. Additionally, we usually set the maximum allowed hierarchy depth 𝑘max

(for HOPS) and the local Hilbert space dimension of the phonons bmax (for QJ) to
𝑘max = 𝑏max = 40. We observe that these values are adequate for characterizing the
dynamics, and as a result, the actually used local dimensions never reach their
respective maximum limits. Given that the initial state is a product state, we ini-
tiate the time-evolution using the global Krylov [82] method and subsequently
switch to the two-site time-dependent variational principle (2TDVP) method. To
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Figure 4.8: Left: Hierarchy depth 𝑘max for HOPS as a function of 𝑔 and 𝜅. Right: Local
physical dimension of the phonons bmax for QJ as a function of 𝑔 and 𝜅. Center: The
difference between 𝑘max and bmax. The truncation is automatically determined using the
PP method with a fixed discarded weight 𝛿 = 10−10. For all calculations, we use the
model parameters 𝑁sites = 10, 𝑈 = 𝐽 , and 𝜔 = 2 𝐽 . The time evolution was performed up
to 𝑇max = 2 𝐽−1, and we computed 10 trajectories for each data point. For the six points
marked by a sphere, the convergence analysis of an observable is provided in Fig. 4.10 and
discussed in the main text. Note that in the region of very large 𝑔 and very small 𝜅 (i.e.,
the top-left area in the left panel), HOPS exhibits instability issues, which are discussed
in the main text.

achieve converged results, it is necessary to perform at least approximately 50
Krylov time-evolution steps, with all other numerical configurations remaining
unchanged2. Our comparative analysis seeks to identify the parameter regions in
which QJ and HOPS excel in capturing the post-quench dynamics of many-body
systems.

Given that the dynamics involve the propagation of correlations on various
time scales, we study the dynamics of spin-density and charge-density correla-
tion functions with respect to the central site. It is worth noting that both meth-
ods demonstrated comparable performance throughout our investigations when
describing simpler local observables, which we do not show here. As demon-
strated in Fig. 4.6, there is a remarkable agreement in the spin-density correlations
between the twomethods. Nevertheless, when examining the charge-density cor-
relations as presented in Fig. 4.7, we observe discrepancies in the long-distance
behavior, particularly in cases of very weak dissipation. An additional feature
becomes evident in the tails of the correlation functions at times 𝑡 > 1 𝐽−1 in the

2When working on [1], LSE-TDVP and GSE-TDVP had not been implemented SyTen yet.
As we discuss in Section 3.1, the global Krylov time-evolution can be replaced by the more effi-
cient GSE-TDVP.
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Figure 4.9: HOPS’s stability is improved by employing auxiliary states transformed
according to Eq. (2.36). In the strongly non-Markovian regime, as depicted in the right
panel, numerous phononic modes become populated. Under the original HOPS formu-
lation, in such cases, the norm of the auxiliary states grows significantly, leading to a
pronounced instability when computing observables with the normalized physical state,
as illustrated in the left panel. These calculations were conducted for a system with 20
sites and averaged over 100 trajectories, with parameters set to 𝑔 = 𝐽 and 𝜅 = 0.1 𝐽 . All
other parameters align with those used in Figs. 4.6 and 4.7.

dynamics generated by HOPS. This characteristic corresponds to an enhanced
propagation of density correlations in the HOPS results, as compared to QJ. It is
worth noting that we have verified that reducing the time step of HOPS does not
lead to an improvement in the results. We considered quench dynamics without
dissipation to determine which method provides more trustworthy results in this
regime. As illustrated in the upper-left panel of Fig. 4.7 by the dotted curves, we
observe that QJ exhibits a smooth connection with the non-dissipative case. We
interpret this observation as indicating that QJ is more precise, particularly in
scenarios with low dissipation strengths.

4.3 Numerical complexity and stability

Clarifying whether the methods can be implemented within the identified op-
timal parameter ranges is crucial for practical calculations. Here, we first compare
the hierarchy depth 𝑘max ≡ 𝑑max for HOPS with the local Hilbert space dimension
of the phonons bmax ≡ 𝑑max for QJ across various values of 𝑔 and 𝜅. When util-
izing 2TDVP as the time evolution method, the most computationally intensive
operations scale as 𝒪(𝑚3

max𝑑2max𝛿max) and 𝒪(𝑚2
max𝑑3max𝛿2max) [82]. For very large

local dimensions where 𝑑max > 10, the numerical cost of the latter operations can
become predominant, and the feasibility of employing QJ and HOPS hinges on
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the requirements of their respective local Hilbert space dimensions.
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Figure 4.10: Convergence analysis of the nearest neighbor pairing correlation Eq. (4.4)
with respect to the local Hilbert space dimension 𝑑max. We consider six specific parameter
sets (𝑔, 𝜅) as indicated on the numbered spheres in Fig. 4.8. At each time step, we calculate
the relative error by comparing the results obtained with the chosen local dimension 𝑑max
to a reference time evolution carried out with the optimal local dimension. All model and
time evolution parameters are consistent with those outlined in Fig. 4.8. Note that we
employmultiple trajectories solely tomitigate the risk of selecting an outcome influenced
by favorable or unfavorable random number combinations. However, this analysis is
unrelated to the statistical error defined in Eq. (2.22).

In Fig. 4.8, we present the evolution of 𝑑max = 𝑘max, bmax required to maintain an
overall discarded weight 𝛿 = 10−10 throughout the time evolution. Remarkably,
despite their conceptual differences, each method exhibits a very similar depen-
dency on 𝑔 and 𝜅 for their required local Hilbert space dimensions, as depicted
in the left panel for 𝑘max and the right panel for bmax, across the entire parameter
range under investigation. The relationship between these two quantities is ex-
plored for other models in [91, 113]. The shapes of the surfaces traced by 𝑘max

and bmax substantiate our earlier observation that, in instances characterized by
strong electron-phonon coupling and weak dissipation, numerous highly-excited
phononic modes are populated, thereby necessitating extensive Hilbert space di-
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mensions. Note that, in the case of HOPS, the top-left corner of the 𝑘max surface
is absent. This anomaly arises in a few “extreme” scenarios characterized by ex-
ceptionally strong electron-phonon coupling and very feeble dissipation, causing
HOPS to become numerically unstable due to the rapid growth in the norm of aux-
iliary states. As a result, we conclude that the numerical costs for both methods
are comparable when enforcing a specific discarded weight.

In all the HOPS calculations conducted on the dissipative Hubbard-Holstein
model, we have applied a rescaling of the auxiliary states in accordance with
Eq. (2.36). This rescaling operation reduces the norm of the auxiliary states, ef-
fectively mitigating numerical errors that may arise during the normalization of
the physical state, an operation performed at each time step when computing
observables. As illustrated in Fig. 4.9, the significance of this rescaling becomes
apparentwhen considering a scenariowith strong electron-phonon coupling (𝑔 =
1) and weak dissipation (𝜅 = 0.1). In such cases, when not utilizing auxiliary
state rescaling, theHOPSmethod fails completelywhen the population of bosonic
modes reaches 13. In contrast, with the new definition of auxiliary states (as
shown in Fig. 4.8), HOPS is capable of handling up to 55 occupied bosonic modes.
It is important to emphasize that this issue is not specific to MPS but also arises
in ED calculations.
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Figure 4.11: The bond dimension for both QJ and HOPS during the time evolution
following the global quenches described in the caption of Fig. 4.6.

In Fig. 4.8, we have analyzed the convergence of the time-evolved wave func-
tion |Ψ(𝑡)⟩ with respect to the local dimension 𝑑max. However, one is often inter-
ested in the convergence of specific observables rather than in the accuracy of the
wave function. Thus, we select six representative parameter points indicated by
circles in Fig. 4.8 to investigate the convergence of the nearest-neighbor pairing
correlation function

Cpa,dmax
nn = 1

𝐿 − 1
𝐿−1
∑
𝑗=1

⟨ ̂𝑐†𝑗,↑ ̂𝑐†𝑗,↓ ̂𝑐𝑗+1,↓ ̂𝑐𝑗+1,↑⟩ . (4.4)

We assess its dependence on the maximally allowed local dimension in compar-
ison to a reference value, denoted as C

pa,kmax
nn . This reference value is determined
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by fixing the discarded weight only and employing the values of 𝑘max and bmax
extracted from Fig. 4.8. We define

Err(𝑗) = |(Cpa,dmax
nn − Cpa,dmax⋅j

nn ) /Cpa,dmax
nn | , (4.5)

considering 𝑗 ∈ {1/4, 1/2, 3/4}, thereby reducing the maximally allowed local
dimension to as low as a quarter of the optimal value. In Fig. 4.10, we present
the achieved convergence for the various fractions 𝑗 of 𝑑max as indicated by the
different line styles. Notably, we observe that in most cases, the curves for HOPS
lie below those for QJ. This observation can be attributed to the fact that in HOPS,
the bosonic degrees of freedom represent auxiliary states with no direct physical
interpretation. Consequently, we observe that HOPS is somewhat less affected
by truncations in the bosonic Hilbert space compared to QJ.
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Figure 4.12: PP speedup for intermediate (blue) and strong (orange) electron-phonon
couplings across various dissipation strengths. The speedup factor is most prominent
for scenarios with large electron-phonon couplings and low dissipation strength, which
corresponds to a large bosonic local Hilbert space dimension, as indicated in the inset.
These calculations were conducted using the QJ method for systems comprising 20 sites
with a single trajectory. All other parameters are consistent with those described in
Fig. 4.8.

In addition to examining the bosonic physical local dimension, we also con-
ducted an analysis of the bond dimension denoted as 𝑚max. The outcomes of
this analysis are presented in Fig. 4.11, using the same model parameters as those
used for the benchmark calculation showcased in Figs. 4.6 and 4.7. Similar to the
trends observed in local dimensions, the required bond dimensions decrease as



54 Summary

the dissipation strength increases. Remarkably, across all six analyzed (𝑔, 𝜅) set-
tings, we note that QJ consistently exhibits a smaller bond dimension compared
to HOPS when aiming to maintain a constant discarded weight. One plausible
explanation for this phenomenon may be that significant drops in bond dimen-
sion occur whenever a jump event occurs, such as when an annihilator is applied
to a phononic site. These jumps result in a substantial portion of the local Hil-
bert space being projected out. Furthermore, for scenarios characterized by low
dissipation strengths and high electron-phonon interactions, we also observed
a notable increase in the necessary local dimension for HOPS. This tendency is
associated with the PP mapping, where the requisite local dimension is directly
linked to the decay of the phonon 1RDM diagonal elements. In this parameter
regime, HOPS appears to induce more significant fluctuations in the phonon sys-
tem, consequently elevating the overall bond dimension. However, we cannot
determine whether the observed trend in Fig. 4.11 is a specific characteristic of
the analyzed systems or a general feature.

We conclude this benchmark by investigating the speedup achieved by com-
bining QJ and HOPS with the PP mapping (see Section 3.1). In Figure 4.12, a
system with 20 lattice sites was studied. The runtime is notably reduced when
utilizing the PP mapping across various parameter settings. In particular, we ob-
serve a substantial speedup, approximately 30-fold, in scenarios with low dissipa-
tion and strong electron-phonon coupling, corresponding to larger local Hilbert
space dimensions (> 20). The speedup is less pronounced for medium and strong
dissipation, approximately 5-fold.

4.4 Summary
In this section, we used the dissipative Hubbard-Holstein model to benchmark
various numerical techniques for simulating the dynamics of dissipative quantum
systems. ED calculations revealed QJ to be more accurate than QSD (see Fig. 4.3)
and thus the former was selected as the Markovian-embedded method of choice
to be compared to HOPS (see Fig. 4.1). For HOPS, rescaling the auxiliary states
according to Eq. (2.36) turned out to be crucial to be able to describe highly ex-
cited environments (see Fig. 4.9). The numerical complexity of HOPS and QJ is
surprisingly similar (Fig. 4.8). However, HOPS works best for weak dissipation
while QJ works best for strong dissipation, as shown in Fig. 4.2. Moreover, we
showed in Fig. 4.12 that the PP representation is greatly beneficial, especially
in the numerically most challenging cases of strong electron-phonon coupling
and weak dissipation. In Chapter 6, we will extend this benchmark by compar-
ing Markovian-embedded methods to unitary dynamics for exciton dynamics in
structured vibrational environments.



Part II

Applications
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In part I, we accounted for some remarkable methodological advances in the
fields of OQS and MPS algorithms for dissipative and vibrational environments
and discussed their numerical properties. Here, we argue that these combined
methods constitute a versatile and efficient toolkit for addressing open problems
in quantum thermodynamics, condensedmatter physics, quantum chemistry, and
even biology.

From a methodological point of view, we can categorize the next chapters
depending on whether they feature unitary or dissipative dynamics, a few-body
or many-body physical subsystem of interest, a featureless or a structured vi-
brational environment. By featureless environment, we indicate both dissipative
Markovian environments and many-body, non-Markovian vibrational environ-
ments characterized by a single vibrational frequency. We summarize these as-
pects in Fig. 4.13.

unitary  many-body 

system

few-body 

system

featureless

environment

structured

environment

chapter 5

chapter 6

chapter 7

chapter 8

dissipative

Figure 4.13: Schematic representation of the main characteristics of the systems ana-
lyzed in the different chapters of part II.

First, in Chapter 5, we study the quantum version of theMpemba effect, some-
times stated as “hot water freezes faster than cold water,” from the perspective
of non-equilibrium thermodynamics. We investigate the interplay between dis-
sipation and quantum coherence, showing how an exact unitary transformation
removing a state’s coherences can exponentially accelerate its thermalization.

In Chapter 6, we demonstrate that dissipation can be leveraged as a valuable
resource, as it significantly reduces the numerical complexity of MPS calculations
compared to isolated system dynamics. Specifically, studying exciton dynamics
in vibrational environments, we show that dissipation presents two key advan-
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tages: it decreases the number of vibrational modes needed to fit the environ-
mental spectral density and lowers the occupation of the vibrational modes and
the overall entanglement.

Then, in Chapter 7, we study theminimal model for an optically excitedmetal,
considering the unitary dynamics of a non-linearly coupled electron-phonon sys-
tem. Differently from Chapter 6, at an initial time, an optical pulse excites the
phononic degrees of freedom instead of the electronic ones. We use the PST
method introduced in Section 3.3 to study the impact of different pulse shapes
and the crucial role of the phonon frequency in defining the electrons’ dynamics.

Finally, in Chapter 8, we analyze the impact of dissipation on the bipolaronic
quasiparticles in a paradigmatic 1D condensed matter model for electron-phonon
interactions. We find that dissipation does not affect the stability of the bipolarons
but tends to localize them in a process reminiscent of the quantum Zeno effect.



Chapter 5

The thermodynamics of the quantum
Mpemba effect

“What is the interplay between quantum coherences and the thermalization speed
of an open quantum system?”

This chapter explores a counterintuitive thermalization phenomenon known
as the Mpemba effect. It is named after Erasto Mpemba, who, at the age of 13,
noticed that a hot ice cream mixture froze faster than a cooler one. In Section 5.1,
we summarize the theoretical explanation for the classical Mpemba effect and its
experimental realization in colloidal systems. Then, in Section 5.2, we introduce
the definition of the genuine quantum Mpemba effect based on non-equilibrium
thermodynamics and explore the effect in single- and multi-qubit setups. Finally,
in Section 5.3, we present two methods for finding exponential speedups for equi-
libration processes via stochastic numerical optimization. Overall, we will con-
sider single-and few-qubit systems, performing analytic calculations and employ-
ing ED-based numerical methods. The chapter is based on Ref. [2], written in
collaboration with Oisín Culhane, Krissia Zawadzki, and John Goold.

5.1 The classical Mpemba effect

The Mpemba effect describes a scenario where a hot system is quenched into a
cold bath and achieves equilibrium more rapidly than an initially cooler system.
The first systematic inquiries into this phenomenon were conducted by Mpemba,
Osborne, and Kell [114, 115] on water cooling in the late sixties. However, the
effect had been reported by Aristotle over 2000 years ago [116] and observed by
others, such as Descartes [117] and Bacon [118], across history. Since Mpemba
and Osborne’s original investigation, researchers have explored the effect in a
progressively broader spectrum of physical systems such asmagnetic alloys [119],
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carbon nanotube resonators [120], clathrate hydrates [121], granular gases [122],
polymers [123], and dilute atomic gases [124], to name a few. However, despite
numerous studies, debates persist in the literature regarding the physical explan-
ation and even the phenomenon’s existence in water [125, 126].

A pivotal advancement in comprehending this anomalous effect stemmed
from the analysis of the stochastic thermodynamics of Markovian systems car-
ried out by Lu and Raz [127, 128], which we will briefly summarize. Consider a
classical, discrete system whose state is represented by a probability distribution
|𝑝(𝑡)⟩, in contact with a Markovian thermal bath at temperature 𝑇𝑏 . The thermal-
ization of |𝑝(𝑡)⟩ is described by a classical Liouvillian operator ̂ℒ 𝑐 as

𝜕𝑡 |𝑝(𝑡)⟩ = ̂ℒ 𝑐 |𝑝(𝑡)⟩ . (5.1)

In general, the classical Liouvillian is a non-Hermitian operator with complex
eigenvalues. However, in order to describe a thermalization process, ̂ℒ 𝑐 needs
to obey thermal detailed balance. If we denote by 𝜋(𝑚 → 𝑛) the transition prob-
ability between the |𝑚⟩ and |𝑛⟩ with energy 𝐸𝑚 and 𝐸𝑛, respectively, the thermal
detailed balance condition reads

𝜋(𝑚 → 𝑛)
𝜋(𝑛 → 𝑚) = 𝑒−𝛽(𝐸𝑛−𝐸𝑚) . (5.2)

As we show in Appendix B, enforcing this condition implies that ̂ℒ 𝑐 is Hermitian.
Thus, the system’s initial probability vector can be expanded in the eigenbasis
{|𝑟𝑘⟩}𝑘 of ̂ℒ 𝑐 :

|𝑝(𝑡0)⟩ =
𝐷
∑
𝑘=1

𝑐𝑘 |𝑟𝑘⟩ , (5.3)

where 𝐷 = dim( ̂ℒ 𝑐). The (real) spectrum of ̂ℒ 𝑐 consists of a single zero eigen-
value 𝜆1 = 0 and 𝐷 − 1 negative eigenvalues. The eigenvector |𝑟1⟩ is the unique
steady state which, up to a normalization factor, corresponds to the thermal state
of the system at temperature 𝑇𝑏 . Let us now reorder the eigenvalues of ̂ℒ 𝑐 des-
cendingly according to their absolute value |𝜆1| < |𝜆2| ≤ |𝜆3| ⋯ ≤ |𝜆𝐷 |. With
decomposition Eq. (5.3), the time evolution of |𝑝(𝑡)⟩ (i.e. the solution of Eq. (5.1))
can be written as:

|𝑝(𝑡)⟩ = |𝑟1⟩ +
𝐷
∑
𝑘=2

𝑐𝑘𝑒𝜆𝑘 𝑡 |𝑟𝑘⟩ . (5.4)

The contribution from each term in the sumwill decay exponentially in time with
a decay rate given by |𝜆𝑘 |.

Eq. (5.4) now allows us to make sense of the Mpemba effect. Assume that the
system initially finds itself either in a hot thermal state |𝑝𝑇ℎ⟩ or a warm thermal
state |𝑝𝑇𝑤 ⟩ with 𝑇ℎ > 𝑇𝑤 > 𝑇𝑏 . If |𝑝𝑇ℎ⟩ has a smaller overlap than |𝑝𝑇𝑤 ⟩ with the
so-called slowest decaying mode |𝑟2⟩, it will thermalize faster than |𝑝𝑇𝑤 ⟩, despite
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its initial temperature being higher. Moreover, if the overlap of |𝑝𝑇ℎ⟩ with |𝑟2⟩
happens to vanish, it will thermalize exponentially faster than |𝑝𝑇𝑤 ⟩, namely with
rate |𝜆3| insted of |𝜆2|. The latter case is referred to as the strong Mpemba effect.

This theoretical framework inspired recent experimental investigations of the
Mpemba effect under controlled conditions. In Ref. [28], Kumar and Bechhoefer
studied the thermalization of a colloidal particle diffusing in water (which acts as
a cold bath at temperature 𝑇𝑏) under the effect of a potential landscape enforced
by optical tweezers. The system’s state at time 𝑡 is described by the probability
distribution 𝑝(𝑥, 𝑡), parametrized by the particle’s position 𝑥 . A particle is drawn
from a Boltzmann distribution 𝜏 (𝑥; 𝑇 ) corresponding either to a hot temperature
𝑇ℎ or to a warm temperature 𝑇𝑤 , and each experiment is repeated 1000 times. For
specific shapes of the potential landscape, on average, particles drawn from an
ensemble at 𝑇ℎ thermalized faster than those drawn at 𝑇𝑤 , indicating the occur-
rence of the Mpemba effect (see Fig. 5.1). Since temperature can be defined only
in equilibrium, the 𝐿1-distance |𝑝(𝑥, 𝑡) − 𝜏(𝑥; 𝑇𝑏)| was chosen as an instantaneous
distance measure from the thermal state at temperature 𝑇𝑏 . The inverse effect,

Figure 5.1: Experimental demonstration of the classical Mpemba effect. A single col-
loidal particle is repeatedly drawn from a thermal ensemble and immersed in water sub-
ject to a potential enforced by optical tweezers. For specific shapes of the potential, hot
ensembles cool down faster than warm ones, experimentally demonstrating the Mpemba
effect. The distance 𝐷 from the thermal state at bath (water) temperature is measured in
terms of the 𝐿1-distance. Adapted from [28].

namely a cold state heating up faster than a warmer one, has also been demon-
strated experimentally in a similar colloidal setup [129].
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5.2 The quantum Mpemba effect
In recent years, significant efforts have been directed to investigate the Mpemba
effect in quantum systems. The framework introduced in the breakthrough pa-
per [127] was generalized to Lindbladians in Ref. [29], stimulating a variety of the-
oretical [130–139] and recent experimental [140, 141] studies in open quantum
systems. Moreover, a Mpemba-like phenomenon related to symmetry restora-
tion in quenched dynamics starting from states that break the symmetry of the
Hamiltonian has been proposed for isolated quantum systems [142–145]. These
predictions were experimentally confirmed recently in a trapped-ion quantum
simulator [146].

For Markovian open quantum systems, the dynamics are generated by the
Lindbladian superoperator ℒ , consisting of a unitary part and a dissipative part
such that ℒ = 𝑖ℐ + 𝒟 with ℐ (⋅) = −[𝐻̂𝑆 , ⋅], 𝐻̂𝑆 being the system Hamiltonian
and 𝒟(⋅) = ∑𝑙 𝐿̂𝑙(⋅)𝐿̂†𝑙 − 1

2 {𝐿̂
†
𝑙 𝐿̂𝑙 , (⋅)}, where 𝐿̂𝑙 is a jump operator. In analogy

to Eq. (5.4), the time evolution of a density matrix ̂𝜌 can be written as

̂𝜌(𝑡) = 𝑒ℒ𝑡 ̂𝜌𝑖 = ̂𝜏 +
𝐷2

∑
𝑘=2

Tr( ̂𝑙𝑘 ̂𝜌𝑖) ̂𝑟𝑘𝑒𝜆𝑘 𝑡 , (5.5)

where 𝐷 = dim(𝐻̂𝑆). Here, we assume that ̂𝜏 represents the unique steady state,
which is directly proportional to the right eigenoperator of the generator ℒ cor-
responding to the zero eigenvalue. Moreover, ̂𝑙𝑘 and ̂𝑟𝑘 are the left and right
eigenoperators corresponding to the eigenvalue 𝜆𝑘 such that ℒ[ ̂𝑟𝑘] = 𝜆𝑘 ̂𝑟𝑘 and
ℒ†[ ̂𝑙𝑘] = 𝜆𝑘 ̂𝑙𝑘 , where ℒ† represents the adjoint generator that acts on observa-
bles rather than states. The superoperator ℒ preserves the hermiticity of ̂𝜌(𝑡),
indicating that if 𝜆𝑘 is a complex eigenvalue, then 𝜆∗𝑘 is as well. We arrange the
eigenvalues in ascending order based on the modulus of their real part, such that
0 = 𝜆1 < |ℜ(𝜆2)| ≤ |ℜ(𝜆3)| ≤ … . The spectral gap |ℜ(𝜆2)|, represents the longest
timescale in the system, implying | ̂𝜌(𝑡) − ̂𝜏 | ∝ exp(ℜ(𝜆2)𝑡).

In Ref. [29], Carollo, Lasanta and Lesanovsky demonstrated that an exponen-
tial acceleration towards the steady state can be obtained via a unitary transform-
ation that removes the overlap of an initial pure state |𝜓𝑖⟩with the slowest-decay-
ing mode ̂𝑙2

Tr( ̂𝑙2𝑈̂ |𝜓𝑖⟩ ⟨𝜓𝑖| 𝑈̂ †) = 0 , (5.6)

resulting in | ̂𝜌(𝑡) − ̂𝜏 | ∝ exp(ℜ(𝜆3)𝑡). Apart from being restricted to a pure state,
the pivotal assumption outlined in [29] is that the Lindbladian spectral gap needs
to be defined by a real eigenvalue. The fact that these conditions exclude thermal
states and Lidbladians with a complex 𝜆2 explains in part why the efforts in open
quantum systems [130–141] predominantly considered exponential speedups in
generalized equilibration processes instead of thermalization. A thermodynamic
understanding of a genuine quantum Mpemba effect was still missing.
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Û
ρ̂i

Fneq(ρ̂i)

ρ̂′i

Fneq(ρ̂
′
i)

Figure 5.2: For a general quantum state, it is possible to devise a unitary transforma-
tion 𝑈̂ that increases the state’s non-equilibrium free energy and eliminates the overlap
with a set of slow-decaying modes of the Liouvillian. This leads to exponentially faster
thermalization and a genuine quantum Mpemba effect.

Here, we address this issue by investigating the quantum thermalization dy-
namics induced by a Davies map from the perspective of non-equilibrium thermo-
dynamics. A Davies map is a particular Lindbladian that we denote as 𝒢 , which
describes the thermalization of a quantum system when weakly coupled to a heat
bath [147, 148] at inverse temperature 𝛽 . It is characterized by two main proper-
ties: Firstly, the unitary component ℐ and the dissipative component 𝒟 of the
generator commute, and secondly, it adheres to quantum detailed balance [149] in
relation to the thermal state ̂𝜏𝛽 = 𝑒−𝛽𝐻̂𝑆/𝑍 , where 𝑍 = Tr (exp (−𝐻̂𝑆𝛽)). Mathe-
matically, quantum detailed balance implies that the unitary and dissipative com-
ponents of the generator satisfy

⟨𝐴̂, 𝒟†(𝐵̂)⟩ ̂𝜏𝛽 = ⟨𝒟†(𝐴̂), 𝐵̂⟩ ̂𝜏𝛽
and [𝐻̂𝑆 , ̂𝜏𝛽] = 0,

(5.7)

where 𝐴̂ and 𝐵̂ are two arbitrary operators and ⟨𝐴̂, 𝐵̂⟩ ̂𝜏𝛽 = Tr( ̂𝜏𝛽𝐴̂†𝐵̂). The ei-
genmatrices of the unitary part ℐ are given by the transitions |𝑛⟩⟨𝑚| between
Hamiltonian eigenstates |𝑚⟩ and |𝑛⟩ corresponding to the eigenvalues 𝜔𝑛𝑚 =
𝐸𝑛 − 𝐸𝑚. Moreover, the dissipative part 𝒟 commutes with ℐ , thus sharing a
common eigenspace with it. Additionally, if the Hamiltonian is non-degenerate,
the Davies map 𝑒𝒢 𝑡 is block diagonal in the energy eigenbasis. We express 𝒢 as
𝒢𝑃 ⊕𝒢𝐶 , where 𝒢𝑃 = 𝒟𝑃 represents the population subblock. Its right eigen-
matrices are diagonal in the energy eigenbasis |𝑛⟩⟨𝑛|. 𝒢𝐶 = 𝑖ℐ + 𝒟𝐶 denotes
the coherence subblock. Owing to the detailed balance condition, the eigenval-
ues linked with the off-diagonal eigenmatrices of 𝒟𝐶 are real, while imaginary
eigenvalues stem from the unitary part ℐ . All right eigenmatrices except the
steady state, i.e., all ̂𝑟𝑖 for 𝑖 ≥ 2, are off-diagonal matrices in the energy eigenbasis.
This ensures that they are traceless, guaranteeing that the dynamics always pre-
serve normalization. However, not only does ℐ commute with 𝒟 , but it also
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commutes with 𝒟†. This implies that the left eigenvectors of 𝒢𝐶 are also purely
off-diagonal matrices, as 𝒢 †[ ̂𝑙𝑘] = 𝜆𝑘 ̂𝑙𝑘 .

Here we present our first finding: For an initial state ̂𝜌𝑖 with coherences in
the energy eigenbasis, under evolution with a Davies generator featuring a spec-
tral gap defined by the real part of a complex eigenpair, exponential acceleration
towards the fixed point is attainable by performing a unitary transformation 𝑈̂1
which diagonalizes the state in the energy eigenbasis. As every ̂𝑙𝑚 with 𝜆𝑚 ∈ ℂ is
purely off-diagonal in the energy eigenbasis, all corresponding overlaps will be
removed Tr( ̂𝑙𝑚𝑈̂1 ̂𝜌𝑖𝑈̂ †

1 ) = 0. We want to emphasize that an exponential speedup
alone does not qualify as a genuine Mpemba effect. In the seminal paper [127],
that is centered around thermodynamics, the phenomenon is characterized by
states possessing three temperatures 𝑇𝑏 < 𝑇𝑐 < 𝑇ℎ, representing the fixed point,
a colder, and a hotter initial state, respectively. A Mpemba effect manifests if
there exists a time 𝑡𝑚 after which 𝐷[ ̂𝜌ℎ(𝑡), 𝑇𝑏] < 𝐷[ ̂𝜌𝑐(𝑡), 𝑇𝑏]. In this context,
𝐷[ ̂𝜌(𝑡), 𝑇 ] is a measure of the distance between the evolving state and the fixed
point. Given that we are considering non-equilibrium quantum states possibly
with coherences in the energy eigenbasis, we lack an initial notion of temperat-
ure. There is a single point of equilibrium, i.e. the fixed point ̂𝜏𝛽 . In quantum
dynamics, we suggest employing instead the non-equilibrium free energy

𝐹neq( ̂𝜌(𝑡)) = Tr(𝐻̂𝑆 ̂𝜌(𝑡)) + 1
𝛽 Tr( ̂𝜌(𝑡) ln ̂𝜌(𝑡)) , (5.8)

which is well defined for any state ̂𝜌(𝑡). We examine the initial scenario
𝐹neq( ̂𝜌′(𝑡0)) > 𝐹neq( ̂𝜌(𝑡0)) > 𝐹eq, where ̂𝜌′(𝑡0) = 𝑈̂ ̂𝜌(𝑡0)𝑈̂ † represents the state
after a unitary transformation, and 𝐹eq = −𝛽−1 ln𝑍 denotes the equilibrium free
energy of the fixed point. A quantum Mpemba effect arises if there exists a time
𝑡𝑚 such that 𝐹neq( ̂𝜌′(𝑡)) < 𝐹neq( ̂𝜌(𝑡)) holds for all times 𝑡 > 𝑡𝑚. We refer to this
phenomenon as a genuine quantum Mpemba effect, distinguishing it from expo-
nential speedups achieved by other transformations. It is important to emphasize
that for the speedup to qualify as a quantumMpemba effect, the non-equilibrium
free energy curves must intersect over time. The non-equilibrium free energy
exhibits several properties that make it well-suited for defining and analyzing
the quantum Mpemba effect. First, it can be expressed in terms of the quantum
relative entropy [150–152]

𝐷( ̂𝜌||𝜎̂ ) = Tr[ ̂𝜌(ln ̂𝜌 − ln 𝜎̂ )] , (5.9)
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by writing the internal energy 𝐸 as

𝐸( ̂𝜌(𝑡)) = Tr(𝐻̂𝑆 ̂𝜌(𝑡)) = −𝛽−1 Tr[ ̂𝜌(𝑡) ln 𝑒−𝛽𝐻̂𝑆]

= −𝛽−1 Tr[ ̂𝜌(𝑡) ln 𝑒−𝛽𝐻̂𝑆

𝑍 ] − 𝛽−1 Tr( ̂𝜌(𝑡) ln𝑍)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝐹eq( ̂𝜏𝛽 )

= −𝛽−1 Tr[ ̂𝜌(𝑡) ln ̂𝜏𝛽] − 𝛽−1𝑆( ̂𝜌(𝑡)) + 𝛽−1𝑆( ̂𝜌(𝑡)) + 𝐹eq( ̂𝜏𝛽)
= 𝛽−1𝐷( ̂𝜌(𝑡)|| ̂𝜏𝛽) + 𝛽−1𝑆( ̂𝜌(𝑡)) + 𝐹eq( ̂𝜏𝛽) .

(5.10)

Plugging this expression into Eq. (5.8) yields

𝐹neq( ̂𝜌(𝑡)) = 𝛽−1𝐷( ̂𝜌(𝑡)|| ̂𝜏𝛽) + 𝐹eq( ̂𝜏𝛽) , (5.11)

which reduces to the equilibrium free energy 𝐹eq( ̂𝜏𝛽)when ̂𝜌(𝑡) = ̂𝜏𝛽 . The Klein in-
equality ensures the positivity of the relative entropy, thereby guaranteeing that
𝐹neq( ̂𝜌(𝑡)) ≥ 𝐹eq( ̂𝜏𝛽) for all 𝑡 . The quantum relative entropy serves as a stringent
measure of the distinguishability between two quantum states. Although it is
not a metric, it provides an upper bound on the trace distance through Pinsker’s
inequality: 𝐷( ̂𝜌||𝜎̂ ) ≥ ‖ ̂𝜌 − 𝜎̂‖21/2, encapsulating the optimal distinguishability
of quantum states with a single measurement. Moreover, the non-equilibrium
free energy is directly linked to the Spohn entropy production rate [11, 153, 154]
through

Π = −𝛽−1 𝑑𝑑𝑡 𝐹neq( ̂𝜌(𝑡)) . (5.12)

Finally, the total irreversible entropy produced can be partitioned into

𝐷( ̂𝜌(𝑡)|| ̂𝜏𝛽) = 𝒫 (𝑝(𝑡)|| ̂𝜏𝛽) + 𝒞 ( ̂𝜌(𝑡)) , (5.13)

where 𝒫 (𝑝(𝑡)||𝑡𝛽) = ∑𝑛 𝑝𝑛(𝑡) ln 𝑝𝑛(𝑡)
𝑡𝛽𝑛

represents the classical relative entropy

between the time-dependent population vector and the thermal state. 𝒞( ̂𝜌(𝑡)) =
𝑆(Δ( ̂𝜌(𝑡))) − 𝑆( ̂𝜌(𝑡)) denotes the relative entropy of coherence, where Δ( ̂𝜌𝑠(𝑡))
represents the state dephased in the system’s energy eigenbasis. This is a well-
known measure of quantum coherence [155]. The decomposition of the entropy
production into a classical and a quantum component has been recently realized
experimentally in an optical setup for a single photon [156].

We have discussed above that if the spectral gap is defined by a complex ei-
genpair, a transformation which exponentially accelerates the thermalization of
a state with coherences is a simple unitary 𝑈̂1 which diagonalizes the state in the
energy eigenbasis, i.e., ̂𝜌𝑖 → Λ̂ = 𝑈̂1 ̂𝜌𝑖𝑈̂ †

1 1. Now, we want to find a second unitary

1from here on we are renaming the initial state ̂𝜌(𝑡0) ≡ ̂𝜌𝑖 for convenience.
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𝑈̂2 that transforms the diagonalized state into a state that has a higher 𝐹neq than
the initial one. Let us define the combined rotations

𝑈̂ = 𝑈̂2𝑈̂1 , (5.14)

and the transformed state ̂𝜌′ = 𝑈̂ ̂𝜌𝑖𝑈̂ †. We consider 𝑈̂2 to be the transformation
that performs a full population inversion, i.e. it swaps the elements of Λ̂ arranging
them in ascending order, and want to show that 𝐹neq( ̂𝜌′) ≥ 𝐹neq( ̂𝜌𝑖). Eq. (5.11)
tells us that to prove this, we need to show that the rotation increases the relative
entropy with respect to the steady state

𝐷( ̂𝜌′|| ̂𝜏𝛽) ≥ 𝐷( ̂𝜌𝑖|| ̂𝜏𝛽) . (5.15)

Since unitary operations don’t change the von Neumann entropy, using the defin-
ition Eq. (5.9) this condition reduces to

Tr[ ̂𝜌′ln( ̂𝜏𝛽)] ≤ Tr[ ̂𝜌𝑖ln( ̂𝜏𝛽)] . (5.16)

As the thermal state ̂𝜏𝛽 is diagonal in the energy eigenbasis, only the diagonal part
of ̂𝜌𝑖 gives nonzero contributions in Eq. (5.16), which means that we can simply
compare the populations before and after the rotation. Since the entries of the
thermal equilibrium state are non-increasing, given Λ̂, performing a population
inversion indeed minimizes the l.h.s. of Eq. (5.16). This, however, still does not
prove that Eq. (5.16) holds. For this, we need to compare the population 𝑟 of ̂𝜌𝑖 to
the population 𝑝 of ̂𝜌′ using the concept of majorization. Denoting with 𝑝↓ the
permutation of 𝑝 so that its elements are non-increasing, we say that 𝑝↓ majorizes
𝑟↓ if it satisfies

𝑘
∑
𝑗=1

𝑝𝑗 ≥
𝑘
∑
𝑗=1

𝑟𝑗 , ∀𝑘 , (5.17)

and indicate this as 𝑝 ≻ 𝑟 . If 𝑝 majorizes 𝑟 it means that it is less spread out. Thus,
after a population inversion, more weight multiplies the small, high entries of ̂𝜏𝛽
for ̂𝜌′ than for ̂𝜌𝑖, satisfying Eq. (5.16). Our remaining task is then to prove that
𝑝 ≻ 𝑟 when 𝑟 is connected to 𝑝 via a unitary transformation. We can express the
m-th element of 𝑟 as:

𝑟𝑚 = ⟨𝑚| 𝑈̂ † ̂𝜌′𝑈̂ |𝑚⟩ (5.18)

in the energy eigenbasis |𝑚⟩. Moreover, using the fact that ̂𝜌′ is diagonal in the
energy eigenbasis we can write

𝑟𝑚 = ∑
𝑛
⟨𝑚| 𝑈̂ †𝑝𝑛 |𝑛⟩ ⟨𝑛| 𝑈̂ |𝑚⟩ = ∑

𝑛
|⟨𝑛| 𝑈̂ |𝑚⟩|2𝑝𝑛 ≡ ∑

𝑛
𝑆𝑛𝑚𝑝𝑛 . (5.19)

The matrix ̂𝑆 mapping 𝑝 to 𝑟 has only non-negative entries, and its rows and
columns sum to 1 and is called doubly stochastic. The Hardy-Littlewood-Polya
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inequality [157] tells us that ̂𝑆 exists if and only if 𝑝 majorizes 𝑟 , which concludes
the proof.

In summary, if 𝜆2 is complex, instances of a genuine quantum Mpemba effect
for a Markovian thermalization process can be found for any random state ̂𝜌𝑖.
This is achieved by applying the transformation 𝑈̂ = 𝑈̂2𝑈̂1, where 𝑈̂1 removes
the coherences in the energy eigenbasis yielding an exponential speedup and 𝑈̂2
performs a population inversion increasing the non-equilibrium free energy.

5.2.1 Vectorization and explicit expression of the Dav-
ies map

Davies maps are widely used in literature [147, 148, 158, 159]. However, for com-
pleteness, here we discuss the jump operators that define them, their explicit form
and their structure. The fixed point of Davies maps is the thermal state at inverse
temperature 𝛽

̂𝜏𝛽 = 𝑒−𝛽𝐻̂𝑆

Tr(𝑒−𝛽𝐻̂𝑆)
. (5.20)

Working in the Hamiltonian eigenbasis {|𝑛⟩}, we want to show that Davies maps
are characterized by the following jump operators

𝐿̂(1)𝑛𝑚(𝛽) = 𝛾 1/2 (1 ∓ 𝑓 ±(𝛽, ℎ𝑚 − ℎ𝑛))1/2⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝛼 (1)𝑛𝑚

|𝑛⟩ ⟨𝑚|

𝐿̂(2)𝑛𝑚(𝛽) = 𝛾 1/2 (𝑓 ±(𝛽, ℎ𝑚 − ℎ𝑛))1/2⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝛼 (2)𝑛𝑚

|𝑚⟩ ⟨𝑛| , with 𝑚 < 𝑛 ,
(5.21)

where ℎ𝑛 represents the eigenvalues of the Hamiltonian, 𝑓 ±(𝛽, ℎ𝑛) =
1/(exp(𝛽ℎ𝑛) ± 1) denote the Fermi and the Bose distribution functions and 𝛾 is
the system-bath coupling strenght. To accomplish this, we need to demonstrate
that 𝒢 [ ̂𝜏𝛽] = 0, where 𝒢 represents the Davies generator obtained by plugging
the jump operators Eq. (5.21) into the Lindblad equation Eq. (2.6). Given that ̂𝜏𝛽
commutes with 𝐻̂𝑆 , we only need to consider the dissipator 𝒟(⋅) = ∑𝑙 𝐿̂𝑙(⋅)𝐿̂†𝑙 −
1
2 {𝐿̂

†
𝑙 𝐿̂𝑙 , (⋅)}. We must demonstrate that 𝒟( ̂𝜏𝛽) = ∑𝑚<𝑛 𝒟 (1)𝑛𝑚 ( ̂𝜏𝛽) + 𝒟 (2)𝑛𝑚 ( ̂𝜏𝛽) = 0.

Indeed, for every (𝑛, 𝑚) pair, the dissipators 𝒟 (1)𝑛𝑚 and 𝒟 (2)𝑛𝑚 relative to the jump
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operators 𝐿̂(1)𝑛𝑚 and 𝐿̂(2)𝑛𝑚 cancel each other out:

𝒟 (1)𝑛𝑚 ( ̂𝜏𝛽) + 𝒟 (2)𝑛𝑚 ( ̂𝜏𝛽) =
1 ∓ 𝑓 ±(ℎ𝑚 − ℎ𝑛)

𝒩 𝑒−𝛽ℎ𝑚 (|𝑛⟩ ⟨𝑛| − |𝑚⟩ ⟨𝑚|)

+ 𝑓 ±(ℎ𝑚 − ℎ𝑛)
𝒩 𝑒−𝛽ℎ𝑛 (|𝑚⟩ ⟨𝑚| − |𝑛⟩ ⟨𝑛|) = 0 ,

where we used (1 ∓ 𝑓 ±(ℎ𝑚 − ℎ𝑛))𝑒−𝛽(ℎ𝑚−ℎ𝑛) = 𝑓 ±(ℎ𝑚 − ℎ𝑛), which corresponds to
the thermal detailed balance condition Eq. (5.2). Hence, the Lindbladian defined
by the jump operators Eq. (5.21) possesses the thermal state as its fixed point.

The Davies map can be recast into an operator via the vectorization method
introduced in Section 2.2. In this case, it is helpful to use a modified vectorization
procedure, sometimes denoted vecdiag() (and implemented, for instance, in the
Mathematica package Melt), in which one stacks first the diagonal and then the
off-diagonal elements

vecdiag(
𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔 ℎ 𝑖

) →

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

𝑎
𝑒
𝑖
𝑑
𝑔
𝑏
ℎ
𝑐
𝑓

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

. (5.22)

In this way, if the Hamiltonian is non-degenerate, ̂𝒢 has the block-diagonal form
̂𝒢 = ̂𝒢𝑝 ⊕ ̂𝒢𝑐 , with ̂𝒢𝑝 describing the system’s populations and ̂𝒢𝑐 the system’s

coherences (see Fig. 5.3). Moreover, as explained in the previous section, the left
eigenmatrices { ̂𝑙𝑘} associated with the system’s populations are diagonal and cor-
respond to real eigenvalues {𝜆𝑘}. In contrast, those associated with the system’s
coherences are strictly off-diagonal, and the relative eigenvalues come in complex
conjugate pairs.

Rather than inserting the jump operators Eq. (5.21) directly into the general
expression for the vectorized Lindbladian Eq. (2.12), an alternative approach in-
volves constructing the two blocks of the Davies map individually. This method
can save considerable computational resources. To facilitate this approach, we
define the matrix ̂𝐽 to collect all the jump operators. For concreteness, in the case

https://melt1.notion.site/Melt-2d05fca5cfa342e28cafaf6fe26e049e
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Appendix A: Explicit form of the Davies map

For pedagogical purposes, in this section we give some
more details regarding Davies maps studied in the main
text. For Markovian open quantum systems, the dynam-
ics of the system’s density matrix ⇢̂ is governed by the
Lindblad equation

d⇢̂(t)

dt
= G⇢̂(t) = �i[Ĥ, ⇢̂(t)]+

X

l

L̂
l
⇢̂(t)L̂†

l
�1

2
{L̂†

l
L̂
l
, ⇢̂(t)},

(A1)
where G is the generator, Ĥ is the system’s Hamiltonian,
and L̂

l
are the jump operators describing the influence of

the environment on the system [1]. An important class
of Lindbladians, known as Davies maps [2], describes the
thermalisation of a quantum system when weakly cou-
pled to a heat bath. The fixed point of Davies maps is
the thermal state at inverse temperature �

⌧̂� = exp
⇣
��Ĥ

⌘
/Z, (A2)

where Z is the partition function. In the following, it is
convenient to work in the Hamiltonian eigenbasis {|ni}.
We want to show that Davies maps are characterised by
the following jump operators:

L̂
(1)
nm

(�) =
�
1 ⌥ f

±(�, hm � hn)
�1/2

| {z }
↵

(1)
nm

|ni hm|

L̂
(2)
nm

(�) =
�
f
±(�, hm � hn)

�1/2
| {z }

↵
(2)
nm

|mi hn| , with m < n,

(A3)
where hn are the eigenvalues of the Hamiltonian and
f
±(�, hn) = 1/(exp(�hn)±1) are the Fermi and the Bose

distribution functions. To do so, we have to prove that
G [⌧̂� ] = 0. Since ⌧̂� commutes with Ĥ, we need to con-

sider only the dissipator D(·) =
P

l
L̂
l
(·)L̂†

l
� 1

2{L̂†
l
L̂
l
, (·)}

and have to show that D(⌧̂�) =
P

m<n
D(1)

nm(⌧̂�) +

D(2)
nm(⌧̂�) = 0. Indeed, for every (n,m) the dissipator con-

tributions from the jump operators L̂(1)
nm and L̂

(2)
nm cancel

out:

D(1)
nm

(⌧̂�) + D(2)
nm

(⌧̂�) =

1 ⌥ f
±(hm � hn)

N e
��hm (|ni hn| � |mi hm|)

+
f
±(hm � hn)

N e
��hn (|mi hm| � |ni hn|) = 0,

where we have used that (1⌥f
±(hm�hn))e��(hm�hn) =

f
±(hm �hn), which is the thermal detailed balance con-

dition. Thus, the Lindbladian specified by the jump op-
erators Eq. (A3) has the thermal state as its fixed point.

Like any Lindbladian, the Davies map can be repre-
sented by a non-Hermitian matrix via vectorisation pro-
cedure [3, 4] as

Ĝ = �iĤ ⌦ 1̂+ i1̂⌦ Ĥ
T+

X

l

L̂
l
⌦

⇣
L̂
†
l

⌘T

� 1

2
L̂
†
l
L̂
l
⌦ 1̂� 1

2
1̂⌦

⇣
L̂
†
l
L̂
l

⌘T

.
(A4)

As we discuss in the main text, if the Hamiltonian is non-
degenerate Ĝ can be recast into a block-diagonal form
Ĝ = Ĝp � Ĝc, with Ĝp describing the system’s populations

and Ĝc the system’s coherences

Ĝ =

0

BBBBBBBBBBBBBBB@

popula-
tions

2L

2L

coherences

4L � 2L

4L � 2L

1

CCCCCCCCCCCCCCCA

, (A5)

where L is the number of fermions, hard-core bosons,
or spin-1/2 particles in the system. Moreover, the left
eigenmatrices l̂k associated with the system’s populations
are diagonal and correspond to real eigenvalues �k, while
those associated with the system’s coherences are strictly
o↵-diagonal and the relative eigenvalues come in complex
conjugate pairs.
Instead of plugging the jump operators Eq. (A3)

into the general expression for the vectorised Lindbla-
dian Eq. (A4), one can also construct the two blocks of
the Davies map individually, saving significant computa-
tional resources. For this purpose, we define the matrix
Ĵ collecting all the jump operators. For concreteness, for
two qubits it reads:

Ĵ =

0

BBB@

0 ↵
(2)
01 ↵

(2)
02 ↵

(2)
03

↵
(1)
10 0 ↵

(2)
12 ↵

(2)
13

↵
(1)
20 ↵

(1)
21 0 ↵

(2)
23

↵
(1)
30 ↵

(1)
31 ↵

(1)
32 0

1

CCCA
. (A6)

The coe�cients ↵
(1)
nm and ↵

(2)
nm are obtained

from Eq. (A3). It can be shown that the popula-
tions block Ĝp reads

Ĝp = Ĵ2 + Ĵs, (A7)

where Ĵ2 is obtained by squaring Ĵ elementwise and Ĵs

is a diagonal matrix with Ĵs[k, k] = �
P2L�1

i=0

⇣
Ĵ [i, k]

⌘2
.

Figure 5.3: Block structure of the vectorized Davies generator ̂𝒢 , which is specified by
the jump operators Eq. (5.21). 𝐿 indicates the number of fermions, hard-core bosons, or
spin-1/2 particles in the system.

of two qubits, it reads

̂𝐽 =
⎛
⎜
⎜
⎜
⎝

0 𝛼 (2)01 𝛼 (2)02 𝛼 (2)03
𝛼 (1)10 0 𝛼 (2)12 𝛼 (2)13
𝛼 (1)20 𝛼 (1)21 0 𝛼 (2)23
𝛼 (1)30 𝛼 (1)31 𝛼 (1)32 0

⎞
⎟
⎟
⎟
⎠

. (5.23)

The coefficients 𝛼 (1)𝑛𝑚 and 𝛼 (2)𝑛𝑚 are defined in Eq. (5.21). It can be demonstrated that
the populations block ̂𝒢𝑝 is given by

̂𝒢𝑝 = ̂𝐽2 + ̂𝐽𝑠 , (5.24)

where ̂𝐽2 is obtained by squaring ̂𝐽 elementwise, and ̂𝐽𝑠 represents a diagonal

matrix with ̂𝐽𝑠[𝑘, 𝑘] = −∑2𝐿−1
𝑖=0 ( ̂𝐽 [𝑖, 𝑘])2.

To construct the coherences block ̂𝒢𝑐 , which is diagonal in the energy ei-
genbasis, one must select all possible pairs of columns ̂𝐽 [∶, 𝑛] and ̂𝐽 [∶, 𝑚] with
𝑛 = 0, 1, … 2𝐿 and 𝑚 > 𝑛. Every pair of columns (𝑛, 𝑚) corresponds to two ele-
ments ̂𝒢𝑐[𝑘, 𝑘] and ̂𝒢𝑐[𝑙, 𝑙], which are complex conjugates of each other. The in-
dices of these two elements are 𝑘 = 𝑚 ⋅ 2𝐿 −𝑚 + 𝑛 − 1 and 𝑙 = 𝑛 ⋅ 2𝐿 +𝑚 − 𝑛. Their
real part is

ℜ( ̂𝒢𝑐[𝑘, 𝑘]) = ℜ( ̂𝒢𝑐[𝑙, 𝑙]) =

−
2𝐿−1
∑
𝑖=0

((
̂𝐽 [𝑖, 𝑛])2
2 + ( ̂𝐽 [𝑖, 𝑚])2

2 ) ,
(5.25)

and their imaginary part reads

ℑ( ̂𝒢𝑐[𝑘, 𝑘]) = ℑ( ̂𝒢 ∗𝑐 [𝑙, 𝑙]) = 𝑖(ℎ𝑛 − ℎ𝑚) . (5.26)
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Equipped with an explicit description of Davies maps and the speedup trans-
formation 𝑈̂ (see Eq. (5.14)), in the upcoming sections wewill explore the thermal-
ization of single-and multi-qubit systems.

5.2.2 Example 1: Single Qubit

Let us consider a qubit prepared in a random state ̂𝜌𝑖 = 1
2(𝟙 + r ⋅ 𝜎̂ ), where r rep-

resents the Bloch vector and 𝜎̂ is the vector comprising the three Pauli matrices.
The characteristic energy scale is denoted as 𝐽 , and we will adopt 𝑘𝐵 = 1 and the
dissipation strength 𝛾 = 1. The thermalization is characterized by a unitary com-
ponent, governed by the Hamiltonian 𝐻̂𝑆 = 𝜔/2 𝜎̂𝑧 , and a dissipative component
𝒟 , which is defined according to the Davies map for a bosonic particle and a bath
at temperature 𝑇𝑏 . We apply the unitary transformation 𝑈̂ defined in Eq. (5.14)
to ̂𝜌𝑖, rotating the Bloch vector to r′𝑖 and obtaining a new state ̂𝜌′𝑖 diagonal in the
energy eigenbasis, with eigenvalues arranged in ascending order.

The dynamics of both states are depicted on the Bloch sphere in Fig. 5.4(a).
The color bar illustrates the non-equilibrium free energy 𝐹neq, as also depicted
in panel (b). We emphasize that the intersection of the two lines demonstrates
the occurrence of a genuine quantum Mpemba effect. The inset displays the 𝐿1-
distance from the steady state

𝐷𝐿1[ ̂𝜌(𝑡), 𝑇𝑏] = ∑
𝑖,𝑗

| ̂𝜌𝑖𝑗(𝑡) − ̂𝜏 𝑖𝑗𝛽 | . (5.27)

This measure, extensively studied in many experimental investigations of both
the classical [28, 129] and quantum [140, 141] Mpemba effects, demonstrates
that the thermalization for the transformed state ̂𝜌′𝑖 is exponentially acceler-
ated. In Fig. 5.4(c), we examine the partition of the entropy production defined
by Eq. (5.13). For the transformed state ̂𝜌′𝑖 , it is evident that the coherent contri-
bution (which slows down the thermalization of ̂𝜌′𝑖 ) is zero, as the overlap with
the coherent modes has been eliminated. The inset displays the spectrum of the
Davies map. Note that for a single qubit, the spectral gap is always defined by a
complex eigenpair, while for multiple-qubit setups, whether 𝜆2 is real or complex
depends on the system’s details and the bath’s temperature.

5.2.3 Example 2: Many Qubits
We now focus our attention on a more complex system and consider a transverse-
field Ising model (TFIM) with open boundary conditions

𝐻̂𝑆 = −𝐽
𝐿−1
∑
𝑗=1

𝜎̂ 𝑧𝑗 𝜎̂ 𝑧𝑗+1 + ℎ
𝐿
∑
𝑗=1

𝜎̂𝑥𝑗 . (5.28)
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Figure 5.4: The quantum Mpemba effect in a single-qubit system. a) The equilibration
process of a random state ̂𝜌𝑖 (green dot) and the transformed state ̂𝜌′𝑖 = 𝑈̂ ̂𝜌𝑖𝑈̂ † (purple dot)
towards the thermal steady state (orange dot) is illustrated on the Bloch sphere. The color
scheme represents the non-equilibrium free energy 𝐹neq for the two thermalization pro-
cesses. b) Initially, the non-equilibrium free energy 𝐹neq is higher for the optimized state
(purple line), but it decreases below the random state’s 𝐹neq (green line) at a later time.
This crossing shows the occurrence of a genuine quantum Mpemba effect. Inset: The
𝐿1-distances from the steady state illustrate that ̂𝜌𝑖 undergoes thermalization exponen-
tially faster than ̂𝜌′𝑖 . c) The dynamics of the total entropy production 𝐷 and its classical
𝒫 and coherent 𝒞 contributions are displayed. The rotation 𝑈̂ leads to an exponential
speedup. Inset: Spectrum of the Davies generator 𝒢 for a single qubit. Here 𝜔 = 5𝐽 ,
r𝑖 = (0.276, 0.359, 0.303), r′𝑖 = (0., 0., 0.545), and 𝑇𝑏 = 10𝐽 .
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Figure 5.5: The quantum Mpemba effect in a many-qubit system manifests at different
timescales. We consider the transverse field Ising model at ℎ = 𝐽/2, comprising 𝐿 = 5
spins, and a bath temperature 𝑇𝑏 = 0.1 𝐽 and study the total entropy production𝐷. (a) The
rotation 𝑈̂ promotes an exponential speedup governed by 𝜆3, appearing at significantly
larger timescales compared to the single-qubit case. The upper inset shows 𝐷 in a linear
scale up to a time 𝑡/𝐽 = 5, while in the lower inset the first 20 eigenvalues of the Davies
generator 𝒢 are displayed. (b) An initial state exhibiting a substantial overlap with the
two slowest decaying modes 𝒪 = |Tr( ̂𝑙†2 ̂𝜌𝑖)| + |Tr( ̂𝑙2 ̂𝜌𝑖)| attains the speedup earlier than
a state with a smaller overlap. For 𝒪 ∼ 0.05 (full green line), the curves for the total
entropy production depart around 𝑡/𝐽 ∼ 10, whereas with 𝒪 ∼ 0.75 (dashed green line),
they do so at half this time.
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Figure 5.6: The thermalization of a two-level atom in a photonic environment [160] and
of a spinful fermionic quantum dot [161] can be accelerated exponentially by exploiting
the properties of the Davies map. (a) We initialize the two-level atom in the state ̂𝜌(𝑡 =
0) = |+⟩ ⟨+|with |+⟩ = 1/√2(|0⟩+|1⟩). Inset: the eigenvalues of the Davies generator. The
eigenvalue 𝜆2 is complex. Thus we can obtain the state ̂𝜌′(𝑡 = 0) having zero overlap with
the slowest-decaying mode ̂𝑙2 via the exact transformation 𝑈̂ described in Section 5.2. (b)
The spinful fermionic quantum dot is initialized in the thermal state at 𝑇𝑖 = 0.1K. Inset:
the four eigenvalues of the Davies generator with the smallest module of the real part.
Since for this system the eigenvalue 𝜆2 of the vectorized Davies map is real, a transformed
state ̂𝜌′(𝑡 = 0) with overlap 𝒪 = |Tr( ̂𝑙2 ̂𝜌′)| + |Tr( ̂𝑙†2 ̂𝜌′)| < 2 ⋅ 10−5 is obtained using the
Metropolis-based algorithm that will be introduced in Section 5.3. In both panels, we
show the systems’ energy levels in the yellow circles.

We build a random mixed state ̂𝜌𝑖 by averaging over 1000 random pure states and
obtain the transformed state ̂𝜌′𝑖 by applying 𝑈̂ (see Eq. (5.14)), as done for the
single qubit case. In panel (a) of Fig. 5.5, we compute the irreversible entropy pro-
duction. The primary distinction from the single qubit scenario is that due to the
small overlap of the random state ̂𝜌𝑖 with the slowest mode ̂𝑙2, the difference with
the transformed state becomes apparent only at a later time. The scenario shifts
when considering an initial state ̂̃𝜌𝑖 with greater overlap with ̂𝑙2. We obtain such
a state by employing a Metropolis-based transformation, that will be introduced
in Section 5.3. The dashed green line in panel (b) indicates that, akin to the single
qubit case, the exponential difference in the thermalization speed between ̂̃𝜌𝑖 and
̂̃𝜌′𝑖 becomes apparent even at short times.

5.2.4 Example 3: Physical realization of Davies maps

To derive a unitary transformation revealing the Mpemba effect in quantum
thermalization processes, we solelymade use of the abstractmathematical proper-
ties of the Davies map. Moreover, in the previous two examples, we considered
toy models and arbitrary parameters. Here, we consider two realistic physical
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scenarios described by a Davies map and show that exponential speedups can
be obtained for experimentally relevant parameters. Besides the examples con-
sidered below, we mention that Davies maps have recently been used also to
accurately estimate the impact of noise on single-qubit and two-qubit operations
in superconducting transmon architectures [162].

A two-level atom in a photonic environment We start by studying a two-
level atom interacting with a photonic environment. This system is characterized
by the Jaynes-Cummings Hamiltonian that, in the rotating wave approximation,
reads [160]

𝐻̂ = 𝜖𝜎̂+𝜎̂−⏟⏟⏟⏟⏟⏟⏟
𝐻̂𝑆

+ ∑
𝑘
𝜔𝑘 𝑎̂†𝑘 𝑎̂𝑘

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝐻̂𝐸

+ ∑
𝑘
𝑔 (𝜎̂−𝑎̂†𝑘 𝑒−𝑖(𝜖−𝜔𝑘)𝑡 + 𝜎̂+𝑎̂𝑘𝑒+𝑖(𝜖−𝜔𝑘)𝑡)

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝐻̂𝐼

, (5.29)

where we have set ℏ = 1. Here 𝜖 is the energy difference between the two states
of the atom, 𝜎̂+ and 𝜎̂− are the ladder operators for the two-level atom, 𝑎̂† and
𝑎̂ are the bosonic creation and annihilation operators, respectively, and the ho-
mogeneous coupling 𝑔 describes the interaction strength between the two-level
atom and the bosonic modes. We assume that the photons represented by 𝐻̂𝐸
are in thermal equilibrium at inverse temperature 𝛽 . Then, following the usual
steps for the derivation of a Lindblad master equation [163] (Born, Markov, and
rotating wave approximation, see Section 2.1), one obtains the Davies map [160]

d ̂𝜌(𝑡)
d𝑡 = −𝑖[𝐻̂𝑆 , ̂𝜌(𝑡)] + 𝛾𝑛𝛽(𝜎̂+ ̂𝜌(𝑡)𝜎̂− − 1

2{𝜎̂
−𝜎̂+, ̂𝜌(𝑡)})

+ 𝛾(𝑛𝛽 + 1)(𝜎̂− ̂𝜌(𝑡)𝜎̂+ − 1
2{𝜎̂

+𝜎̂−, ̂𝜌(𝑡)}) ,
(5.30)

where 𝛾 ∝ 𝑔 is the damping coefficient, and 𝑛𝛽 is the occupation of the two-
level atom at the inverse temperature 𝛽 . In Ref. [161], a similar setup including a
resonator was applied for modeling a transmon qubit, considering the parameters
𝜖 = 2𝜋 × 4GHz, 𝛾 = 2𝜋 × 1.41MHz, and 𝑇𝑏 = 0.1K = 2.08GHz ≫ 𝛾 . Fig. 5.6a
shows that for such parameters, the thermalization of the two-level atom in a
photonic environment can be exponentially accelerated by applying the exact
unitary transformation 𝑈̂ introduced in Eq. (5.14).

A spinful fermionic quantum dot Next, we consider a spinful fermionic
quantum dot interacting with a fermionic reservoir. This setup has been stud-
ied for instance in [164] and can be described microscopically by

𝐻̂ = ∑
𝜎=↑,↓

𝜖𝑛̂𝜎 + 𝐸𝐶 𝑛̂↑𝑛̂↓
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝐻̂𝑆

+ ∑
𝑘,𝜎

𝜔𝑘 ̂𝑐†𝑘,𝜎 ̂𝑐𝑘,𝜎
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝐻̂𝐸

+ ∑
𝑘,𝜎

𝑔𝑑̂†𝜎 ̂𝑐𝑘,𝜎 + h.c.
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝐻̂𝐼

. (5.31)
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Û ( )

Figure 5.7: A unitary optimization based on a stochastic Metropolis algorithm can ex-
ponentially accelerate relaxation.

Here, 𝜖 is the dot’s single particle energy, 𝐸𝑐 is the Coulomb repulsion, 𝜔𝑘 is the
energy of the reservoir-fermions, 𝑔 describes the coupling between the dot and
the reservoir-fermions, 𝑑̂ (𝑑̂†) and ̂𝑐 ( ̂𝑐†) are the annihilation (creation) operators
for the quantum dot and the reservoir, respectively and 𝑛̂↑(↓) = 𝑑̂†↑(↓)𝑑̂↑(↓). If we
consider a weak coupling 𝑔 and a reservoir in thermal equilibrium, precisely as
for Eq. (5.31), we obtain the Davies map for the quantum dot [61]

d ̂𝜌(𝑡)
d𝑡 = −𝑖[𝐻̂𝑆 , ̂𝜌(𝑡)] + 𝛾𝑛𝛽 ∑

𝜎=↑,↓
(𝑑̂†𝜎 ̂𝜌(𝑡)𝑑̂𝜎 − 1

2{𝑑̂𝜎 𝑑̂
†𝜎 , ̂𝜌(𝑡)})

+ 𝛾(1 − 𝑛𝛽) ∑
𝜎=↑,↓

(𝑑̂𝜎 ̂𝜌(𝑡)𝑑̂†𝜎 − 1
2{𝑑̂

†𝜎 𝑑̂𝜎 , ̂𝜌(𝑡)}) .
(5.32)

In accordance with the experimental parameters in Ref. [161], we consider 𝐸𝑐 =
1189GHz, 𝛾 = 1GHz, 𝑇𝑏 = 2K = 41.67GHz ≫ 𝛾 . The dot’s energy can be tuned
by applying a voltage and we set it to 𝜖 = 242GHz. In Fig. 5.6b, we illustrate
the exponential acceleration of the thermalizing spinful quantum dot. Since the
eigenvalue 𝜆2 is real, in this case, the speedup is obtained via a stochastic numer-
ical transformation that will be introduced in Section 5.3. Furthermore, given
that ℜ(𝜆2) − ℜ(𝜆3) is small, the speedup is more modest than the one obtained
for the two-level atom (Fig. 5.6a).

5.3 Exponential speedups via stochastic nu-
merical optimization

In the preceding section, focusing on Davies maps, we demonstrated how expo-
nential speedups related to a genuine quantumMpemba effect can be achieved in
thermalization processes. However, transformations of initial states that result
in anomalous relaxations for general Lindbladians are of considerable interest, as
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highlighted by a plethora of recent literature [29, 130–141]. Here, we introduce a
numerical method that generalizes [29, 133] to find (possibly multiple) exponen-
tial speedups for mixed states evolving with general Lindbladians.

5.3.1 The unitary Metropolis algorithm: quantum dy-
namics

For an initial state ̂𝜌 and 𝐾 left eigenmodes of a Lindbladianℒ , the goal is to find
the unitary transformation 𝑈̂ ∶ ̂𝜌 → ̂𝜌′, such that the cost function

𝐶 =
𝐾+1
∑
𝑘=2

|Tr( ̂𝑙𝑘 ̂𝜌′)| (5.33)

is minimized. A general global unitary transformation acting on 𝐿 qubits is spe-
cified by 4𝐿 real parameters. To handle large systems, we decompose the global
unitary in terms of single-qubit unitaries as

𝑈̂ =
𝐿
∏
𝑗=1

𝑈̂𝑗 with

𝑈̂𝑗(𝛼𝑗 , 𝛽𝑗 , 𝛾𝑗 , 𝛿𝑗) = exp(𝑖𝛼𝑗)𝑅̂𝑧(𝛽𝑗)𝑅̂𝑥(𝛾𝑗)𝑅̂𝑧(𝛿𝑗) ,
(5.34)

where 𝛼, 𝛽, 𝛾 , 𝛿 ∈ [0, 2𝜋]. With this ansatz, an optimal 𝑈̂ can be obtained by
performing a Metropolis search [165, 166]. This comprises the following steps:

1. Initialize a random 𝑈̂ and an effective temperature 𝑇eff = 1, rotate ̂𝜌 with 𝑈̂
and compute the cost function 𝐶 .

2. Pick randomly which qubit 𝑗 to optimize.

3. For the selected qubit, choose stochastically which parameter 𝑥𝑗 ∈
{𝛼𝑗 , 𝛽𝑗 , 𝛾𝑗 , 𝛿𝑗} of 𝑈̂𝑗 to optimize.

4. Vary the selected parameter 𝑥𝑗 → 𝑥′𝑗 = 𝑥𝑗+𝛿𝑥𝑗 by a random increment 𝛿𝑥𝑗 ∈
[0, 2𝜋], update 𝑈̂ and ̂𝜌′ ≡ 𝑈̂ ̂𝜌𝑈̂ † and reevaluate the cost function Eq. (5.33)
with ̂𝜌′ .

5. If 𝐶′ < 𝐶 , accept the new unitary ̂𝑈 ′ → 𝑈̂ and update 𝐶′ → 𝐶 . Otherwise,

accept the new unitary with probability 𝑝 = exp (−𝐶′−𝐶
𝑇eff ).

6. If the new unitary is accepted, decrease the effective temperature by a cool-
ing constant 𝜏 as 𝑇eff → 𝜏𝑇eff.
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7. Repeat steps 4-6 𝑛 times (nano iterations: optimizing over one parameter).

8. Repeat steps 3-6 𝑚 times (micro iterations: optimizing over all parameters
of a single qubit 𝑗).

9. Repeat steps 2-6 𝐿𝑀 times (macro iterations: optimizing over all qubits).

The algorithm is terminated once the cost function has decreased below a
threshold 𝜖. We dub this algorithm unitary Metropolis. The extension to fermi-
onic systems is straightforward and involves accounting for the fermionic anti-
commutation relations. This can be accomplished, for instance, by replacing the
single-qubit unitary 𝟙 ⊗ 𝟙2⋯⊗ 𝑈̂𝑗 ⊗ 𝟙𝑗+1…𝟙𝐿 in Eq. (5.34) with 𝟙1 ⊗ 𝟙2⋯⊗ 𝑈̂𝑗 ⊗
𝜎 𝑧𝑗+1…𝜎 𝑧𝐿 , resulting in

𝑈̂ f =
𝐿
∏
𝑗=1

𝑈̂𝑗 (𝜎̂ 𝑧𝑗 )
mod(L-j,2) . (5.35)

Furthermore, the same technique can be extended to bosonic systems with a local
dimension 𝑑 by decomposing single-site 𝑑-dimensional unitary operators 𝑈̂ (𝑑)
into two-level rotations, as detailed in Algorithm 1 in Ref. [167]. The effect of 𝑈̂
is pictorially represented in Fig. 5.7.

5.3.2 The swapMetropolis algorithm: classical dynam-
ics

The algorithm outlined above can be streamlined when considering the special
class of Lindbladians known as Davies maps. As discussed in the previous sec-
tion, Davies maps exhibit a block diagonal structure, indicating that the popula-
tions and coherences of an initial state evolve independently. Hence, if the initial
state is diagonal (incoherent) in the energy eigenbasis, the unitary optimization
can be substituted by a simpler swap of the state’s populations. Since for a 𝐷-
dimensional system the number of swaps is 𝐷!, we resort again to a Metropolis
algorithm implemented as follows:

1. Recast the diagonal part of the incoherent (2𝐿 × 2𝐿) initial state ̂𝜌 into a
2𝐿-dimensional vector and do the same for the targeted diagonal left eigen-
matrices { ̂𝑙𝑘}𝐾+1𝑘=2 . Following Section 2.2, we indicate vectorized matrices
with double brackets ̂⋅ → |⋅⟩⟩.

2. Evaluate the cost function 𝐶 ≡ ∑𝐾+1
𝑘=2 |⟨⟨𝑙𝑘 |𝜌⟩⟩| and initialize an effective tem-

perature 𝑇eff = 1.
3. Randomly select four integers 𝑛1, 𝑛2, 𝑛3, 𝑛4 ∈ [0, 𝐷] representing the

indices of four entries of |𝜌⟩⟩ and perform a random permutation
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𝑃 (𝑛1, 𝑛2, 𝑛3, 𝑛4) = (𝑛̃1, 𝑛̃2, 𝑛̃3, 𝑛̃4), excluding the trivial permutation
(𝑛̃1, 𝑛̃2, 𝑛̃3, 𝑛̃4) = (𝑛1, 𝑛2, 𝑛3, 𝑛4).

4. Compute |𝜌′⟩⟩ by swapping the four randomly selected elements of |𝜌⟩⟩ ac-
cording to the random permutation 𝑃 and compute the cost function 𝐶′
with the updated state.

5. If 𝐶′ < 𝐶 , accept the new state |𝜌′⟩⟩ → |𝜌⟩⟩ and update 𝐶′ → 𝐶 . Otherwise

accept the new state with probability 𝑝 = exp (−𝐶′−𝐶
𝑇eff ).

6. If the new state is accepted, decrease the effective temperature by a cooling
constant 𝜏 : 𝑇eff → 𝜏𝑇eff.

7. Repeat steps 3 − 6 until the cost function is reduced below a threshold 𝜖.
We denote this technique as the swap Metropolis method. The same approach
can be employed for a classical Markovian equilibration process (see Section 5.1),
with the only distinction being that the eigenmodes and initial states are already
vectors, rendering step 1 unnecessary. We mention that a swap minimization
method (which we did not utilize in this work) was implemented in Mathematica
[168].

5.3.3 Example 4: Applications of the swap and unitary
Metropolis algorithms

We will now utilize the two Metropolis algorithms to investigate the thermaliz-
ation of a TFIM with open boundary conditions, as described by Eq. (5.28), em-
ploying the Davies map. We set ℎ = 𝐽/2 and 𝐿 = 5. Initially, we investigate
the heating process of a thermal state from 𝑇𝑖 = 1, 𝐽 to 𝑇𝑏 = 4 𝐽 , utilizing the
swap Metropolis algorithm to minimize the overlap of the initial state with a
single incoherent eigenmode ̂𝑙2. Subsequently, we examine the thermalization
of a random mixed state (obtained by averaging over 1000 random pure states)
with 𝑇𝑏 = 0.1 𝐽 , applying the unitary Metropolis to target two coherent modes, ̂𝑙2
and ̂𝑙3. As illustrated in Fig. 5.8, the swap Metropolis achieves a reduction in 𝐶
below 𝜖 = 10−6 after approximately 5300 iterations, whereas the unitary Metro-
polis surpasses the convergence threshold after about 60500 iterations. It is worth
emphasizing that despite the relatively high number of iterations, both methods
have low computational costs. The bottleneck for investigating the Mpemba ef-
fect lies in the diagonalization of the quantum or classical Liouvillian (which is
needed to obtain the left eigenmodes), rather than the minimization algorithms
themselves. In Fig. 5.9, we depict the dynamics of the 𝐿1-distance (Eq. (5.27))
from the steady state before and after applying the swap Metropolis and the unit-
ary Metropolis optimizations. In both scenarios, exponential speedups are found.
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Figure 5.8: The swap Metropolis and the unitary Metropolis methods are applied to
the thermalization process of a TFIM with 𝐿 = 5 and ℎ = 𝐽/2. In the swap Metropolis
approach (red line), the goal is to diminish the overlap of a thermal state with a single
diagonal eigenmode, employing a cooling constant 𝜏 = 0.998. Conversely, the unitary
Metropolis technique aims to reduce the overlap of a random state with two off-diagonal
eigenmodes, utilizing a cooling constant 𝜏 = 0.999. We set the maximum allowed number
of nano iterations to 𝑛 = 200, micro iterations to 𝑚 = 20, and macro iterations to𝑀 = 20.

Specifically, panel (a) illustrates that as the swap Metropolis algorithm conserves
the diagonal structure of the thermal initial state, the transformed state continues
to remain orthogonal to the off-diagonal modes, thereby enhancing the thermal-
ization rate from 𝜆2 to 𝜆5.

5.4 Summary and outlook

This chapter explored the quantum Mpemba effect from the perspective of non-
equilibrium thermodynamics. We first summarized the classical Markovian
Mpemba effect and its experimental verification in colloidal systems in Section 5.1.
Then, in Section 5.2, we studied the spectral properties of Davis maps and showed
that the thermalization of a state with coherences in the energy eigenbasis can
always be exponentially accelerated if the spectral gap is defined by a complex
eigenpair. Moreover, inspired by the stochastic thermodynamics approach to
the classical Mpemba effect, we argued that an accelerated equilibration process
is not by itself an instance of the quantum Mpemba effect; a genuine quantum
Mpemba effect occurs when the non-equilibrium free energies 𝐹neq of the original
and the transformed state cross in time. We applied our exact unitary transform-
ation to study the Mpempa effect in a single-qubit Fig. 5.4 and a multiple-qubit
setup Fig. 5.5. This provides the thermodynamic foundations for a research field
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Figure 5.9: Exponentially accelerated thermalizations are observed after the Metropolis
optimization ( see Fig. 5.8). Panel (a): the 𝐿1-distance from the thermal steady state before
(solid line) and after (dashed line) applying the swap metropolis optimization during the
heating process of a thermal state. Panel (b): the 𝐿1-distance from the thermal steady state
before (solid line) and after (dashed line) applying the unitary metropolis optimization
during the thermalization process of a random mixed state. In both cases, the Metropolis
algorithms result in exponential speedups.

that is rapidly expanding and can help establishing new avenues of exploration.
We also discussed the physical realization of Davies maps, which are used for in-
stance in quantum computing and quantum optics, and presented two concrete
examples in Fig. 5.6.

In Section 5.3, we introduced two numerical methods, based on theMetropolis
algorithm, that stochastically minimize the overlap between a (possibly mixed)
initial state and one or multiple Lindbladian left eigenmatrices. These can expo-
nentially speed up thermalization processes, as shown in Fig. 5.9. In particular,
the swap Metropolis algorithm succeeds in accelerating thermalization processes
for incoherent (diagonal) initial states and Davies maps with 𝜆2 ∈ ℝ, thus comple-
menting the analytic transformation introduced in Section 5.2. Moreover, since
the dynamics generated by the Davies map for an incoherent initial state are
effectively classical, swap Metropolis can be used to investigate the connection
between the quantum and the classical Mpemba effect. The unitary Metropolis
algorithm should, in principle, apply to general quantum Markovian equilibra-
tion processes, as it does not rely on any assumption of the spectral structure of
the Liouvillian. Exploring its application to general Lindbladians different from
the Davies maps considered here will be the subject of future work.

The experimental investigation of the quantum Mpemba effect is in its in-
fancy [140, 141], but its potential application to dissipative state preparation [169–
171] and cooling protocols [172, 173] appears to be promising. Furthermore, con-
ceptual questions concerning, for instance, the relation between the quantum
Mpemba effect and thermodynamic geodesics [174] as well as the asymmetry
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between heating and cooling processes [175] remain unanswered. Due to its deep
fundamental and practical implications, we believe that the Mpemba effect will
continue to inspire fundamental and applied research in the years to come.



Chapter 6

Photoexciting electrons: Exciton dy-
namics in structured vibrational envi-
ronments

“Can dissipation be leveraged as a resource for simulating quantum dynamics?”

In this chapter, we transition from the single- and few qubit systems stud-
ied in Chapter 5 to many-body systems. For numerical calculations, we thus
adopt MPS methods instead of ED for most of the remainder of this thesis. We
investigate the dynamics of single photo-induced electronic excitation in contact
with large, structured vibrational environments, which are challenging to sim-
ulate. We first introduce the systems of interest and discuss the limitations of
current numerical methods in Section 6.1. We argue that we can overcome these
limitations by combining the mesoscopic leads approach with a pure-state un-
raveling and state-of-the-art MPS techniques and label the resulting method PS-
HyB-MPS for convenience. Then, in Section 6.2, we apply PS-HyB-MPS to study
a minimal model for singlet fission (SF). Next, we simulate the exciton dynamics
of the FMO light-harvesting complex at finite temperature in Section 6.3. Com-
parisons to literature results obtained with unitary dynamics clearly show the
advantage of our PS-HyB-MPS approach. Finally, we summarize our results and
discuss potential developments and applications of the introduced method. This
chapter is based on Ref. [4], written in collaboration with Zhaoxuan Xie, Ulrich
Schollwöck, and Sebastian Paeckel.
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6.1 Overcoming current limitations in the
simulations of exciton dynamics

Accurately describing light-matter interactions represents a major effort in the-
oretical condensed matter physics. Here, we will focus on the photo-excitation
of electronic degrees of freedom, which can result, for instance, in the forma-
tion of excitonic quasiparticles (i.e. bound electron-hole pairs). In many phys-
ical setups, excited electronic states interact with vibrational degrees of freedom
that strongly influence their dynamics. Two important examples of such photo-
physical processes are i) singlet fission (SF), i.e., creating two triplet excitations
from one singlet excitation in molecular crystals and ii) the exciton dynamics in
light-harvesting complexes. Despite being very different, the two phenomena
can be modeled similarly for the following reasons: First, the electronic excita-
tions are long-lived compared to the timescales on which the relevant dynamics
take place [176, 177]. Second, the scattering amplitude between electronic excit-
ations is typically much smaller than the one between electronic excitations and
vibrational modes and is usually omitted (even though exciton-exciton interac-
tions can play a role in light-harvesting complexes [178]). Thus, the electronic
dynamics can be modeled by considering a single excitation hopping on a lattice

𝐻̂ex = ∑
𝑖,𝑗

𝑡𝑖𝑗 ̂𝑐†𝑖 ̂𝑐𝑗 + h.c. , (6.1)

where ̂𝑐†𝑗 ( ̂𝑐𝑗 ) creates (annihilates) a fermionic excitation on site 𝑗. Note that the
lattice represents spatially-separated photosynthetic pigments for FMO (see Sec-
tion 6.3) while in the case of SF they indicate differentmany-body electronic states
(see Section 6.2). For every electronic degree of freedom 𝑗, we will consider an
independent vibrational bath represented by a collection of harmonic oscillators
𝐻̂ 𝑗
vib = ∑𝑝 𝜔𝑗𝑝 𝑎̂†𝑗𝑝 𝑎̂𝑗𝑝 , that couple linearly to the electron density

𝐻̂ 𝑗
ex−vib = ∑

𝑝
𝑔𝑗𝑝 ̂𝑐†𝑗 ̂𝑐𝑗 1√2

(𝑎̂†𝑗𝑝 + 𝑎̂𝑗𝑝) , (6.2)

where 𝑎̂†𝑝 (𝑎̂𝑝) creates (annihilates) a vibrational excitation with frequency 𝜔𝑗𝑝 .
The interaction strength 𝑔𝑗𝑝 between the electronic excitation 𝑗 and the vibra-
tional mode 𝑝 is described by the spectral density 𝐽𝑗(𝜔) = 𝜋/2∑𝑝 |𝑔𝑗𝑝 |2𝛿(𝜔−𝜔𝑗𝑝).

In some instances, the excitons couple strongly to a discrete number of vi-
brational modes. This situation, represented by a spectral density 𝐽 (𝜔) display-
ing sharp peaks (Fig. 6.1, upper-right panel), can occur for instance when the
exciton’s dynamics are affected by the normal vibrational modes of organic mo-
lecules as tetracene [84]. Such scenarios can be efficiently described by associat-
ing the highest peaks of 𝐽 (𝜔) to a harmonic oscillator and evolving the combined
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Figure 6.1: Spectral densities describing electronic-vibrational interactions. The influ-
ence of smooth spectral densities, denoting the coupling of electronic excitations to a con-
tinuum of vibrational frequencies (upper-left panel) is well described by non-Markovian
methods, while the impact of spectral densities displaying sharp peaks (upper-right panel)
can be efficiently simulated with unitary dynamics. Both these features (lower panel) are
efficiently captured by Markovian-embedding methods (see Sections 6.2 and 6.3).

excitonic and vibrational system unitarily. Well-established numerical methods
in this context are multilayer multiconfiguration time-dependent Hartree (ML-
MCTDH) [31, 179] and TDVP [84, 180]. Instead, when the excitons interact with
a continuum of vibrational modes, represented by a smooth 𝐽 (𝜔) (Fig. 6.1, up-
per-left panel), the unitary description becomes very expensive, as a large num-
ber of vibrational modes needs to be used to approximate the continuous fea-
tures of 𝐽 (𝜔). In such cases, it is beneficial to trace out the vibrational degrees
of freedom and use a non-Markovian method to simulate the dynamics of the
excitonic system exactly. Suitable methods include HOPS (see Section 2.5) [26,
66], HEOM [69, 181] and the quasi-adiabatic path integral (QUAPI) approach [65,
182]. In non-Markovianmethods, each vibrational mode is damped by coupling it
dissipatively to its own thermal bath, and 𝐽 (𝜔) is fitted with Lorentzians. This al-
lows us to approximate a smooth 𝐽 (𝜔)with fewer vibrational modes than needed
by unitary methods. In turn, however, non-Markovian methods struggle to de-
scribe discrete features of 𝐽 (𝜔), as sharp peaks represent long memory effects of
the bath, which can render the complexity of, for instance, HOPS unmanageable
in practice (see Section 4.3).

A way to combine the best features of the unitary and the non-Markovian
evolution is to adopt a Markovian-embedding method, i.e. to consider the unitary
evolution of the combined excitonic and vibrational systems and to couple the
vibrational modes to a thermal bath additionally. This can be achieved using
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Figure 6.2: Schematics of singlet fission. From left to right: an incoming photon excites
the spin-up electron from the ground state to the first excited state of the left molecular
orbital, forming one singlet excitation (locally excited (LE) state). The excited electron
hops from the left to right molecular orbital (charge transfer (CT) state). Finally, the spin-
down electron from the ground state of the right molecular orbital gets excited to the left
molecular orbital (two-triplet (TT) state).

the mesoscopic leads methods outlined in Section 2.6. In short, this approach
amounts to solving a Lindblad equation for the joint excitonic and vibrational
systems

d ̂𝜌
d𝑡 = ℒ( ̂𝜌) = −𝑖[𝐻̂ , ̂𝜌] +∑

𝑗,𝑝
𝒟𝑗𝑝( ̂𝜌) , (6.3)

where the dissipator 𝒟 describes the thermalization of each vibrational mode
(see Eq. (2.44)). To solve Eq. (6.3) for large systems, we use the QJ method (see Sec-
tion 2.3) to replace the deterministic evolution of ̂𝜌(𝑡) with the propagation of
many stochastic pure states. This quadratically reduces the dimension of the
considered Hilbert space and avoids the numerical problems that arise when rep-
resenting ̂𝜌 as an MPO and solving Eq. (6.3) directly (see Section 3.2.1). Then,
for every so-called trajectory we represent |Ψ(𝑡)𝑞⟩ as an MPS [21] and use PP to
efficiently treat the vibrational modes (see Section 3.1).

We propagate each trajectory in time using LSE-TDVP, which is very efficient
for bosonic degrees of freedom [37, 86]. For convenience, we will label the QJ-
unraveled mesoscopic leads method combined with state-of-the-art tensor net-
work techniques for vibrational environments pure-state unraveled hybrid-bath
based on matrix product states (PS-HyB-MPS). As we will show in the next sec-
tion, PS-HyB-MPS allows us to efficiently simulate exciton dynamics interacting
with vibrational environments characterized by spectral densities with both con-
tinuous and discrete features (Fig. 6.1, lower panel). We note that a similar ap-
proach, based however on a discretization of the bath in the time domain and the
propagation of ̂𝜌 as an MPO was introduced by Somoza et al. [24].

6.2 A dissipative approach to singlet fission
Singlet fission (SF) is a photophysical process in which a singlet excitation

(labeled locally excited (LE) state) induced by an incoming photon is split into
two triplet excitations (referred to as the TT state). The detailed mechanism be-
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hind SF and the timescales on which it occurs are material-specific. In organic
semiconductors such as tetracene [84] and rubrane [64], the process is believed
to be mediated by an intermediate charge transfer (CT) state (see Fig. 6.2 for a
schematic representation). Moreover, in such materials, the excited electronic
states typically interact with many molecular vibrational modes, rendering the
dynamics computationally costly to simulate. SF is of great interest for technolo-
gical applications, such as designing novel solar cells with efficiencies above the
Shockley-Queisser limit [183, 184].

Here, we apply PS-HyB-MPS to study a minimal model for singlet fission at
zero temperature. Following Ref. [31] we couple each electronic state (LE, CT
and TT) linearly to its own vibrational bath (see Eq. (6.2)), where the couplings
are defined by a Debye spectral density

𝐽𝐷(𝜔) = 2𝜆𝜔𝜔𝑐
(𝜔2 + 𝜔2𝑐 )

, (6.4)

with 𝜆 = 807cm−1 and 𝜔𝑐 = 1452cm−1. We draw the parameters for the excitonic
Hamiltonian Eq. (6.1) from [31] and fit 𝐽𝐷(𝜔) with 𝑃 = 10 Lorentzians. The
system is initialized with one excitation on the LE state and a vacuum state for
the vibrational degrees of freedom. In Fig. 6.3a, we show the dynamics of the
populations of the three electronic states, employing 1000 trajectories, a time step
𝑑𝑡 = 5fs and a cutoff dimension 𝑑 = 16 for the vibrational modes. Our sample-
averaged PS-HyB-MPS results (crosses) agree very well with the reference ML-
MCTDH data from [31].

Having tested the accuracy of PS-HyB-MPS, we proceed by analyzing its ef-
ficiency compared to unitary time evolution methods. In [31], a careful analysis
found that 𝑃 = 61 vibrational modes per electronic site were necessary for con-
verging the calculations. Indeed, in Fig. 6.3b, comparison between 𝑃 = 61 (dotted
black line) and 𝑃 = 30 (dashed red line) reveals that the latter number is insuffi-
cient to converge the dynamics of the LE state’s population with a unitary time
evolution. Instead, with PS-HyB-MPS, we find that 𝑃 = 10 modes are enough for
obtaining converged results. This is because fitting the spectral density 𝐽𝐷(𝜔)
with Lorentzians with width 𝜅 (which corresponds to the strength of the dissipa-
tively damping of the vibrational modes, see Section 2.6), allows us to efficiently
capture the continuous features of 𝐽𝐷(𝜔). The small deviations from the refer-
ence data can be attributed to the stochastic unraveling of the master equation
and can be reduced by increasing the number of applied trajectories. By compar-
ing the slowest PS-HyB-MPS trajectory to a unitary time evolution, we found that
reducing 𝑃 from 61 to 10 results in a ∼ 7.5-fold speedup. For both approaches,
we used LSE-TDVP with the same parameters, and all calculations were run on
an Intel Xeon Gold 6130 CPU (2.10GHz) with 16 threads. In the next section, we
will see that the reduction of the required number of vibrational modes is not the
only advantage of PS-HyB-MPS.
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Figure 6.3: Singlet fission dynamics. Fig. 6.3a: Dynamics of the populations of the LE,
the CT and the TT states. We compared our PS-HyB-MPS results (solid lines) to the refer-
ence data (crosses) from [31], finding good agreement. Fig. 6.3b: Convergence of the LE
dynamics with the number of vibrational modes per excitonic site. Compared to unitary
dynamics, the damping of the vibrational modes in the mesoscopic leads approach (see
the discussion in the main text) allows to reduce the number of vibrational modes per
electronic site from 61 to 10, resulting in a ∼ 7.5-fold speedup, as shown in the inset.
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Figure 6.4: The Fenna-Matthews-Olson (FMO) light-harvesting complex. Left: The FMO
complex consists of three identical subunits, each made up of eight chlorophyll pigments
surrounded by a protein scaffold (light blue strands). Right: the eight chlorophyll pig-
ments of one subunit. Typically, the exciton energy is conveyed from pigment 1 to pig-
ment 3 via hopping over all pigments except for pigment 8, which does not contribute
significantly to the dynamics. Taken from Ref. [32].

6.3 Exciton transport in the FMO complex at
finite temperature

Light-harvesting complexes are pigment-protein compounds found in plants and
some bacteria that are involved in the early stage of photosynthesis [185]. The
pigments absorb photons from the sun, exciting excitons that are transported to
the reaction center, where their energy is used to produce carbohydrates. In the
case of oxygenic photosynthesis, this hugely complex process can be summar-
ized as H2O+CO2 + photons −−−→ CH2O+O2. The best studied light-harvesting
complex (together with light-harvesting complex II (LHC-II) [33]) is the Fenna-
Matthews-Olson (FMO) complex, resposible for anoxygenic photosynthesis in
green sulfur bacteria [32]. As shown in Fig. 6.4, it consists of three identical
subunits made up of eight chlorophyll pigments embedded in a protein scaffold.
The most significant exciton energy transport happens from pigment 1 to pig-
ment 3 and encompasses all pigments except unit 8, which does not contribute
significantly to the dynamics. One of the primary exciton transport mechanisms
is Förster resonance energy transfer, describing a dipole-dipole coupling between
pigments [186]. The vibration of the protein scaffold can lead to fluctuations in
the pigment’s position and orientation, altering the dipole couplings and thus
strongly affecting the excitonic energy transport. Beyond acting as a classical
heat bath, the role of vibrational modes in long-lived quantum coherence in the
exciton transport has been widely debated [187, 188], with the current consensus
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Figure 6.5: Exciton dynamics in the FMO light-harvesting complex at finite temperature.
(a): Time-dependent exciton populations following the initial excitation of pigment 1 at
𝑇 = 300K with a Debye bath spectral density (see Eq. (6.4)). The PS-HyB-MPS data (solid
lines) agrees well with the QUAPI reference data from [65] (crosses) and indicates that at
long times the excitonic population is monotonically decreasing on pigments 1 and 2 and
steadily increasing on 3. (b): Same as (a) but with an additional 𝛿-peak at the frequency
𝜔0 = 29cm−1 on top of the Debye spectral density at 𝑇 = 77K. The insets show the exact
(blue) and approximated (orange) spectral densities, as well as the Lorentzians used for
the fitting (gray). For both panels, we used a time step 𝑑𝑡 = 5fs, a local dimension for the
vibrational modes 𝑑 = 16, a maximal bond dimension 𝑚 = 50, 𝑃 = 19modes to discretize
𝐽𝐷(𝜔) and averaged the results over 1000 trajectories.
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being that they likely play no relevant role at room temperatures [189, 190].
Here, we consider the exciton dynamics in a 7-pigment subunit of the FMO

complex to further test the efficacy of the PS-HyB-MPS method. We adopt the
Hamiltonian parameters from [65], considering again a Debye spectral densi-
ty Eq. (6.4) which describes the vibrations of the protein scaffold and initialize
the excitonic system with one excitation on pigment 1 and the vibrational bath
in a thermal state at temperature 𝑇 . In Fig. 6.5a, we show the exciton dynamics
on every pigment at ambient temperature 𝑇 = 300K. Our PS-HyB-MPS results
agree well with the reference data from [65], which was obtained using the exact,
non-Markovian QUAPI method [182] and show that at long times a steady in-
crease in the exciton population on pigment 3 is observed. We found that 𝑃 = 19
vibrational modes per excitonic site were needed to fit the spectral density accur-
ately (inset of Fig. 6.5a) and averaged our results over 1000 trajectories. Next, we
modify theDebye spectral density by adding a 𝛿-peak at a frequency𝜔0 = 29cm−1,
representing the vibration of the pigments [65]. This leads to long-time memory
effects in the vibrational bath. Such an undamped mode cannot be studied with
non-Markovian methods such as QUAPI, where a broadening of the peak needs
to be considered. We display the exciton dynamics for such a vibrational bath
in Fig. 6.5b, considering a temperature 𝑇 = 77K. Compared to the bare Debye
spectral density [65], the additional delta peak modifies the exciton dynamics,
enhancing the population’s oscillation at times 𝑡 ∼ 200fs. This indicates the flex-
ibility of PS-HyB-MPS in describing baths with both continuous and discrete fea-
tures.

The (mixed) thermal state for the vibrational modes ̂𝜌𝛽vib, which is uncorre-
lated with the pure excitonic state |𝜓 (0)⟩ex at initial times

̂𝜌(0) = |𝜓 (0)⟩ex ⟨𝜓 (0)|ex ⊗ ̂𝜌𝛽vib , (6.5)

can be represented as an MPS using different methods. One possible strategy is
to sample from the Boltzmann distribution, initializing each QJ trajectory with
a different pure state. When considering independent harmonic oscillators, the
probability of finding 𝑛 vibrational excitations on the 𝑝-th mode relative to the
excitonic site 𝑗 is simply

𝑝𝑗𝑝(𝑛) = 𝑒−𝛽𝜔𝑗𝑝𝑛
Tr(𝑒−𝛽𝜔𝑗𝑝𝑛)

. (6.6)

We use this approach to compute the exciton population on pigment 1 in Fig. 6.6a,
considering a temperature of 77K. The results are completely off for a time
step 𝑑𝑡 = 5fs and are still unconverged for the smallest considered time step
of 𝑑𝑡 = 0.5fs. This is because many “jumps” on the vibrational are required to
thermalize the system, and given that only one jump per time step can occur
in a system with 133 modes, the required time step becomes exceedingly small.



90 Exciton transport in the FMO complex at finite temperature

0 200 400 600 800 1000

0.4

0.6

0.8

1.0

Ω 1
1

dt =0.5fs

dt =1fs

dt =5fs

0 200 400 600 800 1000

t(fs)

0.4

0.6

0.8

1.0

Ω 1
1

unravelling

TFD

dt =1fs

dt =5fs

dt =10fs

0 200 400 600 800 1000

0.4

0.6

0.8

1.0

Ω 1
1

dt =0.5fs

dt =1fs

dt =5fs

0 200 400 600 800 1000

t(fs)

0.4

0.6

0.8

1.0

Ω 1
1

unravelling

TFD

dt =1fs

dt =5fs

dt =10fs

(a)
0 200 400 600 800 1000

0.4

0.6

0.8

1.0

Ω 1
1

dt =0.5fs

dt =1fs

dt =5fs

0 200 400 600 800 1000

t(fs)

0.4

0.6

0.8

1.0

Ω 1
1

unravelling

TFD

dt =1fs

dt =5fs

dt =10fs

(b)

Figure 6.6: Finite-temperature: unraveling vs. thermofield doubling. (a): We sample
the initial thermal state for the vibrational modes, thus initializing each QJ trajectory
with a different pure state. The large number of jumps needed to thermalize the vibra-
tional modes at 𝑇 = 77K leads to an unconverged time-dependent excitonic occupation
of pigment 1 even when utilizing a small time step 𝑑𝑡 = 0.5fs. (b) A thermofield doub-
ling combined with a Bogoliubov transformation allows us to map the thermal state to a
vacuum state, thus significantly reducing the number of jumps and leading to well-con-
verged QJ results with 𝑑𝑡 = 5fs. We considered a Debye spectral density, set 𝑚 = 50 and
𝑑 = 16, and averaged over 50 trajectories.
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Figure 6.7: Total occupation of the vibrational modes for unitary and dissipative dynam-
ics at 77K. The bosonic annihilation operators, which act as jump operators in the PS-
HyB-MPS method, lead to an approximately sixfold decrease of the total occupation of
the vibrational modes 𝑁𝑗(𝑡) ≡ ∑𝑝 ⟨Ψ(𝑡)| 𝑛̂𝑗𝑝 |Ψ(𝑡)⟩ for each excitonic site 𝑗 (panel (b)) com-
pared to the unitary dynamics (panel (a)). We considered 𝑃 = 6 vibrational modes per
exciton and set all other parameters to the same values as in Fig. 6.6.
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An alternative strategy is to double the vibrational Hilbert space, performing a
purification. For an arbitrary mixed state ̂𝜌𝐴 defined on a Hilbert space ℋ𝐴, it
is always possible to find a (non-unique) pure state |𝜓 ⟩𝐴𝐵 defined on the doubled
Hilbert space ℋ𝐴 ⊗ ℋ𝐵 (with ℋ𝐴 ≅ ℋ𝐵) such that Tr𝐵(|𝜓 ⟩𝐴𝐵 ⟨𝜓 |𝐴𝐵) = ̂𝜌𝐴 [14].
This avoids the sampling of the initial state (at the cost of doubling the number of
vibrational sites), but does not solve the time step issue shown in Fig. 6.6a, which
can be addressed with the technique presented in Ref. [191]. The idea outlined
by de Vega and Bañuls is to identify every purified site with a harmonic oscillator
with negative frequency−𝜔𝑗𝑝 and then to perform a (unitary) thermal Bogoliubov

transformation which maps the thermal state ̂𝜌𝛽vib to a vacuum state [191]. In this
way, working in the new basis, the number of quantum jumps on the vibrational
modes is drastically reduced, and as Fig. 6.6b shows, the QJ calculations are well
converged for a time step 𝑑𝑡 = 5fs.

Together with the bond dimension 𝑚, the most important parameter dictat-
ing the simulation’s complexity is the physical local dimension 𝑑 of the vibra-
tional sites. To assess the efficiency of PS-HyB-MPS compared to a unitary evo-
lution, we study the total occupation of the vibrational baths of each excitonic
site 𝑁𝑗(𝑡) ≡ ∑𝑝 ⟨Ψ(𝑡)| 𝑛̂𝑗𝑝 |Ψ(𝑡)⟩. For a unitary evolution, 𝑁𝑗(𝑡) (see Fig. 6.7a) is
approximately 6 times higher than for PS-HyB-MPS (see Fig. 6.7b). This follows
in part from the fact that thanks to the Bogoliubov transformation mapping the
thermal initial state to a vacuum [191], all jump operators are annihilation oper-
ators (see Eq. (2.45)), which lower the occupation of the vibrational modes. Im-
portantly, this implies that oscillators with smaller local dimensions are required
(see the discussion on PP in Section 3.1).

As a further check, we compare the convergence of the dynamics of the ex-
citon population on the first pigment w.r.t. the bond dimension 𝑚 during unitary
and PS-HyB-MPS dissipative dynamics. Fig. 6.8a shows that while a bond dimen-
sion for at least 𝑚 = 50 is needed for unitary dynamics, dissipative PS-HyB-MPS
dynamics yield converged results for𝑚 = 10 (see Fig. 6.8b). This can be attributed
in part to the lower local dimension for the vibrational modes and in part to the
“measuring” effect of dissipation, which can suppress the entanglement propaga-
tion in the system [1, 192] (see Chapter 8). Note also that to first order in 𝑑𝑡 , the
non-Hermitian time evolution in the QJ algorithm (see Section 2.3)

|Ψ(𝑡 + 𝑑𝑡)⟩ ≈ 𝑒−𝑖𝑑𝑡𝐻̂ 𝑒−𝑑𝑡/2∑𝑙 𝐿̂𝑙 𝐿̂𝑙 |Ψ(𝑡)⟩ (6.7)

is formally similar to the recently proposed complex contour time evolution
scheme [193], which has been shown to significantly suppress the entanglement
growth w.r.t. a standard real-time evolution. Exploring the connection between
the two would be an interesting research topic for the future.
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Figure 6.8: Bond dimension convergence for unitary and dissipative dynamics at 𝑇 =
77K. Dissipation suppresses the occupation of the vibrational modes as well as the spread
of correlations in time (see the discussion in the main text) and thus PS-HyB-MPS calcu-
lations (right panel) converge for a smaller bond dimension𝑚 than unitary dynamics (left
panel). We considered 𝑃 = 30 vibrational modes per exciton and set all other parameters
to the same values as in Fig. 6.6.
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6.4 Summary and outlook
Photophysical processes in which incoming photons excite electronic degrees of
freedom are of great interest both from a fundamental and an applied point of
view. When the excited electrons interact strongly with vibrational degrees of
freedom, these processes become very challenging to simulate. In Section 6.1, we
argued that while well-established methods excel either at describing electronic
interactions with smooth, continuous vibrational baths (non-Markovian meth-
ods) or with selected, undamped modes (unitary methods), the mesoscopic leads
method (see Section 2.6) captures both types of interactions equally well. Lever-
aging the flexibility of the mesoscopic leads method, we combined it with an
efficient solution method for the Lindblad equation (QJ) and state-of-the-art MPS
techniques for vibrational degrees of freedom (LSE-TDVP and PP) and labeled
the resulting method PS-HyB-MPS. We applied PS-HyB-MPS to the study of SF
at zero temperature for a smooth Debye spectral density in Section 6.2. We found
that compared to unitary dynamics, PS-HyB-MPS requires far fewer vibrational
modes to accurately represent the spectral density, which results in a large com-
putational speedup. Next, we studied the finite-temperature exciton dynamics
of the FMO complex in Section 6.3. In this context, we demonstrated that PS-
HyB-MPS can describe undamped modes, which are in practice out of reach for
non-Markovian methods. We also showed that, compared to unitary dynamics,
dissipative calculations require a significantly lower bond dimension (Fig. 6.8) and
physical local dimension for the vibrational modes (Fig. 6.7).

We argue that this last point is the most significant result presented in this
chapter. That a notable modification of the dynamics of the vibrational modes
(Fig. 6.7) does not appreciably alter the electronic dynamics (Fig. 6.5) is a remark-
able observation. While in simple electronic systems like the ones considered
here, for which only small bond dimensions are required, this does not lead to
huge computational speedups, the advantage of PS-HyB-MPS can become more
evident for interacting, strongly-correlated systems (see for instance Chapter 8).
In this context, it would be interesting to extend the mesoscopic leads method
from diagonal to off-diagonal electronic-vibrational couplings, which play a
prominent role in SF in tetracene [84] rubrane [64], and appear in the Su-Schrief-
fer-Heeger (SSH) model [37]. Furthermore, replacing the MPS with a tree tensor
network (TTN) [194], which can mirror the topology of large vibrational baths
interacting locally with electronic sites, could prove beneficial in further reducing
the numerical costs of the simulations.



Chapter 7

Photoexciting phonons: Analyzing
light-induced phenomena with PST

“How do phonon excitations affect non-equilibrium properties of electrons in photo-
excited metals?”

This chapter analyzes the impact of excited vibrational modes on the photo-in-
duced electron dynamics in a metal. In contrast to Chapter 6, we do not consider
the direct photo-excitation of the electrons but instead of the vibrational system.
Furthermore, we move from a single electronic excitation to a many-body elec-
tron system at half-filling. At the same time, we simplify the vibrational system
by considering a single vibrational mode for every electronic site. Crucially, we
also adopt a non-linear electron-phonon coupling. This is the only chapter in
which we consider unitary rather than dissipative dynamics.

Optical driving is an important tool for manipulating quantum materials and
studying novel non-equilibrium phenomena. In this context, one notable type of
experiment consists in using optical excitations to target specific infrared-active
phonons that strongly affect the electronic properties of the material [99, 100,
195]. The photo-excited phonons obey dipole selection rules, implying that they
couple non-linearly to electrons [196, 197]. This contrasts strikingly with equi-
librium scenarios, in which lattice nonlinearities are subdominant and electron
properties are well-described by linear electron-phonon interactions [198]. Com-
pounds in which optically-excited phonons strongly affect the electrons’ prop-
erties are, for instance, copper oxides [199] and organic materials [41]. These
exhibit signatures of structural distortions due to nonlinearities [200, 201] and
phonon resonances in the optical response [42, 202]. Pump-probe experiments
provide direct access to the response functions defining the charge transport [41,
102], but accurate simulations of these phenomena are extremely challenging [45,
46, 203, 204].

Here, we apply phonon state tomography (PST) (see Section 3.3) and state-of-
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Figure 7.1: Sketch of phonon state tomography (PST) for a photo-excited metal. (a) The
electrons (blue spheres) in a 1D metal couple locally to phonons (parabolas), which are
excited by an optical pulse at 𝑡 = 0. (b) The probability 𝒫 (𝑁 ph) to find a total of 𝑁 ph

phonons in the system at initial and later times. (c) and (d) The tomographic decom-
position of the wavefunction for one (blue dot) and four (red dots) phonon excitations,
respectively.

the-art tensor network methods to obtain numerically-exact descriptions of 1D
optically-excited metals in which the electrons are non-linearly coupled to phon-
ons. In Section 7.1, we show that PST allows us to accurately reconstruct elec-
tronic observables, phonon occupations, and the global phonon probability distri-
bution function. PST can also correctly simulate x-ray and electron diffuse scat-
tering experiments, which measure phonon occupations. Moreover, PST enables
us to reveal the impact of an optical pulse’s strength and shape on the long-time
electron dynamics. In Section 7.2, we report evidence of a light-induced charge-
density wave (CDW) tendency at long simulation times, indicating an enhance-
ment of long-range electron correlations. We focus on the crucial role of small
phonon frequencies and the relation between global phonon probability distri-
butions and disorder. Finally, we summarize our results in Section 7.3, pointing
towards potential future applications of PST.
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This chapter is based on Refs. [3, 5], written in collaboration with Matteo
Mitrano, Ulrich Schollwöck, Sebastian Paeckel, and John Sous.

7.1 Pulse shapes, phonon probes and elec-
tron correlations

In Section 3.3, we introduced phonon state tomography (PST) as a theoretical
tool for decomposing the electronic wavefunction into the contributions from all
different phonon sectors

|Ψ⟩ = ∑
{nph}

𝜑(nph) |𝜓 el(nph)⟩ ⊗ |nph⟩ . (7.1)

This decomposition enables a precise reconstruction of electron correlation func-
tions by sampling contributions associated with the statistically typical phononic
configurations, which are inferred from the phononic 1RDM. PST also allows us
to compute phonon occupations in momentum space and to estimate the com-
plicated global phonon probability distribution function 𝒫 (𝑁 ph). This is not a
mere theoretical exercise, as the occupation of individual phonon branches in
momentum spaces can be directly measured. In diffuse x-ray [205, 206] and elec-
tron [207] scattering experiments, for instance, the scattering intensity 𝐼S is pro-
portional to the phonon occupation. Applying the first-order kinematical approx-
imation [208] one obtains

𝐼S ∼ ∑
𝑖

1
𝜔𝑖(k)

(𝑛ph𝑖 (k) + 1
2)|𝐹𝑖(k)|

2. (7.2)

Here 𝜔𝑖(k), 𝑛ph𝑖 (k) and 𝐹𝑖(k) are the frequency, the occupation of the 𝑖th phonon
branch at momentum k and the structure factor, respectively. If the Hamiltonian
governing the electronic and phononic dynamics is known, PST enables simulat-
ing 𝐼S and reconstructing the associated electronic correlations. This means that
PST can be used as a diagnostic tool to relate the measured phonon response fol-
lowing various time delays to the dynamics of electronic correlation functions,
as sketched in Fig. 7.1. PST can thus provide insights into the physics of mate-
rials probed in experiments such as multiple time-resolved infrared and Raman
spectroscopy, x-ray and electron scattering, that access the frequency, damping,
occupation number, and couplings (to electrons) of the optically excited phonons.

7.1.1 Model and main results
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Figure 7.2: Momentum-dependent phonon occupation for different time delays. Using
PST (left axis, solid lines), we first take the absolute value of every sample and then com-
pute an ensemble average. This mimics x-ray diffuse scattering experiments, in which
the phase of 𝑛ph(𝑘) is inaccessible. Computing the conventional expectation value of
𝑛̂ph(𝑘) (right axis, dashed lines) yields completely different results (see the discussion in
the main text). In the inset, we decompose ⟨|𝑛̂ph(𝜋)|⟩PST into the contributions from the
phonon number sectors 𝑁 ph. The color intensity indicates the statistical incidence of a
specific 𝑁 ph. We used 3000 samples for the PST calculations.

Modeling an optically pumped metal A minimal model describing metal
whose phonons are coherently excited by a light pulse at initial time in 1D is [45,
198]

𝐻̂ = 𝐻̂el + 𝐻̂ph + 𝐻̂el-ph = −𝐽
𝐿
∑
𝑗=1

∑
𝜎=↑,↓

( ̂𝑐†𝑗,𝜎 ̂𝑐𝑗+1,𝜎 + h.c.)

+ 𝜔
𝐿
∑
𝑗=1

(𝑎̂†𝑗 𝑎̂𝑗 + 1
2) + 𝑔

𝐿
∑
𝑗=1

(𝑛̂𝑗 − 1) (𝑎̂†𝑗 + 𝑎̂𝑗)
2
,

(7.3)

where the first term represents electrons hopping with amplitude 𝐽 , the second
Einstein phonons with frequency 𝜔, and the third a local, quadratic electron-
phonon interaction with coupling strength 𝑔. Here, ̂𝑐†𝜎 ( ̂𝑐𝜎 ) and 𝑎̂† (𝑎̂) create
(annihilate) an electron with spin 𝜎 and a phonon excitation, respectively and
𝑛̂𝑗 = 𝑛̂𝑗,↑ + 𝑛̂𝑗,↓ counts the number of electrons. We consider a chain with 𝐿 lat-
tice sites. The reason we employ a coupling that is quadratic in the phonon dis-
placement is that optically accessible phonons are dipole-active modes, and thus,
selection rules do not allow for a linear coupling in the presence of inversion sym-
metry [196, 197, 209]. In the following calculations, we set 𝐽 as the unit of energy
and consider the small phonon frequency 𝜔 = 𝜋/10 𝐽 as well as 𝑔 = 0.07 𝐽 . Note
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that for the nonlinear model Eq. (7.3), in order to preserve a positive oscillator
stiffness [198], the allowed values of 𝑔 need to be restricted to 𝑔 < |𝜔/4|. In equi-
librium, the value of 𝑔 = 0.07 𝐽 is so small that the ground state of Eq. (7.3) is
well approximated by a tensor product between the Fermi sea at half filling for
the electrons and a phononic vacuum

|𝜓 (𝑡 = 0)⟩ = |FS⟩el ⊗ |0⟩ph = ∏
𝑘∈([0, 𝜋2 ]∪[

3𝜋
2 ,2𝜋])

̂𝑐†𝑘,↑ ̂𝑐†𝑘,↓ |0⟩el ⊗ |0⟩ph . (7.4)

Instead, we will show that out of equilibrium, this small coupling leads to a large
correlation between electrons and phonons.

We globally quench the system by applying a homogeneous, coherent pump
pulse

𝐴̂c ≡ ̂𝒟(𝛼) = ∏
𝑗

𝑑̂𝑗(𝛼) ≡ ∏
𝑗

𝑒𝛼𝑎̂†𝑗 −𝛼∗𝑎̂𝑗 , (7.5)

which generates a coherent state on every phonon site 𝑗. The intensity of the
optical pulse 𝛼 , usually labeled pump fluence, determines the number of excited
phonons |𝛼 |2 = 𝑛ph𝑗 on every site. We compute the dynamics induced by Eq. (7.5)
using LSE-TDVP and the PP representation for the phononic degrees of freedom
(see Section 3.1). Unless specified otherwise, we consider a system composed of
𝐿 = 20 lattice sites, initially excite two phonons per site 𝛼 = √2, and allow for up
to dph = 40 phonon excitation during the time evolution.

Sampling the phonon occupation in momentum space Time-resolved
phonon probes like diffuse x-ray and electron scattering can determine the
phonon occupation at momentum 𝑘 by repeatedly measuring 𝐼S (see Eq. (7.2)) and
averaging the outcomes for a large number of samples. For every sample, these
experiments resolve |𝑛ph(𝑘)|, as the associated phase is inaccessible. Thus, when

simulating |𝑛ph(𝑘)| by Fourier-transforming the phonon occupation in real space,
the absolute value needs to be taken before sample-averaging. We do this by gen-
erating samples of phonon occupations in real space with PST and indicate the
sample-averaged absolute value of the Fourier-transformed phonon occupation
as ⟨|𝑛̂ph(𝑘)|⟩PST. Fig. 7.2 shows ⟨|𝑛̂ph(𝑘)|⟩PST (left axis) and the expectation value
of the phonon occupation in the exact electron-phonon wavefunction ⟨𝑛̂ph(𝑘)⟩
(right axis). It can be seen that the latter yields completely different outcomes
than the PST simulation of the experimental protocol. This is a significant result
because it means that the access to the full electron-phonon wavefunction alone
is not sufficient to compute the experimentally-measured ⟨|𝑛̂ph(𝑘)|⟩PST. Instead,
it is crucial to be able to generate phonon configurations by sampling 𝒫 (𝑁 ph),
which is exactly what PST provides.
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Figure 7.3: Reconstructing time-dependent electronic correlations with PST. (a) The
exact charge double occupancy 𝐷(𝑡) (left axis) and staggered magnetic correlation 𝑀(𝑡)
(right axis), represented by solid lines, are compared to the PST-reconstructed observ-
ables indicated by symbols with error bars. The three insets show the sampled global
phonon distribution function 𝒫 (𝑁 ph) at the initial, intermediate, and final time. (b)
and (c) show the PST decomposition of 𝐷(𝑡) and 𝑀(𝑡), respectively, into the contribu-
tions from the total phonon number sectors 𝑁 ph. The size of the symbols indicates the
fraction of all drawn samples found to have the corresponding value of 𝑁 ph. The small
dots at the bottom of the two lower panels simply serve as a guide to the eye. We use
2000 samples, and the error bars correspond to the statistical error defined in Eq. (2.22).

In the inset of Fig. 7.2, the peak ⟨|𝑛̂ph(𝜋)|⟩PST is decomposed into contributions
from sectors with total phonon number 𝑁 ph ≡ ∑𝑗 𝑛ph𝑗 both at initial and late
times. We find that at late times, the peak is enhanced in the large 𝑁 ph sectors.
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Figure 7.4: Impact of the local shape of the pulse on the electron dynamics. We com-
pare the effect of a coherent pulse 𝐴̂c defined in Eq. (7.5) (green lines) with that of a
squeezed-coherent pulse 𝐴̂sc introduced in Eq. (7.8) (purple lines). For both pulses, we
consider an initial phonon occupation of 1 (dashed lines) and 4 (solid lines), correspond-
ing to pump fluences 𝛼 = 1 and 𝛼 = 2, respectively. For the squeezed-coherent pulse,
we set the squeezing parameter 𝑧 = +1/4 ln 2 for the dashed curve and 𝑧 = −1/4 ln 2 for
the solid curve. In the left and right insets, we display the local phonon probability dis-
tribution function following a coherent and a squeezed-coherent excitation, respectively.
The central inset shows the global phonon distribution function 𝒫 (𝑁 ph) for both pulses
computed with PST. We set 𝐿 = 10.

Tomographically reconstructed electronic observables Given the tomo-
graphic representation of the wavefunction Eq. (7.1), we reconstruct the elec-
tronic double occupancy

𝐷(𝑡) = 1
𝐿

𝐿−1
∑
𝑗=0

⟨Ψ(𝑡)| 𝑛̂𝑗,↑𝑛̂𝑗,↓ |Ψ(𝑡)⟩ , (7.6)

and the staggered magnetic correlation

𝑀(𝑡) = 1
𝐿

𝐿−1
∑
𝑟=0

(−1)𝑟 ⟨Ψ(𝑡)| ̂𝑠𝑧𝑗 ̂𝑠𝑧𝑗+𝑟 |Ψ(𝑡)⟩ , (7.7)

where ̂𝑠𝑧𝑗 = 𝑛̂𝑗,↑ − 𝑛̂𝑗,↓. The time evolution of these two observables is displayed
in Fig. 7.3a. At late times, the electronic double occupancy slightly increases
while the staggered magnetic correlation is suppressed. Note that the tomograph-
ically-reconstructed data (symbols with error bars) agrees very well with the ex-
act results (solid lines), which indicates that PST can faithfully reconstruct elec-
tronic correlations. We see that as few as 1000 samples are enough to obtain con-
verged electronic observables (see Section 7.1.2). This is remarkable given that
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the phononic Hilbert space is 40𝐿 dimensional and hints towards the conclusion
that only a few phonon configurations contribute considerably to the electrons’
dynamics.

Most importantly, PST also allows us to decompose 𝐷(𝑡) and𝑀(𝑡) into contri-
butions from sectors with different total phonon numbers 𝑁 ph (see Section 3.3).
We show these decompositions at different time instants in Fig. 7.3b and Fig. 7.3c.
At time 𝑡 = 0, electrons and phonons are uncorrelated, and thus, both displayed
electron observables are independent of𝑁 ph, as indicated by the flat lines at 𝑡 = 0.
Since electrons and phonons become entangled during the dynamics, the elec-
tronic observables become dependent on𝑁 ph at 𝑡 > 0. Remarkably, the electronic
double occupancy correlates with 𝑁 ph, while the staggered magnetic correlation
and 𝑁 ph anticorrelate. This is analogous to what we observed for ⟨|𝑛̂ph(𝜋)|⟩PST
in the inset of Fig. 7.2. Moreover, the insets of Fig. 7.3a show a slight increase in
the width of the global phonon distribution function 𝒫 (𝑁 ph), indicating that a
larger number of phonon sectors becomes relevant for the late-time dynamics.

The role of the pulse intensities and shapes Fig. 7.3 shows that at late times,
the electronic double occupancy is increased while the staggered magnetic cor-
relation is suppressed in large phonon number sectors 𝑁 ph. The conjunction
of this effect with a widening of the global phonon distribution function 𝒫 (𝑁 ph)
suggests that by using tailored optical pulses, it might be possible to enhance/sup-
press specific electronic correlations.

We investigate this by studying the squeezed-coherent pulse

𝐴̂sc = ∏
𝑗

𝑑̂𝑗(𝛼)e
1
2(𝑧∗𝑎̂2𝑗 −𝑧𝑎̂

†2
𝑗 ) . (7.8)

This generates squeezed-coherent phonon states, where the squeezing parameter
𝑧 controls Δ𝑥/Δ𝑝, i.e., the ratio between the standard deviation of the position
and momentum operators. Thus, 𝑧 allows tuning the width of the onsite local
phonon distribution created by the pump, as indicated in the left and right insets
of Fig. 7.4.

We analyze the post-pump dynamics generated by the application of a coher-
ent pulse 𝐴̂c with that obtained following the application of a squeezed-coherent
pulse 𝐴̂sc in Fig. 7.4. We consider the pump fluences 𝛼 = 1, 2 for each pulse,
corresponding to 𝑛ph = 1, 4 excited phonons on each site. Notably, the electron
dynamics induced by the two different pulse shapes are nearly identical. Com-
puting𝒫 (𝑁 ph)with PST for the two pulses (middle inset of Fig. 7.4), we find that
the two different local phonon distributions induce the same (within the error
bars) global phonon distribution. This seems to imply that the local phonon dis-
tribution does not affect the electronic dynamics, while tuning the global phonon
distribution 𝒫 (𝑁 ph) may allow for better control.
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Figure 7.5: Impact of the global shape of the pulse on the electron dynamics. We con-
sider the simple 𝛽-pulse 𝐴̂𝛽 (see Eq. (7.10)), where the single parameter 𝛽 tunes the width
𝜎 of the global phonon distribution function 𝒫 (𝑁 ph). It can be seen that increasing 𝜎
systematically enhances the double occupancy at late times. We set 𝐿 = 10.

The complexity of the coherent and squeezed-coherent states considered
above implies that we have to resort to PST to numerically compute the asso-
ciated global phonon distribution function 𝒫 (𝑁 ph) for a many-body state. Here,
we seek to find a state simple enough to allow an exact analytic treatment. Thus,
we make the following homogeneous ansatz

|𝜓 ⟩ =
𝐿−1
⨂
𝑗=0

(𝛼 |𝑛⟩𝑗 + 𝛽 |𝑛 + 1⟩𝑗 + 𝛽 |𝑛 − 1⟩𝑗
√𝛼2 + 𝛽2

) , (7.9)

where |𝑛⟩𝑗 is the 𝑛-th phononic Fock state of the 𝑗-th phononic site, while 𝛼 and
𝛽 are real constants satisfying 𝛼2 + 2𝛽2 = 1. This state is generated by acting on
the phononic vacuum with

𝐴̂𝛽 =
𝐿−1
∏
𝑗=0

[𝑎̂†𝑗 ]
𝑛ph

( 𝛼
√𝑛ph!

+
𝛽𝑎̂†𝑗

√𝑛ph + 1!
+

𝛽𝑎̂𝑗
√𝑛ph − 1!

) . (7.10)

The simplicity of Eq. (7.9) lies in the fact that, since normalization implies
𝛼 = ±√1 − 2𝛽2, the single parameter 𝛽 controls the global phonon prob-
ability distribution 𝒫 (𝑁 ph). Thus, we label Eq. (7.10) 𝛽-pulse. The state
Eq. (7.9), has contributions from the phonon sectors 𝑁 ph𝑚 = 𝐿𝑛 + 𝑚, with
𝑚 = −𝐿, −𝐿 + 1,… , +𝐿 − 1, +𝐿 and its associated 𝒫 (𝑁 ph𝑚 ) can be determin-
ed as follows. We start by introducing an index 𝑖 that labels all non-per-
mutationally equivalent states corresponding to the same 𝑁 ph𝑚 . For example,
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for 𝐿 = 2 sites and 𝑚 = 0, we have |𝐿 = 2, 𝑚 = 0, 𝑖 = 0⟩ ≡ {|𝑛, 𝑛⟩} and
|𝐿 = 2, 𝑚 = 0, 𝑖 = 1⟩ ≡ {|𝑛 + 1, 𝑛 − 1⟩ , |𝑛 − 1, 𝑛 + 1⟩}. A simple algebraic calcula-
tion shows that all permutationally-equivalent states have the same probability
amplitude 𝛼𝐿−𝑚−2𝑖𝛽𝑚+2𝑖. The square of this probability amplitude, giving the 𝑖-th
contribution to 𝒫 (𝑁 ph𝑚 ), has to be multiplied by 𝐿!/(𝐿 −𝑚 − 2𝑖)!(𝑚 + 1)!𝑖!, which
accounts for the multiplicity associated to each 𝑖. Note also that the sum over the
non-permutationally-equivalent contributions for a sector fixed by 𝑚 runs from
0 to 𝐿 − 𝑚 − 2𝑖 ≥ 0. Combining these elements, we obtain

𝒫 (𝑁 ph𝑚 ) =
𝐿−𝑚−2𝑖≥0

∑
𝑖=0

(𝛼𝐿−𝑚−2𝑖𝛽𝑚+2𝑖)2 𝐿!
(𝐿 − 𝑚 − 2𝑖)!(𝑚 + 2𝑖)! , (7.11)

which is the exact probability of finding 𝑁 ph𝑚 phonons in the state Eq. (7.9). The
standard deviation 𝜎(𝛽) of𝒫 (𝑁 ph𝑚 ) for a given 𝛽 can be extrapolated with a Gaus-
sian fit.

In Fig. 7.5, we show the electron dynamics following the application of 𝛽-
pulses 𝐴̂𝛽 corresponding to induced global phonon distributions with different
widths 𝜎(𝛽). We observe that increasing 𝜎 (while keeping the number of ex-
cited phonons fixed) systematically enhances the light-induced electron double
occupancy. Together with Fig. 7.3, this gives us a first hint of how PST can be
employed to analyze and design different pulse shapes tailored to enhance or sup-
press specific electronic correlations, potentially aiding the experimental control
of light-matter interactions.
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Figure 7.6: Comparing the photo-excited dynamics to infinite time-evolving block
decimation (iTEBD) reference data from Ref. [198]. We compute the electron (upper
panel), phonon (middle panel), and interaction (lower panel) energies using LSE-TDVP
for 𝑔 = 0.25 𝐽 , 𝜔 = 𝜋/2 𝐽 , and 𝛼 = √2. We consider a system with 𝐿 = 20 sites, allowing
for a maximum of 𝑑 = 12 phonons on each site (to match [198]), and employ a time step
of 𝑑𝑡 = 0.05 1/𝐽 and a bond dimension of 𝑚 = 2000. Overall, we observed an excellent
agreement and can double the simulation time.

7.1.2 Numerical analysis
Here, we discuss the accuracy of the PST and the time evolution algorithms
used to produce the results presented in Section 7.1.1. We once again use LSE-
TDVP [36, 37] to compute the time evolution and PP [35] to represent bosonic
sites with large local dimensions efficiently. Since at 𝑡 = 0 the electronic and
the phononic systems are uncorrelated, we utilize GSE-TDVP for the first four
timesteps in order to avoid the potentially large projection error of LSE-TDVP
(see Chapter 3).

We first test our implementation by reproducing the results presented in Fig.
(1) of Ref. [198]. We compute the time evolution of the electron, phonon, and in-
teraction energy with Eq. (7.3) and consider the same parameters as in Ref. [198],
i.e. 𝜔 = 𝜋/2 𝐽 and 𝑔 = 0.25 𝐽 . Fig. 7.6 shows that our LSE-TDVP results for a sys-
temwith 𝐿 = 20 sites agree verywell with the iTEBD calculations from [198]. The
small deviations in the electron energy at initial times (upper panel) are due to
the fact that we consider open boundary conditions (OBC) while periodic bound-
ary conditions (PBC) were used in [198]. Note also that we could double the
simulation time compared to the reference data.

Compared to Ref. [198], LSE-TDVP combined with PP allows us to consider
larger pump fluences and larger 𝑔/𝜔 ratios (i.e. greater phonon occupations).
The upper panel of Fig. 7.7, shows the electron double occupancy 𝐷(𝑡) for 𝜔 =
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Figure 7.7: Numerical accuracy of the time evolution. Upper panel: The electronic
double occupation 𝐷(𝑡), with the same parameters as in Fig. 7.3. Increasing the maxim-
ally allowed bond dimension from 𝑚 = 2000 to 𝑚 = 3000 does not significantly alter
the results. Lower panel: evolution of the average bond dimension 𝑚̄ (on the left axis,
indicated by solid lines) and the average phonon physical dimension ̄𝑑ph (on the right
axis, represented by dashed lines). The small spikes in 𝑚̄ are typical for the GSE-TDVP
method [36] and are present only for the first four timesteps, i.e., up to the point when
we switch to LSE-TDVP.

𝜋/10 𝐽 and 𝑔 = 0.07 (as in Fig. 7.3), and we vary the bond dimension from 𝑚 =
2000 to 𝑚 = 3000. Increasing 𝑚 has a very small impact on 𝐷(𝑡), indicating that
the calculations are well-converged. In the lower panel of Fig. 7.7, we plot the
evolution of the site-averaged bond dimension (left axis) and physical dimension
(right axis).

Next, we study the convergence of PST with respect to the number of gener-
ated samples by considering the same parameters as in Fig. 7.7. As in Section 7.1.1,
we compute the electron double occupation𝐷(𝑡) (Eq. (7.6)) and the staggeredmag-
netic correlation 𝑀(𝑡) (Eq. (7.7)), finding that as few as 1000 samples yield well-
converged results. The lower panel displays the global phonon distribution func-
tion 𝒫 (nph) computed with 3000 samples. The noisy result shows that phonon
observables converge slower than electron observables in the PST approach.

We construct the squeezed-coherent states |𝑧, 𝛼⟩𝑗 ≡ 𝐷̂𝑗(𝛼) ̂𝑆𝑗(𝑧) |vac⟩ used
in Fig. 7.4 by Taylor-expandig the squeezing and the displacement operator

̂𝑆(𝑀)
taylor(𝑧) ≡

𝑀
∑
𝑚=0

1
𝑚! (

1
2 (𝑧

∗𝑎̂2 − 𝑧𝑎̂†2))
𝑚

𝐷̂(𝑀)
taylor(𝛼) ≡

𝑀
∑
𝑚=0

1
𝑚! (𝛼𝑎̂

† − 𝛼∗𝑎̂)𝑚 ,
(7.12)
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Figure 7.8: Convergence of electronic observables obtained with PST with the number
of computed samples. Upper panel: Electronic double occupation 𝐷(𝑡) (left axis, pink
points) and the staggered magnetic correlation 𝑀(𝑡) (right axis, blue points). A com-
parison with the exact observables (represented by solid lines) illustrates that as few as
|Ω| = 1000 samples yield converged results. Lower panel: PST-sampled global phonon
probability distribution 𝒫 (𝑁 ph) at different time delays 𝑡 = 0, 5, 10 for 3000 trajectories.
It can be seen that the convergence of 𝒫 (𝑁 ph) w.r.t. the number of samples is signific-
antly worse than that of electronic observables.

where 𝑀 indicates the order of the Taylor expansion. In Eq. (7.12), we omitted
the site index 𝑗 since the operators are identical on every site. We assess the con-
vergence of the state of order𝑀 , |Φ̃(𝑀)⟩ ≡ 𝐷̂(𝑀)

taylor(𝛼) ̂𝑆(𝑀)
taylor(𝑧) |vac⟩, by computing

its overlap with |Φ̃(𝑀+1)⟩ ≡ 𝐷̂(𝑀+1)
taylor (𝛼) ̂𝑆(𝑀+1)

taylor (𝑧) |vac⟩. As shown in Fig. 7.9, for
both 𝑧 = ±1/4 log 2 (corresponding to Δ𝑥/Δ𝑝 = 1/2, 2, respectively), the error
steadily decreases with 𝑀 increases and becomes zero at 𝑀 = 19. Additionally,
at 𝑀 = 19, the local phonon dimension (right axis) stabilizes at 𝑑ph = 47.

As an additional validation, we compute the convergence in 𝑀 of the local
phonon probability distribution 𝑝 (𝑛ph) for the two squeezed-coherent states con-
sidered in Fig. 7.9. In Fig. 7.10, it can be observed that when 4 phonons per site
are excited, 𝑝 (𝑛ph) exhibits a smooth behavior and converges well with increas-
ing Taylor order 𝑀 . On the other hand, for ̄𝑛ph = 1 (lower panel), we notice
that 𝑝 (𝑛ph) decays more rapidly and displays a spiked pattern. These artifacts

are likely due to numerical instabilities, indicating that in this instance, 𝑝 (𝑛ph)
is accurate only up to approximately 10−6.

We conclude this section by considering the global phonon distribution func-
tion 𝒫 (𝑁 ph) for the 𝛽−pulse Eq. (7.10). In particular, we aim to inspect which
values of 𝛽 (which can, in principle, vary between 0 and √1/2) yield a Gaussian
𝒫 (𝑁 ph) when the system size 𝐿 is moderate. In Fig. 7.11 we compute 𝒫 (𝑁 ph)
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Figure 7.9: Convergence of the Taylor-expanded squeezed-coherent state. Left axis: Er-
ror 𝜖 ≡ 1−⟨Φ̃(𝑀+1)|Φ̃(𝑀)⟩ as a function of the Taylor order𝑀 for squeezing 𝑧 = +1/4 log 2
(corresponding to ̄𝑛ph = 1) and 𝑧 = −1/4 log 2 (corresponding to ̄𝑛ph = 4). Right axis: The
local phonon dimension 𝑑ph as a function of 𝑀 .

using Eq. (7.11) for different system sizes 𝐿 = 10, 40 and different 𝛽 (note that we
have omitted the 𝑚 index). We see that for 𝐿 = 10 (Fig. 7.11a), the global phonon
distribution 𝒫 (𝑁 ph) shows some deviations from the Gaussian fits when either
a very small or a very large 𝛽 is considered. This implies that for this system
size, 𝛽 should be restricted to approximately the range of [0.25, 0.66]. Instead, for
𝐿 = 40 both narrow and wide 𝛽-pulse-generated 𝒫 (𝑁 ph) agree very well with
the Gaussian fits.
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Figure 7.10: Convergence of the local phonon probability distribution 𝑝 (𝑛ph) for the
Taylor-expanded squeezed-coherent state (see Eq. (7.12)). Upper panel: 𝑝 (𝑛ph) for ̄𝑛ph =
4 excited phonons per site as a function of the Taylor order 𝑀 . Lower panel: 𝑝 (𝑛ph) for
the case with ̄𝑛ph = 1 phonon per site, also as a function of the Taylor order 𝑀 .
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Figure 7.11: Global phonon distribution function 𝒫 (𝑁 ph) induced by the 𝛽−pulse
Eq. (7.10), which allows to tune the width 𝜎 of 𝒫 (𝑁 ph) via the parameter 𝛽 . We ob-
tained the data points by evaluating Eq. (7.11) for 𝐿 = 10 sites (upper panel) and 𝐿 = 40
sites (lower panels). The solid lines represent Gaussian fits.
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Figure 7.12: Dynamics of momentum-dependent charge and pairing correlations at
small phonon frequency. a) The charge correlation 𝐶𝑘(𝑡) Eq. (7.13) at momentum 𝑘 =
𝜋 increases by ∼ 20% in the scope of the time evolution. b) The pairing correlation
𝑃𝑘(𝑡) Eq. (7.14) at momentum 𝑘 = 𝜋 does not vary significantly, while at 𝑘 = 𝜋 it grows
from zero to ∼ 0.1. We consider the small phonon frequency 𝜔 = 𝜋/10 𝐽 , the electron-
phonon interaction strength 𝑔 = 0.07 𝐽 and utilize the system size 𝐿 = 32, the maximal
bond dimension 𝑚 = 2000 and the maximal physical local dimension for the phonons
𝑑 = 40.

In the last section, we used PST to study the effect of different optical pulses
on the electron’s dynamics in a metal following a photoexcitation. We found
that the phonons excited by the optical pulse can have the opposite effect on
different electronic observables. Moreover, we discovered that broad pulses (of
the same intensity) enhance the electron double occupancy at late times. Here,
we ask a different question: What role does the phonon frequency play in the
non-equilibrium electronic properties following an optical pulse? To address this
question and directly connect to Ref. [198], we will study momentum-resolved
electronic correlation functions.

We repeat the same protocol as in Section 7.1.1, i.e., we initialize the electron
system in a Fermi sea (Eq. (7.4)) and the phonon system in a homogeneous co-
herent state (see Eq. (7.5)) with an average of two phonon excitations per site.
Then, we time evolve the system with the Hamiltonian introduced in Eq. (7.3).
First, we consider the same parameters as in Section 7.1.1, i.e. 𝜔 = 𝜋/10𝐽 and
𝑔 = 0.07𝐽 and compute the time-dependent momentum-resolved charge 𝐶𝑘(𝑡)
and pairing 𝑃𝑘(𝑡) correlations. These are obtained by Fourier-transforming the
real space correlations

𝐶𝑟 (𝑡) ≡ ⟨Ψ(𝑡)| 𝑛̂𝑗 𝑛̂𝑗+𝑟 |Ψ(𝑡)⟩ − ⟨Ψ(𝑡)| 𝑛̂𝑗 |Ψ(𝑡)⟩ ⟨Ψ(𝑡)| 𝑛̂𝑗+𝑟 |Ψ(𝑡)⟩ , (7.13)
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and
𝑃𝑟 (𝑡) ≡ ⟨Ψ(𝑡)| ̂𝑐†𝑗,↑ ̂𝑐†𝑗,↓ ̂𝑐𝑗+𝑟 ,↓ ̂𝑐𝑗+𝑟 ,↑ |Ψ(𝑡)⟩ , (7.14)

respectively. In Fig. 7.12 we display 𝐶𝑘(𝑡) and 𝑃𝑘(𝑡) for a system of 𝐿 = 32 sites
up to a time 𝑡𝐽 = 12. At every timestep, 𝐶𝑘(𝑡) increases monotonically with 𝑘.
Moreover, at late times 𝐶𝜋 (𝑡) is enhanced. In fact, 𝐶𝜋 (𝑡) increases by about 20%
in the scope of the time evolution. Remarkably, this indicates a light-induced
enhancement of the spatial modulation of the charge density, i.e. the tendency
towards the formation of an out-of-equilibrium charge densitywavewith a period
of two lattice sites. Let us now examine the pairing correlation 𝑃𝑘(𝑡) (note that the
𝑘-axis is inverted w.r.t. panel a). Pairing at zero momentum 𝑃0(𝑡) does not vary
significantly over time, indicating no enhancement of Cooper pairs uniformly
distributed in real space. Instead, 𝑃𝜋 (𝑡) grows from 0 to ≈ 0.1, indicating a (weak)
signal of spatial modulation in electron pairs. This modest change in the pairing
behavior is no surprise in a 1D model at half filling where the electron-electron
attraction is only indirect, i.e. phonon-mediated.

Note that a more direct way of investigating the formation of quasi-long-
range order in a 1D quantum system is to study the decay of correlations such as
𝐶𝑟 (𝑡) and 𝑃𝑟 (𝑡) in real space. In this context, the onset of quasi-long-range order
is signaled by the transition from exponentially-to-algebraically decaying corre-
lations [210]. Due to the presence of highly-excited (and thus high-dimensional)
phonon modes and the fact that we are considering non-equilibrium setups in
which entanglement area laws are generally violated [80], we are limited to mod-
erate system sizes (at most 𝐿 = 32). In such cases, distinguishing between an
exponential and an algebraic decay in real space is challenging. For this reason,
we resort to studying momentum-resolved correlation functions. Specifically,
the significant enhancement of 𝐶𝜋 at long times, accompanied by essentially no
change in 𝐶𝑘 at other momenta, serves as a strong indicator of a periodic mod-
ulation of the charge density in real space and an enhancement of long-range
correlations.

As mentioned in Section 7.1, the model considered here had previously been
studied at large phonon frequencies 𝜔 = 𝜋/2𝐽 for an electron-phonon coupling
of 𝑔 = 0.25 with iTEBD for short timescales in [198]. The authors reported a
flattening tendency of correlations in momentum space, which indicates a loss of
spatial coherence. This was attributed to the interaction with the phonons and
labeled phonon-induced disorder.

To connect to these results, we increase the phonon frequency from 𝜔 =
𝜋/10𝐽 to 𝜔 = 𝜋/5𝐽 and 𝜔 = 𝜋/2𝐽 , while keeping the ratio 𝑔/𝜔 constant, result-
ing in 𝑔 = 0.14𝐽 , 0.35𝐽 , respectively. We display 𝐶𝑘(𝑡) for increasing frequency
from left to right in the upper row of Fig. 7.13. Considering stronger couplings 𝑔
and longer timescales than [198] we confirm a substantial flattening of the charge
correlations in momentum space for the large phonon frequency (left panel). For
the intermediate phonon frequency (central panel), the flattening of 𝐶𝑘(𝑡) is sup-
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Figure 7.13: Impact of the phonon frequency and the pump fluence on the electron
correlations. Upper row: In panels a), b), and c), we show the momentum-dependent
charge correlation 𝐶𝑘(𝑡) (Eq. (7.6)) for the phonon frequencies 𝜔 = 𝜋/2𝐽 , 𝜔 = 𝜋/5𝐽 , and
𝜔 = 𝜋/10𝐽 , respectively. We kept the ratio 𝑔/𝜔 fixed utilizing 𝑔/𝐽 = 0.35, 0.14, 0.07, from
left to right. At large phonon frequency (panel a), 𝐶𝑘(𝑡) flattens out in momentum space
at late times, while at small phonon frequency (panel c), it increases monotonically with
𝑘 and 𝐶𝜋 is enhanced at late times. Lower row: charge correlation (panel d) and pairing
correlation (panel e) at small phonon frequency for different pump fluences 𝛼 . Increasing
𝛼 only slightly enhances 𝐶𝜋 and 𝑃𝜋 . We consider the system size 𝐿 = 20, the maximal
bond dimension 𝑚 = 2000, and the maximal physical local dimension for the phonons
𝑑 = 40.

pressed, and strong oscillations are present. Finally, for the smallest phonon fre-
quency (as we previously shown in Fig. 7.12), the flattening is absent and 𝐶𝜋 (𝑡)
increases significantly at late times. These results show that when decreasing 𝜔
the phonon-induced disorder is progressively suppressed in favor of an enhance-
ment of long-range electron correlation, indicating a CDW tendency. In the lower
row, we investigate the impact of the pump fluence 𝛼 on the charge and pairing
correlation for the smallest phonon frequency 𝜔 = 𝜋/10𝐽 . Specifically, we con-
sider 𝛼 = √2, √3, √4, corresponding to the excitation of 2, 3, 4 phonons at initial
time, respectively. Panel d) shows that 𝐶𝜋 (𝑡) is slightly increased for larger pump
fluences. At the same time, panel e) shows that 𝑃𝜋 (𝑡) is slightly suppressed (left
axis) while 𝑃0(𝑡) is moderately increased (right axis). Overall, the impact of the
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pump fluence is moderate, and the phonon frequency seems to play a more rele-
vant role.

The complicated dynamics induced by Eq. (7.3) can be approximately de-
scribed by an effective model introduced by Kennes et al. [45] and further ana-
lyzed by Sous et al. [198]. This approach involves rotating the Hamiltonian into
the squeezed phonon basis, in which the dynamics of electrons and phonons ap-
proximately decouple. This is achieved by transforming 𝐻̂ → 𝐻̂ ′ = 𝑈̂ 𝐻̂ 𝑈̂ †,
where 𝑈̂ = 𝑒 ̂𝑆 with ̂𝑆 = −∑𝑗

1
2
̂𝜁𝑗(𝑎̂†𝑗 𝑎̂†𝑗 − 𝑎̂𝑗 𝑎̂𝑗) where the squeezing parameter

is ̂𝜁𝑗 = −1
4 ln(1 + 4 𝑔𝜔 (𝑛̂𝑗 − 1)). Unfortunately, 𝐻̂ ′ cannot be computed exactly.

However, when 𝑔/𝜔 is small, one can Taylor-expand 𝑈̂ and approximate 𝐻̂ ′ ≈
𝐻̂eff + 𝒪((𝑔/𝜔)2), where a lenghty calculation shows that

𝐻̂eff = − 𝐽eff
𝐿
∑
𝑗=1

∑
𝜎=↑,↓

( ̂𝑐†𝑗,𝜎 ̂𝑐𝑗+1,𝜎 + h.c.)

+ 𝑈eff
𝐿
∑
𝑗=1

(𝑛̂𝑗,↑ − 1
2) (𝑛̂𝑗,↓ −

1
2) (

̂𝛽†𝑗 ̂𝛽𝑗 + 1
2)

+ 𝜖eff
𝐿
∑
𝑗=1

(𝑛̂𝑗 − 1) ( ̂𝛽†𝑗 ̂𝛽𝑗 + 1
2) + 𝜔eff

𝐿
∑
𝑗=1

( ̂𝛽†𝑗 ̂𝛽𝑗 + 1
2) .

(7.15)

Here, the first term indicates electron hopping with a renormalized amplitude

𝐽eff = 𝐽𝑒−
1
2 (

𝑔
𝜔 )2(𝛼4+2𝛼2+1), the second term represents an onsite electron attrac-

tion with 𝑈eff = −4𝑔2/2𝜔, the third expression describes an onsite electron po-
tential with 𝜖eff = 2𝑔 and finally in the last term the phonon frequency has been
modified to 𝜔eff = 𝜔 − 𝑔2/𝜔. One of the crucial features of Eq. (7.15) is that
the electronic and phononic degrees of freedom decouple: the terms ̂𝛽†𝑗 ̂𝛽𝑗 in
the second and third line simply count the number of squeezed phonon excita-
tions on site 𝑗, which do not change in time. The squeezed phonon operators
are related to original operators as ̂𝛽†𝑗 ≡ 𝑒 ̂𝑆 𝑎̂†𝑗 𝑒− ̂𝑆 = cosh( ̂𝜁𝑗)𝑎̂†𝑗 + sinh( ̂𝜁𝑗)𝑎̂𝑗 and
̂𝛽𝑗 ≡ 𝑒 ̂𝑆 𝑎̂𝑗𝑒− ̂𝑆 = cosh( ̂𝜁𝑗)𝑎̂𝑗 + sinh( ̂𝜁𝑗)𝑎̂†𝑗 . Since for the small 𝑔/𝜔 ≈ 0.22 that we

consider the squeezing parameter ̂𝜁𝑗 is very small, we have that ̂𝛽(†)𝑗 ≈ 𝑎̂(†)𝑗 . Thus,
we simplify Eq. (7.15), substituting the squeezed operators with the original ones.
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Figure 7.14: Comparing exact and effective results. In panels a), b), and c), we show the
momentum-dependent charge correlation 𝐶𝑘(𝑡) for the same parameters as in Fig. 7.13,
obtained using the effective model Eq. (7.15). While there is no precise quantitative agree-
ment with the exact results (see Fig. 7.13), the effective model qualitatively captures the
tendency of 𝐶𝑘(𝑡) to flatten at high phonon frequency. For the double occupancy 𝐷(𝑡),
defined in Eq. (7.6), the effective results agree reasonably well with the exact ones, indic-
ating that the effective model captures onsite observables better than long-range correl-
ations. We consider the system size 𝐿 = 20, the maximal bond dimension 𝑚 = 2000, and
the maximal physical local dimension for the phonons 𝑑 = 40.

To investigate the accuracy of the effective model, we again consider a system
with two phononic excitations per site at initial time and time-evolve the Fermi
sea state Eq. (7.4). The results for the charge correlation function 𝐶𝑘(𝑡) for the
same parameters as in Fig. 7.13 are shown in Fig. 7.14. It can be seen that overall
the effective model captures the qualitative behavior that we found in Fig. 7.13. In
particular, 𝐶𝑘(𝑡) tends to flatten for the largest phonon frequency (panel a) oscil-
lates at the intermediate phonon frequency (panel b) andmonotonically increases
with 𝑘 for the smallest phonon frequency (panel c). However, these features are
somewhat underestimated compared to the exact results. Specifically, the flatten-
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ing is only partial in panel (a), the oscillations are underestimated in panel b), and
the enhancement of 𝐶𝜋 at long times is small in panel c). We also compute the
site-averaged double occupancy defined in Eq. (7.6), which is displayed in panel
d). The agreement to the exact data (solid lines) is better than for 𝐶𝑘(𝑡), indic-
ating that the effective model captures local observables better than long-range
correlations.
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Figure 7.15: Phonon state tomography at different phonon frequencies. Left: The global
phonon distribution function 𝒫 (𝑁 ph) is significantly wider at large phonon frequency
(red dots) than at small phonon frequency (blue dots). The solid lines are Gaussian fits,
and the error bars represent the statistical error defined in Eq. (2.22) divided by 4 to
improve the readability of the plot. Right: The PST-decomposed momentum-dependent
charge correlation 𝐶𝑘 at time 𝑡𝐽 = 10 for large phonon frequency (panel b) and small
phonon frequency (panel c). As indicated already by panel a), at large phonon frequency,
for every momentum 𝑘 the charge correlation spreads over many phonon sectors, while
at small phonon frequency, it covers significantly fewer 𝑁 ph sectors. We consider the
system size 𝐿 = 20, the maximal bond dimension 𝑚 = 2000, the maximal physical local
dimension for the phonons 𝑑 = 40 and used 3000 PST samples.

The most significant simplification of the effective model is that it ignores the
time evolution of the phononic system. To assess the severity of this limitation,
we apply PST to the full model Eq. (7.3) to compute the global phonon probability
distribution 𝒫 (𝑁 ph) for the smallest and the largest phonon frequencies at the
late time 𝑡𝐽 = 10. Panel a) of Fig. 7.15 shows that for the large phonon frequency
𝜔 = 𝜋/2 𝐽 (red),𝒫 (𝑁 ph) is substantially broader than for 𝜔 = 𝜋/10 𝐽 (blue). This
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is accompanied by a moderate shift of the maximum of 𝒫 (𝑁 ph) to a larger 𝑁 ph,
indicating that more phonons are excited in the scope of the time evolution. Next,
we use PST to decompose the momentum-resolved charge correlation at 𝑡𝐽 = 10
for 𝜔 = 𝜋/2𝐽 (panel b) and 𝜔 = 𝜋/10𝐽 (panel c). As suggested by panel a), we
find many more phonon sectors 𝑁 ph contributing to 𝐶𝑘(𝑡𝐽 = 10) for the large
than for the small phonon frequency. Even more clearly than in Fig. 7.13, we
can appreciate the well-defined structure of the charge correlation in momentum
space at small phonon frequencies contrasting the flat 𝐶𝑘 at large phonon frequen-
cies. Furthermore, for a specific momentum 𝑘, the oscillations in 𝐶𝑘(𝑡𝐽 = 10) at
different 𝑁 ph are much stronger for 𝜔 = 𝜋/2𝐽 than for 𝜔 = 𝜋/10𝐽 (note the
different scales of the z-axis in panels b and c). Thus, PST suggests that phonon-
induced disorder is enhanced at large frequencies where many phonon sectors
(as indicated by the broad 𝒫 (𝑁 ph) ) contribute to 𝐶𝑘 with different values.
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Figure 7.16: Momentum-dependent charge correlation for different system sizes. For all
examined phonon frequencies 𝐶𝑘(𝑡) undergoes very similar dynamics for 𝐿 = 20 (upper
row) and 𝐿 = 32 (lower row). We employed the same physical and numerical parameters
as in Fig. 7.13.

7.2.1 Numerical analysis
In this section, we explore the numerical accuracy of the results presented in Sec-
tion 7.2. We will focus, in particular, on the role of the phonon frequency and the
effective model. Unless otherwise specified, we used the maximal bond dimen-
sion 𝑚 = 2000, the maximal physical local dimension for the phonons 𝑑 = 40,
the discarded weight 𝛿 = 10−10 and the timestep 𝑑𝑡 = 0.05𝐽−1. For further imple-
mentation details and convergence analyses, we refer to Section 7.1.2.

As previously discussed, we are limited in system size by the large local Hil-
bert space dimension 𝑑 of the phononic modes and by the rapid increase of entan-
glement during the time evolution. In Fig. 7.16, we show themomentum-resolved
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charge correlation 𝐶𝑘(𝑡) for systems with 𝐿 = 20 and 𝐿 = 32 sites at the phonon
frequencies 𝜔 = 𝜋/2𝐽 (left panel), 𝜔 = 𝜋/5𝐽 (central panel) and 𝜔 = 𝜋/10𝐽 (right
panel). While finite-size effects are clearly present in our results, the qualitative
behavior of 𝐶𝑘(𝑡) is the same for both system sizes at all considered frequencies.
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Figure 7.17: Bond dimension scaling for the momentum-dependent charge correlation
function at different frequencies. We used the same parameters as in Fig. 7.13 and com-
pute 𝐶𝑘(𝑡) for a system composed of 20 sites (left) and 32 sites (right), varying the bond
dimension 𝑚 = 1500, 2000, 2500.

Next, we study the convergence of 𝐶𝜋 (𝑡) at the three different considered
phonon frequencies w.r.t. the bond dimension, employing 𝑚 = 1500, 2000, 2500.
While for both 𝐿 = 20 sites (left) and 𝐿 = 32 sites (right), 𝐶𝑘(𝑡) is well-converged
at small (blue lines) and intermediate frequencies (green lines), for large frequen-
cies, some deviations are present at late times. These can be attributed to the fact
that for 𝜔 = 𝜋/2𝐽 , a slightly higher number of phonons is excited during the
dynamics (see panel a in Fig. 7.15) and a significantly large number of phonon
sectors contribute to 𝐶𝑘(𝑡) (see panels b and c in Fig. 7.15).

Subsequently, we compare the PST-sampled 𝐶𝑘(𝑡), which we considered
in Fig. 7.15, to the exact value at different times for 𝜔 = 𝜋/2𝐽 and 𝜔 = 𝜋/10𝐽 .
Overall PST is quite precise, but slightly larger deviations are seen for the large
phonon frequency (red dots) than for the small one (blue dots). This can be at-
tributed to the significantly wider global phonon distribution function 𝒫 (𝑁 ph)
in the former case (see Fig. 7.15), which makes it harder to sample. The errorbars
correspond to the statistical error (see Eq. (2.22)) and slightly underestimate the
deviation from the exact results.
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Figure 7.18: Accuracy of PST at different phonon frequencies. For the same physical
and numerical parameters as in Fig. 7.15, we compare the exact time-dependent charge
correlation at 𝑘 = 𝜋 with the PST sampled one.

Finally, we compare the dynamics of the exact momentum-dependent pairing
correlations 𝑃𝑘(𝑡) (Eq. (7.14)) to those obtained with the effective model Eq. (7.15).
As for the charge correlations (see Fig. 7.14), the effective model captures well the
qualitative behavior of 𝑃𝑘(𝑡). In particular, 𝑃𝑘(𝑡) is flattened in momentum space
at a large phonon frequency (left panel). The oscillations displayed by the exact
model are, however, underestimated in the effective description.

7.3 Summary and outlook

In this chapter, we demonstrated the utility of phonon state tomography (PST)
(see Section 3.3) by studying the non-equilibrium properties of a metal whose
phonons are excited by a pump pulse at an initial time.

In Section 7.1, we showed that, by decomposing electronic observables into
contributions from different phonon sectors 𝑁 ph, PST allowed us to determine
that the electron double occupancy 𝐷(𝑡) correlates with the number of phonon
excitations present. In contrast, the staggered magnetic correlation 𝑀(𝑡) anticor-
relates with it (see Fig. 7.3). Moreover, by modeling different optical pulses, we
found that while the long-electron dynamics are insensitive to the local phonon
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Figure 7.19: Momentum-dependent pairing correlations in the exact and in the effective
model. We employed the same physical and numerical parameters as in Fig. 7.13.

probability distributions induced by these pulses (Fig. 7.4), the shapes of the
global phonon distribution can be controlled to increase specific electronic correl-
ations (Fig. 7.5). PST thus allows us to make a connection between the underly-
ing electronic correlations and phononic observables measured in direct phonon
probes (Fig. 7.2), which are potentially relevant to experiments based on diffuse
x-ray and electron scattering [205, 207]. This could help interpret the ultrafast
electron diffraction and x-ray diffuse scattering on cuprate superconductors (e.g.
Bi2Sr2CaCu2O8+𝛿 and YBa2Cu3O6+𝛿 ) under resonant excitation of the 𝑐-axis ap-
ical oxygen distortions [42].

In Section 7.2, we studied the role of the phonon frequency on the long-
time dynamics of a photoexcited metal analyzing momentum-resolved correla-
tion functions. At large phonon frequencies, a quick flattening of the charge
correlation 𝐶𝑘(𝑡) and a PST decomposition corroborated the picture of phonon-
induced disorder proposed in Ref. [198]. Instead, surprisingly, at small phonon
frequencies, we found a significant enhancement of 𝐶𝜋 (𝑡), indicating a light-in-
duced CDW tendency. The decrease of the impact of phonon-induced disorder at
small phonon frequencies was accompanied by a narrowing of the global phonon
distribution function 𝒫 (𝑁 ph). This observation raises the question of whether a
narrow 𝒫 (𝑁 ph) is a necessary condition for the emergence of long-range order,
as broad phonon distributions favor the onset of disorder. It would be interesting
to apply PST to compute the global phonon distribution in ordered and disordered
equilibrium phases of well-studied models (such as, for instance, the CDW phase
and the metallic Luther-Emery phase in the 1D Hubbard-Holstein model [211])
to address this question.

In another context, it would be interesting to apply PST to the setups con-
sidered in Chapter 6, i.e. the dynamics of excitons in structured environments [31,
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65]. Accessing 𝒫 (𝑁 ph) could enable us to estimate the temperature-dependence
of the two-triples yields in the singlet fission process from a single simulation.
PST could also straightforwardly be adapted to open quantum systems dynamics
via pure-state unravelings [1, 18].



Chapter 8

Dissipation-induced bipolaron localiza-
tion

“How does dissipation affect quasiparticles in the Hubbard-Holstein model?”

This chapter investigates the physics of electrons coupled to dissipative
phonons, i.e., phonons interacting with an external environment. Differently
from Chapter 7, we consider linear electron-phonon coupling and study the Hub-
bard-Holstein model, that we utilized in Chapter 4 to compare the numerical
accuracy and complexity of Markovian and non-Markovian methods. After in-
troducing the model in Section 8.1, we study global quenches in the electron-
phonon coupling and dissipation strength in Section 8.2. Then, we transform
the Hubbard-Holstein Hamiltonian into a polaronic representation using a Lang-
Firsov transformation and separate the single polaron and bipolaron contribu-
tions to the dynamics in Section 8.3. Equipped with these tools, in Section 8.4, we
analyze the impact of the dissipation on the bipolaronic quasiparticles. Surpris-
ingly, we find that strong dissipation does not affect the bipolarons’ stability, but
it tends to localize them. Finally, we conclude by discussing the interpretation of
the effect of dissipation in terms of non-projective measurements in Section 8.5.
This chapter is based on Ref. [1], written in collaboration with Martin Grundner,
François Damanet, Ulrich Schollwöck, Sam Mardazad, Stuart Flannigan, Thomas
Köhler, and Sebastian Paeckel.

8.1 The Hubbard-Holstein model

A minimal model for studying the complex interplay between electrons and lat-
tice vibrations is provided by the Hubbard-Holstein model [111], which describes
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spinful fermions locally coupled to Einstein phonons and in 1D reads

𝐻̂HH = − 𝐽
𝐿
∑
𝑗=1

∑
𝜎=↑,↓

( ̂𝑐†𝑗,𝜎 ̂𝑐𝑗+1,𝜎 + h.c.) + 𝑈
𝐿
∑
𝑗=1

𝑛̂𝑗,↑𝑛̂𝑗,↓

+ 𝜔
𝐿
∑
𝑗=1

𝑎̂†𝑗 𝑎̂𝑗 + 𝑔
𝐿
∑
𝑗=1

(𝑎̂𝑗 + 𝑎̂†𝑗 ) 𝑛̂𝑗 . (8.1)

Here, 𝑈 indicates the onsite electron-electron interaction, 𝜔 is the phonon fre-
quency, and 𝑔 denotes the electron-phonon coupling. The operator ̂𝑐†𝑗,𝜎 ( ̂𝑐𝑗,𝜎 ) cre-
ates (annihilates) a fermionic particle with spin 𝜎 on site 𝑗 while 𝑎̂†𝑗 (𝑎̂𝑗 ) creates
(annihilates) a phonon on site 𝑗. The first two terms represent the electron’s
hopping and Hubbard repulsion, respectively. The third term describes disper-
sionless phonons, and the last term represents the linear coupling of the electron
density to the phonon displacement. As in Chapter 4, we consider OBCs, set 𝐽 to
represent the energy unit and 𝐽−1 to denote the unit of time.

Eq. (8.1) offers a conceptually straightforward model for studying the interac-
tion between lattice vibrations and electronic degrees of freedom in the regime
of strong coupling. However, grasping the intricacies of the regime marked by
the competition between (spinless) fermion-phonon interactions and onsite Hub-
bard interactions presents a challenging numerical endeavor, even in equilibrium.
Over the past decade, significant numerical work has been undertaken to tackle
this challenge [34, 63, 212–216]. The phase diagram of the Hubbard-Holstein
model at half-filling sketched in Fig. 8.1 has been investigated comprehensively.
In the regime of large phonon frequencies, the picture of three different phases
has been established [63, 88, 211, 212, 217–219]. As the electron-phonon coup-
ling 𝑔/𝑈 approaches zero, a correlated spin-density wave (SDW) phase emerges,
reminiscent of a Hubbard Mott phase. Conversely, in the limit 𝑔/𝑈 ≫ 1, strong
phonon fluctuations push the system towards a Peierls state, also identified as
charge-density wave (CDW) phase. This limit becomes particularly clear when
the Hubbard-Holstein model is transformed into a polaronic representation using
a Lang-Firsov transformation [220]. The onsite Hubbard interaction experiences

a phonon-induced renormalization in this transformation, leading to 𝑈 → 𝑈 − 2𝑔2
𝜔 .

When the electron-phonon coupling is sufficiently strong, an attractive interac-
tion between the polarons becomes predominant, resulting in the spontaneous
breaking of the system’s translational symmetry. In the range of intermediate

couplings, where 𝑈 ∼ 2𝑔2
𝜔 , the system’s behavior is influenced by the interplay

between two opposing forces: attractive phonon-mediated interactions between
polarons and repulsive electron-electron interactions. This pushes the system
towards a metallic Luther-Emery phase [211].

A significant debate has revolved around whether this metallic regime might
also exhibit superconductivity. Presently, the consensus is that superconduct-
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Figure 8.1: Phase diagram of the Hubbard-Holstein model at a constant phonon oscil-
lation frequency 𝜔 = 2 𝐽 adapted from Ref. [63]. The colored arrows indicate quenches
from the Hubbard ground state at 𝑈 = 𝐽 into the SDW, the metallic, and the CDW phase.

ing correlations in this regime are overshadowed by charge correlations [63].
However, upon incorporating Gaussian or quartic anharmonicities in the phonon
potentials, a reinforcement of the metallic characteristics has been noted. This
prompts the question of whether anharmonic phonons could potentially promote
the metallic phase to a superconducting one [47, 48, 221].

Here, our focus lies in investigating the impact of a specific origin of anhar-
monicity: the dissipative coupling of phonons to an environment. We compute
the dissipative dynamics using both theMarkovian-embedded QJ (see Section 2.3)
and the non-MarkovianHOPS (see Section 2.5)methods. As outlined in Chapter 4,
in the QJ approach, the dissipative dynamics are simulated by unraveling the
Lindblad equation 2.6, where 𝐻̂𝑠 is the Hubbard-Holstein Hamiltonian (Eq. (8.1))
and one jump operator 𝐿̂𝑗 = √𝜅𝑎̂𝑗 acts on every site 𝑗. Instead, for HOPS the ef-
fective Hamiltonian in Eq. (2.39) is constructed setting 𝐻̂𝑠 equal to the Hubbard
Hamiltonian (i.e. the upper line in Eq. (8.1)) and again 𝐿̂𝑗 = √𝜅𝑎̂𝑗 . Note that the
dissipative Hubbard-Holsteinmodel examined here can be derived from a broader
perspective, where electronic degrees of freedom are coupled to a global bosonic
environment (see Section 2.7).
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8.2 Dissipation and double occupancy

In a previous study [67], the influence of dissipation in the Hubbard-Holstein
model has been explored using the HOPS technique. Investigating global
quenches from a Neel state, the authors observed amplified superconducting cor-
relations. We connect to this work by studying the dynamics of the double occu-
pancy ⟨𝑛̂𝑗,↑𝑛̂𝑗,↓⟩ in the presence of phonon dissipation. We initialize the system in
the ground state of the Hubbard model (𝑔 = 0, 𝜅 = 0) at 𝑈 = 𝐽 , and quench to
the SDW phase (2𝑔2/𝜔 = 0.5 𝐽 ), the metallic phase (2𝑔2/𝜔 = 1.5 𝐽 ), and the CDW
phase (2𝑔2/𝜔 = 4 𝐽 ), as indicated by the arrows in Fig. 8.1. Moreover, we turn on
to either intermediate (𝜅 = 𝐽 ) or strong (𝜅 = 4𝐽 ) dissipation and compute the
dynamics using the HOPS method. In Fig. 8.2, we present the time evolution of
the double occupancy, focusing on the central site within a system containing 20
electrons. Upon quenching into the SDW region of the Hubbard-Holstein phase
diagram (illustrated by the green curves), we observe only a minimal depend-
ence on the strength of dissipation. This outcome aligns with the notion of pre-
dominant spin-spin correlations prevailing within the SDW phase, which remain
relatively unperturbed by phonon occupations. Conversely, upon performing a
quench into the CDW region (depicted by the blue curve), dissipation has a sig-
nificant impact. This can be understood as follows: For an isolated system, large
phonon fluctuations trigger charge correlations and promote the emergence of
double occupations within the Peierls phase. When strong dissipation is turned
on, the phonons’ occupations are reduced, attenuating charge correlations. In-
terestingly, the quenches to the metallic region (illustrated by the purple curve)
share resemblances with the behaviors witnessed in SDW quenches. The limited
dependence on the dissipation strength indicates a strong suppression of charge
correlations, even in the presence of moderate dissipation.

8.3 Polarons and bipolarons

The quenches from the Hubbard ground state into the Hubbard-Holstein model’s
different phases shown in Section 8.2 provide a first glimpse into the interplay
between dissipation and electron-phonon coupling. Now, we want to disentangle
the effect of dissipation from that of the electron-phonon coupling 𝑔. To do so,
we initialize the system in the ground state of the full Hubbard-Holstein model
and perform dissipative quenches by suddenly turning on 𝜅.

To study bipolaronic quasiparticles, we decompose the electronic annihilation
(creation) operators into distinct single-particle and two-particle operators,

̂𝑐𝑗,𝜎 = ̂𝑠𝑗,𝜎 + sgn(𝜎) ̂𝑠†𝑗, ̄𝜎 𝑑̂𝑗 , (8.2)
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Figure 8.2: Double occupancy dynamics after global quenches from theHubbard ground
state (lines with arrows in Fig. 8.1). We used HOPS and considered intermediate dis-
sipation 𝜅 = 𝐽 (solid line) and strong dissipation 𝜅 = 4 𝐽 (dashed line). The double
occupancy dynamics in the electron systems depend more strongly on the phonon loss
rate for large electron-phonon coupling 𝑔. We simulate a system with 𝐿 = 20 sites, a time
step 𝑑𝑡 = 0.01 𝐽−1 and compute |𝒬| = 200 trajectories, using 𝑘max = 40 local basis states
and a max. bond dimension of 𝑚 = 2000 fixing the discarded weight to 𝛿 = 10−10.

where ̂𝑠𝑗,𝜎 = ̂𝑐𝑗,𝜎 (1 − 𝑛̂𝑗, ̄𝜎 ) and 𝑑̂𝑗 = ̂𝑐𝑗,↓ ̂𝑐𝑗,↑ and we indicate spin conjugation with
̄𝜎 [37]. After implementing a Lang-Firsov transformation [220], the Hubbard-

Holstein Hamiltonian becomes

𝐻̂LF = −𝐽 ∑
𝑗,𝜎

(𝐷̂†
𝑗 (

𝑔
𝜔) ̂𝑐†𝑗,𝜎 ̂𝑐𝑗+1,𝜎 𝐷̂𝑗+1 (

𝑔
𝜔) + h.c.) + 𝑈eff∑

𝑗
𝑛̂𝑗,↑𝑛̂𝑗,↓ + 𝜔∑

𝑗
𝑎̂†𝑗 𝑎̂𝑗

= ∑
𝑗
𝑈̂ 𝑏𝑝
𝑗 − 𝐽 ∑

𝑗
( ̂𝑇 𝑏𝑝𝑗,𝑗+1 +∑

𝜎
̂𝑇 𝑝𝑗,𝑗+1,𝜎) + 𝜔∑

𝑗
𝑎̂†𝑗 𝑎̂𝑗 ,

(8.3)

where 𝑈eff = (𝑈 − 2𝑔2
𝜔 ) and we introduced the bipolaron potential energy 𝑈̂ 𝑏𝑝

𝑗 =
𝑈eff𝑑̂†𝑗 𝑑̂𝑗 , the displacement operator 𝐷̂†

𝑗 ( 𝑔𝜔 ) = 𝑒𝑔/𝜔(𝑎̂†𝑗 −𝑎̂𝑗), and the polaronic and

bipolaronic hopping operators, 𝑇 𝑝𝑖,𝑗,𝜎 and 𝑇 𝑏𝑝𝑖,𝑗 , respectively:

̂𝑇 𝑝𝑖,𝑗,𝜎 = 𝐷̂†
𝑖 (

𝑔
𝜔) ̂𝑠†𝑖,𝜎 ̂𝑠𝑗,𝜎 𝐷̂𝑗 (

𝑔
𝜔) + h.c. , (8.4)
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̂𝑇 𝑏𝑝𝑖,𝑗 = 𝐷̂†
𝑖 (

𝑔
𝜔) 𝑑̂

†
𝑖 (∑

𝜎
̂𝑠𝑖,𝜎 ̂𝑠†𝑗,𝜎) 𝑑̂𝑗𝐷̂𝑗 (

𝑔
𝜔) + h.c. . (8.5)

By evaluating the complete hopping matrix ̂𝑇 𝑏𝑝𝑖,𝑗 , we can examine the kinetic en-
ergies 𝑡𝑘 of bipolaronic quasiparticles. This analysis involves the diagonalization
of the matrix ⟨ ̂𝑇 𝑏𝑝𝑖,𝑗 ⟩ ≡ 𝑡𝑏𝑝𝑖𝑗 , where the eigenstates are denoted by quasi-momenta
𝑘𝑛 ≡ 2𝜋

𝐿 𝑛 and correspond to eigenvalues 𝑡𝑘1. Using the kinetic energies, we com-
pute the maximum effective quasiparticles’ velocity 𝑣eff by discretely differenti-
ating at 𝑘eff = 𝜋 . Within the quasiparticles’ perspective, we introduce a mass
estimation for the bipolaronic quasiparticles through the following relation:

𝑚eff =
𝑘eff
𝑣eff

= 𝑘eff (
Δ𝑡𝑘
Δ𝑘 |𝑘eff

)
−1

. (8.6)

In scenarios where stable bipolaronic quasiparticles exist within the system, the
value of 𝑚eff indicates the smallest quasiparticle mass. Consequently, this para-
meter serves as an indicator of their degree of mobility.

This interpretation becomes readily apparent when examining the dissipative
quenches within the CDW phase depicted in Fig. 8.3 (right column). We notice
an almost constant energy band throughout the entire simulation time. This con-
stancy displays the insulating nature of the CDW phase, arising from localized
bipolarons. Conversely, within the SDW phase, we identify a single-particle gap,
indicating a small bipolaron effective mass. Within the metallic phase, the re-
sponse to dissipation strength is most pronounced: A robust initial metallicity
wanes as the system evolves in time, especially for 𝜅 = 4 𝐽 . In this case, the
closure of the single-particle gap implies the localization of bipolaronic quasi-
particles.

8.4 Bipolarons’ stability and localization
length

To assess the stability of bipolaronic quasiparticles, we further computed the av-
eraged bipolaronic binding energy [222]. Using Eqs. (8.4) and (8.5) this quantity
can be expressed as the difference between the site-averaged bipolaronic and po-
laronic energies

Δ𝐸 = 1
𝐿 ∑

𝑗
(⟨𝑈̂ 𝑏𝑝

𝑗 ⟩ + ⟨ ̂𝑇 𝑏𝑝𝑗,𝑗+1⟩ − ⟨ ̂𝑇 𝑝𝑗,𝑗+1,↑⟩ − ⟨ ̂𝑇 𝑝𝑗,𝑗+1,↓⟩) . (8.7)

1In the thermodynamic limit, this is equivalent to Fourier-transforming the hopping matrix.
However, for our 𝐿 = 20-sites-system, we found that the diagonalization procedure is less affected
by finite-size effects.
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Figure 8.3: Eigenvalues 𝑡𝑘 of the bipolaronic hopping matrix ̂𝑇 𝑏𝑝
𝑖,𝑗,𝜎 (see Eq. (8.5)) as a

function of time, after turning on dissipation to 𝜅 = 1 𝐽 and 𝜅 = 4 𝐽 in the three dif-
ferent regions of the Hubbard-Holstein ground state phase diagram (indicated by the
three circles in Fig. 8.1 ). In the SDW phase, a large single-particle gap indicates a small
bipolaronic effective mass (but, as we will display in Fig. 8.4, no stable bipolarons are
present in this phase). In contrast, the flat band in the CDW phase represents heavy bi-
polarons. Both phases are basically insensitive to dissipation. In the metallic phase, the
gap closing shows that strong dissipation 𝜅 = 4 significantly increases the bipolarons’
effective mass. We use the QJ method and the same parameters as in Fig. 8.2.

Here, Δ𝐸 > 0 implies unstable bipolarons, which tend to decay into two polarons.
Conversely, Δ𝐸 < 0 indicates stable bipolaronic quasiparticles.

In Fig. 8.4, the dashed lines (right axis) depict the bipolarons’ binding ener-
gies in the large-dissipation scenario. When turning on dissipation in the SDW,
Δ𝐸 remains constant and positive, indicating that bipolarons are unstable. This is
consistentwith the insulating character of the antiferromagnetic Hubbard ground
state. For the quench in the CDW phase, we find Δ𝐸 < 0, which, however, de-
creases by roughly a factor of two during the time evolution on a time scale com-
parable to one phonon oscillation period 𝜔. Nonetheless, the bipolaronic binding
energy remains relatively high throughout the entire time evolution, suggesting
the presence of stable bipolaronic quasiparticles. In the metallic regime, we also
observe a negative Δ𝐸 which, surprisingly, is nearly time-independent. There-
fore, in the metallic phase, even when strong dissipation is present, most pho-
nons that are bound into bipolaronic quasiparticles do not escape into the envi-
ronment. Note that these results are in good agreement with the time-dependent
double occupations shown in Fig. 8.2. In the metallic regime, the double occupa-
tion remains nearly unaffected by the dissipation strength, while the drop in the



128 Bipolarons’ stability and localization length

0 1 2 3 4
0

0.1

time 1/J

M
et
al
li
ci
ty

|�
E
| /
m

e
ff

g2 = 0.5 J

g2 = 1.5 J

g2 = 4.0 J

0

�1

B
in
d
in
g
en

er
gy

�
E

|�E/meff | �E

0
1

2
3

4
0

0.1

tim
e

1/
J

Metallicity |�E|/meff
g
2
=

0.5
J

g
2
=

1.5
J

g
2
=

4.0
J

0�
1

Binding energy �E

|�
E/

m
e
ff |

�
E

Figure 8.4: Binding energy (circles, right axis) and metallicity (crosses, left axis), after
the dissipative quenches at 𝜅 = 4 𝐽 from the three points in the Hubbard-Holstein phase
diagram considered in Fig. 8.1. Analyzing the sign of the binding energy Δ𝐸, we observe
the formation of stable bipolarons in the metallic and in the CDW phase, but not in the
SDW phase. Most interestingly, in the metallic phase, strong dissipation localizes the
bipolarons (the metallicity decreases) without disrupting their stability (Δ𝐸 is constant).

double occupancy during the dynamics within the CDW phase at 𝜅 = 4, 𝐽 occurs
on a similar time scale as the decrease in bipolaronic binding energy in Fig. 8.4.

The solid lines in Fig. 8.4 (left axis) depict the ratio between the absolute value
of the binding energy and the effective bipolaron mass. This serves as an indica-
tor of bipolaronic metallicity, where, with constant binding energies, larger ratios
indicate highly mobile bipolarons. The curves presented here offer a concise sum-
mary of our analysis, demonstrating the enduring insulating nature of both the
SDW and CDW phases, even when dissipation is introduced. Furthermore, we
observe a substantial reduction in metallicity within the metallic regime, attrib-
utable to the augmented quasiparticle mass of the bipolarons.

We delve deeper into the remarkable effect of strong dissipation on the
metallic phase by examining the bipolaron’s localization length 𝜉 2. This para-
meter can be derived from the connected correlation functions of the bipolaronic
density-density correlation matrix, as described in [223]. First we define the time-
dependent bipolaronic center of mass operator as ⟨𝑋̂𝑡⟩ ≡ ∑𝑗 𝑗⟨𝑛̂𝑑𝑗 (𝑡)⟩/𝐿, where
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Figure 8.5: Dissipation-induced bipolaron localization. Left y-axis (crosses): Relative
change of the bipolaron’s localization length 𝜉 2𝑡 after the dissipative quenches for 𝜅 = 4 𝐽
from themetallic region in theHubbard-Holstein phase diagram considered in Fig. 8.1, for
various system sizes. After a small increase at short timescales, the localization length
decreases for all considered system sizes. Right 𝑦-axis (circles): The time-dependent
bipolaron densities, apart from a small initial dip, are almost constant in time. This is
consistent with the constant binding energy found in Fig. 8.4.

𝑛̂𝑑𝑗 ≡ 𝑑̂†𝑗 𝑑̂𝑗 . Then, the localization length at time 𝑡 can be expressed as

𝜉 2𝑡 ≡ ⟨𝑋̂ 2𝑡 ⟩ − ⟨𝑋̂𝑡⟩
2

𝑁 𝑑𝑡
, (8.8)

with𝑁 𝑑𝑡 ≡ ⟨∑𝑗 𝑛̂𝑑𝑗 (𝑡)⟩. In Fig. 8.5, we illustrate the evolution of the relative change
(𝜉 2𝑡 −𝜉 20 )/𝜉 20 when introducing dissipation in the metallic phase for various system
sizes 𝐿 (solid lines, left 𝑦-axis). After an initial rise, primarily driven by the short-
term behavior of the bipolaron density, we notice a quick drop in the metallic
phase, implying the localization of bipolaronic quasiparticles. We have verified
that this localization is not an artifact of a diminished bipolaron population by
monitoring the bipolaron density ⟨𝑁̂ 𝑑𝑡 ⟩/𝐿 (right 𝑦-axis in Fig. 8.5).

Two key observations can be made: firstly, excluding the very short-term dy-
namics, the bipolaron density remains unaffected by the system size. Secondly,
there is no substantial decrease in the bipolaron density at later stages, align-
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ing with the constant binding energy observed (see Fig. 8.4). As a result, the
bipolaronic localization length is an additional quantity that, when considered
alongside binding energy and metallicity, indicates that dissipation localizes the
bipolaronic quasiparticles.

8.5 Summary and outlook

In this chapter, we studied the Hubbard-Holstein model, examining the role of
phonon anharmonicities originating from a dissipative interaction between the
phonons and an environment. This was motivated in part by the fact that recent
(semi-)analytical studies had indicated the potential enhancement of the metallic
phase when anharmonic phonons are considered (see Appendix C for a compar-
ison between the effect of dissipation and Gaussian anharmonicities on the occu-
pation of the phonon modes). Leveraging the PP-enhanced HOPS and QJ meth-
ods (see Chapter 4), we investigated the effect of dissipation on metallicity in the
Hubbard-Holstein model. For that purpose, we performed a series of quenches,
studying the formation of bipolarons, i.e., phonon-mediated bound two-electron
quasiparticles, and their metallicity. In this context, we defined metallicity as the
ratio between the bipolaronic binding energy and their effective mass. In the
metallic regime of the Hubbard-Holstein groundstate phase diagram, we found
that the time-dependent bipolaronic binding energy remains mainly unchanged,
i.e., the phonons that contribute to bound electron pairs do not tend to escape the
system. When studying the dynamics of bipolaronic kinetic energy, we noticed
the melting of the bipolaron’s single-particle gap for strong dissipation. Thus, dis-
sipation augments the bipolaronic effective mass, leading to an overall decrease
in bipolaronic metallicity. We complemented this analysis by computing the bi-
polaronic localization length, explicitly revealing the localization of bipolarons in
the presence of dissipation within the metallic regime. Additionally, we observed
that the bipolaronic binding energy exhibits significant stability against dissipa-
tion. This observation is particularly noteworthy, especially considering that the
calculated binding energies are on the order of 0.15 𝐽 , which is substantially smal-
ler than the investigated dissipation strengths of 𝜅 = 1𝐽 and 4𝐽 .

In a recent investigation, it was demonstrated that interactions with an envi-
ronment can be represented through measurements, which inhibit transport by
promoting the formation of decoupled clusters [224]. In the regime of strong
dissipation, this behavior bears a resemblance to the quantum Zeno effect [192].
In particular, the observation that intermediate levels of dissipation have little to
no significant influence on the dynamics (see Fig. 8.3), whereas strong dissipation
induces pronounced localization of the bipolarons, hints at the existence of a tran-
sition between a phase characterized by volume law entanglement and a quantum
Zeno phase, as described in [225]. Furthermore, it is important to emphasize
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Figure 8.6: Pictorial representation of dissipation-induced bipolaron localization. Dis-
sipation can be interpreted as repeated, non-projective measurements on the phononic
system. In the metallic phase (see Fig. 8.1), the coupling of the phononic degrees of free-
dom to a dissipative bath tends to localize the bipolarons. However, the binding energy
of bipolarons remains mostly unchanged, implying that bipolarons remain stable even
under strong dissipation.

that the non-projective measurements are exclusively conducted on the phononic
system, making the observed localization of bipolarons a potential manifestation
of an indirect quantum Zeno effect [226, 227]. The dissipation-induced bipolaron
localization is shown pictorially in Fig. 8.6.



Chapter 9

Conclusion and Outlook

In this thesis, we investigated the impact of quantum dissipative and vibrational
environments on various systems, ranging from qubits to excitons and electrons.
In recent years, themethodological advances in OQSwere boosted by the develop-
ment of digital quantum computers, but their applicability ranges much beyond
that, as we have shown here. In particular, OQS methods combined with effi-
cient MPS algorithms are ripe for studying many-body condensed matter models.
Nevertheless, there is still much room for improvement.

Dissipative dynamics can be efficiently described using the complementary
approaches of vectorization or pure state unravelings. In Chapter 2, we dis-
cussed such methods for Markovian, non-Markovian, and Markovian-embedded
setups. Importantly, pure state OQS methods can be easily combined with MPS
algorithms, with the only potentially critical point being the application of TDVP
to non-Hermitian Hamiltonians, as we outlined in Chapter 3. As future method-
ological improvements, using tree tensor networks [194] rather than MPS, espe-
cially when dealing with structured environments, could be beneficial. Moreover,
it would be intriguing to explore whether pure state unravelings could be used to
target steady states directly, avoiding the need to extract the zero-energy eigen-
state of the highly-dimensional vectorized Lindbaldian [25, 53].

The physics of OQS are so rich that, even in the simplest case of few-body sys-
tems weakly interacting with Markovian (i.e., memoryless) environments, there
are still numerous exciting phenomena to study. In Chapter 5, we considered
the anomalous thermalization phenomenon known as the Mpemba effect. We
defined a thermodynamically consistent Mpemba effect based on the non-equi-
librium free energy and went beyond Ref. [29] by providing a unitary transform-
ation 𝑈̂ that always exponentially accelerates the thermalization of any mixed
state. The transformation is based on the block structure of the Lindbladians de-
scribing thermalization processes, known as Davies maps, which implies that a
state’s coherences and populations evolve independently. The spectrum of the
Davies maps allows us to identify two cases: in one, an exact 𝑈̂ exists, and in
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the other, we obtain an approximated 𝑈̂ via a stochastic method based on the
Metropolis algorithm. Our results suggest that it would be interesting to study
in which dissipative quantum systems the Mpemba effect occurs typically (like
for colloidal particles for asymmetric potentials [28]) rather than only following
the application of a special unitary transformation. Moreover, we explored the
Mpemba effect in few-body systems using ED. To handle many-body systems, we
would need a more efficient method to obtain at least some of the lowest-lying
eigenvalues and eigenvectors of the (non-Hermitian) Lindbladian superoperator.
Building upon recent work which employs an Arnoldi scheme for the Lindbla-
dian [228], this could be achieved with MPS techniques.

When moving on to the methodologically more challenging setups of elec-
trons interacting with vibrational environments, we typically need to account
for the environment explicitly. In practical numerical calculations, it is then ne-
cessary to determine whether the best strategy is to adopt the non-Markovian de-
scription (i.e. a small system and a complicated environment) such as HOPS [26],
HEOM [229] or QUAPI [182], or a Markovian-embedded description (i.e. a
large the system and a simpler, Markovian environment). In Chapter 4, we stu-
died the Hubbard-Holstein model, which describes interacting electrons coupled
locally to dispersionless phonons, comparing the performance of HOPS to the
Markovian-embedded QJ approach. We found that despite displaying a remark-
ably similar numerical complexity in a vast parameter regime, QJ works best for
weak dissipation (for which the non-Hermitian part of the dynamics can be con-
sidered a small perturbation), while HOPS excels for strong dissipation, where
the short memory effects in the environments allow adopting a shallow hierarchy.
Moreover, while HOPS allows for larger truncations of the hierarchy depth, cor-
responding to the physical local dimension of the phonons for QJ, a smaller bond
dimension is required for QJ.

In Chapter 6, we investigated the performance of different numerical ap-
proaches for the description of exciton dynamics in structured vibrational en-
vironments, which can model, for instance, light-harvesting complexes [32]
and singlet fission in molecular crystals [31]. We argued that for these setups,
Markovian embedding schemes are the most flexible; non-Markovian approaches
are efficient only when considering smooth spectral densities and unitary descrip-
tions only for spectral densities characterized by few sharp peaks. In particular,
studying singlet fission, we found that the dissipation-enabled efficient fitting of
the spectral density yields a speedup of almost one order of magnitude compared
to the isolated-system description. Furthermore, studying the exciton dynamics
in the FMO complex, we showed that dissipation reduces both the occupation of
the vibrational modes and the overall system’s entanglement without affecting
the accuracy of the dynamics. These results point towards an important role of
dissipation as a resource for MPS calculations [24].

Studying the effect of vibrational environments on many body electron sys-
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tems out of equilibrium is an arduous task, but the recent advances in representa-
tion [35] and time evolution [36, 37] constitute an important step forward. How-
ever, the huge dimensionality of bosonic degrees of freedom does not complicate
only the description of vibrational environments but also the analysis of their
impact on the electrons. To address this challenge, we introduced phonon state
tomography (PST), a numerical method that enables decomposing an electron
wave function into contributions corresponding to different numbers of vibra-
tional excitations. In Chapter 7, we studied the dynamics of electrons in a 1D
metal following the photoexcitation of non-linearly coupled phonons and showed
that PST can help interpret the impact of phonon excitations on the electron sys-
tem. Specifically, we found that the electron double occupancy correlates with
the number of phonon excitations, while the staggered magnetization anticorrel-
ates with it. Moreover, broad optical pulses cause a stronger enhancement of
the electron double occupancy than narrow pulses with the same intensity. Cru-
cially, PST also allowed us to directly explore phonon-induced disorder, which
tends to localize the electrons at large phonon frequencies. For small phonon fre-
quencies, instead, we found a light-induced enhancement of long-range electron
correlation in the numerically-exact study of a many-body system. While the
calculations presented here were purely explorative, it would be interesting to
perform them with the parameters of a real material (for instance, a 1D cuprate,
including a Hubbard electron repulsion 𝑈 ), which would enable a direct exper-
imental comparison. We have focused on equal-time correlations functions be-
cause precise calculations of two-time correlation functions such as the optical
conductivity [41] require long simulation times following global quenches, which
are currently out of reach for electron-phonon systems. However, PST could en-
able the determination of an effective Hamiltonian for the electrons only, render-
ing the time evolution much cheaper. Furthermore, while here we demonstrated
the utility of PST to interpret the impact of an environment characterized by a
single vibrational frequency, it would be interesting to apply PST to more chal-
lenging structured environments. Finally, it would be highly desirable to move
to higher-dimensional systems, where one could potentially observe true light-
induced long-range order.

In conclusion, we considered the indirect effect of dissipation on electron
systems interacting with vibrational environments. In recent years, many ap-
proaches have been proposed to go beyond the toy-model of Einstein phonons,
i.e. harmonic oscillators. These include for instance dissipative phonons [49, 50]
and anharmonic phonons [47, 48]. Here, we used dissipation as an alternative
way to model more realistic phonons, implicitly accounting for phenomena like
phonon-phonon or phonon-impurity scattering. Studying the phase diagram of
the Hubbard-Holstein model, we found that strong dissipation has no significant
impact on the SDW and CDW insulating phases. Instead, in the metallic phase,
the mobility of bipolarons (i.e. Cooper pairs dressed by phonons) is strongly sup-
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pressed. However, they remain stable rather than decaying into two single po-
larons, as one would naively expect. We also showed that this corresponds to a
localization of the bipolarons in real space. Viewing dissipation as non-projec-
tive measurements on the phonons, this is reminiscent of an (indirect) quantum
Zeno effect [225], in which the measurement rate dictates the transition from a lo-
calized, area-law-entangled phase to a delocalized, volume-law-entangled phase.
Therefore, we believe that the dissipative Hubbard-Holstein model represents a
good example of a condensed matter model that can be investigated from the
perspective of quantum information theory.

Almost a hundred years have passed since the discovery of quantum mechan-
ics. While usually predictions on the end of physics are disproved in a spectacular
way (Philipp von Jolly [230] and Albert Michelson [231] are some of the most
famous examples in this regard), Paul A. M. Dirac might have been right in 1929
when he claimed that “the underlying physical laws necessary for the mathemat-
ical theory of a large part of physics and the whole of chemistry are thus completely
known” [232]. However, the ability to essentially solve the Schrödinger equa-
tion for increasingly complex systems has not only tremendously advanced our
understanding of solids and molecules but also led to crucial new insights in fun-
damental topics regarding the connection between quantum mechanics and clas-
sicality [12], computation [14], information [233], and topology [234], to men-
tion just a few. Much more modestly, in this thesis, we have explored some
specific open questions from some of the subfields initiated by quantum mechan-
ics, such as condensed matter physics, quantum thermodynamics, and quantum
chemistry, from the perspective of OQS. While much remains to be done, we be-
lieve that OQSmethods combined withMPS algorithms provide a versatile frame-
work in which many methodological and conceptual problems from the different
fields above can be addressed.
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156 Appendix

A Exact factorization of the Hubbard-Hol-
stein time evolution operator
When considering the dissipative Hubbard-Holstein model, both for lQSD and
nlQSD (see Section 2.4), the matrix elements of the non-Hermitian part of the
effective Hamiltonian can be computed exactly. Here, we examine the linear case
as given in Eq. (4.2) defining

𝐵̂ =
𝐿
∑
𝑗=1

[𝑍𝑙(𝑡)𝑎̂𝑙 − 𝜅
2 𝑎̂

†
𝑙 𝑎̂𝑙] (1)

and start by decomposing the exponential of the effective Hamiltonian using a
second-order Trotter decomposition:

𝑒−𝑖(𝐻̂HH+𝑖𝐵̂)𝛿𝑡 ≈ 𝑒𝐵̂𝛿 𝑡/2𝑒−𝑖𝐻̂HH𝛿𝑡 𝑒𝐵̂𝛿 𝑡/2 + 𝒪(𝛿𝑡3) . (2)

Next, we focus on the computation of the exponential 𝑒𝐵𝛿𝑡 . Since the terms acting
on each site commute, the expression

𝑒∑
𝐿
𝑗=1 [𝑍𝑗(𝑡)𝑎̂𝑗− 𝜅

2 𝑎̂
†
𝑗 𝑎̂𝑗]𝛿𝑡 = 𝑒[𝑍1(𝑡)𝑎̂1− 𝜅

2 𝑎̂
†
1 𝑎̂1]𝛿𝑡 𝑒[𝑍2(𝑡)𝑎̂2− 𝜅

2 𝑎̂
†
2 𝑎̂2]𝛿𝑡 … 𝑒[𝑍𝐿(𝑡)𝑎̂𝐿− 𝜅

2 𝑎̂
†
𝐿 𝑎̂𝐿]𝛿𝑡

is exact. We thus examine the expression for a single site, omitting the site sub-
script and the explicit time dependence of 𝑍 and define

𝐹 ≡ 𝑒[𝑍𝑎̂− 𝜅
2 𝑎̂†𝑎̂]𝛿𝑡 . (3)

Our objective now is to express this exponential as the product of two exponen-
tials. To achieve this, we apply the following theorem from Ref. [235]:

Given two operators 𝑋̂ and 𝑌̂ , if [𝑋̂ , 𝑌̂ ] = 𝑠𝑌̂ with 𝑠 ∈ ℂ, 𝑠 ≠ 2𝜋𝑖𝑛, 𝑛 ∈ ℕ, then
𝑒𝑋̂ 𝑒𝑌̂ = exp{(𝑋̂ + 𝑠

1−𝑒−𝑠 𝑌̂ )}.
Applied to Eq. (3), this theorem implies that

𝑒[𝑍 𝑎̂− 𝜅
2 𝑎̂†𝑎̂]𝛿𝑡 = 𝑒[−

𝜅
2 𝑎̂†𝑎̂+

𝑠
1−𝑒−𝑠 𝑍̃ 𝑎̂]𝛿𝑡 = 𝑒− 𝜅

2 𝑎̂†𝑎̂𝛿 𝑡 𝑒𝑍̃ 𝑎̂𝛿 𝑡 , (4)

where 𝑍̃ = 𝑍 1−𝑒−𝑠
𝑠 and 𝑠 = 𝜅

2𝛿𝑡 . With this, the factorized operator reads

𝑒[𝑍𝑎̂− 𝜅
2 𝑎̂†𝑎̂]𝛿𝑡 = 𝑒− 𝜅

2 𝑎̂†𝑎̂𝛿 𝑡 𝑒𝑍
1−𝑒−𝜅𝛿𝑡/2

𝜅𝛿𝑡/2 𝑎̂𝛿 𝑡 = 𝑒− 𝜅
2 𝑎̂†𝑎̂𝛿 𝑡 𝑒𝑍

1−𝑒−𝜅𝛿𝑡/2
𝜅/2 𝑎̂ . (5)

The operator 𝑒𝑍
1−𝑒−𝐾𝛿𝑡/2

𝜅/2 𝑎̂
does not conserve the bosonic particle number. To re-

store the 𝑈 (1) symmetry, we employ the PP mapping (see Eq. (7.3)), where we
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substitute the annihilation operator 𝑎̂ with 𝑎̂ ⊗ 𝑏̂†, with 𝑏̂† representing the balan-
cing operator acting on the bath site. We define the prefactor as 𝛾 (𝑍) obtaining

𝐹 = 𝑒− 𝜅
2 𝑎̂†𝑎̂𝛿 𝑡 𝑒𝛾 (𝑍)𝑎̂⊗𝑏̂† .

Our next objective is to determine the MPO representation of the dissipative
operator. To achieve this, we proceed by calculating the matrix elements:

⟨𝑛, 𝑛′| 𝑒− 𝜅
2 𝑎̂†𝑎̂𝛿 𝑡 𝑒𝛾 (𝑍)𝑎̂⊗𝑏̂† |𝑚, 𝑚′⟩ =

𝑒− 𝜅
2𝑛𝛿𝑡

∞
∑
𝑙=0

𝛾 (𝑧)𝑙
𝑙! ⟨𝑛| 𝑎̂𝑙 |𝑚⟩ ⟨𝑛′| (𝑏̂†)𝑙 |𝑚′⟩ =

𝑒− 𝜅
2𝑛𝛿𝑡 ∑

𝑙=0

𝛾 (𝑧)𝑙
𝑙! √

(𝑙 + 𝑛)!
𝑛! 𝛿𝑛+𝑙,𝑚𝛿𝑛′,𝑚′+𝑙 =

{
0, 𝑛 > 𝑚
𝑒− 𝜅

2 𝑛𝛿𝑡

(𝑚−𝑛)!𝛾 (𝑍)𝑚−𝑛√
𝑚!
𝑛! 𝛿𝑛′−𝑚′,𝑚−𝑛, otherwise.

(6)

We can express the rank-4 tensor 𝛿𝑛′−𝑚′,𝑚−𝑛 as

𝛿𝑛′−𝑚′,𝑚−𝑛 =
𝑑−1
∑
𝑎=0

𝛿𝑛′−𝑚′,𝑎𝛿𝑚−𝑛,𝑎 .

Hence, we obtain the exact MPO representation

𝑒− 𝜅
2 𝑎̂†𝑎̂𝛿 𝑡 𝑒𝛾 (𝑍)𝑎̂⊗𝑏̂† =

∑
𝑛,𝑚,𝑛′,𝑚′,𝑎

𝑒− 𝜅
2𝑛𝛿𝑡

(𝑚 − 𝑛)!𝛾 (𝑍)
𝑚−𝑛

√
𝑚!
𝑛! 𝑊

(𝑝)𝑛,𝑚
1,𝑎 𝑊 (𝑝𝑝)𝑛′,𝑚′

𝑎,1 |𝑛⟩ ⟨𝑚| ⊗ |𝑛′⟩ ⟨𝑚′| , (7)

where

{𝑊
(𝑝)𝑛,𝑚
1,𝑎 = 𝛿𝑚−𝑛,𝑎

𝑊 (𝑝𝑝)𝑛′,𝑚′
𝑎,1 = 𝑊̃ (𝑝𝑝)𝑛′,𝑚′

𝑎,1 = 𝛿𝑛′−𝑚′,𝑎 .
(8)

At this stage, getting the exact factorization of the effective Hamiltonian for
nlQSD is straightforward. We begin by introducing 𝜅 ⟨Ψ(𝑡)| (𝑎̂†𝑗 + 𝑎̂𝑗) |Ψ(𝑡)⟩ ≡ 𝑓 ,
focusing on a single site, and omitting the subscript 𝑗, resulting in:

𝑒(𝑍+𝑓 )𝛿𝑡𝑎̂− 𝜅
2 𝛿𝑡𝑎̂†𝑎̂ . (9)

The operator takes on the same form as Eq. (3), but with 𝑍 + 𝑓 in place of 𝑓 .
Consequently, the factorized operator reads:

𝑒(𝑍+𝑓 )𝛿𝑡𝑎̂− 𝜅
2 𝛿𝑡𝑎̂†𝑎̂ = 𝑒− 𝜅

2 𝑎̂†𝑎̂𝛿 𝑡 𝑒(𝑍+𝑓 )
1−𝑒−𝜅𝛿𝑡/2

𝜅/2 𝑎̂ . (10)

The MPO representation of this operator is provided by Eqs. (7) and (8), where

we set 𝛾 (𝑍) = (𝑍 + 𝑓 )1−𝑒−𝜅𝛿𝑡/2𝜅/2 .
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B Classical Liouvillians with detailed bal-
ance have real spectra
The analysis presented here was developed together with Oisín Culhane as part
of the project on the quantum Mpemba effect [2]. Following [236], we start by
defining the so-called Markovian inner product relative to the steady-state prob-
ability distribution |𝜏 ⟩ of the Liouvillian ̂ℒ 𝑐

(|𝜋1(𝑡)⟩ , |𝜋2(𝑡)⟩)𝑀 = ∑
𝑥

𝑝1(𝑥, 𝑡)𝑝2(𝑥, 𝑡)
𝑝𝜏 (𝑥)

, (11)

where |𝜋1(𝑡)⟩ and |𝜋2(𝑡)⟩ are arbitrary probability distributions and 𝑝1, 𝑝2, and 𝑝𝜏
are the elements of |𝜋1(𝑡)⟩, |𝜋2(𝑡)⟩, and |𝜏 ⟩, respectively. For the Liouvillian this
inner product is

(|𝜋1(𝑡)⟩ , ̂ℒ 𝑐 |𝜋2(𝑡)⟩)𝑀 = ∑
𝑥

𝑝1(𝑥, 𝑡)
𝑝𝜏 (𝑥)

∑
𝑦

⟨𝑥| ̂ℒ 𝑐 |𝑦⟩ 𝑝2(𝑦 , 𝑡) (12)

= ∑
𝑥,𝑦

𝑝1(𝑥, 𝑡)
𝑝𝜏 (𝑥)

⟨𝑥| ̂ℒ 𝑐 |𝑦⟩ 𝑝2(𝑦 , 𝑡) . (13)

The detailed balance condition reads

⟨𝑥| ̂ℒ 𝑐 |𝑦⟩
𝑝𝜏 (𝑥)

= ⟨𝑦| ̂ℒ 𝑐 |𝑥⟩
𝑝𝜏 (𝑦)

. (14)

Plugging this condition into Eq. (13) gives

(|𝜋1(𝑡)⟩ , ̂ℒ 𝑐 |𝜋2(𝑡)⟩)𝑀 = ∑
𝑥,𝑦

𝑝1(𝑥, 𝑡)
𝑝𝜏 (𝑦)

⟨𝑦 | ̂ℒ 𝑐 |𝑥⟩ 𝑝2(𝑦 , 𝑡) (15)

= ( ̂ℒ 𝑐 |𝜋1(𝑡)⟩ , |𝜋2(𝑡)⟩)𝑀 , (16)

Thus, the operator ̂ℒ 𝑐 is a self-adjoint operator under this inner product, which
implies that its spectrum is real.
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C Comparing Gaussian anharmonicities
and dissipation
Recent theoretical investigations have explored the impact of anharmonicities
on the characteristics of the metallic phase within the Hubbard-Holstein model.
These studies have suggested a propensity to stabilize light bipolarons, even at
higher electron-phonon couplings [48, 237]. This stabilization is a critical pre-
requisite for achieving high critical temperatures for bipolaronic, superconduct-
ing states [198, 222, 238–240].

In order to establish a link between our findings and the observed enhance-
ment of the metallic phase through Gaussian and quartic anharmonic alterations
of the phononic modes, we conducted a comparative analysis of the effects of
dissipation and the anharmonicities explored in previous studies [47, 48] on the
excitation probabilities of a single phonon mode. The thermal state for a single
harmonic oscillator ̂𝜌𝑒𝑞𝛽 = 𝑒−𝛽𝜔𝑛̂/Tr(𝑒−𝛽𝜔𝑛̂), is the steady-state solution to a Lind-

blad master equation characterized by the jump operators 𝐿̂1 = 𝑒−𝛽𝜔/2𝑎̂† and
𝐿̂2 = 𝑎̂, satisfying thermal detailed balance1. Combining these operators with
the jump operator for dissipation, denoted as 𝐿̂3 = √𝜅𝑎̂, we obtain the following
equation:

𝜕𝑡 ̂𝜌 = − 𝑒−𝛽𝜔 (12{𝑎̂𝑎̂
†, ̂𝜌} − 𝑎̂† ̂𝜌𝑎̂)

− (1 + 𝜅) (12{𝑎̂
†𝑎̂, ̂𝜌} − 𝑎̂ ̂𝜌𝑎̂†) , (17)

which is easily solved numerically for a finite-dimensional system. In Fig. C.1,
we present the excitation probabilities of three distinct systems: a harmonic os-
cillator 𝐻̂HO = 𝜔𝑎̂†𝑎̂ , an anharmonic oscillator with Gaussian anharmonicity
𝐻̂G(𝜆, 𝛾 ) = 𝐻̂HO + 𝜆e−𝛾(𝑎̂†+𝑎̂)2 , and a harmonic oscillator subject to dissipation
as described in Eq. (17). Dissipation has the opposite effect of Gaussian anhar-
monicities on the population of the excited phonon states. While the decay of
the excitation probability is reduced by Gaussian anharmonicities, it is enhanced
when considering dissipation. These observations can be linked to our examina-
tion of metallicity and the localization length: dissipation has a minimal impact
on the binding energy within the metallic phase (see Fig. 8.4). This suggests that
metallicity is primarily dependent on the mean free path length of bipolaronic
quasi-particles, which appears to be diminished by dissipation.

1This is the simplest instance of the more general Davies map [147] that we discuss in Sec-
tion 5.2.1.
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Figure C.1: Impact of dissipation and anharmonicities on the probability of exciting
bosonic modes. The yellow curve shows the excitation probabilities of a harmonic os-
cillator 𝐻̂HO at an inverse temperature of 𝛽 = 1. We compare these probabilities to
those obtained by introducing a Gaussian, quadratic anharmonicity 𝐻̂HO + 𝜆e−𝛾(𝑎̂†+𝑎̂)2
with 𝜆 = 0.05 𝐽 , 𝛾 = 0.05 (represented by the purple line), and by including dissipation
𝜅 = 1 𝐽 (illustrated by the blue data). Gaussian anharmonicities diminish the energy level
spacing, boosting the likelihood of populating highly excited states. On the other hand,
the effect of dissipation is to leak phonons into the environment, increasing the ground
state occupation while higher excitations are suppressed.
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