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Zusammenfassung

Verunreinigungen spielen eine entscheidende Rolle bei der Kombination eines heißen
Plasmazentrums mit einem kalten Plasmarand, die beide Voraussetzungen für den
Betrieb eines Kernfusionsreaktors sind. Verunreinigungen können das Plasmazen-
trum abkühlen und den Brennstoff verdünnen. Dies setzt strenge Grenzen für
die tolerierbaren Verunreinigungskonzentrationen, um thermonukleare Bedingungen
aufrechtzuerhalten oder sogar für die Stabilität der Plasmaentladung selbst. Gle-
ichzeitig sind gezielt eingebrachte Verunreinigungen unerlässlich, um die überschüssige
Wärme in einer Fusionsanlage abzuführen, bevor sie die Reaktorwände erreicht.

Diese Arbeit konzentriert sich auf die prädiktive Modellierung von Tokamaks
mit besonderem Schwerpunkt auf der selbstkonsistenten Wechselwirkung zwischen
Verunreinigungen und dem Plasma, wobei physikalisch basierte Modelle für den
Teilchen- und Wärmetransport verwendet werden. Zu diesem Zweck wird ein inte-
griertes Modell eingeführt, das Verunreinigungen und deren Strahlung einschließt.
Dieses kombiniert alle derzeit bekannten Elemente der lokalen Theorie des quasi-
linearen turbulenten und stoßbehafteten Verunreinigungstransports.

Es wird ein analytisches Modell eingeführt, das die Auswirkungen der toroidalen
Plasmarotation auf den stoßbehafteten Transport von Verunreinigungen beschreibt.
Diese Effekte sind entscheidend für die Beschreibung des Verhaltens schwerer Verun-
reinigungen, und es wird gezeigt, dass das Modell im Vergleich zu vollständigeren
Codes genau ist, sich aber besser für schnelle Anwendungen eignet.

Der Modellierungsablauf wird anhand von experimentellen Daten aus einer Viel-
zahl von Plasmen in ASDEX Upgrade validiert. Es wird gezeigt, dass das integrierte
Modell in der Lage ist, Messungen der Plasmaprofile, der Verunreinigungsdichten
und der abgestrahlten Leistungen von Entladungen im Low-Confinement-Regime
in Simulationen über den gesamten Plasmaradius bei verschiedenen Plasmaströmen
und Kombinationen von Plasmaheizungen zu reproduzieren. Darüber hinaus wird
die Kontrolle der Anreicherung schwerer Verunreinigungen durch zentrale Wellen-
heizung für eine Reihe von Entladungen im High-Confinement-Regime mit dominan-
ter Neutralstrahlheizung untersucht. Es wird gezeigt, dass der Modellierungsablauf
die experimentell beobachtete Abflachung der Wolframdichte im Plasmazentrum bei
zunehmender Wellenheizleistung quantitativ reproduziert, und die physikalischen
Grundlagen dieser wichtigen experimentellen Technik werden analysiert.

Mit dem validierten Modellierungsablaufs wird eine prädiktive Analyse der Wech-
selwirkung zwischen der Wolframstrahlung, der zur Aufrechterhaltung des Betriebs
im High-Confinement-Regime erforderlichen Zusatzheizleistung und der Fusionsleis-
tung im zukünftigen ITER-Reaktor vorgestellt. Die Anwendung von physikalisch
basierten Transportmodellen und die gekoppelte Entwicklung des Plasmas mit den
Verunreinigungen tragen zu einem besseren Verständnis des Betriebsbereichs bei.
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Abstract

Impurities play a critical role in the integration of a hot plasma core with a cold
plasma edge, which are both requirements for the viable operation of a nuclear
fusion reactor. Impurities can cool down the plasma core and dilute the fuel. This
sets stringent limits on the tolerable impurity concentrations in order to sustain
thermonuclear conditions or even for the survival of the plasma itself. At the same
time, purposefully-injected impurities will be essential to dissipate the excess heat
in a fusion device before it reaches the reactor walls.

This thesis focuses on the predictive modelling of tokamaks with particular em-
phasis on the self-consistent interaction between impurities and the background
plasma, using physics-based models to describe the transport of particles and heat.

For this purpose, an integrated modelling framework including impurities and
their radiation is introduced. It combines all presently known theoretical elements
in the local description of quasi-linear turbulent and collisional impurity transport.

An analytical model which describes the effects of toroidal plasma rotation on
the collisional transport of impurities is introduced. These effects are crucial to
describe the behavior of heavy impurities, and the model is shown to be accurate
with respect to more complete codes but better suited for fast applications.

The workflow is validated against experimental data from a variety of plasmas
in the ASDEX Upgrade tokamak. It is demonstrated that the modelling framework
is able to reproduce measurements of the main plasma profiles, the impurity den-
sities, and the radiated powers of low-confinement regime discharges in full-radius
simulations at different plasma currents and heating power mixtures, as well as of a
discharge with impurity seeding and a large radiated power fraction. Furthermore,
the control of heavy impurity accumulation with central wave heating is investigated
for a set of high-confinement regime discharges with dominant neutral beam heating.
The workflow is shown to quantitatively reproduce the experimentally-observed re-
duction of core tungsten peaking at increasing wave heating power, and the physics
behind this important experimental technique is analyzed.

Having validated the modelling workflow with impurities, a predictive study of
the high power and full current baseline scenario of the future ITER reactor is
presented. The analysis specifically investigates the interplay among the tungsten
edge concentration, transport and radiation, the auxiliary heating power required
to sustain the high confinement regime and the quality of the plasma confinement
and the consequent fusion performance. The application of physics-based transport
models and the coupled evolution of the main plasma and the impurities are shown
to contribute to a more solid definition of the domain of operational conditions which
allow the achievement of the main ITER targets.
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Chapter 1

Introduction

Nuclear fusion is the process that powers the stars, including our Sun, and con-
sequently it is the fundamental energy source for life on Earth. Harnessing fusion
power in a controlled and efficient way would provide humanity a clean, practically
inexhaustible, safe and geographically available energy source. This would con-
tribute to the solution of two crucial, coupled problems: supplying the increasing
energy demands of an ever-growing and industrializing world population, and doing
so without the emission of greenhouse gases to alleviate climate change. Over the
decades since the start of fusion research, an incomplete understanding of the rich
physics involved in fusion plasmas and numerous technological challenges have im-
peded achieving a net energy gain from fusion, but substantial progress has been and
is currently being made. The promising implications for humanity and the complex
physics involved make fusion energy an exciting and interesting research field.

1.1 Nuclear fusion and plasma physics

Fusing positively-charged atomic nuclei requires vast amounts of energy, sufficient to
overcome the long-range electromagnetic repulsion between them, such that short-
range nuclear forces bind them. The necessary kinetic energy of these nuclei, E ∼
10 keV, translates to extreme fuel temperatures, T = E/kB ∼ 108 K (where kB is
Boltzmann’s constant), at which matter only exists in the plasma state. This is the
basis for most challenges in controlled fusion: hot plasmas must be confined away
from reactor walls to avoid damaging the device and sustain the right conditions for
fusion reactions to occur. In Magnetic Confinement Fusion (MCF), magnetic field
configurations are used to trap the charged particles that constitute the plasma.

1.1.1 The D–T reaction

The most viable fusion reaction for controlled energy generation is the one between
deuterium (D = 2

1H) and tritium (T = 3
1H), two heavier isotopes of hydrogen (1

1H),
because it has the highest cross section and reactivity at lower temperatures [1].
The 17.6 MeV of energy produced per D–T reaction are carried by an alpha particle
(which is a helium-4 nucleus) and an energetic neutron, in 1/5–4/5 fractions:

D + T −→ 4
2He2+ (3.5 MeV) + 1

0n (14.1 MeV). (1.1)
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The neutrons are unaffected by the magnetic field, escape the plasma and subse-
quently deposit their kinetic energy to the walls of the reactor, producing the heat
for electricity generation or its use in heat-intensive industrial applications. The
charged alpha particles remain confined in the plasma and contribute to its heating.

The high energy density of its fuels is one of the main advantages of fusion energy,
typically needing only a few grams at any given moment for nominal operation.
For reference, chemical reactions release around 1 eV per reaction, compared to
17.6 MeV per D–T reaction. Deuterium is easily obtainable from seawater, however
tritium has a half-life of 12.4 years and is therefore not present in nature. It has to be
produced in a process called tritium breeding, which is currently planned to be first
tested in a real fusion environment in ITER [2,3], an experimental reactor currently
under construction in France. The neutrons generated in the D–T process react
with lithium (abundant in Earth’s crust) placed in the walls of the device, breeding
the tritium during operation of the MCF device (however sufficient availability of
this isotope for start-up of future reactors remains a challenge [4]). Present-day
experimental devices typically operate with deuterium, hydrogen or helium plasmas,
with the exception of a few dedicated campaigns with tritium aimed at generating
fusion power performed at the JET and TFTR devices [5–8].

1.1.2 Charged particle motion in electromagnetic fields

The principle behind MCF is that, due to the Lorentz force, charged particles follow
helical trajectories in the presence of a magnetic field B, with free motion along
the field lines and gyromotion around them. This motion is characterized by the
cyclotron frequency and Larmor radius (also called gyro-frequency and gyro-radius),

ωc =
|Ze|B
m

, ρL =
v⊥
ωc

=
mv⊥
|Ze|B

, (1.2)

respectively. Here, Ze is the charge of the particle, m is its mass and v⊥ is the velocity
component perpendicular to B. A particle will be confined in the perpendicular
direction if its Larmor radius is much smaller than the size of the device. This is a
fundamental condition for a magnetized plasma, and it leads to strongly anisotropic
dynamics in the directions parallel and perpendicular to the magnetic field.

The motion of the guiding center of the gyrating particles can be affected by
different mechanisms, leading to drifts, i.e. motion perpendicular to the magnetic
field. Particle drifts are generated by forces, where the E × B drift (caused by an
electric field E ⊥ B) is a particularly relevant case in fusion plasmas, and inho-
mogeneous magnetic fields that lead to the ∇B (grad-B) and curvature drifts [9].
Likewise, collective effects can lead to average plasma flows perpendicular to B, with
the relevant example of the diamagnetic drift, caused by pressure gradients.

1.1.3 Power balance in a fusion device

In order to achieve thermonuclear conditions, both external and intrinsic heating
mechanisms are typically present in a fusion plasma. In stationary operation, the
total heating power (Pheat) must balance the plasma energy losses (Ploss), or explicitly

Pheat = Ploss −→ Paux + Pα + Pohm = Ptransp + Prad. (1.3)
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The external heating systems that generate the auxiliary power Paux are briefly
discussed in section 1.2.2, along with the intrinsic self-heating alpha power Pα and
the Ohmic heating Pohm (present if there is a loop voltage around the plasma).
The power losses are due to radial heat transport and processes that radiate energy
away from the plasma, leading to the Ptransp and Prad terms respectively. Transient
events, such as Edge-Localized Modes (ELMs) and other magnetohydrodynamic
(MHD) activity, can cause additional losses of particles and energy [10,11].

The ability of a fusion plasma to retain its energy is quantified by the energy
confinement time, formally defined as the e-folding relaxation time of the thermal
energy stored in the plasma (Wth) due to losses,

τE =
Wth

Ploss

, Wth =
3

2

∫
V

p dV, (1.4)

where p is the total plasma pressure and V is the confined plasma volume. A high
τE is naturally desired for a better fusion performance, since it is a measure of the
efficiency of energy insulation in the plasma.

An ideal operational regime for a fusion device is ignition, where the alpha heat-
ing produced by the fusion reactions is able to compensate the energy losses and
maintain thermonuclear conditions by itself, rendering auxiliary heating unneces-
sary. Ignition can be achieved when the triple product of density (n), temperature
(T ) and confinement time exceeds a specific threshold [12], so the value of nTτE

serves as a figure of merit for the performance of a fusion device.
Full ignition is however not a strict requirement for viable energy generation,

as long as the power generated through fusion reactions, Pfus, is significantly larger
than the power invested for operation through auxiliary heating. This is quantified
by the fusion power multiplication factor, defined as Qfus = Pfus/Paux. Considering
unavoidable inefficiencies in power plant systems, commercial operation is expected
to requireQfus � 1 [13]. Break-even atQfus = 1 has so far not been achieved in MCF,
with a record of Qfus ≈ 0.64 set by the Joint European Torus (JET) [14]. Recently,
laser fusion experiments have demonstrated Qfus > 1 in nanosecond implosions
[15, 16], producing 3.15 MJ of fusion energy in December 2022. The current fusion
energy record is JET’s 69 MJ [17], set in its final campaign in December 2023.

The goal of next-generation fusion devices like ITER and SPARC is to demon-
strate the feasibility of nuclear fusion for energy generation, in the former case by
achieving Qfus = 10, producing 500 MW of fusion power from 50 MW of input
heating power [18], and in the latter by reaching Qfus > 2 [19] with Paux = 25 MW.

1.2 The tokamak

In order to avoid end losses during the motion of the charged particles along the
magnetic field lines, a toroidal geometry is typically used for the plasma. However,
a purely toroidal magnetic field Bϕ cannot provide stable confinement, due to the
drifts caused by its inherent 1/R dependence (where R is the major radius coor-
dinate of the torus) which lead to a fast loss of the plasma particles. A helical
magnetic field that connects the High Field Side (HFS) and Low Field Side (LFS)
of the device, compensating the outward drift of particles, is therefore necessary.
The two leading MCF concepts, the tokamak and the stellarator, differ in the way
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they generate such a field. In tokamaks, a poloidal field component Bθ is produced
by a toroidal current that is induced in the plasma, maintaining a 2D axisymmetric
configuration. In stellarators, a non-axisymmetric magnetic topology is generated,
typically employing complex 3D coils, without the need for a plasma current. The
main advantages of stellarators are an intrinsic steady-state operation and the avoid-
ance of current-driven instabilities. However, tokamaks have demonstrated superior
plasma confinement so far. The work of this thesis focuses on tokamaks, in particular
modelling ASDEX Upgrade (AUG) experiments and predicting ITER plasmas.

1.2.1 Magnetic configuration

Tokamaks employ an array of coil systems to provide the confining magnetic field.
The Bϕ component is generated by toroidal field coils, while the plasma current Ip
that produces the Bθ component is driven into the plasma by a central solenoid,
which acts as the primary winding of a transformer whose secondary winding is the
(conducting) plasma itself [20]. This inherently requires a transient state, leading
to a pulsed operation of tokamaks. Advanced scenarios with high non-inductive
current fractions are being developed for stationary operation [21], profiting from
current drive by external heating methods and the intrinsic bootstrap current (jbs)
generated by pressure gradients and the toroidicity of the system [22]. An additional
vertical field, necessary for plasma positioning and shaping, is produced by vertical
field coils. This magnetic configuration is shown in figure 1.1(a). Finally, smaller in-
vessel coils are used to correct field deviations and mitigate plasma instabilities [23].

A plasma equilibrium is reached when the compression force due to the magnetic
field and the current density j balances the expansion due to the pressure gradient,

∇p = j×B. (1.5)

In equilibrium, the axisymmetry of the tokamak guarantees the existence of
nested magnetic flux surfaces traced by non-closing field lines [24], where the pressure
is constant. This motivates the use of flux coordinates (ψ, θ, ϕ), where the radial
coordinate is given by regions of constant poloidal magnetic flux ψ and the angular
coordinates are given by the poloidal and toroidal directions (θ, ϕ) respectively. In
these coordinates, the magnetic field and current density take the useful form

B = I∇ϕ+∇ϕ×∇ψ, µ0 j = R2∇ · (R−2∇ψ)∇ϕ+∇I ×∇ϕ , (1.6)

where I(ψ) = RBϕ is a flux function, i.e. only a function of ψ. The helicity of the
magnetic field is characterized by the safety factor q, which measures the number of
turns B takes in the toroidal direction per turn in the poloidal direction, such that

q =
1

2π

∮
B · ∇ϕ
B · ∇θ

dθ, (1.7)

integrating along field lines in one poloidal turn. It increases with Bϕ and decreases
with Ip, and its name stems from the fact that it is an important parameter for
MHD stability, where in particular q > 2 at the edge is required [25]. The field
components can be related in a simple way for circular flux surfaces as Bϕ/Bθ ≈ q/ε.
The local inverse aspect ratio ε is defined as the ratio between the minor radius,
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Figure 1.1: (a) Schematic representation of a tokamak. (b) Magnetic equilibrium
in the divertor configuration, from a poloidal cross section of an AUG discharge.

r = (Rmax−Rmin)/2 at each flux surface, and the major radius at the magnetic axis,
R0. In conventional tokamaks with ε/q � 1, this leads to Bϕ � Bθ.

A final important element of the magnetic geometry of a tokamak is the plasma
boundary. Two main configurations have been historically employed. In the limiter
concept, a solid structure is inserted in direct contact with the plasma, defining its
Last Closed Flux Surface (LCFS). In the divertor concept, a magnetic configuration
with a null in Bθ is produced by an additional poloidal field using a divertor coil
current Id flowing in the same direction as Ip. The location of this null is called
the X-point, and the flux surface that passes through it is known as the separatrix,
which defines the LCFS of this configuration. A solid structure – the divertor – cuts
through the flux surfaces that surround Id, leaving the confined region to be the
closed surfaces surrounding Ip. Any particle that crosses the separatrix will then
follow the open field lines to strike the divertor targets, depositing their energy. In
general, the plasma outside the LCFS is known as Scrape-Off Layer (SOL), a narrow
region whose properties are crucial for the operation of a fusion device. Divertors
are currently favored over limiters, mainly due to reduced impurity contamination
of the main plasma, improved energy confinement and more efficient pumping of the
helium ash [26]. A divertor magnetic configuration is shown in figure 1.1(b).

1.2.2 Plasma heating

Different processes are employed to reach fusion-relevant temperatures in a tokamak.

The central solenoid provides a time-varying magnetic flux that induces a loop
voltage around the plasma. The resulting parallel electric field produces an Ohmic
current which also provides intrinsic Ohmic heating, caused by resistance to its
flow by electron-ion collisions. In practice, this method reaches limited tempera-
tures due to the decrease of plasma resistivity with temperature, as η ∼ T

−3/2
e .

Another self-heating mechanism is alpha heating, in which energetic alpha parti-
cles produced by fusion thermalize through collisions with the main plasma species,
transferring their energy. The alpha power, Pα ≈ Pfus/5, becomes comparable to
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the auxiliary input power at Qfus = 5 (by definition). This is still far from current
fusion performance but it is expected to be surpassed by ITER. Alpha heating will
be the dominant heating mechanism in fusion reactors.

External auxiliary heating is necessary in devices without significant fusion re-
actions (all present-day tokamaks) or to reach thermonuclear conditions in a reactor
starting from a cold plasma. Two main heating concepts are routinely applied in
current devices. In Neutral Beam Injection (NBI) heating, beams of energetic
neutral particles are introduced into the plasma, where they ionize and transfer their
energy by collisional thermalization. The particles must be neutral to penetrate
through the magnetic field. For electromagnetic wave heating, incident waves
couple to the plasma at certain resonant frequencies, transferring their electromag-
netic energy for kinetic energy of the particles. The Electron Cyclotron Resonance
Heating (ECRH) system uses waves at frequencies of ω ∼ ωce ∼ 100–200 GHz, in
the microwave range, while the Ion Cyclotron Resonance Heating (ICRH) operates
in radio-frequency, with ω ∼ ωci ∼ 20–100 MHz. There is also Lower Hybrid (LH)
heating at frequencies of a few GHz, resonating close to the frequency of a lon-
gitudinal oscillation of electrons and ions with ω ∼ ((ωceωci)

−1 + ω−2
pi )−1/2, where

ωpi = (e2ni/(ε0mi))
1/2 is the ion plasma oscillation frequency. Both NBI and wave

heating contribute to non-inductive current drive (jcd), while NBI also introduces
torque in the system which can lead to strong toroidal rotation of the plasma.

1.2.3 Confinement regimes

During the course of fusion research, an unfavorable behavior of energy confine-
ment that degrades with higher heating power was observed. The energy losses
due to temperature-gradient-driven microinstabilities increase faster than the stored
plasma energy as the heating power is increased. The temperature gradients cannot
be increased significantly past a certain critical gradient, because the heat diffu-
sivity grows non-linearly with temperature and its gradient, what is known as stiff
transport. The core temperature is directly coupled to the edge temperature, but
the latter is constrained by material limitations at the plasma facing components.

Fortunately, a spontaneous transition to an improved confinement regime takes
place after exceeding an input power threshold, leading to an abrupt two-fold in-
crease in τE [27]. This operational regime of high confinement is known as H-mode,
with the previously standard regime becoming the L-mode, for low confinement. In
H-modes a layer of strongly reduced transport develops at the edge [28], forming a
thin region of steep density and temperature gradients, named pedestal, as it lifts
the core profiles which have milder gradients [29]. Even though a degradation of
confinement with power is still present, the fact that the temperatures and density
at the top of this pedestal are significantly increased leads to higher boundary con-
ditions for the stiff core profiles inside the pedestal top, meaning that the stored
energy in H-modes is significantly higher than in L-mode.

Lacking a complete physical understanding of plasma transport, confinement can
also be described using empirical scaling laws. A widely-used scaling for τE in terms
of engineering parameters, developed using a multi-machine database [30], is

τE,IPB98(y,2) = 0.0562 I0.93
p B0.15

ϕ P−0.69
loss n 0.41

e A0.19
i R1.97 ε0.58 κ0.78, (1.8)
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where the parameters are measured in {MA, T, MW, 1019 m−3, – , m, – , –} re-
spectively, and ne is the line-averaged electron density, Ai is the average ion mass
number and κ is the plasma elongation. The quality of confinement of a particular
discharge can be characterized by the H-factor, defined as the ratio of the measured
confinement time to the value of a given scaling, e.g. H98(y,2) = τE/τE,IPB98(y,2).

H-modes are an attractive operational regime due to the better fusion perfor-
mance associated with higher confinement, but they also present drawbacks. Large
ELMs typically present in this regime lead to strong cyclical heat loads at the PFCs.
These are tolerable in current tokamaks but will not be allowed in reactors. The
development of operational scenarios that improve on these issues while retaining
good confinement is an important branch of present tokamak research.

1.3 Impurities and their role in the core-edge in-

tegration challenge of fusion devices

Any particle species in a fusion plasma other than the fuel ions and the electrons is
considered an impurity. Impurities are introduced intrinsically during operation of
the device: helium is produced in the fusion reactions, whereas different elements
enter the system due to plasma-wall interactions. Extrinsic impurities can also be
purposefully deployed into the plasma through gas puffing and pellet injection.

The operation of future fusion reactors requires the simultaneous fulfillment of
good core confinement (for better fusion power performance) and tolerable heat
and particle exhaust at the edge (to avoid damaging to the reactor structures). In
principle these two requirements seem incompatible, and the integration of a hot
core with a cold edge is a fundamental challenge in fusion research.

Impurities are an unavoidable component of fusion plasmas, and they play fun-
damental roles in this core-edge integration. Impurity accumulation in the core has
deleterious effects on fusion performance, mainly due to radiative cooling by heavy
impurities and fuel dilution by light impurities, and it must be avoided. On the
other hand, controlled injection of impurities at the edge is necessary to achieve an
acceptable power exhaust, since they radiate energy away uniformly, reducing the
localized heat flux at the divertor. In a fusion reactor, these effects are potentially
prohibitive and indispensable for operation, respectively. Modelling the transport
of impurities and their effects on the plasma is the main objective of this thesis.

1.3.1 Radiative cooling and fuel dilution

The choice of plasma-facing materials is delicate, as it can greatly impact plasma
performance. Historically, carbon fiber composite (CFC) walls have often been used
for their heat shock resistance without direct sublimation and the low charge number
Z of the material. However, in preparation for next-generation devices, several
machines have transitioned to all-metal walls. Tungsten (W) has been selected as
the material that will receive the peak heat fluxes at the divertors of ITER [31]
and SPARC [19]. Its advantages are low tritium retention (which is a show-stopper
for CFC walls in a reactor), low sputtering rate, and high melting point [31]. The
price to pay is the presence of a high-Z material that contaminates the plasma more
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efficiently. This makes tungsten a particularly relevant impurity in fusion. AUG is
an example of a device with full tungsten divertor and walls [32].

Two main deleterious effects on fusion plasma performance are caused by impu-
rities. The first of these processes is radiative cooling, in which impurities radiate
energy away from the plasma, cooling down the fuel below thermonuclear conditions.
The power radiated by impurities in a plasma can be calculated as

P imp
rad =

∫
V

ne
∑
z

nzLz dV (1.9)

where Lz [ W m3 ] is the cooling factor of the given species, which is a strong func-
tion of the electron temperature [33]. It encompasses different atomic processes
that lead to the emission of electromagnetic radiation. Line radiation emitted by
partially-ionized heavy impurities is typically the dominant radiation channel in
tokamak plasmas [34]. Other radiative loss mechanisms such as Bremsstrahlung
and synchrotron radiation are discussed in section 4.1.

10−5

10−4

10−3

c w
[−

]

1.0
3.0
5.0
7.0
9.0

Po
we

r [
M

W
] NBI

ICRH
Tota 
Prad

1.0

2.0

3.0

T e
(0

)[
ke

V]

1.0 1.5 2.0 2.5
time [ s ]

0.4

0.6

0.8

1.0

1.2

H
98

(y
,2

)[
−

]

Figure 1.2: Radiative collapse by tung-
sten accumulation in AUG pulse #30484.

Increased radiative cooling requires
more auxiliary heating to maintain
power balance at a given temperature.
A strong core accumulation of impuri-
ties can lead to radiation losses which
surpass the heating power in the plasma,
causing a radiative collapse. This is
exemplified in figure 1.2, where time
traces of AUG discharge #30484 show
that a large increase in core tungsten
concentration causes the radiated power
to exceed the total auxiliary heating at
around 2.3 s, leading to a prompt loss of
central electron temperature and degra-
dation of confinement (the H-factor de-
crease indicates that the H-mode is
lost). Shortly after Prad > Paux a dis-
ruption was triggered and the discharge
was terminated by the control systems.

The second detrimental effect of im-
purities is fuel dilution. The quasi-
neutrality property of plasmas indicates
that, macroscopically, the (negative)
electron charge density and the (posi-
tive) charge density of all the ions must
balance each other out, such that ne =∑
Zi ni. Since tokamaks are character-

ized by an upper limit on the allowed
electron density at a given current [35],
ne is typically actively controlled with the fuelling actuators to stay below this den-
sity limit. However, impurities entering the plasma act as electron sources when they
become ionized, meaning that the source of fuel neutrals injected in the plasma must
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be reduced, thereby decreasing the amount of fuel ions. In terms of the concentration
of each species, cσ = nσ/ne, this implies for the fuel ions that

cDT = 1− 2 cHe −
∑
z≥3

Z cz < 1, (1.10)

where the helium concentration is explicitly written because it is the one truly
unavoidable impurity in a reactor even in ideal conditions, being the product of the
D–T fusion process in the core. The produced fusion power is given by

Pfus =
1

4
Efus

∫
V

〈σv〉n2
DT dV =

1

4
Efus

∫
V

〈σv〉 c2
DT n

2
e dV (1.11)

where Efus = 17.6 MeV is the energy produced by each fusion reaction and 〈σv〉 is
the reactivity of the D–T process. At a given pressure, an increase in the impurity
content dilutes the D–T fuel, reducing the concentration of the hydrogenic isotopes.
It follows from equation (1.11) that concentrations of 5% He ash and 1% Ne (as
potential seeding species) yield a 36% reduction of the produced fusion power, as a
simple example. This effect is due mostly to low-Z impurities, which become fully
stripped at much lower temperatures and radiate via less intense Bremmstrahlung,
allowing for higher tolerable concentrations. High-Z impurities would cause a ra-
diative collapse long before they can significantly dilute the fuel.

The combination of light impurity content (e.g. helium ash) that dilutes the fuel
and heavy impurities that generate radiative energy losses (e.g. sputtered tungsten
transported into the confined plasma) can severely restrict the operational space of
a fusion reactor [36–38]. Predicting their behavior and effects is therefore essential.

1.3.2 Power exhaust and impurity seeding

Impurities can nonetheless be useful, even necessary, during the operation of a high-
power magnetic confinement device. Excess heat and particles crossing the separa-
trix are rapidly transported parallel to the open field lines through the scrape-off
layer, being deposited to the divertor targets. A suitable power exhaust scheme must
be implemented in next-generation fusion reactors such that localized overheating
of the targets is avoided and their erosion is limited. For currently envisioned tung-
sten divertors, tolerable power exhaust includes maintaining the heat loads below 10
MW m−2 (the operational limit of the material) and the target temperature below
5 eV (to avoid excessive sputtering) [31].

A promising technique to achieve these requirements is impurity seeding, in
which a controlled amount of impurities is injected such that the same radiative
dissipation of plasma energy that is so problematic in the core allows for the desired
colder peripheral conditions. If suitable species are used (low to mid-Z impurities
that become fully stripped at lower temperatures), the cooling factor Lz is maximum
at the plasma edge and low in the core. This energy is radiated volumetrically, so it
is deposited uniformly in a wider area on the reactor walls, unlike the energy carried
by charged particles which is deposited in a very localized region on the magnetic
strike points at the divertor targets.

Impurity seeding is routinely employed in present-day devices, in preparation
for high-power reactors for which it will be indispensable [39]. Figure 1.3 shows an
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example of an AUG experiment where high Argon (Ar) gas puffing was applied,
and bolometric measurements show a corresponding increase in the power radiated
inside the confined plasma, reducing the power crossing the separatrix.

Different gases are used for impurity seeding in fusion plasmas. Nitrogen (N)
is routinely applied for divertor cooling in AUG and JET [40]. However, being
chemically active, N can pose challenges for the tritium supply in future fusion
environments by forming tritiated ammonia (NT3) [41–43], affecting the duty cycle
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Figure 1.3: Radiated power measurements during a
phase without impurity seeding and one with high Ar-
gon seeding in AUG pulse #37041.

of the power plant. No-
ble gases are preferred in
this sense. Neon (Ne)
is an intermediate Z ele-
ment that is planned as the
primary seeding species in
the ITER baseline scenario
[44]. For reactors with
even higher core heating
by alpha power, like EU-
DEMO [45], more efficient
radiators with a higher Z
such as Ar, Krypton (Kr)
or Xenon (Xe) are con-
sidered to meet require-
ments of high core radiated
power fractions (frad =
Prad/Pheat > 50%) without

excessive fuel dilution [39]. Plasma scenarios with high impurity radiation are
presently being investigated to address power exhaust in future reactors [46–50].

1.3.3 Impact on confinement

The effect of impurities on energy confinement is an important aspect of plasma
scenarios with impurity seeding for power exhaust control. The presence of impu-
rities can reduce core turbulent heat transport by diluting the main ions, which
has a stabilizing effect on the turbulence [51–55], thereby increasing confinement.
However, the influence of impurity radiation on pedestal transport affects the sta-
bility of H-mode scenarios in general, and seeded H-modes in particular, leading
to mixed observations of plasma confinement degradation or enhancement [56–60].
The transition from carbon to metallic walls in AUG and JET led to a decrease on
the quality of confinement that could be partially recovered with seeding of low and
mid-Z impurities (N, Ne) [57,61,62]. Overall, the effects of impurity radiation, main
plasma confinement (core transport and pedestal structure) and impurity transport
couple non-linearly.

1.3.4 Other effects and uses of impurities in fusion plasmas

Impurities play a role in several other processes in fusion plasmas. Some are listed
below to illustrate the overarching influence of impurities in tokamaks, even if not
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all are directly of interest for this thesis.

• Disruptions are a very fast loss of thermal energy and plasma current [63].
They cause large heat loads during the thermal quench, electromagnetic forces
on the vessel walls during the current quench, and the formation of runaway
electron beams (electrons accelerated to relativistic speeds) [64]. Going to
reactor conditions, these effects are intolerable and need to be mitigated in
case they are triggered. Two main disruption mitigation systems are massive
gas injection (MGI) and shattered pellet injection (SPI), where a large amount
of impurities are introduced in very short time frame to terminate the discharge
in a more controlled way. These systems must satisfy stringent requirements
of rapid shutdown and uniform dissipation of plasma stored energy [65–67].

• An important diagnostic to measure ion temperatures, toroidal rotation speeds
and impurity densities is Charge-Exchange Recombination Spectroscopy (CXRS).
The physical principle of CXRS systems is the following: a neutral atom from
the NBI beam reacts with a fully-stripped low-Z impurity ion, transferring an
electron to the impurity. The impurity ion, now with charge Z−1, is left in
an excited state, subsequently relaxing into a lower energy level and emitting
a photon with a characteristic spectrum that is measured by the spectrome-
ters [68]. The intensity, Doppler shift and broadening of this spectrum pro-
vides information about the impurity ion temperature, velocity distribution
and density [69–71].

• The effective plasma charge, which is quantified as

Zeff ≡
∑

all ions Z
2
ion nion∑

all ions Zion nion

=

∑
i Z

2
i ni

ne
= 1 +

∑
z≥2

Z(Z − 1) cz ≥ 1 , (1.12)

characterizes the effect of all impurities in general on many collisional pro-
cesses. For instance, the plasma conductivity decreases with Zeff because there
are more highly-charged ions opposing the flow of electrons. A more resistive
plasma increases flux consumption and ultimately can affect the duration of
an inductive tokamak pulse. Likewise, impurities influence the interactions
between the energetic neutral beam from NBI and the plasma, enhancing the
ionization of beam neutrals (the fast ion birth rate is proportional to Zeff) and
increasing their thermalization [72, 73]. NBI current drive is possible because
the ion current caused by fast neutral ionization is not exactly balanced by
the electron current arising from slowing down processes, due to the presence
of impurities, such that jnbi ∝ (1− Znbi/Zeff) [74], with typically Znbi = 1.

• Periodic wall conditioning has been shown to increase plasma performance
and reproducibility of operational scenarios [75] by reducing contamination
with high-Z impurities and controlling recycling of hydrogenic isotopes at the
PFCs [76]. A routine technique at AUG is the boronization, in which a thin
coating of boron (B) is deposited on the walls. The erosion of the B layer
serves as a source of this species into the plasma, causing B to be a relevant
low-Z impurity in our transport analysis of AUG.
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1.4 Integrated modelling of tokamaks

Fusion plasmas are complex systems. Coupled physical processes span orders of
magnitude in temporal and spatial scales, from magnetohydrodynamic equilibrium
and stability, to particle gyromotion, to turbulence and the transport it causes,
to the full length of a tokamak pulse and the size of the device. Simultaneously,
external sources of heat, particles and magnetic flux can change in time as actuators
that the tokamak operators use to control the plasma.

To model such a system, it is useful to identify characteristic time and length
scales for these physical processes and separate them whenever possible, such that
different models for specific physics elements can be applied (instead of a single
model that covers all of the time and length scales) [77]. For example, since the
time scales of turbulence are much faster than the transport time scales, we can
consider turbulence saturation to develop almost instantaneously as compared to
the evolution of the temperature and density profiles.

Integrated modelling refers to the simulation of the fundamental quantities of
a fusion plasma, such as the radial profiles of temperature, density and current
and their time evolution, along with the magnetic equilibrium. For this purpose,
suitable models for transport, sources and magnetic geometry are necessary. This
is typically done by coupling, or integrating, separate modules for the calculation of
each of these physics and engineering elements. The code that we will use throughout
this thesis for integrated modelling of tokamak plasmas is ASTRA [78,79]. ASTRA
is a flexible modelling suite where different descriptions of transport, sources and
magnetic equilibrium are put together to obtain a comprehensive prediction of all
the required plasma profiles or for interpretative studies of experiments.

In tokamak geometry, the plasma configuration is determined by the Grad-
Shafranov equation, which is a convenient 2D form of the magnetic equilibrium
(equation (1.5)) in (R,Z) coordinates [25]. The toroidal symmetry of the tokamak
can be exploited to express the 3D vectors of magnetic field and current density in
terms of the scalar functions I (related to the poloidal current) and ψ (related to
the poloidal flux), like in equation (1.6). Different equilibrium codes can be selected
in ASTRA [80,81] to solve the (non-linear) Grad-Shafranov equation,

R2∇ ·

(
∇ψ
R2

)
= R

∂

∂R

(
1

R

∂ψ

∂R

)
+
∂2ψ

∂Z2
≡ ∆∗ψ = −µ0R

2 dp

dψ
− I dI

dψ
, (1.13)

for ψ(R,Z). The total plasma pressure, p = neTe+niTi, is determined by transport.
The heat transport equations describe the time evolution of the electron and ion
temperatures in the presence of sources and transport fluxes, such that

3

2

∂(neTe)

∂t
−∇ · (neχe∇Te) = qohm + qecr

e + qnbi
e + qicr

e + qαe − qrad − qcoll
e→i ,

3

2

∂(niTi)

∂t
−∇ · (niχi∇Ti) = qnbi

i + qicr
i + qαi + qcoll

e→i .

(1.14)

A stationary condition is reached when the temperature profiles develop a gra-
dient such that the fluxes due to Fourier-like heat diffusion balance the sources and
sinks of energy into the system.
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On the right-hand-side of equations (1.14) are the sources and sinks of heat,
in terms of power densities, deposited by the heating mechanisms and removed by
the radiative losses, with also the collisional heat exchange between electrons and
ions (present whenever there is a difference between their respective temperatures)
which couples both equations. The heat diffusivities χe,i characterize the capacity
of plasmas to lose heat, which is (unfortunately) very high: typical values of heat
diffusivities for plasmas (∼ 1.0 m2 s−1) are of the order of 107 times larger than the
heat diffusivity of room temperature water [82], for comparison.

The equations for the transport of particles are discussed in more detail later
on, with particular interest on the evolution equation for impurity densities. Fur-
thermore, the final transport equation in ASTRA is the current diffusion, which
determines the time evolution of the poloidal flux by assuming a longitudinal Ohm’s
law of the form j‖ = σ‖E‖ + jbs + jcd, where σ‖ is the parallel conductivity and E‖
is the parallel electric field due to the loop voltage around the tokamak.

Integrated models that simultaneously solve 1D transport equations and the 2D
equilibrium are commonly referred to as 1.5D modelling frameworks. The solution
of the equilibrium equation determines the magnetic geometry, which in turn affects
transport, from which the pressure gradient and current density in the equilibrium
are calculated. These equations are strongly and non-linearly coupled, which causes
tokamak modelling to be a complex endeavor. However, the continuous development
of predictive models over the last decades has allowed for the successful simulation
of tokamak plasmas [83], validating these capabilities on experiments and paving the
way for a more confident extrapolation to future reactors by means of theory-based
models instead of relying purely on empirical scaling laws.

1.5 Outline and objectives of this thesis

The main goal of this thesis is to self-consistently simulate the transport and ef-
fects of impurities in tokamak plasmas within the context of integrated modelling,
applying physics-based transport models only.

For this purpose, we shall first summarize the most relevant elements in the the-
ory of impurity transport in chapter 2. Chapter 3 will then present the derivation of
an analytical model for the calculation of collisional impurity transport coefficients
including the crucial effects of toroidal plasma rotation. With the addition of this
model, a modelling workflow which integrates impurity transport and radiation to
the ASTRA modules for the main plasma transport, heat and particle sources, and
magnetic equilibrium, will be developed and tested in chapter 4. The integrated
modelling framework will be employed in chapter 5 to simulate ASDEX Upgrade L-
mode plasmas from the magnetic axis to the separatrix including multiple impurity
species, to validate the model against a robust suite of diagnostics measuring the
main plasma profiles, the impurity densities and the radiated powers. In chapter 6,
we will demonstrate the capability of the workflow to quantitatively reproduce the
beneficial effects of central wave heating in controlling high-Z impurity accumula-
tion in the core of beam-heated H-mode plasmas. Having validated the workflow, we
will obtain predictions of the transport and effects of tungsten in ITER plasma con-
ditions at full current and high power. Finally, a summary of the results, concluding
remarks, and plans for future work will be provided in chapter 7.
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Chapter 2

Theory of impurity transport in
tokamaks

Unlike for the main plasma species, heavy impurity transport requires the descrip-
tion of parallel, collisional and turbulent transport simultaneously and on equal
footing. In this chapter we will review theoretical elements that will be important
for the modelling of impurities, particularly tungsten, in the following chapters.

2.1 Kinetic and fluid descriptions of plasmas

The motion of the O(1021 − 1023) charged particles in a fusion plasma can be de-
scribed self-consistently. Newton’s second law is considered for each particle, with
the acceleration being caused by the Lorentz force. The electric and magnetic fields
can be both externally applied and generated by the particles themselves, through
charge and current densities (which in turn depend on the position and velocity
of the particles) that serve as source terms in Maxwell’s equations. In practice,
however, describing a plasma in this way becomes computationally prohibitive.

A statistical description of the behavior of each plasma species can be constructed
instead, with the help of the distribution function fσ(x,v, t). Here, σ represents the
particle species (‘e’ for electrons, ‘i’ for main ions and ‘z’ for the different impurity
species), while (x,v) are the position-velocity coordinates in phase space and t is
time. The distribution function is defined such that its value at any point gives
the number of particles per phase space volume element at that point. The average
number density of particles in real space is then given by

nσ(x, t) =

∫
fσ d3v. (2.1)

Other relevant mean quantities can be obtained by taking velocity-space averages
of the distribution function. The mean or fluid velocity of the particles is

uσ(x, t) =
1

nσ

∫
vfσ d3v. (2.2)

The temperature of a species is defined as

3

2
Tσ(x, t) =

1

nσ

∫
1

2
mσ(v − uσ)2fσ d3v, (2.3)



2.1. Kinetic and fluid descriptions of plasmas 15

which is simply stating that the total energy is the sum of the kinetic energy of the
mean flow and the thermal energy due to random particle motion. A factor of the
Boltzmann constant is implied, so Tσ has units of energy. The pressure tensor is

Pσ(x, t) =

∫
mσ(v − uσ)⊗ (v − uσ)fσ d3v = pσ I + πσ, (2.4)

and it is usually decomposed into the isotropic pressure, which satisfies pσ = nσTσ,
and the anisotropic stress, described by the viscosity tensor πσ.

The evolution of the distribution function (and therefore of all the previous mean
quantities) under the influence of macroscopic forces, like electromagnetic fields, and
microscopic interactions, such as collisions, is governed by the kinetic equation

∂fσ
∂t

+ v · ∂fσ
∂x

+
qσ
mσ

(E + v ×B) · ∂fσ
∂v

=

(
∂fσ
∂t

)
coll

+

(
∂fσ
∂t

)
src

. (2.5)

Here, E and B are regarded as the macroscopic fields, whose variation due to the
discreteness of the charged particles is averaged out. The change in the distribution
function due to microscopic electromagnetic interactions (collisions) is grouped into
the collision operator Cσ[fσ] = (∂fσ/∂t)coll. Sources, such as heat and particles
deposited by auxiliary heating systems, are described by the (∂fσ/∂t)src term.

The fluid description of a plasma consists of relating the different mean plasma
quantities, equations (2.1)–(2.3), to the corresponding fluxes

Γσ =

∫
vfσ d3v, Πσ =

∫
mσv⊗v fσ d3v, qσ =

1

2

∫
mσ(v−uσ)2(v−uσ)fσ d3v,

(2.6)
by taking velocity moments of the kinetic equation. Here, the terms are the particle
flux, the stress tensor (comprising momentum fluxes) and the heat flux. A suitable
closure relation must be imposed, because the equation resulting from the kth mo-
ment of fσ involves fluid quantities that are solved for in the equation of the (k+1)th

moment. The dependence on velocity space is averaged out and some kinetic effects
can be lost. On the other hand, in the kinetic description of a plasma one solves
the kinetic equation for the distribution function, which is then integrated to obtain
macroscopic quantities of interest. More physics is retained, however solving the
full (6+1)D equation can become computationally impractical, in particular in the
presence of a complex magnetic geometry and stochastic fluctuations of the system.

2.1.1 Scale separation in magnetized plasmas

Gyromotion

The presence of a strong magnetic field introduces characteristic length and time
scales: the gyroradius and gyrofrequency (equation (1.2)). A crucial condition for
confinement is to have a small gyroradius compared to the size of the reactor, which
sets a lower limit on the necessary strength of B; in turn, large magnetic fields lead
to fast particle gyration. At typical B∼ 3 T, Tσ∼ 5 keV we have (ρe, ω

−1
ce )∼(µm, ns),

(ρi, ω
−1
ci )∼(mm, µs). We are often not interested in the exact position of a particle
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along its gyro-orbit but rather on its general motion across the device. A useful co-
ordinate transformation is (x,v)→ (Xσ, v‖, v⊥, ϑ), with the guiding center position

Xσ = x− ρσ = x− b× v

ωcσ
, (2.7)

and decomposing the velocity of a particle into the directions parallel and perpendic-
ular to the magnetic field (since the dynamics in these directions are very different),
the latter being restricted by gyration, such that

v = v‖b + v⊥(cosϑ e2 − sinϑ e1), e2 × e1 = b ≡ B/B, (2.8)

where the gyro-angle ϑ satisfies ϑ̇ = ωcσ. We can then reduce the dimensionality of
the kinetic equation by removing the explicit dependence on ϑ with the gyro-average

〈y(x)〉ϑ =
1

2π

∮
y(Xσ + ρσ(ϑ)) dϑ ≈ y(Xσ), (2.9)

allowing us to have kinetic models with less stringent computational demands which,
while still expensive, are more easily within reach of modern computational power.

A useful property of the gyro-average is that finite Larmor radius (FLR) effects
can be retained in Fourier space as multiplication by a Bessel function,

〈y〉ϑ =
∑
k

yk e
ik·Xσ

1

2π

∮
eik⊥ρσ sinϑ dϑ =

∑
k

J0(k⊥ρσ) yk e
ik·Xσ , (2.10)

where k⊥ is the wavenumber perpendicular to the magnetic field.

Turbulent fluctuations

The thermodynamic gradients in a fusion plasma act as sources of free energy that
can drive unstable a wide spectrum of micro-instabilities, which can amplify stochas-
tic fluctuations in the electromagnetic fields, plasma density and temperature. This
leads to plasma turbulence which, combined with the drift motion of particles caused
by an inhomogeneous magnetic field, is responsible for the majority of transport of
the main plasma species and a significant fraction of the transport of impurities.

Linear instabilities can grow and then saturate non-linearly. In core tokamak
plasmas, the most relevant types of turbulence are the Ion Temperature Gradi-
ent (ITG) mode (driven by ion temperature gradients), Trapped Electron Mode
(TEM) (driven by electron temperature and density gradients), and Electron Tem-
perature Gradient (ETG) mode, which are electrostatic micro-instabilities. Elec-
tromagnetic micro-instabilities, such as kinetic-ballooning and micro-tearing modes
(KBMs, MTMs), become relevant as the ratio between plasma and magnetic pres-
sures, β = p/(B2/2µ0), increases and as we approach the periphery of the plasma.

We can decompose quantities of interest into background and fluctuating parts,

fσ = Fσ + δfσ, φ = Φ + φ̃, (2.11)

where the left expression implies that also the fluid densities and temperatures will
have background and fluctuating components nσ + ñσ, Tσ + T̃σ. These are defined
such that time averaging over time intervals larger than the fluctuation timescales
(τ̃ � 1/ωturb, where ωturb is the fluctuation frequency) leads to 〈δfσ〉τ̃ = 0, ˜〈φ〉τ̃ = 0.
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Orderings

From our discussion in this chapter so far, we can identify different time scales and
length scales. We assume they can be ordered by the same small parameter as

Ḟσ/Fσ
ωturb

∼ ωturb

ωcσ
∼ δfσ

Fσ
∼ φ̃

Φ
∼
k‖
k⊥
∼ ρLσ
L⊥
≡ ρ∗σ � 1 . (2.12)

The first two terms are time scale orderings, and they indicate that fluctuations
are much faster than the evolution of the background plasma and that gyrofrequency
is much faster than the fluctuations. The next two are fluctuation amplitude order-
ings, which say that the fluctuations are small compared to the background fields
and mean fluid variables. The last two are length scale orderings. Respectively,
they indicate that the fluctuations perpendicular to the magnetic field happen on
much lower length scales as in the parallel direction (thus turbulence in tokamaks
is approximately 2D on the poloidal plane), and that gyro-radii are much smaller
than the characteristic scales of the background gradients (L−1

⊥ ∼ |∇p/p|). This
last condition allows for a local description of the plasma (in contrast to a global
description), in the sense that the plasma background does not change significantly
within a gyro-radius. Throughout this thesis we will limit ourselves to local models.

In L-modes or in the core of H-modes ρLσ � L⊥ is typically fulfilled, but it can
fail in the steep gradient region of the H-mode pedestal. Likewise, close to the last
closed flux surface and in the scrape-off layer the turbulent fluctuation amplitudes
can be comparable to the background quantity itself, and one needs to consider the
full distribution function and fields. This, in combination with the possible presence
of electromagnetic modes and modes at electron length scales like the ETG mode,
leads to a more complex edge turbulence compared to core turbulence.

The orderings of equation (2.12) allow us to expand both the background and
the fluctuating components of the distribution function, such that

fσ = Fσ + δfσ = F0σ + F1σ + F2σ +O(ρ3
∗σ)

+ δf1σ + δf2σ +O(ρ3
∗σ).

(2.13)

2.1.2 Drift-kinetic and gyrokinetic models

The motion of the gyro-center Xσ is determined by parallel motion (with respect to
B), perpendicular drifts vdσ (discussed next), and the turbulent E×B drift (consid-
ered separately since it causes the majority of turbulent transport), such that

dXσ

dt
= v‖b +

b×
(
µσ∇B/mσ + v2

‖ b · ∇b
)

ωcσ
+

b×∇Φ

B

+ 2v‖
Ω⊥
ωcσ
−
RΩ2

ϕ

ωcσ
b×∇R +

b×∇ ˜〈φ〉ϑ
B

= v‖ + vdσ + ṽE .

(2.14)

The drift velocity vdσ is composed of ∇B and curvature drifts (where µσ =
mσv

2
⊥/(2B) is the magnetic moment, an adiabatic invariant of motion), E×B drift

due to background potentials, Coriolis drift due to plasma angular velocity Ω ⊥ B,
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and centrifugal drift due to toroidal rotation with angular frequency Ωϕ. The drifts
due to the magnetic geometry are ubiquitous, the (non-turbulent) E×B drift is
present when an equilibrium radial electric field develops, and the rotational terms
are kept since they can be relevant for heavy impurities (which have lower thermal
speeds).

Inserting the expansion of fσ into the kinetic equation (2.5), the lowest-order
gyro-averaged equation has two surviving terms, parallel advection and collisions,

v‖b ·
∂F0σ

∂Xσ

= 〈Cσ[F0σ]〉ϑ , (2.15)

from where it can be shown that collisions drive the lowest order distribution function
towards a local Maxwellian in a frame of reference co-moving with the plasma [84],

F0σ(Xσ,v, t) = nσ(Xσ, t)

[
mσ

2πTσ(Xσ, t)

]3/2

exp

{
−mσ [v − uσ(Xσ, t)]

2

2Tσ(Xσ, t)

}
. (2.16)

A system in thermodynamic equilibrium described by a purely Maxwellian dis-
tribution function does not generate the radial transport of particles and energy that
is observed in fusion plasmas. Deviations from a Maxwellian distribution, fσ −F0σ,
need to be calculated by considering next orders in the kinetic equation.

The mean and fluctuating quantities can be separated via the turbulence average
〈·〉τ̃ . Then, we can find theO(ρ∗σ) correction to the background distribution function
F1σ, described by what is known as neoclassical theory, and the O(ρ∗σ) fluctuating
part of the distribution function δf1σ, described by gyrokinetic theory.

The first-order Drift-Kinetic Equation (DKE) for F1σ is [85]

v‖b ·
∂F1σ

∂Xσ

+ vdσ ·
∂F0σ

∂Xσ

=
∑
σ′

(
Cσσ′ [F1σ, F0σ′ ] + Cσσ′ [F0σ, F1σ′ ]

)
, (2.17)

and it can be solved to describe neoclassical transport. The right hand side is the
linearized collision operator, describing collisions between species σ and σ′, for which
models of increasing complexity can be used [86–88].

For the turbulent component, it is convenient to split the perturbed distribution
function into an adiabatic response and a gyrotropic distribution hσ,

δf1σ = −ZσeF0σ

Tσ
φ̃+ hσ(Xσ, v‖, v⊥, t) , (2.18)

such that in the collisionless limit, the first-order Gyrokinetic Equation (GKE) is

∂hσ
∂t

+
dXσ

dt
· ∂hσ
∂Xσ

=
ZσeF0σ

Tσ

∂ ˜〈φ〉ϑ
∂t
− ṽE ·

∂F0σ

∂Xσ

, (2.19)

where the right hand side terms act as sources. The solutions of equations (2.17)
and (2.19), and the fluid models derived from them, are discussed in the following
sections in terms of parallel and perpendicular particle transport they generate.
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2.2 Parallel transport and poloidal asymmetries

The fast transport parallel to the magnetic field lines determines the poloidal distri-
bution of the densities and temperatures of the plasma species on the flux surfaces.
Other important effects of parallel transport in tokamaks, like the bootstrap cur-
rent [22], are not considered in this section.

The densities of electrons and ions are typically poloidally symmetric, however
for heavy and highly-charged impurities there are several mechanisms that can lead
to poloidally asymmetric densities. In this section we will shortly summarize them,
providing a theoretical picture without diving into rigorous details. More compre-
hensive reviews of both experimental evidence and theory of poloidal asymmetries
in impurity densities can be found in [89,90].

We consider the steady-state momentum balance equation of an impurity species
by taking the first velocity moment of the drift-kinetic equation, such that

mσnσ (uσ · ∇)uσ = −∇pσ + Zσe nσ(−∇Φ + uσ ×B) + Fσ −∇ · πσ, (2.20)

where the macroscopic friction force is the first moment of the collision operator

Fσ =

∫
mσvCσ[F1σ] d3v. (2.21)

The parallel momentum balance equation is obtained by taking the projection
of equation (2.20) with b, such that

∇‖nσ
nσ

= −
Zσe∇‖Φ

Tσ
+
mσ∇‖u2

σ

2Tσ
+

Fσ‖

nσTσ
−

b · ∇ · πσ
nσTσ

, (2.22)

where ∇‖ = (b · ∇) and isothermal flux surfaces are assumed. Two main effects
related to the first two terms on the right hand side will be discussed next. The third
term, parallel friction, can have non-negligible effects on the poloidal distribution of
heavy impurities in conditions where the collisionality is very high or the gradients
are very strong [91–95]. However, these types of effects will not be included in the
modelling of this thesis, since they are rather limited to the very edge of the confined
plasma. The last term, parallel viscosity, is typically neglected.

2.2.1 Centrifugal asymmetries

The first effect, and most relevant for this thesis, that generates poloidally-asymmetric
heavy impurity densities is the centrifugal force that arises from the toroidal rota-
tion of the plasma. Tokamaks can present strong toroidal rotation speeds, primarily
due to the torque introduced by the NBI heating systems. While the main plasma
species are not strongly affected by these centrifugal forces, the larger mass of high-
Z impurities (like W) causes them to localize on the outboard side of the device
when the plasma rotates toroidally. This effect can be described by neglecting fric-
tion and viscosity in equation (2.22) and assuming rigid-body rotation with angular
frequency Ωϕ, such that

∇‖nz
nz

= −
Ze∇‖Φ
Tz

+
mzΩ

2
ϕ∇‖R2

2Tz
, (2.23)
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where R(r, θ) gives the major radius at all poloidal locations on a flux surface. This
can be integrated to obtain the poloidal distribution of the impurity density,

nz(r, θ) = nz(r, θ0) exp

{
−ZeΦ∗(r, θ, θ0)

Tz
+
mzΩ

2
ϕ

2Tz

[
R(r, θ)2 −R(r, θ0)2

]}
, (2.24)

where θ0 is a reference poloidal location, usually θ0 = 0 at the LFS. The perturbed
background potential is Φ∗(r, θ, θ0) = Φ(r, θ) − Φ(r, θ0). Since the potential can be
defined to be zero anywhere, we will take Φ(r, θ0 = 0) = 0 such that Φ∗(θ) = Φ(θ).

For convenience, we define the impurity normalized energy Ez as the sum of the
terms inside the brackets in equation (2.24), such that nz(r, θ) = nz(r, θ0) exp(−Ez).

The equilibrium electrostatic potential develops from the charge separation caused
by the differing centrifugal forces on the electrons and ions, leading to an electric
force that partially compensates the centrifugal force on the heavy impurity [96]. Φ∗

can be calculated analytically by imposing quasi-neutrality, assuming an adiabatic
electron response, bundling non-trace light impurities (with Z/A ∼ 1/2) into a Zeff

term with a density asymmetry equivalent to that of the main ions, and considering
the heavy impurities (with a stronger asymmetry) to be trace. In this way,

eΦ∗

Te
=

Zeff Ti
Zeff Te + Ti

R(r, θ)2 −R(r, θ0)2

R2
0

M2
i , (2.25)

assuming collisional thermalization of impurities with the main ions, Tz = Ti, which
we shall do throughout this thesis. Here, the main ion Mach number is defined as
the ratio between the toroidal rotation speed and the thermal speed of the main ion,

Mi(r) =
vϕ(r)

vti(r)
=

R0 Ωϕ(r)√
2Ti(r)/mi

. (2.26)

This normalized parameter will serve as a reference for the strength of the cen-
trifugal effects on impurity transport, which typically scale as M2

i . Typical values of
Mi in core plasmas of conventional tokamaks are 0.2− 0.3, but the highest recorded
value was obtained in KSTAR (which has low error fields), at Mi ≈ 0.8 [97]. For
ITER, the higher inertia of the plasma compared to the NBI torque means that the
expected rotation is low [98,99], at Mi ≤ 0.1.

Replacing equation (2.25) into (2.24), a useful expression for the asymmetry of
the impurity density can then be obtained as

nz(r, θ)

nz(r, θ0)
= exp

[
R(r, θ)2 −R(r, θ0)2

R2
0

M∗
z (r)2

]
, (2.27)

where the effective impurity Mach number is defined as

M∗
z

2 =

(
A

Ai
− Z

Zi

Zeff

Zeff + Ti/Te

)
M2

i , (2.28)

which is smaller than the usual impurity Mach number M2
z = (A/Ai)M

2
i due to

the compensation by the electrostatic potential. Note that this is the Mach number
that a heavy, trace impurity actually experiences, and it can still be super-sonic
(meaning, the rotation speed of the impurity is larger than its thermal speed) as
shown later on in figure 3.3(a). M∗

z is the central parameter used in the construction
of the analytical model for neoclassical impurity transport described in chapter 3.
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2.2.2 Temperature anisotropies

In plasmas with ICRH (and to a lesser extent, with NBI), ion species can present bi-
Maxwellian distributions with different temperatures in the directions parallel and
perpendicular to the magnetic field, T‖ ≤ T⊥. These temperature anisotropies (TA)
perturb the background electrostatic potential [100–103], which affects the poloidal
distribution of heavy impurity densities. In particular, TAs lead to an increased
trapping of fast ions on the low field side, modifying the background electrostatic
potential and pushing positively charged high-Z impurity ions to the high field side
(HFS), partially compensating the LFS localization due to centrifugal effects.

The temperature anisotropy is characterized by the factor η(θ) = T⊥(θ)/T‖ − 1.
A profile of T⊥(θ0)/T‖ is shown later on for an AUG discharge with ICRH, in figure
6.6. The perturbed potential can be approximated as [100]

eΦ∗TA

Te
≈ Zmfm ε cos θ

Zeff + Te/Ti

bc η

1 + (1− bc)η
, (2.29)

where fm = nm/ne is the fraction of the minority ion used for heating, Zm is its
charge, bc = Bres

i /B0, Bres
i is the magnetic field where the ICRH frequency matches

the fundamental cyclotron resonance of the minority ion, and B0 is the magnetic field
on axis. Of course if both rotation and temperature anisotropies are present, the
total perturbed electrostatic potential is the sum of equations (2.25) and (2.29). In
cases where the rotation is not very strong and the ICRH is high, inboard localization
of heavy impurities at the HFS can be observed [104].

2.3 Collisional impurity transport

Coulomb collisions between charged particles in a plasma give rise to classical and
neoclassical cross-field particle fluxes. In the case of classical transport, particles are
displaced from the magnetic field line they are gyrating around with a characteristic
diffusive step size of a gyro-radius (∆x ∼ ρL) and a time step of a Coulomb collision
time (∆t ∼ 1/ν). The classical diffusivity is on the order of Dcl ∼ (∆x)2/∆t ∼
νρ2

L
∼ O(0.01 m2 s−1), much lower than the measured transport which isO(1 m2 s−1).

Neoclassical transport arises from the modification, by collisions, of the guiding
center orbits in the inhomogeneous magnetic field of toroidal devices. If we average
over a flux surface, we obtain a net radial flux of particles because the magnetic
field is not uniform on a flux surface (B ∝ 1/R). This Flux Surface Average (FSA)
is defined as the volume average between infinitesimally adjacent flux surfaces,

〈Q〉 = lim
∆V→0

1

∆V

∫
∆V

Q dV =
∂

∂V

∫
Q dV , (2.30)

and it is useful to describe 2D quantities in a 1D picture.
The characteristic step size of neoclassical diffusion is related to the size of the

guiding center orbits, which is much larger than the Larmor radius. For exam-
ple, for trapped particles orbits (see next subsection) we have that ∆x ∼ qρL/

√
ε.

Likewise, the associated scattering time step is lower than the classical counterpart
(∆t ∼ ε/ν, in the banana collisionality regime), since collisions only need to de-
trap particles, rather than scatter them by 90°. Therefore, neoclassical transport
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is dominant over classical transport, typically by well over an order of magnitude:
Dncl ∼ (q2/ε3/2)Dcl ∼ O(0.1 m2 s−1), in this example of banana transport.

The remaining anomalous transport up to the measured levels is produced by
turbulent transport, which typically dominates for the main plasma species and light
impurities. However, for heavy impurities the poloidal asymmetries we discussed in
the previous section can greatly enhance the radial neoclassical transport, bringing
it to comparable or even dominant magnitudes compared to turbulent transport.

2.3.1 Trapped and circulating particle motion

The simultaneous conservation of µ ∝ v2
⊥/B and E ∝ v2

‖ + v2
⊥ implies that parallel

velocity must decrease as a particle drifts on its flux surface towards the high-field
side. If its initial parallel velocity is not sufficiently high, it will be reflected back
towards the low-field side. Particles that fulfill the condition v2

‖/v
2 < 1 − B/Bmax

(where Bmax is the maximum value of B on the flux surface) are effectively trapped
on the outboard of the torus, while all other particles can follow the field lines freely
and trace the entire flux surface. The guiding centers of the trapped particles follow
banana orbits, so called due to the shape of their projection on the poloidal plane.
These orbits are shown in figure 2.1, with the toroidal precession of the trapped
particle motion and the banana shape it traces.

Figure 2.1: Trapped particle orbits in a tokamak [105].

The trapped particle fraction can be calculated as

ft = 1− 3

4

〈
B2
〉 ∫ λm

0

λ dλ〈√
1− λB

〉 ≈ 1− (1− ε)3/2

√
1 + ε (1 + 1.46

√
ε)
≈
√

2ε , (2.31)

where λm = 1/Bmax. The circulating particle fraction is fc = 1 − ft. The width of
banana orbits, wb ∼ (q/

√
ε)ρL, characterizes the step size of neoclassical scattering.

The collision frequency that causes a trapped particle to scatter by a step wb is
νeff ∼ ν/ε, and it is a faster scattering process of the velocity pitch angle in the case of
trapped particles, because it is associated with a sign reversal of the parallel velocity
only [106]. This is the neoclassical enhancement for trapped particles with respect
to classical transport that is a direct consequence of the magnetic field curvature in
toroidal fusion devices, leading to Dbanana ∼ ft w2

b νeff ∼ (q2/ε3/2)Dclassical.
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2.3.2 Radial particle flux

The different components of the radial flux caused by collisional processes can be ob-
tained by manipulating the momentum balance equation (2.20). A detailed deriva-
tion can be found e.g. in [84,107], but the resulting components are

〈Γσ · ∇ψ〉 =

〈
Fσ
Zσe
· B×∇ψ

B2

〉
− I(ψ)

Zσe

〈
Fσ ·B
B2

〉
− I(ψ)

Zσe

〈B · ∇ · πσ〉
〈B2〉

, (2.32)

where the radial coordinate is the poloidal flux ψ.
The first term corresponds to the classical cross-field fluxes, which are present

irrespective of the magnetic field geometry. They are driven by perpendicular fric-
tion, and are typically sub-dominant to the sum of the other two terms, which are
the neoclassical fluxes. The second term is the Pfirsch-Schlüter (PS) flux, caused
by parallel friction acting on the guiding center orbits. This friction causes a finite
resistivity along the field lines that leads to a poloidally-varying electrostatic poten-
tial and ultimately to a radial flux. The last term is the Banana-Plateau (BP) flux,
caused by the stress anisotropy due to poloidal flows.

The relative dominance between the neoclassical physical processes depends on
the relative magnitude of the collision frequency and the orbit transit frequency.
The latter is taken as the inverse of the time it takes a particle to go around a field
line with length qR0 travelling with thermal speed vtσ =

√
2Tσ/mσ. The parameter

we will use to quantify this collisionality is denoted g and it is evaluated with respect
to the main ion species, such that

g =
qR0

vtiτii
= ν∗i ε

3/2, (2.33)

where τii is the Braginskii ion-ion collision time. The BP flux is typically dominant
at low collisionalities, where the collisions are not frequent enough to isotropize the
pressure tensor. In contrast, the PS fluxes are dominant at high collisionalities,
where the reduction of viscosity by collisions reduces the BP transport.

For an impurity species in a plasma with main ions and electrons, each collisional
flux component can be written as a linear combination of the impurity density
gradient and the main ion density and temperature gradients [108],

RΓcz
〈nz〉

= Dc
z

R

L〈nz〉
−Kc

z

(
R

L〈ni〉
+
Hc
z

Kc
z

R

LTi

)
= Dc

z

R

L〈nz〉
+RV c

z , (2.34)

for c ∈ {CL, PS, BP}, and diffusive and convective components are present. The
FSA has been used to account for possible asymmetries in the densities, and the
normalized gradient of a profile X(r) is defined as R/LX = −(R/X)(∂X/∂r ).

For collisional transport, the convective flux is larger than the diffusive flux by
a factor of the impurity charge Z. This stems from the diamagnetic nature of the
flows that cause the friction force between the impurity and the main ion, which scale
as ∇pσ/Zσ. Since neoclassical convection is typically radially inwards, this provides
neoclassical impurity transport with a mechanism to generate strong heavy impurity
accumulation in the core, as we will discuss in later chapters. In practice, this is
reflected by the relation Kc

z = (Z/Zi)D
c
z and the negative sign in equation (2.34).



24 Chapter 2. Theory of impurity transport in tokamaks

Fortunately, heat flows also enter into the friction forces on the impurity, and
their corresponding contribution to the impurity neoclassical convection can be out-
wards, leading to what is known as temperature screening. The conditions for a
protective outward impurity convection are that the coefficient H in equation (2.34)
is negative (since K > 0 always), and that the normalized ion temperature gradient
is strong enough with respect to the ion density gradient, such that

1

ηi
=
R/L〈ni〉
R/LTi

< −Hz

Kz

. (2.35)

The temperature screening coefficientH/K can also be positive, in which case the
ion temperature gradient contributes to a detrimental inward impurity convection.
The magnitude and direction of the ion temperature contribution to the neoclassical
convection depend strongly on collisionality, plasma toroidal rotation and trapped
particle fraction [109,110]. This will be investigated in detail in chapter 3.

Conventional neoclassical theory [106,107] assumes poloidally homogeneous den-
sities, however extensive theoretical works have shown that poloidally asymmetric
density distributions strongly modify neoclassical transport [91,93,111–117], by as-
signing different weights to the poloidal locations on a flux surface. Upon a flux
surface average, the resulting radial particle fluxes are typically greatly enhanced.
Hence the importance of considering parallel impurity transport (section 2.2) simul-
taneously with radial impurity transport.

Expressions for the PS, BP and CL components of the radial collisional flux
in terms of the thermodynamic gradients can be obtained by relating the friction
and viscous forces in equation (2.32) to particle and heat flows. These constitutive
relations can be constructed analytically by an expansion of the distribution func-
tion F1σ in velocity space, used to solve the DKE obtaining friction and viscosity
coefficients [107]. This ultimately allows us to obtain expressions for the diffusion
coefficients Dc

z and convective coefficients Kc
z and Hc

z .

2.3.3 Pfirsch–Schlüter transport coefficients

The parallel friction force which causes Pfirsch–Schlüter transport can be written as

Fz‖ = −mz 〈nz〉 νz
(
uz‖ − ui‖ + Cz

0

2 qi‖
5 pi

)
, (2.36)

where νz is the collision frequency of the impurity with the main ion, uσ‖ are the
parallel particle flows and qi‖ is the parallel main ion heat flow. The coefficient Cz

0

depends on the collisionality and plays a key role on the strength of the temperature
screening in the PS regime [108,109]. The resulting transport coefficients are

DPS
z = q2 ρ2

Lz νz

(
CG
2ε2

)
, KPS

z =
Z

Zi
DPS
z , (2.37)

HPS
z =

{
−
[
1 +

Z

Zi

(
Cz

0 − 1
)]

+
Z

Zi

CU
CG

(
Cz

0 + ki

)}
DPS
z , (2.38)

where ki is the neoclassical ion flow coefficient, and the factors
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CG =
〈 n
b2

〉
− 1

〈b2/n〉
, CU =

〈 n
N

〉
− 〈b

2/N〉
〈b2/n〉

, (2.39)

with b2 ≡ B2/ 〈B2〉, n ≡ nz/ 〈nz〉, N ≡ ni/ 〈ni〉, characterize the poloidal asym-
metries of the densities, providing the enhancement of neoclassical transport with
respect to the case with poloidally homogeneous densities [116,118].

2.3.4 Banana–Plateau transport coefficients

The parallel viscosity that gives rise to Banana–Plateau transport can be written as

〈B · ∇ · πz〉 = 3
〈
(b · ∇B)2〉 [Kz

11 uzθ +

(
Kz

12 −
5

2
Kz

11

)
2 qzθ
5 pz

]
, (2.40)

where uzθ and qzθ are the poloidal particle and heat flows, and Kσ
ij are the viscosity

coefficients (which capture the dependence of BP transport on collisionality, trapped
particle fraction and rotation [110]). The resulting transport coefficients are

DBP
z =

3Ti
2Z2e2 〈nz〉 I(r)2

(
1

1/Ki
11 + 1/Kz

11

)
, (2.41)

KBP
z =

Z

Zi
DBP
z , HBP

z =

[
Z

Zi

(
Ki

12

Ki
11

− 3

2

)
−
(
Kz

12

Kz
11

− 3

2

)]
DBP
z . (2.42)

2.3.5 Classical transport coefficients

The classical transport coefficients are obtained from an expression for perpendicular
friction in a similar way as the PS coefficients, and are ultimately given by

DCL
z =

ρ2
Lz νz
2

〈 n
b2

〉
, KCL

z =
Z

Zi
DCL
z , HCL

z = −
[
1 +

Z

Zi
(Cz

0 − 1)

]
DCL
z , (2.43)

where the FSA is taken in order to obtain a surface-averaged particle flux. The
temperature screening coefficient H/K of classical transport can be derived analyt-
ically, and in the limit of heavy and highly charged impurities (Z � Zi, A � Ai),
where the friction coefficient Cz

0 tends to 3/2, it becomes HCL/KCL = −1/2.

2.4 Turbulent impurity transport

Collisional transport is the minimum and unavoidable level of transport in magnet-
ically confined plasmas, and it is generally well understood (at least in the local
limit). In contrast, plasma turbulence and the transport of particles and heat it
generates are more challenging, presenting non-linear dynamics and depending on a
wide set of plasma parameters. The solution of the full non-linear problem is a com-
putationally intensive endeavour, but a linearized description allows one to identify
physically-relevant components of the fluxes. We will present a simple analytical
model for the linear amplitude of a turbulent mode and the cross-field radial trans-
port it causes, followed by a discussion on how its non-linear saturation is described
with quasi-linear models.



26 Chapter 2. Theory of impurity transport in tokamaks

2.4.1 Linearized description

In order to calculate turbulent transport from the gyrokinetic equation (2.19), we
consider the limit without strong mean flows. We expand the fluctuating potential
and distribution function in Fourier modes of the form exp(−iωt+ ik · x), such that

φ̃(x, t) =
∑
k,ω

φ̃k e
−iωt+ik·Xσ eik·ρσ , hσ(Xσ, t) =

∑
k,ω

hσk e
−iωt+ik·Xσ , (2.44)

and we will focus on the equations for a single mode k in the following.
The left-hand-side of the linearized GKE is simply −i(ω−ωgσk)hσk, defining the

drift frequency and the generalized gyro-center frequency as

ωdσk ≡ k · vdσ, ωgσk ≡ k‖v‖ + ωdσk, (2.45)

respectively. The non-linear term ṽE hσ is omitted from this linear derivation, but it
is the one responsible for mode coupling and the subsequent development of zonal
flows that lead to the saturation of the turbulence amplitude [119].

For the source terms on the right-hand-side of the GKE, it is convenient to define
a normalized fluctuating potential, φ̂k ≡ eφ̃k/Te. We then have that

ZσeF0σ

Tσ

∂ ˜〈φ〉ϑ
∂t

−→ −iω ZσTe
Tσ

F0σJ0σ φ̂k, ṽE −→
iJ0σTe
eB

φ̂k (b× k), (2.46)

where J0σ = J0(k⊥ρσ). The radial gradient of the background distribution is

∂F0σ

∂Xσ

≈ ∂F0σ

∂r
∇r = −

[
R

Lnσ
+

(
Eσ
Tσ
− 3

2

)
R

LTσ
+
mσvtσv‖
Tσ

u′σ

]
F0σ
∇r
R
, (2.47)

where the gyro-center energy is Eσ = mσv
2
‖/2 + µσB and u′σ ≡ (−R/vtσ)(∂uσ/∂r ).

The thermodynamic gradients, being the source of free energy for the microinsta-
bilities driving the turbulence, come into play as the terms in the square brackets,
denoted Gσ in the following. The second term on the right of the GKE is then

ṽE ·
∂F0σ

∂Xσ

−→ ikyTe
eBR

Gσ F0σJ0σ φ̂k = i
ZσTe
Tσ

ωfσk Gσ F0σJ0σ φ̂k (2.48)

where ky = k·(∇r×b) is the binormal wavenumber, orthogonal to both the magnetic
field and the radial direction, and we have defined a generic fluid drift frequency
ωfσk ≡ kyTσ/(ZσeBR). Finally, we arrive at the GKE for each Fourier mode:

hσk =
ZσTe
Tσ

ω − ωfσk Gσ
ω − ωgσk

F0σJ0σ φ̂k, (2.49)

We can decompose the frequency of the mode into real and imaginary parts,
ωk = ωrk+iγk, corresponding to the pure frequency and the growth rate, respectively.
The dispersion relation ω(k) is determined by Poisson’s equation

− ε0∇2φ̃ =
∑
σ

Zσe ñσ =
∑
σ

Zσe

∫
δf1σ d3v . (2.50)
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In the trace impurity limit, Znz/ne � 1, the contribution of impurities to quasi-
neutrality can be neglected and therefore they do not affect the background turbu-
lence, but rather are only affected by it [120]. This means that even with non-linear
terms in the GKE, the impurity flux is linear in the background gradients.

2.4.2 Radial particle flux

Cross-field turbulent transport arises from out-of-phase fluctuations in density (for
particle fluxes) or pressure (for heat fluxes) and velocity, typically the turbulent E×B
velocity caused by electrostatic potential fluctuations. A schematic representation
of electrostatic E×B particle transport is shown in figure 2.2.

Potential ෨𝜙

time

෩𝑬 × 𝑩
velocity

Density ෤𝑛
Net flux 

𝚪~ ෤𝑛෤𝐯 ↓

𝑩

෩𝑬

Figure 2.2: Diagram of the basic mechanism for E×B transport. Fluctuations in
the electrostatic potential in the presence of a background magnetic field lead to
a fluctuating E×B drift velocity. If the fluctuations in the density of a species are
not in phase with the potential fluctuations, there is a net particle flux in the radial
direction.

The time and flux surface averaged radial impurity particle flux caused by a
single Fourier mode can be calculated as

Γtrb
σk =

〈
ñσkṽE

〉
=

〈
Re

(∫
hσk ṽ∗E · ∇r d3v

)〉
ψ,τ̃

, (2.51)

where the adiabatic component of δf1σ does not contribute to the turbulent flux
since it is in phase with the electrostatic potential fluctuations. Combining the
solution of the GKE with the fluctuating E×B velocity (equations (2.49) and (2.46)),
normalizing all frequencies to ωfik = Zσωfσk, and extracting the real part of the
resulting expression, the flux can be written as

Γtrb
σk =

kyc
2
s

ωci

Te
Tσ

〈
J2

0σ |φ̂k|2
∫

γ̂k (Gσ − Zσω̂gσk)
(ω̂rk − ω̂gσk)2 + γ̂2

k

F0σ d3v

〉
, (2.52)

where the sound speed is cs =
√
Te/mi. Note that most terms in the drift velocity

vdσ (equation 2.14) are ∝ 1/Zσ, so the last term in the numerator is approximately
independent of charge. In contrast, the drift frequency term subtracted from the real
eigenfrequency in the denominator does have an implicit 1/Zσ dependence, leading
to shifts in the resonant frequencies between impurities and main ions (or electrons).
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This means that heat diffusivities (χi,e) and impurity particle diffusivities (Dz) have
maxima at different frequencies, leading to non-monotonic dependencies of Dz/χi,e
on the turbulence properties [121], which is an effect that will be important to the
physics investigated in chapter 6.

Expanding out the gradients Gσ from equation (2.47) we can identify the com-
ponents of the turbulent particle flux,

Γtrb
σk ∝

∫
γ̂k
[
R/Lnσ + (Eσ/Tσ − 3/2)R/LTσ +

(
mσvtσv‖/Tσ

)
u′σ − Zσω̂gσk

]
(ω̂rk − ω̂gσk)2 + γ̂2

k

F0σd3v.

(2.53)
We finally obtain a general expression for the turbulent impurity flux, with a

diffusive component proportional to the impurity density gradient and also several
convective terms, which is the main result of this derivation:

RΓtrb
z

〈nz〉
= Dtrb

z

R

L〈nz〉
+DTz

R

LTz
+Duzu

′
z +RVpz = Dtrb

z

R

L〈nz〉
+RV trb

z . (2.54)

The turbulent convection is composed of thermo-diffusion, roto-diffusion and
pure pinch contributions. These components can be obtained from analytical fluid
models too [122–124]. In contrast to neoclassical convection, the turbulent impurity
convection does not scale strongly with the impurity charge [125,126], and therefore
it does not present a mechanism for core accumulation of heavy impurities. This
means that in situations where turbulent transport is expected to be dominant over
neoclassical transport even for high–Z impurities, such as at reactor-relevant tem-
peratures, heavy impurities are not expected to be very peaked [127]. In particular,

• thermo-diffusion scales as ∝ 1/Z, since it is diamagnetic in nature, so it be-
comes weak for heavy impurities. Its radial direction depends on the direction
of propagation of turbulence (in the ion or electron drift directions). The
thermo-diffusive flux is outward in ITG turbulence and inward for TEM.

• Roto-diffusion is proportional to the mass-to-charge ratio, so it does not neces-
sarily decrease for heavy impurities, but it is only present when there is a radial
rotation shear u′z = −R2Ω′ϕ/vtz. Its direction follows that of thermo-diffusion.

• The pure convection arises from the compression of the E×B flow due to the
inhomogeneity of the magnetic field, and it is independent of the impurity
mass or charge. It is typically an inward pinch.

2.4.3 Quasilinear description

A quasilinear model aims to reproduce the non-linear turbulent fluxes by combining
a quasilinear weight and a model for the amplitude of the turbulent fluctuations, and
its purpose is to provide an accurate yet more computationally accessible description
of turbulent transport. The total quasilinear flux is then

Γσ =
∑
k

ΓQL
σk |φ̂k|

2. (2.55)
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The quasilinear weight ΓQL
σk is derived from the linearized model, either fluid or

kinetic, to obtain an expression for the linear correlation between density and tur-
bulent E×B velocity fluctuations leading to radial transport (e.g. equation (2.52)).
The amplitude and spectral shape of the turbulent fluctuations, |φ̂|2(k), are de-
scribed by a saturation rule or mixing length model that captures the non-linear
saturation of turbulence by mode coupling [128], typically by fitting results of non-
linear gyrokinetic simulations.

The main quasilinear turbulent transport model that we will use in this thesis is
the Trapped Gyro–Landau Fluid (TGLF) model [129–131]. It consists of a system of
velocity moments of the gyrokinetic equation, with a unified description of trapped
particles [129] and the inclusion of kinetic Landau damping through a dissipative
term in the fluid closure [132]. The saturation rules of TGLF were obtained from
databases of non-linear CGYRO [133,134] simulations.

In particular, the version that will be our workhorse to model turbulent impurity
transport is TGLF-SAT2 [131].
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Chapter 3

Neoclassical impurity transport
model including rotation

The results presented in this chapter have been published in Ref. [110], used here
under the terms of the Creative Commons Attribution 4.0 licence.

—————————————–
The toroidal rotation of the plasma can cause strongly poloidally asymmetric

heavy impurity densities, as we have seen in section 2.2.1. These centrifugal effects
are exemplified in figure 3.1(a), where the distribution of the W density on the
2D poloidal plane, calculated using equation (2.27), is shown for the rotation of
AUG discharge #36315 (a standard H-mode). The W impurities are pushed to the
outboard side of the torus by the centrifugal force, such that the density on the LFS
is up to three times larger than on the HFS for this particular case.
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Figure 3.1: 2D distribution of W density (left) and comparison of equivalent mid-
plane and flux-surface-averaged 1D W densities (right), under centrifugal effects for
an AUG standard H-mode (#36315 at 4.5 s).

Having a 2D impurity density nz(r, θ) means that there is freedom to select a
representation of the density for 1D analyses. The flux surface averaged (FSA)
〈nz(r, θ)〉 (r) and low field side (LFS) nz,0(r) = nz(r, θ = 0) densities are the two
most common 1D representations. FSA densities are typically used in 1.5D trans-
port modelling codes like ASTRA [78, 79] and JINTRAC [135], while the LFS rep-

https://creativecommons.org/licenses/by/4.0/
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resentation is used in kinetic solvers like NEO [85,88,136] (drift-kinetic) and GKW
(gyrokinetic) [137]. These two 1D pictures are shown in panel (b) for the same 2D
density distribution from figure 3.1(a), where the difference between the two is clear.

At every point on a flux surface, the neoclassical impurity flux points in the
same direction on the major radius coordinate R, for example towards the center
of the torus in figure 3.2. In the conventional neoclassical ordering of homogeneous
densities [106], with zero rotation, the flux pointing into the plasma (on the LFS
in this example) and out of the plasma (on the HFS) would balance each other out
exactly, were it not for the inhomogeneity of the magnetic field due to the toroidicity
of the system. That is, the fact that B = B(θ) on a given flux surface leads to a
net neoclassical flux, inward into the plasma in this example. In the case of Pfirsch-
Schlüter (PS) transport, this translates to a geometrical factor in equation (2.39) of
〈1/b2〉 − 1 6= 0 even if the impurity density is homogeneous (n = nz/ 〈nz〉 = 1).
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Figure 3.2: Schematic representation of the magnitude and direction of the neo-
classical W flux around a flux surface, at increasing levels of toroidal rotation.

However, the toroidal rotation of the plasma can strongly enhance neoclassical
impurity transport and change its direction because it modifies the weight of the
contribution of each poloidal position on the flux surface to the average flux. In
the center and right panels of figure 3.2, the plasma rotation is increased, leading
to outboard localization of the W density and consequently to a more unbalanced
poloidal distribution of the radial flux, whose flux surface average becomes more
strongly inward with higher rotation.

This is a schematic example to illustrate centrifugal effects on neoclassical im-
purity transport whose precise theoretical description is more complex [93,113,116–
118]. But it serves to understand why widely-used fluid codes like NCLASS [138]
and NEOART [139,140], which assume homogeneous impurity density distributions,
are not well suited to model the neoclassical transport of high-Z impurities.

In contrast, NEO [85, 88, 136] is a code that solves the drift-kinetic equation at
arbitrarily high rotation. It includes multi-species collisions and uses a full-linearized
Fokker-Planck collision operator. This makes NEO a very complete tool for neo-
classical transport calculations in the community. At the same time, integrated
tokamak modelling requires low computational times that are not compatible with
a drift-kinetic solver like NEO, especially in simulations of strongly rotating plasmas.
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An analytical model capable of describing the effects of poloidally asymmet-
ric densities on neoclassical impurity transport would therefore be a useful tool
for fast applications in interpretive analysis and predictive modelling. The FACIT
model [109,110,118] has been developed to obtain accurate and fast calculations of
neoclassical impurity transport. It was first developed to describe effects of poloidal
asymmetries at very high collisionality [95, 118]. The Banana-Plateau (BP) flux,
which is more dominant at low collisionality, was subsequently included in the non-
rotating limit [109]. Here we present the further extension of the effects of rotation
at all collisionalities.

3.1 Effects of rotation across collisionality regimes

A database of drift-kinetic NEO calculations was built to better understand the
effects of rotation across the different collisionalities and radial locations. Parameter
scans in collisionality, rotation and trapped particle fraction for a tungsten impurity
were performed keeping all other input quantities constant. The full database and
NEO resolution are described in appendix B. In appendix A of [110], additional
tests on different assumptions (like the geometry and the impurity concentration)
are also discussed.

3.1.1 Parameters selected to describe the effects

In order to describe these rotational effects, it is important to select dimensionless
parameters that capture the physics involved across the combination of dimensional
parameters of different tokamaks (like temperatures, densities, machine sizes).

0.0 0.5 1.0
ρ= r /a

0

1

2

3

4

5

M
* z

(a)

0.0 0.5 1.0
ρ= r /a

10−5

10−3

10−1

101

g=
ν

*i ε 3/2

(b)

AUG #36315
AUG #38910
JET #82722

JET #97781
ITER-like
JET #97781
ITER-like

Figure 3.3: Radial profiles of (a) effective impurity
Mach number and (b) collisionality parameter g, for
the different discharges under consideration

The magnitude of the
rotation will be described
in the model by the effec-
tive impurity Mach number
M∗

z , introduced in equa-
tion (2.28). This parame-
ter captures not only the ef-
fect of the centrifugal force
on the heavy impurities but
also the partial compensa-
tion by the electrostatic po-
tential that develops due to
rotation. At the same time,
the main ion Mach number
will be used as an impurity-
independent reference parameter to compare quantitatively the rotation between
different machines. The collisionality will be described by the parameter g, intro-
duced in equation (2.33), which is more independent of geometry than the more
commonly used ν∗, since the latter has a factor of the inverse aspect ratio ε−3/2. All
other collision frequencies scale proportionally to g.

Figure 3.3 shows radial profiles of M∗
z and g, in panels (a) and (b) respectively,

for an AUG standard H-mode (discharge #36315), an AUG advanced tokamak (AT)
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scenario [141] (#38910), JET low (#82722) and high (#97781 [142]) power hybrid
H-modes, and an ITER-like 15 MA standard scenario (with kinetic profiles from [143]
and a rotation profile approximated by an average of predictions from [98,99]). These
parameters vary widely between machines, within the same machine in different
operational scenarios, and within the same discharge from core to edge. Finally, the
observation of [144] that geometry variations are more robustly captured by using ft,
instead of ε, to describe effects at different radial positions motivates the use of ft as
the third parameter in the scans. Since AUG, JET and ITER have a similar aspect
ratio of R0/a ∼ 3, the profile of ft is similar in all machines, ft ∼

√
2ε =

√
(2a/R0)ρ,

recalling equation (2.31), so it is not included in figure 3.3.

The main feature of the model that will be introduced in section 3.2 is the
analytical description of the influence on the transport coefficients of the interplay
between rotation (M∗

z ) and collisionality (g) at different radial locations (ft).

3.1.2 Drift kinetic results with NEO
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Figure 3.4: Collisionality dependence of con-
vective (Kz) and screening (Hz/Kz) coeffi-
cients at increasing values of rotation.

Collisionality scans at increasing
values of rotation and trapped par-
ticle fraction for tungsten in a trace
concentration were performed with
NEO in order to study the influ-
ence of these parameters on the neo-
classical convection coefficient Kz

and the temperature screening co-
efficient Hz/Kz. From section 2.3.2
we have that the diffusion coefficient
is related to the convective coeffi-
cient Kz by Dz = Kz/Z, so de-
scribing Kz and Hz/Kz is enough to
completely describe the neoclassical
impurity flux.

Figure 3.4(a) shows an example
of such a collisionality scan at a
value of ft = 0.39 corresponding to
the core (r/a ∼ 0.25 for a conven-
tional aspect ratio R0/a ∼ 3), for
W44+ with 14 values of rotation, in-
creasing from blue to red (with Mi

ranging in 0–0.7, and correspond-
ingly the effective W Mach number
M∗

z in 0–5.7). Note that a factor of
the collisionality is removed in or-
der to study the underlying struc-
ture, because both Kz and Hz are proportional to g. There is a clear difference in
the behavior of Kz between the low and high collisionality limits: we identify Kz to
consist entirely of its KPS

z component in the latter regime, with the KBP
z component

going to zero, while the former regime has a more prominent BP contribution, with
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a transition (at this particular ft) around g ≈ 10−2. The PS component of the ratio
Kz/g is independent of g, so it corresponds to horizontal lines in figure 3.4(a) that
are plotted in dotted lines. The BP component of Kz/g sits on top of these lines,
and it is zero at high g (where collisions isotropize the pressure tensor, cancelling its
viscous contribution), starts to increase at intermediate g and saturates to a con-
stant value at very low g. This different behavior of the BP and PS components is an
important feature that shall be returned to in section 3.2.1. In terms of the impact
of rotation, we observe that an increase in M∗

z quickly enhances KPS
z (and therefore

the overall magnitude of the neoclassical transport) until a particular value of M∗
z ,

which depends on ft, and is around M∗
z = 3.2 in the case of figure 3.4(a). At higher

M∗
z , KPS

z starts to decrease from its maximum value. KBP
z also increases from its

non-rotating value up to a maximum (located in this example around M∗
z = 1.6),

after which increasing rotation promptly brings it to zero. We also note that Kz

converges to its PS component at higher collisionalities as rotation increases.

In figure 3.4(b), collisionality scans of the temperature screening coefficient
Hz/Kz are similarly shown with increasing rotation. Here, the clear distinction
between PS and BP components is lost. We reiterate that a more negative Hz/Kz

is beneficial as it leads to a stronger outward flux driven by the temperature gra-
dient, while a less negative Hz/Kz reduces this protective screening and a positive
Hz/Kz reverses the effect, leading to an inward flux due to the temperature gradi-
ent. In these collisionality scans, we see that at intermediate and high collisionalities
(g > 0.01) an increasing rotation promptly reduces and subsequently reverses the
screening of impurities, in agreement with known PS results [116]. However, if the
collisionality is low enough, rotation causes Hz/Kz to increase in magnitude while
remaining negative, leading to a mitigation of the inward convection or its reversal
to an outward flux (depending on the ion gradients). This result was first observed
recently in [145], in NEO simulations at different radial positions in a highly ro-
tating KSTAR experiment. We reproduce the numerical observation of this effect,
and extend it through a more systematic study under variations of collisionality and
trapped particle fraction in addition to rotation via scans in each parameter when
the others are kept constant, thereby uncoupling the radial variation of each of (M∗

z ,
g, ft) to understand the underlying physical mechanisms at play.

In order to study the screening effects in more detail, we define

∆HK(Mi) =
Hz(Mi = 0)

Kz(Mi = 0)
− Hz(Mi)

Kz(Mi)
, (3.1)

such that if ∆HK(Mi) > 0, then H/K has become more negative due to rotation,
intensifying the effect of the thermal screening, and vice versa.

The variation of ∆HK through combinations of rotation and collisionality is shown
in figure 3.5, in this case at a higher ft = 0.67 corresponding to the edge (r/a ≈ 0.85).

Two regimes of favorable (blue) and unfavorable (red) rotation on the screening
become apparent, with their boundary (in black) at ∆HK = 0. The combination
of (Mi, g) from the experimental profiles of the different scenarios mentioned in
this section are plotted on this parameter space, with each symbol representing the
values at the radial position where ft = 0.67 (right at the pedestal top for these
discharges). Note that from core to edge, the symbols travel on their corresponding
curves from bottom right to top left. The shape of the two regions remains similar
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under variations of ft, with the favorable region growing slightly with increasing
ft. The magnitude of the effects (both favorable and unfavorable) decreases slightly
with ft. It is important to consider that while the influence of ft on Hz/Kz is not
dramatic (yet present), in the high rotation limit Kz grows strongly as ∼ 1/f 4

t due
to the 1/2ε2 enhancement of neoclassical transport due to rotation [116].

If the favorable rotation region is accessed by a plasma after reaching sufficiently
high rotation at sufficiently low collisionalities, an operational regime with enhanced
temperature screening of heavy impurities like W becomes available.
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Figure 3.5: Enhancement or decrease of tungsten
screening in the space of collisionality and rotation.
Dashed lines are the combination of both param-
eters in the different discharges. Symbols are the
values at the trapped particle fraction (radial lo-
cation, since all aspect ratios are approximately
equal) where the colormap has been produced, in
this case ft = 0.67, ρ = r/a ≈ 0.85.

From figure 3.5, we see that
AUG #36315 (a high-density
standard H-mode with 8 MW
of input power) lays entirely
inside the unfavorable regime.
In contrast, JET #97781, a
high power (> 30 MW) hy-
brid H-mode with a hot, low
density pedestal optimized for
better W screening, enters this
beneficial operational window
across most of the minor radius,
only exiting in the strongly-
varying pedestal. JET #97781
[142] and other recent JET dis-
charges [146] have been ob-
served to exhibit reduced im-
purity accumulation, and the
presently discussed effects are
a possible factor to explain
this. “Intermediate” discharges
in each machine are also in-
cluded in figure 3.5: AUG
#38910 is a high-temperature

AT H-mode, and JET #82722 is a low power hybrid H-mode performed soon after
JET’s transition to the ITER-like wall. While already in the unfavorable region
at the radial position where ft = 0.67, both manage to enter the favorable regime,
although only in the core, and they do it through different paths: AUG #38910 by
reaching lower collisionalities at intermediate rotation, and JET #82722 by rotating
faster at a higher collisionality. Finally, we make some remarks based on current
predictions for ITER. Although there is still uncertainty around the ITER rotation
profiles, it is expected that its magnitude will be low. The presently discussed ef-
fects of rotation on neoclassical transport of heavy impurities in ITER, while present,
would be small. In terms of the direction of the convection, the low collisionality of
ITER allows it to avoid the fast loss of screening with rotation in the PS regime.
While it would be in the unfavorable regime, ITER would operate in a region where
these effects are very mild (|∆HK | < 0.05). The low M∗

z ≈ 0.5 would not yield a
significant increase in the magnitude of the flux. These properties are included in
the integrated modelling of ITER presented in chapter 6.
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The effect of collisionality on the BP transport is directly related to the transi-
tion to the PS regime, as more frequent collisions will isotropize the pressure tensor
(thereby rendering the viscosity, which causes BP transport, negligible) and “de-
stroy” the banana orbits. In the collisionless limit (meaning banana orbits are
completed before a collision occurs, not g = 0), we propose a simple physical inter-
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Figure 3.6: Dependence of the temper-
ature screening coefficient of W on the
trapped particle fraction at low collision-
ality and increasing levels of rotation.

pretation of the beneficial effect of rota-
tion on the BP transport. In the non-
rotating, collisionless limit, an increase
in the trapped particle fraction increases
the temperature screening. This can
be seen in figure 3.6, where ft scans
of Hz/Kz are shown at g = 10−4 for
increasing levels of rotation. The blue
curve at no rotation becomes more neg-
ative as ft increases. As shown in [147],
rotation widens the trapping cone, in-
creasing the effective trapped particle
fraction at the same radial position with
respect to the non-rotating case through
a centrifugal push of particles towards
the LFS. Therefore, rotation increases
the effective trapped particle fraction,
which in turn increases the impurity
screening. In figure 3.6, whose x -axis is the simple formula for ft(ε) from equa-
tion (2.31) without rotation dependence, one sees how the increase in rotation can
then be interpreted as a mapping to a higher ft.

3.2 Extension of FACIT model to include rotation

In this section, we extend the FACIT model to analytically encapsulate the effects
discussed in the previous section, by means of theory-based assumptions, analysis of
the structure of the transport coefficients in collisionality, and fitted factors (given
explicitly in appendix B) which are introduced to minimize the difference with the
drift-kinetic results of NEO across a wide range of the (M∗

z , g, ft) parameters.

3.2.1 Splitting of NEO output into PS and BP components

Being a kinetic code, NEO solves for the neoclassical distribution function and then
integrates it in velocity moments to obtain the neoclassical fluxes. This means
that only the total fluxes and transport coefficients are directly available, and not
the physically distinct BP and PS components (which arise from fluid concepts
like viscosity and friction, respectively). However, it is possible to extract these
components from NEO by analyzing the structure of the coefficients in the limits
of the parameter space and applying theory-based assumptions. This will be an
important feature of the proposed model that allows for additional physical insights.

A key observation is that the BP and PS components of Kz are clearly differenti-
ated at low and high collisionalities, as in figure 3.4(a), where the KPS

z component is
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shown in dotted lines at each rotation, and the KBP
z component can be extracted as

the difference with the total Kz from NEO (solid lines). For Hz, and consequently
Hz/Kz, the path is not as straightforward. We rely on the fact that the theory of
PS transport with rotation is more developed, in order to obtain a suitable physical
model for HPS

z . This allows us to isolate the HBP
z component from the total NEO

Hz to model it. We then verify that the total temperature screening coefficient
Hz/Kz = (HBP

z +HPS
z )/(KBP

z +KPS
z ) is sufficiently accurate with respect to NEO.

3.2.2 Kz coefficient

From equation (2.37), we have that the PS component of Kz is given by

KPS
z =

Z

Zi
q2
∗ ρ

2
z νz
CG
2ε2

, (3.2)

where the generalized safety factor is q∗ = εI/∂rψ. The geometric term CG depends
on the asymmetries of the impurity density and the magnetic field, such that

CFSA
G =

〈 n
b2

〉
− 1

〈b2/n〉
, CLFS

G =
1

b2(θ0)
− 1

n(θ0)

1

〈b2/n〉
, (3.3)

where θ0 = 0. These expressions can be obtained by manipulating equations (A.9)
and (A.22) of [95]. CG is a strong function of the rotation in both LFS and FSA
pictures. In the rest of this section, the transport coefficients will be considered in
their LFS representation. We can extract the complete dependence of CG(M∗

z , ft)
by isolating the KPS

z component from NEO, profiting from the fact that at high
collisionalities, e.g. at g > 0.1 in figure 3.4(a), the BP component goes to zero.
Thus, the known value of CG(0, ft) from FACIT in the non-rotating limit [109] can
be used in combination with the results of the KPS

z obtained from NEO, such that

CG(M∗
z , ft)

CG(0, ft)
=
KPS
z (M∗

z , ft)

KPS
z (0, ft)

≈ fG(M
∗
z , ft), (3.4)

where the NEO values for the middle expression are fitted in the fG factor, whose
general dependence on M∗

z is found to be

fG(M
∗
z ) =

(1 + a1M
∗
z
a2)a3(1 + 0.2M∗

z
a4)

1 + a5M∗
z
a6

, (3.5)

with the ai(ft) coefficients given explicitly in equations (B.3–B.4). This allows us to
obtain CG(M∗

z , ft), which is important for modelling purposes, as it is adimensional
and only depends on the asymmetries, not on the specific plasma profiles.

Once the KPS
z component is set by CG, the BP component can be modelled

from its general form from equation (2.42). The dependence of BP transport on
(M∗

z , g, ft) is given by the viscosity coefficients

Kσ
jk =

cσ,Bjk g

(1 + cσ,Pjk g)(1 + cσ,PS
jk g)

, (3.6)

where j, k are 1 or 2. This arises from an interpolation of the viscosity coeffi-
cients in the individual banana (B), plateau (P) and Pfirsch–Schlüter collisionality
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regimes [107, 108]. The dependence of the cσjk coefficients on the plasma profiles
and geometry is calculated following appendix A of [108], with a more complete
dependence on the impurity charge and trapped particle fraction from [109], and
a complete dependence on rotation, which is obtained here. For trace impurities,
only Kz

11 is necessary to model KBP
z , because Kσ

jk ∝ nσ and ni � nz, such that
Ki

11 can be neglected in equation (2.42). Knowing the NEO KBP
z component, we

solve for Kz
11 and introduce factors of M∗

z and ft into the cσjk coefficients that help
to reproduce its dependence on rotation, preserving the collisionality structure of
equation (3.6), such that cσjk(M

∗
z ) = vσjk(M

∗
z )cσjk(0), with the general form

vσjk(M
∗
z ) =

1 +m1M
∗
z
m2

1 +m4M∗
z
m5

exp
(
−m3M

∗
z

2
)
, (3.7)

and the coefficients given in equations (B.19–B.28).
The total Kz coefficient, normalized to its value in the non-rotating limit, is

plotted in figure 3.7(a) as a function of collisionality and rotation at a mid-radius
ft = 0.56. Note the sharp increase in the magnitude of Kz with low and intermediate
rotation, reaching a maximum at M∗

z ≈ 2 (at this ft) and decreasing from that point
onward, though remaining greater than the non-rotating coefficient.
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Figure 3.7: Dependence on rotation and collisionality of (a) the Kz coefficient,
normalized to its non-rotating value, for W44+ at ft = 0.56 (r/a ∼ 0.53), and (b)
the relative error in Kz of the model with respect to NEO.

In terms of the relative error of the model with respect to NEO, we have that the
simpler Kz coefficient is within ±15%, although the error is considerably lower for
most of the parameter space and is maximum at low collisionality with low but non-
zero rotation, where both BP and PS components increase rapidly with rotation.
This is shown in figure 3.7(b). We will see in the next subsection that the structure
of the Hz coefficient is more complicated and therefore it has higher errors.

3.2.3 Hz coefficient

In general, the Hz coefficient has a more complex structure than Kz for both PS
and BP components. Recalling equation (2.38), its PS component is given by

HPS
z =

[
−Zi
Z

+ 1− Cz
0 +
CU
CG

(
Cz

0 + ki

)]
KPS
z , (3.8)
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and the geometric term CU can be written in the LFS and FSA pictures as

CFSA
U =

〈 n
N

〉
− 〈b

2/N〉
〈b2/n〉

, CLFS
U =

1

N(θ0)
− 1

n(θ0)

〈b2/N〉
〈b2/n〉

. (3.9)

In addition to the important role of CU , we find that the ion flow coefficient ki
(which is a NEO output) has a dependence on rotation that is relevant to obtain
the correct shape of Hz. While analytical formulae for ki are available [144, 148],
they do not describe the impact of rotation. We propose a new parametrization for
the ion flow coefficient, now including rotation, given explicitly in appendix B.

Since Hz cannot be directly split into its PS and BP components, it becomes
difficult to extract CU and fit its M∗

z dependence like it was done for CG in section
3.2.2 once KPS

z was isolated. Instead, we find an analytical relation between CU and
CG. Assuming a small asymmetry of the main ion, i.e. N ≈ 1 (based on the small
mass of typical H, D, T), then from equations (3.3), (3.4) and (3.9) we have that

CLFS
U ≈ CLFS

G + 1− 1

b2(θ0)
= CLFS

G (M∗
z )− CLFS

G (0) = CLFS
G (0) (fG − 1) fU , (3.10)

where the fU factor is introduced to minimize the differences with respect to NEO
at high collisionality, accounting for errors due to this approximation. Its general
form in M∗

z is given by

(fG − 1) fU = c1M
∗
z
c2 1 + c3M

∗
z
c4

1 + c5M∗
z
c6
, (3.11)

with the coefficients ci(ft) given explicitly in equations (B.6–B.7). At this point the
HPS
z can be fixed and used to extract the HBP

z component from NEO. The structure
of the HBP

z component in terms of the viscosity coefficients Kσ
jk is given by

HBP
z =

[(
Ki

12

Ki
11

− fv
)
− Zi
Z

(
Kz

12

Kz
11

− fv
)]

KBP
z . (3.12)
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Figure 3.8: Dependence on rotation and collisionality of (a) the Hz/Kz coefficient,
for W44+ at ft = 0.56 (r/a ∼ 0.53), and (b) the relative error in Hz/Kz of the model
with respect to NEO. In (b), the solid red line shows the contour where Hz/Kz is
zero (where the relative error becomes undefined), while the red dotted curves above
and below show the Hz/Kz = ±0.2 contours.
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The M∗
z dependence of the Kz

11 coefficient is set by KBP
z , while the dependence

on Ki
11 is assumed to be equivalent to Kz

11. This leaves the two Ki,z
12 coefficients as

degrees of freedom to match HNEO
z − HPS

z , which is again accomplished via fitted
factors on (M∗

z , ft), from equation (3.7). The fv coefficient reduces to 3/2 at M∗
z = 0.

Having the BP and PS components of bothKz andHz coefficients allows us to an-
alyze the temperature screening coefficient Hz/Kz, for which the corresponding be-
havior in rotation and collisionality is shown in figure 3.8(a). A non-monotonic and
coupled dependence is observed. The model is within±30% of NEO when |Hz/Kz| >
0.2, but as |Hz/Kz| becomes very small the error can be > 50%. In absolute terms, if
the Hz/Kz of NEO is 0.05 and the model predicts 0.08, the relative error is 60% but
the model is quite close. When Hz/Kz approaches zero and changes sign the relative
error can become arbitrarily large. Figure 3.8(b) shows the relative error in Hz/Kz.
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Figure 3.9: Dependence of the W tem-
perature screening coefficient on rotation
for different trapped fractions. (a-c) are at
low, intermediate and high collisionality.

As we will show in section 3.3, these er-
rors are low enough to reproduce pro-
files of transport coefficients with suf-
ficient accuracy with respect to NEO.
The strict regimes of applicability of
these errors are the ranges of parameters
of our NEO database, namely 10−4 ≤
g ≤ 10, Mi ≤ 0.7, 0.2 ≤ ft ≤ 0.9. The
model can be used outside these ranges,
where particularly in collisionality the
transport coefficients tend to saturate
to constant values, because the formulae
are well behaved in the limits as g → 0,
g → ∞, M∗

z → ∞, ft → 1. However,
statements on the errors in these limits
cannot be made. In any case, the limit
of high rotation at very low collisional-
ities is computationally challenging for
NEO, which can give unreliable results
with these parameters. At arbitrarily
high collisionality the ordering of NEO
in the parallel force balance, where the
parallel friction is neglected, becomes
inadequate, and a treatment like that
of [92, 94,95,118] is necessary.

The effect on Hz/Kz is perhaps more
illustrative when considering rotation
scans at low, intermediate and high col-
lisionalities (g = 10−4, 10−2, 100), i.e.
slices of figure 3.8(a) in the collisionality
plane. This is shown in figures 3.9(a),
(b) and (c) respectively, for different val-
ues of ft. Note that equivalent slices of
3.8(a) in the rotation plane are instead
shown in figure 3.4(b). In the case of
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the temperature screening coefficient, the BP component of the model is defined as
HBP
z /(KBP

z +KPS
z ) and similarly for the PS component. These components are plot-

ted in the dash-dotted and dotted curves respectively. In the high collisionality limit
of figure 3.9(c), the BP component of the screening is negligible and the PS contribu-
tion quickly suppresses any positive effect of the temperature gradient, turning the
thermal particle flux inward even at low M∗

z ∼ 1. On the other hand, 3.9(a) demon-
strates that the BP component is the one that manages to keep the temperature
screening coefficient negative at low collisionalities as rotation increases, leading to
the favorable rotation regime that has been discussed in section 3.1.2 of this chapter.
The intermediate collisionality of figure 3.9(b) leads to a transitioning regime, where
the PS component starts to lift the Hz/Kz towards detrimental positive values.

3.3 Applications to AUG and JET profiles

The new model introduced in section 3.2 is now implemented in the FACIT code, and
in this section it is applied to the modelling of radial profiles of transport coefficients
based on experimental plasma parameters in comparison with NEO results. An
average W charge profile, calculated from coronal equilibrium Zw(Te), is used. For
the experiments in question, Zw varies from ∼50 in the core to ∼15 at the edge.

Since transport codes like ASTRA use a FSA representation of 1D profiles, and
the model from section 3.2 was built on LFS analytical equations and fits of the LFS
NEO output, the transport coefficients must be transformed from LFS to FSA repre-
sentations. This transformation is detailed in Appendix A, following the derivation
of [149]. In the rest of this section, all coefficients are flux-surface averaged.

Profiles of Kz and Hz/Kz with and without rotation are shown in figure 3.10 for
the two most different considered discharges: the more collisional, slowly rotating
AUG #36315 and the less collisional, highly rotating JET #97781. An advantage of
the present model is the access to the independent BP and PS components, which
are likewise included in the plots and help us to analyze the physics involved.

In (a) and (c), NEO shows a clear increase of Kz with rotation that is well
reproduced by FACIT across the minor radius. The magnitude of the neoclassical
transport in both discharges is enhanced by a factor of ∼ 5–12. The analytical model
allows us to identify the PS component as the main cause of this enhancement,
throughout most of the profile. For AUG #36315, the lower M∗

z < 1.5 is not enough
to suppress KBP

z and it is in fact in the region where the BP component is increased
by rotation according to the scans from figure 3.4(a), leading to a subdominant
but not negligible BP contribution necessary to accurately reproduce NEO’s total
Kz. For JET #97781, the high rotation (M∗

z > 4) reduces KBP
z to a negligible

contribution for most of the radius, making Kz ≈ KPS
z for ρ ≥ 0.2. At ρ < 0.2, the

strong dependence of the BP component on the inverse of ft at high M∗
z increases its

value to the point of overcoming the PS component, which is captured by FACIT.
An opposite behavior between these experiments is observed in the temperature

screening coefficient. Hz/Kz is shown in (b) and (d) for each discharge, including
the experimental profile of −1/ηi. Equation (2.35) indicates that the convection is
outwards whenever Hz/Kz is below −1/ηi. For AUG #36315, which lays deep in
the unfavorable rotation regime from the analysis of figure 3.5, the profile of the
screening coefficient becomes less negative. This causes Hz/Kz to be above −1/ηi
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across most of the radial profile when rotation is present, while it was below in
the non-rotating limit. Thus, for AUG #36315, rotation reverses the neoclassical
convection, causing it to become mostly inward while also significantly increasing its
magnitude. FACIT reproduces this behavior on Hz/Kz well with respect to NEO
in this discharge, although the most challenging regions for it to model are the ones
where the BP and PS components interact more strongly, such as at ρ ≈ 0.9 where
there is a transition from dominant BP to PS components of the screening, and in
the inner core, where both components strongly increase in opposite directions.

0

6

12

18

K z
 [
m
2
/s
]

AUG #36315(a)

NEO,  (ρ)
FACIT,  (ρ)

−0.6
−0.4
−0.2
0.0
0.2
0.4

H
z
/K

z

AUG #36315(b)
−1/ηi

0.0 0.2 0.4 0.6 0.8 1.0
ρ= r /a

0

6

12

18

K z
 [
m
2
/s
]

JET #97781(c)

BP, FACIT
PS, FACIT

0.0 0.2 0.4 0.6 0.8 1.0
ρ= r /a

−0.6
−0.4
−0.2
0.0
0.2
0.4

H
z
/K

z

JET #97781(d)
NEO,  =0
FACIT,  =0

Figure 3.10: Application of the model against NEO results for AUG #36315
(top) and JET #97781 (bottom), for the convective coefficient Kz (left), and the
temperature screening coefficient (right). Results with and without rotation are
included, as well as the PS and BP components from FACIT. The red and green
arrows in (b) and (d) indicate the respective decrease and increase of the temperature
screening by rotation.

In contrast, in the case of JET #97781 the temperature screening coefficient
becomes considerably more negative with rotation, allowing it to be below −1/ηi
across most of the radius (ρ < 0.94) and increasing the magnitude of the subsequent
outward flux. This is consistent with its occurrence in the favorable rotation regime
and the experimental observation of enhanced screening/reduced W accumulation
reported in [142]. The BP-PS decomposition allows us to separately identify the
dominant transport processes across the radius: in both cases, the PS contribution
to Hz/Kz becomes less negative in the presence of rotation, thus decreasing the
screening. On the other hand, the BP component keeps Hz/Kz sufficiently negative
at high rotation, whenever it is large enough to overcome the deleterious PS be-
havior (like JET #97781 and unlike AUG #36315). In general, the BP component
of the screening coefficient is the one that produces the favorable rotation regime,
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while the PS component leads to the unfavorable region. The BP neoclassical im-
purity transport, for which limited work in terms of modelling with rotation had
been carried out until now, is necessary to model heavy impurities under current
experimental conditions.

A final application is shown in figure 3.11, where the radial flux density Γz/ 〈nz〉
of W for AUG #38910 is compared for three models: the robust drift-kinetic calcu-
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Figure 3.11: Flux density profile for AUG
#38910 from NEO, NCLASS and FACIT.

lations at arbitrary rotation of
NEO, the fluid solution of NCLASS
and the presently developed model
in FACIT. This discharge is chosen
for illustrative purposes due to com-
parable BP and PS contributions to
the total flux. Using a model that
omits the influence of rotation on
neoclassical heavy impurity trans-
port is not a suitable option: here,
NCLASS largely underpredicts the
flux. FACIT is able to analyti-
cally reproduce the NEO profile to
good accuracy. In the case of AUG
#38910, there is a strongly inward
flux mostly due to the PS compo-

nent in the more collisional pedestal, an outward flux from pedestal top to mid-radius
due to a dominant positive BP contribution, and finally an inward flux at ρ < 0.5
caused by the two components being negative. Using only the PS contribution leads
to a substantially different W flux, both in magnitude and direction.
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Chapter 4

Modelling framework with
impurities and their radiation

4.1 Impurity density evolution

The evolution of the density of an impurity is described by the continuity equation

∂nz
∂t

+∇ · Γz = Sz, (4.1)

which follows from the 0th moment of the kinetic equation (equation (2.5)). Here,
Sz are the impurity sources. This conservation law states that the impurity density
will evolve in time as long as there is an imbalance between the particle flux and
the sources at a given location. In particular, the impurity density tends to develop
a gradient such that the flux this gradient drives compensates the source term.

In previous chapters we have seen how in fusion plasmas we are typically inter-
ested in describing how particles and heat are transported radially from the core to
the edge (and vice versa). A 1D flux surface averaged (FSA) description of the conti-
nuity equation is obtained, following [106], by first considering a flux surface labelled
by a radial coordinate ρ and the volume enclosed by that surface, V (ρ). Then, tak-
ing the volume integral of equation (4.1) inside this arbitrary surface (whose volume
is assumed not to change strongly with time) we have that

∂

∂t

∫
V

nz dV +

∫
V

(∇ · Γz) dV =
∂

∂t

∫
V

nz dV +

∮
∂V

Γz · ∇ρ
dA

|∇ρ|
=

∫
V

Sz dV, (4.2)

where the divergence theorem was used in the intermediate step and ∂V is the
boundary surface of V . The unit vector radially normal to the flux surface is êρ =
∇ρ/|∇ρ|. Two useful properties of the FSA (defined in equation (2.30)), namely

〈Q〉 =
1

∂V /∂ρ

∮
∂V

Q
dA

|∇ρ|
and

∫
V

Q dV =

∫ ρ

0

∂V

∂ρ
〈Q〉 dρ, (4.3)

are used to bring equation (4.2) to

∂

∂t

∫ ρ

0

∂V

∂ρ
〈nz〉 dρ+

∂V

∂ρ
〈Γz · ∇ρ〉 =

∫ ρ

0

∂V

∂ρ
〈Sz〉 dρ . (4.4)
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Differentiating with respect to ρ, we arrive at the 1D FSA transport equation:

∂

∂t

(
∂V

∂ρ
〈nz〉

)
+

∂

∂ρ

[
∂V

∂ρ
〈Γz · ∇ρ〉

]
=
∂V

∂ρ
〈Sz〉 . (4.5)

This general form of the transport equation is used in the transport solvers
we will employ in this thesis, namely ASTRA [78, 79] and STRAHL [150] (also in
other transport codes like TGYRO [151] and JINTRAC [135] that are not used
here). However, the radial coordinate ρ and the way the radial flux 〈Γz · ∇ρ〉 is
expressed might differ between these codes, meaning that metric coefficients need to
be carefully transformed between them. These transformations are derived in detail,
for reference, in Appendix C. The radial impurity flux is decomposed into diffusive
and convective contributions, with their corresponding coefficients, such that

〈Γz · ∇r〉 = Γz = −Dz
∂ 〈nz〉
∂r

+ 〈nz〉 vz, (4.6)

where we chose ρ = r (the mid-plane minor radius). In the absence of impurity
sources, in steady state the impurity particle flux must go to zero. The density
gradient will be such that the diffusive flux exactly balances the convection, with
the resulting equilibrium normalized gradient being

R

L〈nz〉
= −

Rvz

Dz

. (4.7)

This is an important relation that will be extensively used.

Atomic processes in plasmas

When an element of atomic number Z and mass number A enters a fusion plasma, it
does not have a single density but rather a distribution of all its possible ionization
stages z ∈ {0, 1, · · · , Z} in different fractional abundances, which vary from core to
edge depending on the plasma temperature and density. Atoms of an element at
the ionization state z undergo atomic processes with the electrons and other ions in
the plasma, resulting in emission of electromagnetic radiation and also leading to
transitions to higher or lower ionization stages.

The basic mechanism for emission of line radiation is the following. Coulomb
collisions between electrons and impurity ions cause a transfer of electron thermal
energy to the impurity internal energy. The impurity ion goes into an excited state
and later decays back to its ground state, emitting a photon which ultimately escapes
from the plasma (considering the low optical depth typical of fusion plasmas) [152]:

Az + e− −→ Az∗ + e−, Az∗ −→ Az + hν (4.8)

where ν is the frequency of the emitted photon and h is Planck’s constant. Line
radiation constitutes the dominant channel of radiative losses in fusion plasmas that
are contaminated with high-Z impurities. It can be characterized by a cooling factor
Lz which in general depends on the plasma temperature and density, such that the
radiated power density is given by

P z
line = nzneLz(Te, ne) = czn

2
eLz(Te, ne). (4.9)
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Bremsstrahlung is the radiation emitted when electrons are accelerated by Coulomb
scattering. Synchrotron radiation is caused by acceleration of charged particles due
to their gyro-motion in the presence of a magnetic field (and it is only significant at
relativistic gyration speeds). These loss mechanisms become increasingly important
at reactor-relevant conditions of higher temperature, density and magnetic field,
since their power densities scale as

Pbrems ∝ Zeff n
2
e

√
Te , Psync ∝ B5/2

ϕ T 5/2
e

√
ne , (4.10)

where Zeff accounts for the presence of all the different ion species.
Overall, these three radiation mechanisms are electron energy sinks that need to

be considered in the electron heat transport equation.
Other atomic processes represent sinks and sources of the ionization state Az:

• Collisional ionization: Az + e− −→ A(z+1)∗ + 2e−.

• Collisional recombination: Az + e− −→ A(z−1)∗.

• Charge exchange: Az + Bz′ −→ A(z−1)∗ + Bz′+1. Here, B can also be an
initially neutral atom, for example from the NBI beam. Then this is the basic
process in CXRS that was described in section 1.3.4.

If we consider the transport equation (4.5) of a single ionization stage of an
impurity atom, for instance W34+, then the source term

〈Sz〉 =−
(
neR(z→z−1) + neI(z→z+1) + niα

cx
z→z−1

)
〈nz〉

+
(
neR(z+1→z) + niα

cx
z+1→z

)
〈nz+1〉+ neI(z−1→z) 〈nz−1〉

(4.11)

couples the density of charge state z to the densities of the neighboring stages z− 1
and z+1. Here, R, I and αcx are the recombination, ionization and charge exchange
rates that depend on the plasma temperature and density. They can be calculated
with theoretical collisional-radiative models and experimental measurements [33,
152–154]. The OPEN-ADAS database [155], which is used throughout this thesis,
contains tabulated data of these coefficients for all ionization stages of most fusion-
relevant elements as a function of Te and ne.

Equation (4.5) becomes a system of Z coupled equations for the densities of all
ionization stages of an impurity element. For example, taking W and considering
only ionization and recombination we have that

ṅ1 +∇ · Γ1 = ne
[
−I(1→2)n1 +R(2→1)n2

]
+ S0↔1,

ṅ2 +∇ · Γ2 = ne
[
−R(2→1)n2 − I(2→3)n2 +R(3→2)n3 + I(1→2)n1

]
,

...

ṅ73 +∇ · Γ73 = ne
[
−R(73→72)n73 − I(73→74)n73 +R(74→73)n74 + I(72→73)n72

]
ṅ74 +∇ · Γ74 = ne

[
−R(74→73)n74 + I(73→74)n73

]
.

(4.12)

S0↔1 is the source/sink of the first charge state, coming from ionization of neutral
atoms of the impurity species and recombination of the first charge state. In the
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case of tungsten these neutrals can arise from the erosion of vessel walls and divertor
through their interaction with the plasma, while in the case of seeded impurities they
can be introduced by gas puffing.

The so-called coronal equilibrium is the steady-state distribution of ionization
stages in the absence of transport, where ionization and recombination processes
balance each other [156]. That is, we refer as coronal equilibrium to the solution of
the system of equations (4.12) in the limit when the left-hand-side is zero.

We can also describe the evolution of the total density of an impurity element
in a plasma, by summing the system of equations (4.12). This has the convenient
property that virtually all terms on the right-hand-side cancel each other out. Then,
defining the total density and weighted diffusion and convection coefficients as

nZ =
Z∑
z=1

nz, vZ =

Z∑
z=1

v(z)nz

Z∑
z=1

nz

, DZ =

Z∑
z=1

D(z)
∂nz
∂r

Z∑
z=1

∂nz
∂r

, (4.13)

we can write an equation for the evolution of this newly-defined total density:

1

V ′
∂(V ′ nZ)

∂t
+

1

V ′
∂

∂ρ

[
V ′
〈
|∇ρ|2

〉(
−DZ

∂ nZ
∂ρ

+ nZvZ

)]
= SZ , (4.14)

where V ′ = ∂V /∂ρ , we adopt the metric convention of ASTRA, and the only source
term is the total source of ionized impurities of the given species, SZ = S0↔1.

4.2 Coupling of STRAHL to ASTRA 8

The ASTRA transport code can solve equations of the same form as equation (4.14),
which in many situations can be useful to describe the evolution of the total density
of an impurity species. Likewise, in ASTRA one typically assumes average charge
and cooling factor profiles as a function of the local electron temperature, calculated
as interpolations of coronal equilibrium data. The local value of the charge at a given
radial location is used, for instance, in the calculation of transport coefficients by the
turbulent and neoclassical transport models. The cooling factor is used to calculate
the radiative losses in the power balance.

Examples of the default ASTRA formulas for Zw(Te) and Lw(Te) are shown
in blue in figure 4.1. These formulas come from fits of atomic data tables from
1977 [157]. More recent calculations of atomic data for W [33], plotted in black
circles in figure 4.1, show that these expressions can be inaccurate in certain electron
temperature ranges. For instance, at a reactor core relevant Te ≈ 15 keV, the default
W cooling factor of ASTRA underestimates the data of [33] by a factor of 2, leading
to the use of half of the radiated power by W in the power balance. We have
introduced a new parametrization that better interpolates the data of [33], which is
now being distributed in ASTRA.

The impurity transport code STRAHL [150, 158] can be used to perform more
realistic and precise modelling of impurities, both in terms of the distribution of
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Figure 4.1: Coronal equilibrium formulae for the average W charge (top panels)
and W cooling factor (bottom panels) in ASTRA, as a function of the electron
temperature in linear (left panels) and logarithmic scales (right panels).

their charge state densities and of the radiation they produce. STRAHL solves the
system of equations (4.5 + 4.11) for all ionization stages of a given impurity species,
using atomic rates from ADAS. This allows us to calculate the ionization equilibrium
distribution of the impurity considering both transport and sources. STRAHL also
calculates the resulting radiated power profiles, such that we can consider the effect
of impurities on the local power balance through radiative cooling of the electrons,
in addition to the fuel dilution that arises by imposing quasi-neutrality.

STRAHL has been coupled to ASTRA 8, updating the previous coupling to
ASTRA 7 and generalizing it to an arbitrary number of impurity species. The idea
is to evolve the main plasma profiles of electron and ion temperatures and electron
density in ASTRA, and the impurity densities in STRAHL, taking the radiated
power densities from the STRAHL outputs as well.

STRAHL calculates the value of the impurity densities at the separatrix from
the edge sources given as user input and the simplified scrape-off layer (SOL) model
described in [159]. The SOL decay lengths of the temperature and density profiles
are important, as they play a role in the incoming flux and energy at the targets.
We use the heuristic drift model of [160] for the SOL parallel heat flux width λq‖ ,
and we calculate the SOL decay lengths of the plasma profiles, λ (where Xsol(r) =
Xlcfs e

−r/λ), assuming a Spitzer-Härm conductivity relation λTe = 7λq/2 along with
the experimental observation of λne ≈ 3λTe/2 [161], and taking λTi ≈ λTe , λnz ≈ λne
(for all impurity species). Typical values of the SOL Mach number [162] are applied.

We set a significantly lower time step for STRAHL than ASTRA (on the order
of 10µs vs 10 ms respectively), because STRAHL solves the impurity equations
explicitly in time with ionization-recombination times much shorter than 10 ms. A
lower time step is also required for numerical stability, particularly in cases with
strong convection, given that the transport solver of STRAHL lacks the numerical
scheme for stiff transport [163] of ASTRA.
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4.2.1 Benchmarks of impurity density evolution

To verify the correct implementation of every step in the coupling of STRAHL into
ASTRA, we begin with two important tests: ASTRA and STRAHL should obtain
the same total impurity density profile if the same diffusion and convection coeffi-
cients (Dz, Vz) are used, and the average charge state and cooling factor calculated
by STRAHL should converge to the coronal equilibrium data when the transport
becomes very small (i.e. when the left-hand-side of equations (4.12) goes to zero).
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Figure 4.2: Comparison of W distributions in the corona limit against conditions
with increasing transport. (a) Default input transport coefficients, to be scaled up
and down. (b) Resulting evolved W density profiles by STRAHL (normalized to 1 at
the separatrix) as both the diffusive and convective coefficients of W are multiplied
by the factors in the legend. Evolution of total density by ASTRA in black dashed
line. (c) Average W charge and (d) W cooling factor, calculated by STRAHL and
with the old and new corona formulae from ASTRA for comparison.

To test these two elements we use simple analytical Dz and Vz coefficients, shown
in figure 4.2(a), both in STRAHL and in the ASTRA equation for the impurity
density. We use tungsten as a representative impurity because it has a large number
of charge states (a low-Z impurity is not particularly interesting for this purpose
since it becomes fully ionized already at the lower temperatures of the very edge of
the plasma). We run multiple simulations to steady-state, multiplying both Dz and
Vz by an increasing factor between 10−3 (coronal dominated limit) and 103 (transport
dominated limit). The factor must be the same for both diffusion and convection if
we want the steady-state density to converge to the same profile, recalling equation
(4.7). In figure 4.2(b) we can see that the resulting impurity density profiles indeed
converge to the same profile, both in ASTRA and in STRAHL for all factors in Dz

and Vz. The radial coordinate used here is the square root of the normalized toroidal
flux, ρtor = (Ψtor/Ψ

LCFS
tor )1/2, ranging from 0 at the magnetic axis to 1 at the last

closed flux surface. The average W charge (calculated as Z =
∑

z Znz/
∑

z nz) and
the W cooling factor are shown in panels (c) and (d) respectively. Indeed, in the low
transport limit the resulting STRAHL quantities converge to the new, more accurate
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corona formulae in ASTRA, shown in black dashed lines (for comparison, the older
formulae are shown in gray dash-dotted lines). As the magnitude of transport is
increased, we see that the average charge and cooling factor profiles begin to deviate,
and the simple coronal equilibrium assumption in ASTRA is no longer valid.
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Figure 4.3: Depending on the level of transport, different distributions of charge
states generate the same total density profile if the convection to diffusion ratio is
constant. From the upper left to the lower right, the distribution goes from coronal
equilibrium to deeply non-coronal. Even though the total density is practically
unchanged, the average charge and cooling factor profiles change in the scan of
tranport levels. The color scale goes from Z = 1 in dark blue to Z = 50 in dark red.

The difference in the distribution of the W charge states at different levels of
transport is further investigated in figure 4.3, where the density profiles of all charge
states are plotted in colors and the total density in black. Here the radial coordinate
is the normalized poloidal flux, ρpol = [(Ψpol − Ψaxis

pol )/(ΨLCFS
pol − Ψaxis

pol )]1/2. Even
if the total impurity density is barely modified, the distribution of charge states
changes significantly, which explains the differences in the average charge and total
cooling factors in figure 4.2. In the coronal equilibrium limit and with moderate
values of the transport coefficients (top panels), the distribution of each charge
state is localized radially, with the lower charge states populating the colder edge
and the higher charge states populating the hotter core. As the Dz and Vz are
increased (lower panels), the lower and higher charge states are less populated and
the intermediate charge states have a dominant fractional abundance throughout
the radius. These values of the transport coefficients are quite extreme, and can
be expected to be only approached at the edge of the plasma, where gradients are
higher. We conclude that the coronal equilibrium approximation is adequate except
at extreme values of the transport coefficients. This means that in the plasma core
it remains a good approximation, but modelling of the plasma edge requires the
inclusion of non-coronal effects by an impurity code like STRAHL.

4.2.2 Neoclassical transport coefficients calculated with an
average impurity charge and with all charge states

A typical issue in the modelling of impurities with several charge states, like tung-
sten, is that in principle the transport coefficients differ between the charge states of
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a given species. Turbulent transport coefficients do not depend strongly on the im-
purity charge [126], but neoclassical coefficients do, since the frequency of Coulomb
collisions depends on the charge of the colliding species.

A common approach for the calculation of Dz and vz in transport codes like
TGLF and FACIT is to take the input charge of the impurities at a given radial
position as their average charge locally, assuming that, in the close vicinity to that
location, ionization stages far from the average charge are not very populated. For
turbulent transport codes, or neoclassical codes with higher computational demands
like NEO, a simplifying approach like this is practically required, since considering
all charge states (74 in the case of W) is unfeasible. In fact, TGLF is limited to 7
input species, at least two of which are the electrons and the main ions.

This results in a single profile of the transport coefficients: D(Z) and V (Z). On
the other hand, a fast code like FACIT can calculate the transport coefficients for
all individual charge states well within the low computational time requirements of
integrated modelling, leading to a set of coefficients {D(z), V (z)}z=1,··· ,Z . This is
illustrated in the top panels of figure 4.4 for neoclassical coefficients calculated with
FACIT. If we perform a weighted average over the fractional abundance of each
charge state, we see in the bottom panels that we approximately recover the profile
calculated with the average charge, giving confidence to the use of the simpler-to-
compute D(Z) and V (Z).
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Figure 4.4: Profiles of neoclassical transport coefficients for all W charge states
(top panels). Profiles of diffusion and convection calculated with an average charge
profile and by averaging the charge-dependent coefficients (lower panels).

The impurity density can then be evolved using the same D(Z) and V (Z) profiles
for all charge states, or using charge-dependent coefficients {D(z), V (z)}z=1,··· ,Z for
each individual charge state z. Verifying that both of these resulting impurity
density profiles are close enough is an important test for the validity of the use of
the simpler D(Z) and V (Z).

At present, STRAHL does not take separate transport coefficients for the in-
dividual charge states in input. It can calculate the charge dependent neoclassi-
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cal diffusion and convection for all charge states internally, using the NEOART
code [139,140]. However, NEOART does not describe poloidally asymmetric impu-
rity densities and its use also greatly increases the computational times of STRAHL.

Instead, we use the Aurora impurity transport code [164] for these tests. Aurora
shares the main structure of STRAHL, but for our purposes the relevant difference is
that it does take separate transport coefficients for each charge state of the impurity.
We perform two simulations in Aurora, using the neoclassical transport coefficients
from the top panels of figure 4.4, and the ones calculated with the average charge
profile (blue curves in the bottom panels of figure 4.4). The resulting total impurity
density profile, its normalized gradient and the resulting cooling factor are shown in
figure 4.5 for a low value of the turbulent diffusivity.
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Figure 4.5: W distribution using transport coefficients calculated with an average
charge profile or for each ionization stage. (a) Total density, (b) normalized gradient,
(c) cooling factor. An additional turbulent diffusivity of 0.1 m2 s−1 is used.

While there are some differences in the final density profile, connected to a
stronger gradient when the coefficients for all charge states are used, the two profiles
are within 20% of each other. This can be considered an acceptable margin of error,
considering the significantly higher complexity of including all {D(z), V (z)}z=1,··· ,Z
in the set of evolution equations for the densities of all charge states (in fact, this
is not possible in STRAHL as we previously mentioned, and Aurora is not coupled
to ASTRA so far). These differences are strongly reduced when the (approximately
charge-independent) turbulent transport coefficients are increased, as shown in figure
4.6, where a higher (albeit still low) turbulent diffusivity is applied.
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Figure 4.6: Same as figure 4.5, but with a turbulent diffusivity of 0.3 m2 s−1.

When transport is high, the distribution of charge states is strongly non-coronal,
as we showed in figure 4.2. The strong edge neoclassical convection shown in figure
4.4 arises from the higher gradients and collisionality typical of the plasma periphery.
The most significant deviation between the resulting cooling factors using an average
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charge and all charge states, in both figure 4.5(c) and 4.6(c), takes place at the edge
(ρpol > 0.9 in this case), where transport is strong and the distribution is farther
from the coronal limit, in agreement with figure 4.2. The cooling factors can deviate
by ∼ 20%, but this edge region has a larger share of the plasma volume, meaning
that the radiated power is more sensitive to the edge cooling factor.

This highlights the complexity of modelling impurities at the plasma edge.

4.2.3 Decomposition of impurity flux into its diffusive and
convective components

Transport models like TGLF-SAT2 usually give in output the heat and particle
fluxes, and not the transport coefficients. For the impurities, in particular, this
means that there is no direct access to the diffusive and convective coefficients Dz

and Vz. The lack of access to the (turbulent) transport coefficients is unpractical not
only because a lot of physics is encoded in the Dz and Vz, but also because correct
values of the separate coefficients are essential for realistic ionization equilibrium
calculations by STRAHL, as we will see next.

Assuming that the neoclassical coefficients are directly available (as is the case
for codes like FACIT, NCLASS and NEOART but not NEO), a common approach
consists on setting the entire turbulent flux Γtrb

z into an effective convection V̂ trb
z ,

RΓz
nz

= (Dncl
z +Dtrb

z )
R

Lnz
+R (V ncl

z + V trb
z ) = Dncl

z

R

Lnz
+R (V ncl

z + V̂ trb
z ). (4.15)

This approach is valid when the total impurity density is evolved with, for ex-
ample, equation (4.14). However, if the densities of all ionization stages are evolved
with a system of equations like the one in equation (4.12), this approach is no longer
valid, because the gradient that is given as input to the transport model is typically
the gradient of the total impurity density, which can be completely different from
the gradients of each charge state density. This means that incorrect transport
coefficients are used in the impurity transport code.
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Figure 4.7: (a) Example of a charge state distribution of tungsten yielding a total
density with a mild gradient. (b) Corresponding normalized gradients of each charge
state density and the one of the total density, highlighting the need for a correct
description of the diffusivity in STRAHL.
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This is exemplified in figure 4.7, where on the left we see a total W density profile
(in black) composed of many different charge state densities (in colors). Even if the
normalized gradient of the resulting total density is mild, the gradients of each
ionization stage can be very strong, as shown on the right panel.

To illustrate the difference between using realistic turbulent coefficients or setting
the entire turbulent flux into an effective convection, we take simple constant coef-
ficients as Dncl

z = 0.05 m2 s−1, Dtrb
z = 3 m2 s−1, V ncl

z = −5 m s−1, V trb
z = −0.5454

m s−1 such that R/Lnz = 3, and V̂ trb
z = +4.91 m s−1. The resulting equilibrium

charge state distribution is shown in figure 4.8, where we can see that even though
the resulting total density is the same (by construction), the distribution of the
ionization stages and the resulting cooling factors are different.
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Figure 4.8: Equilibrium W distribution using a split turbulent diffusion and con-
vection (a), or a neoclassical diffusion and a turbulent flux density as equivalent
convection (b), with the resulting cooling factors (c).

In the following we consider TGLF as the code that calculates the turbulent
flux that needs to be split into diffusive and convective components. Two possible
schemes to obtain the Dz and Vz are

• performing two TGLF runs, one with the real impurity density gradient and
one setting the gradient to zero, or

• performing a single TGLF run, but adding an extra species of the same im-
purity but with a trace density (so that it does not affect the simulation) and
with its gradient set to zero.

In both methods the impurity particle flux of the “second” impurity (meaning
the one with its gradient set to zero) is entirely convective, such that Γ2/n2 = V ,
from where we readily obtain the convective coefficient. This can be replaced in
the first computed flux, Γ1/n1 = D/Ln + V , to yield the diffusion coefficient D =
(Γ1/n1−Γ2/n2)Ln. The densities n1 and n2 and the gradient R/Ln are known, and
the fluxes Γ1 and Γ2 are obtained in the output of the transport model.

We have to note that the computational bottleneck in integrated modelling work-
flows is typically the turbulent transport calculations. The two aforementioned
methods will certainly increase the computational times of the simulation, and it is
therefore important to determine how these times scale as we increase the number
of impurities, in order to decide which method is more convenient.
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The cost of the TGLF matrix inversion grows approximately with the square of
the number of species, N2

spc. With two background species (electrons and one main
ion), the computational times of the “two-call” and “duplicate-trace” methods grow
as 2× (2 +Nimp)2, (2 + 2Nimp)2 for Nimp impurities.
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Figure 4.9: TGLF execution time as a
function of the number of impurities, nor-
malized to the case without impurities.

The growth of the TGLF execution
time as a function of the number of
impurities under consideration is shown
in figure 4.9, for both methods (in or-
ange and green) as well as the case
where there is no splitting of the flux (in
blue). We will typically consider at least
two impurities for the applications pre-
sented in chapters 5 and 6, for which the
two-call method is already faster than
the duplicate-trace method. Further-
more, since the total number of species
in TGLF is limited to 7, the duplicate-
trace method cannot be applied to a
simulation with more than two impuri-
ties. In contrast, the two-calls method
can be applied to up to five impurities.

In this sense, the preferred splitting scheme will be the two-call method. How-
ever, we must note that the validity of this method applies when the relation between
the impurity flux and the impurity density gradient is linear. This is strictly satisfied
only in the trace impurity limit, where the impurities do not affect the background
turbulence. We have tested this flux-gradient linearity by performing standalone
TGLF scans on the charge concentration Z cz of an argon impurity, and the results
are shown on the left panel of figure 4.10.
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Figure 4.10: TGLF flux-gradient relation as the Argon charge concentration Zcz
increases (left). Growth rate spectrum for the lowest and highest Zcz (right).

The growth rate spectra for the extreme cases of low and high gradients with
low and high charge concentrations are shown on the right. Even for quite high con-
centrations (for reference, in our applications in the following chapters Z cz is never
above 10–15 %) and high normalized gradients the relation remains close to linear.

Finally, we must verify that splitting the flux into diffusive and convective com-
ponents we recover the same impurity density profile as when we use the total flux,
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since the same transport physics is being described in all methods. For this, we per-
form a simulation of the evolution of a boron (B) impurity in an ASDEX Upgrade
discharge (#34017 at 3.8s) using the TGLF flux (“single run”) as well as the two
splitting methods. The resulting B densities and their gradients are shown in figure
4.11. On the right, the peaking factor −RV/D is plotted in dashed lines. We recall
from equation (4.7) that the normalized gradient converges to this ratio of transport
coefficients in steady state. We find satisfactory agreement between the resulting
impurity density profiles and their gradients, giving confidence to our implementa-
tion of the D–V splitting. The −RV/D of the single run method presents strong
oscillations because there is only the (small) neoclassical diffusion. The resulting B
transport coefficients for this discharge are shown in figure 4.12. Both coefficients
calculated with the two different schemes coincide quite well with each other on the
left panel, and on the right we verify that the total flux goes to zero in steady state.
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Figure 4.11: Comparison of the TGLF splitting methods, for boron in AUG
#34017 at 3.8s, with the resulting density (left) and its normalized gradient (right).
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Figure 4.12: Diffusion and convection coefficients from the three splitting methods
(left). Total flux density (right), which should go to zero as the simulation converges.

4.3 Validation of TGLF-SAT2 impurity transport

TGLF has been extensively validated for the prediction of main plasma profiles,
but systematic experimental comparisons of its impurity transport capabilities are
limited thus far. In this section we make use of a database of 42 AUG H-mode
phases obtained in [165] from a set of dedicated experiments with varying NBI and
ECRH auxiliary power mixtures and consistent measurements of boron profiles from
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the CXRS diagnostics [71]. We focus on mid-radius gradients, averaged over ρtor ∈
{0.4, 0.6}. The range in temperature and density gradients caused by the differing
heating mixtures allows the database to probe both ITG and TEM turbulence.

The database of experimental boron profiles was accompanied in [165] by a cor-
responding set of linear gyrokinetic and drift-kinetic simulations using GKW [137]
and NEO [85, 88, 136], respectively. These simulations are included in the analysis
of this section as a verification of the quasilinear models against a more complete
gyrokinetic code like GKW. Non-linear GKW calculations of this database have
shown no significant difference with respect to the linear calculations [166].

Standalone calculations with TGLF-SAT2 have been performed for all elements
in the database at mid-radius, obtaining the diffusion and convection coefficients of
boron using the duplicate trace method discussed in the previous section. Neoclassi-
cal coefficients are calculated with NCLASS [138], which is solidly applicable to light
impurities with core parameters. The steady-state normalized boron gradient is cal-
culated as R/LnB

= −RVB/DB for both GKW+NEO and TGLF-SAT2+NCLASS.
These gradients are compared to the CXRS measurements in figure 4.13, as a func-
tion of the normalized ion temperature gradient R/LTi (the strongest correlating
main plasma parameter found in [165]).
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Figure 4.13: Measured and predicted mid-
radius logarithmic gradients of the boron den-
sities against the corresponding measured log-
arithmic gradients of the ion temperatures.
Measurements have been performed by CXRS,
while computations compare the results of the
gyrokinetic code GKW with those of the tur-
bulent transport model TGLF-SAT2.

There is close agreement be-
tween TGLF and GKW, and rea-
sonable agreement to the measure-
ments up to when the B densi-
ties are hollow. The lack of pre-
dicted hollow light impurity pro-
files is a well-known open question
[167–171]. At R/LTi . 6 we find
sufficient agreement in the predic-
tions of TGLF-SAT2.

Two recent theoretical results
point in the direction of this so-
far unexplained hollowness, albeit
through different physical mecha-
nisms. In [171], the proposed ex-
planation is the different role of the
polarization drift in ITG and TEM
(driving outward and inward tur-
bulent impurity fluxes respectively).
In [172], it is proposed that the
torque injected by the NBI is ab-
sorbed by all ion species, which de-
velop a turbulent momentum flux

that can be considered to be distributed between main ions and impurities in the
ratio of their respective mass densities. Neoclassical viscosity then responds to this
turbulent momentum flux, leading to modified poloidal flows which in turn generate
a neoclassical impurity flux which is proportional to the turbulent momentum flux
and directed outward for co-current externally applied torque. This effect is not
expected in reactor conditions due to the low NBI torque, but it could be included
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in a new set of simulations of the ASDEX Upgrade boron database and figure 4.13
could be reproduced to verify if the results more closely follow the experiments at
high R/LTi , but this is left for future work.

4.4 Modelling workflow

Parts of this section have been published in Ref. [173], used here under the terms of
the Creative Commons Attribution 4.0 licence.

—————————————–

The models for transport, heat and particle sources, and equilibrium are inte-
grated in ASTRA. The approaches for the main plasma and impurities are discussed
in the following subsections. The entire workflow is summarized in figure 4.16.

4.4.1 Main plasma

The modelling of the main plasma is mostly based on that of [174].

Turbulent transport coefficients for the evolution of Te, Ti, ne are calculated with
TGLF-SAT2, whereas NCLASS is used for the neoclassical heat diffusivities. NBI
and ECRH sources are calculated with RABBIT [175] and TORBEAM [176] respec-
tively. The particle source is set by the density of neutrals entering the separatrix,
with a feedback loop on the volume-averaged electron density 〈ne〉vol, in analogy to
the active control of the line-averaged density ne in the experiments. 〈ne〉vol is used
in order to preserve the total particle content and, therefore, the heating power per
particle. We assume the neutrals are Franck–Condon atoms with an incoming en-
ergy of E0 = 2 eV and neglect charge exchange (CX) particle sources. This method
to determine the particle source in the simulations has been tested in detail in [174].
The main ion density is calculated from ne and the impurity densities, by imposing
quasi-neutrality. The current density profile is also evolved, including the bootstrap
current formulae from [144]. The 2D magnetic equilibrium is calculated in ASTRA
from the simulated pressure and current density profiles using SPIDER [79, 80],
setting the separatrix shape obtained from CLISTE [177] reconstructions.

We will typically simulate L-mode plasmas up to the separatrix (full-radius mod-
elling), profiting from the fact that TGLF-SAT2 has been shown to be able to pre-
dict transport in the L-mode edge [174,178,179]. When modelling ASDEX Upgrade
plasmas, in chapter 5, as boundary condition we will use the 2-point model for
Te,sep [180], with a heat flux width λq from the heuristic drift model [160], and we
set Ti,sep = 1.5Te,sep, ne,sep = 0.3 〈ne〉vol like in [174].

In contrast, in this thesis H-mode plasmas will be simulated with a boundary
condition at the pedestal top, set inside the confined plasma typically at ρtor ≈
0.85 − 0.9. In these cases, in chapter 6, the boundary conditions for temperatures
and densities will be taken from experimental measurements (in the case of AUG)
or scalings (in the case of ITER). While there are integrated modelling frameworks
capable of also describing the complex pedestal region (where not only transport
but also magnetohydrodynamic stability is a crucial element) [181–185], full-radius
simulations in H-mode are outside the scope of this thesis. In particular, impurity
transport needs to be included in this type of workflows in a future work.

https://creativecommons.org/licenses/by/4.0/
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4.4.2 Treatment of radial electric field

The radial electric field Er becomes particularly relevant at the edge of ion heated
discharges at powers approaching the L-H transition, through its role on the E×B
shearing [178]. Our description is based on the work of [186], where, in the absence
of a complete model to predict the radial electric field up to the separatrix in the
present treatment, the observed edge Er well is mimicked by solving the ion force
balance until a radial position ρmin in the normalized poloidal flux ρpol, then forcing
Er to zero at the separatrix (thus Er has a local minimum at ρmin), such that

Er =



∇pi
Zie ni

− viθBϕ + viϕBθ, ρpol ≤ ρmin ,

(
1− ρpol

1− ρmin

)2

Er(ρmin), ρmin < ρpol ≤ 1 ,

(4.16)

where we use ρmin = 0.985, informed by AUG L-mode measurements [187,188].
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Figure 4.14: Sensitivity to the choice of
location of the Er minimum in equation
(4.16), in simulations of AUG #39323 at
5.0–6.0 s. (a) Edge radial electric field.
(b) Main ion pressure predicted by TGLF,
with experimental estimation in gray.

This Er is used to calculate the E×B
shearing rate γE×B (an input of TGLF),
using the Waltz-Miller formula [189]

γE×B = −r
q

∂

∂r

(
Er
RBθ

)
. (4.17)

Higher values of γE×B lead to lower
turbulent transport, since sheared E×B
flows decorrelate turbulence by tearing
apart the turbulent eddies [190].

A sensitivity study on the choice of
radial location for the minimum of the
Er well is shown in figure 4.14, for AUG
discharge #39323 at 5.0–6.0 s where,
even though it is in L-mode, the mea-
sured Ti data shows a strong edge gra-
dient. Here, ‘floating’ means Er is al-
lowed to go as negative at the separa-
trix as the simple ion force balance pre-
dicts. Bonanomi et al recently showed
that TGLF-SAT2 can form pedestal-like
structures [186], in situations where the
simulation enters a feedback loop: γE×B

reduces the edge turbulence, which in
turn raises the edge pressure gradient,
deepening the Er well, thereby increas-
ing γE×B. This happens in figure 4.14 for the cyan and orange curves, which largely
exceed typical minimum Er values of −5 to −10 kV/m for L-modes at AUG [188].
This leads to considerably stronger simulated edge pressure gradients than the exper-
iment, and to H-mode-like edge profiles. However, decreased core gradients in these
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two cases partially compensate the increased edge pressure, such that the global
confinement is ‘only’ overestimated by 20%. The magenta line corresponds to the
default ρmin = 0.985, for which the Er well is instead somewhat underpredicted.
The edge gradients are weaker and more L-mode-like (in this particular example
the resulting core pressure is higher, and the confinement is within 5% of the ex-
periment). This is the boundary condition chosen for all L-mode simulations in this
thesis. For reference, a simulation without E×B shearing in TGLF underpredicts
both edge and core, leading to a 13% lower simulated confinement.

Given that the edge impurity convection is mostly neoclassical (so it is quite
sensitive to the main plasma gradients, see equation (2.34)) and the impurity tur-
bulent diffusivity is also reduced by the E×B shearing, these elements are critical
to correctly describe the peripheral impurity transport.

Missing physics, such as the impact of self-generated Reynolds stresses on the
different rotation terms entering in the radial force balance [191–193] or effects due
to ion orbit losses [194–196], could in the future provide a self-consistent description
of the Er well that is better reconciled with the positive scrape-off layer Er values
set by parallel dynamics on the open field lines and sheath boundary conditions
at the target [197]. This would go beyond the artificial treatment presently used
in equation (4.16), which mimics the experimental observations of the edge Er in
L-mode conditions, but it is quite outside the scope of this thesis.

4.4.3 Centrifugal effects on high-Z turbulent coefficients

It has been shown in [198] that there are non-negligible centrifugal effects on the
turbulent transport of heavy impurities like tungsten, due to the increased impu-
rity density on the low field side (LFS), where the turbulence balloons. This is
exemplified on the left panel of figure 4.15.
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Figure 4.15: (left) Schematic example of the simultaneous LFS localization of W
due to rotation (background) and the poloidal ballooning of the potential fluctua-
tions (in magenta, exaggerated for illustration). A poloidally-symmetric potential is
sketched in the cyan dashed lines. (right) Enhancement of the turbulent diffusivity
calculated with a Mach number of 0.3 (magenta) with respect to no rotation (cyan).

These effects can be included in post-processing via the analytical formulae de-
rived in [198], as done already in the QuaLiKiz model [199].
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We have now implemented this missing physics in the TGLF interface to ASTRA,
under the simplifying assumptions that the poloidal functional form of the amplitude
of the electrostatic potential fluctuations is given by |φ̃|2 ∝ exp{[−θ2/(2 θrms)

2]},
and that its mean width follows the GLF23 parametrization [132] given by θ−1

rms ≈
(3/π) [1 + 0.2 (q/2− 1)]

√
1 + 0.1 (s− 1)2, where q is the safety factor and s =

(r/q) dq/dr is the magnetic shear. The resulting coefficients are LFS coefficients,
so they need to be transformed to FSA. The resulting FSA turbulent coefficients
are enhanced by a factor of 〈〈exp(−Ez)〉〉 / 〈exp(−Ez)〉∼ 1–3, ranging within typical
values of the rotation. Ez is the normalized impurity energy, defined in equation
(2.24) and the paragraphs below it. Here, the FSA is represented by single brackets
as usual, and the mode envelope average 〈〈 · 〉〉 is defined as

〈〈f(θ)〉〉 =

∮
f(θ)|φ̃|2 Jdθ

/∮
|φ̃|2 Jdθ , (4.18)

where J is the Jacobian of the coordinate system. A concrete example of these effects
is shown in the right panel of figure 4.15. The diffusion coefficient of W in AUG
#37041 at 5.25 s coming directly from TGLF (that is, without the centrifugal effects)
is plotted in cyan, whereas the coefficient including the centrifugal effects following
the formulae of [198] and the assumption for θrms is shown in magenta. A non-
negligible enhancement of the turbulent transport coefficients of W with rotation is
evident, which we can now consider in our TGLF simulations in ASTRA.

4.4.4 Full workflow schematics

We conclude this chapter by summarizing the modelling workflow in the schematic
diagram shown in figure 4.16. All elements discussed in this chapter are included.

Figure 4.16: Schematic representation of the modelling workflow including impu-
rities. The blocks outside of the dashed lines represent external user inputs, whereas
everything inside them is self-consistently integrated in ASTRA.



62 Chapter 4. Modelling framework with impurities and their radiation

During a typical time step tn → tn+1 = tn + ∆ta of ASTRA, the following key
elements of the workflow take place:

• The main plasma profiles of electron and ion temperatures are evolved using
equations of the form of equation (1.14), with heat sources calculated at tn
by calling modules for auxiliary heating (represented by the red box in figure
4.16) and calculating the Ohmic and (if there is DT fuel) the alpha heating.
Heat diffusivities are calculated with the turbulent and neoclassical transport
models, which are separate subroutines (enclosed in the blue box).

• The electron density is evolved using an equation of a similar form as equation
(4.14), where the sources are ionization and recombination of the gas puff
fuelling at the edge, particle sources due to NBI, and pellets. The entire
turbulent particle flux is typically set into the electron particle convection,
as it was described in equation (4.15). The Ware pinch [200], caused by the
parallel electric field acting on the trapped particles, is also included.

• The poloidal flux is evolved in time using a transport equation that is similarly
first order in temporal and second order in spatial derivatives, which is derived
by combining Faraday’s, Ampère’s and Ohm’s law [106]. The boundary con-
dition for the poloidal flux is determined by the prescribed plasma current
Ip. The current density in the plasma follows from the time derivative of the
poloidal flux (times a neoclassical conductivity, for example from the formulae
of [144,148]) and the bootstrap and externally-driven currents.

• The 2D Grad-Shafranov equilibrium, equation (1.13), gives closure to the sys-
tem of four equations previously mentioned, which constitute the main AS-
TRA transport solver (summarized by the yellow box in figure 4.16). The last
closed flux surface can have a prescribed shape, provided as a set of coordinate
pairs (Rj, Zj), or calculated from the currents in the coils of the machine (the
so-called free-boundary equilibrium, which is however not used in this thesis).
The equilibrium solver and its boundary are represented by the pink boxes.

• Turbulent impurity transport coefficients undergo the splitting into diffusion
and convection and the inclusion of centrifugal effects in subsequent subrou-
tines (green boxes), before being passed to the impurity evolution equations.

• When impurities are evolved using STRAHL (purple box), the main plasma
profiles and impurity transport coefficients from ASTRA at tn are given as
inputs. The impurity densities evolve over several STRAHL time steps, since
∆ts � ∆ta (as it was discussed in section 4.2). The resulting impurity densi-
ties, effective charge and radiated power density (which goes into the energy
sinks of the electron heat equation) are returned to ASTRA for the tn+1 step.

In the rest of this thesis we will apply this workflow to study ASDEX Upgrade
and ITER plasmas in the presence of low-, mid- and (particularly) high-Z impurities.
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Chapter 5

Full-radius modelling of ASDEX
Upgrade L-mode experiments

The results presented in this chapter have been published in Ref. [173], used here
under the terms of the Creative Commons Attribution 4.0 licence.

—————————————–
Full-radius integrated modelling capabilities for accurate predictions of confine-

ment have recently been demonstrated in tokamaks, both in H-mode [181–184] and
L-mode [174, 178]. In L-mode, the TGLF-SAT2 quasilinear transport model [131]
has been shown to correctly predict transport up to the separatrix [179].

The use of theory-based transport models allows a more confident extrapolation
to future devices, and 1.5D integrated modelling provides not only global quantities
but entire profiles of the plasma parameters. So far, however, full-radius modelling
frameworks do not self-consistently describe impurity transport.

Recent developments in integrated modelling have been dedicated to the de-
scription of impurity transport [201–208], including the evolution of the background
plasma with radiative losses by impurities [209–211]. However, some limitations are
present either because the boundary condition is set well inside the confined plasma,
or because empirical impurity transport coefficients are used at the edge.

To our knowledge, physics-based quasilinear models have not been applied in a
full-radius description of impurity transport so far.

In this chapter we apply the integrated modelling framework introduced in chap-
ter 4 to full-radius simulations of ASDEX Upgrade L-mode plasmas, to validate its
impurity transport predictive capabilities and study the feedback effects of impuri-
ties on the main plasma via radiation and dilution.

5.1 Experiments to be modelled

5.1.1 AUG L-modes without impurity seeding

We consider a set of six AUG L-mode phases in deuterium, which differ mostly in
their NBI-ECRH heating mix and plasma current. The main parameters of each
discharge are summarized in table 5.1. These experiments have no seeded impurities.
We assume only W and B are present, entering the plasma due to its interaction
with the boronized tungsten walls.

https://creativecommons.org/licenses/by/4.0/
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Shot # Time PNBI PECRH Ip q95

35475 2.8−3.5 1.59 0.00 0.83 5.16
35475 4.3−5.0 0.80 0.72 0.83 5.15
35475 5.8−6.5 0.00 1.35 0.83 5.15
39255 2.5−3.0 0.77 0.87 1.24 3.34
39255 3.5−4.0 1.50 0.00 1.24 3.33
39323 5.0−6.0 1.49 0.00 0.52 8.17

Table 5.1: AUG L-modes to be simulated in section 5.2. The time column is
the interval (in s) over which profiles are averaged, the injected NBI and ECRH
powers are given in MW and the plasma current Ip in MA. q95 is the safety factor
at 95% of the toroidal flux. AUG has an aspect ratio of 3.3 and R0 = 1.65 m. The
magnetic field and line-averaged density are similar for all cases: Bϕ ≈ 2.5 T and
ne ∈ {2.0− 2.6} × 1019m−3. The red and orange cells denote heating mix scans (at
constant Ip), the blue and cyan cells denote Ip scans (at constant heating mix).

In addition to diagnostics measuring the main plasma, namely the integrated
data analysis suite (IDA) [212] for ne and Te, and CXRS for Ti and vϕ [69], CXRS
measurements of nB [71] were available for all discharges except for the phase without
NBI, as well as soft X-ray (SXR) data [213] that allow us to extract nw. Likewise,
bolometric estimations of the total radiated power [214] and IDA-based estimations
of Zeff (IDZ) [215] were available.

The experimental W density is calculated from FSAs of 2D SXR tomographic re-
constructions [216,217], assuming that only W generates the emissivity εsxr [MW m−3]
(Bremsstrahlung is negligible in these cases), so that

〈nexp
w 〉 (r) ≈

〈εsxr(r, θ)〉
nexp
e (r)Lsxr

w (T exp
e (r))

, (5.1)

where Lsxr
w [MW m3] is the W SXR cooling factor. Note that the absolute calibration

of the SXR signal is highly uncertain. We typically need a scaling factor that is esti-
mated such that the volume integral of the radiated power density caused by 〈nexp

w 〉
approximately matches the total radiation measured by bolometry. Nonetheless,
SXR data are extremely valuable in terms of the profile shape and gradients they
provide and the comparisons to the simulated W transport they allow, particularly
from axis to mid-radius. The SXR cameras have a lower detection limit at Te ≈ 1
keV [213], below which the data is unavailable, so we lack edge W profiles in general.

5.1.2 High power, high confinement radiative L-mode

The experiment presented in [48], AUG #37041 at 5.0–5.5 s, is a high-power (PNBI =
5 MW, PECRH = 2 MW) radiative L-mode kept just below the L-H power thresh-
old PLH (calculated with the Martin scaling [218]) by active feedback control on
the power crossing the separatrix, Psep = Paux − Prad, using argon (Ar) seeding as
actuator. It also features a region of strong radiation localized above the X-point.

An interesting property of this discharge is that, after an initial H-mode phase,
it transitions back to L-mode but retains high confinement (H98 ≈ 0.95) without



5.2. Simulations of ASDEX Upgrade L-modes without impurity seeding 65

ELMs. These high performing radiative L-modes have been obtained in different
machines [219–222] and are currently investigated for potential reactor scenarios [49].
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Figure 5.1: Time traces of AUG # 37041.
Power crossing the separatrix and the L-H
power threshold (top). Divertor shunt cur-
rents, as an indication of ELM activity, the
confinement H-factor (bottom).

Relevant time traces summariz-
ing the idea behind this experiment
are shown in figure 5.1. The time
windows during the H-mode and ra-
diative L-mode phases of the dis-
charge, which will be simulated in
sections 5.3.5 and 5.3.2, are shown
in dash-dotted and dashed vertical
lines respectively.

AUG #37041 is an appealing
application due to the high impu-
rity content and radiated power, the
presence of multiple species (intrin-
sic B and W, seeded Ar) and the
high confinement with no ELM ac-
tivity. Furthermore, it is a well-
diagnosed discharge, with CXRS
measurements of Ar16+ in addition
to the diagnostics previously listed
for the unseeded L-modes. On the
other hand, it is also a challeng-
ing application since, despite being
a stationary phase, the balance be-
tween heating and radiated powers
is marginal, so a slow increase of the
radiation can cause a radiative col-
lapse (which in fact happens later
on in the experiment).

5.2 Simulations of ASDEX Upgrade L-modes with-

out impurity seeding

5.2.1 Impurity sources in the simulation

An important question is how to set the impurity sources in STRAHL. For a given
profile shape, determined by transport, these sources ultimately determine the con-
tent of each species by setting the value of its density at the separatrix. In STRAHL,
this is determined by neutral puff rates for each impurity. In the experiments neither
B nor W are puffed, but rather enter the plasma due to wall erosion and sputtering.
However, a consistent modelling of real sources is outside the scope of this thesis.
To compare impurity transport predictions and measurements one is interested in
the impurity density gradients, because R/Lnz = −Rvz/Dz in steady-state, whereas
the total content of impurities is relevant in terms of radiative losses and dilution.

If we estimate Zeff using only CXRS B densities, we find a consistent under-
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estimation of the IDZ measurements. B is the most prominent light impurity in
AUG plasmas due to routine wall boronizations [223], however several other species
can be present in smaller concentrations to yield a non-negligible contribution to
Zeff . In particular, nitrogen (commonly seeded for diagnostics and heat exhaust)
and helium (from glow discharges performed for the boronizations) can remain in
the vessel from previous experiments, with smaller traces of oxygen, carbon and
fluorine. Simulating all these species is unaffordable. We opt for considering that
only B is present, but in a higher content that includes the other light impurities,
assuming that the transport of these species is not too different due to the similar
charge and charge-to-mass ratio. Furthermore, we observe that the measured line-
averaged effective charge Zeff is quite constant across these six phases, at Zeff ≈ 1.7.
The approach to select the B source consists on a feedback loop on the B neutral
puff rate such that the simulated Zeff reaches a target value of 1.7 for all simulations.
The W source is set by feedback on the simulated total radiated power, such that
the total radiation estimated by bolometry is matched.

5.2.2 Simulated profiles

Figures 5.2 and 5.3 show relevant profiles of two phases with different engineering
parameters, AUG #39255 at 2.5–3.0 s (high current, mixed heating) and AUG
#39323 at 5.0–6.0 s (low current, NBI heated), with particular interest on the
contrast between their impurity and radiation profile shapes. The profiles of these
phases are described in detail. Equivalent figures for the other four phases are shown
in figures (5.4–5.7), but they are more briefly described. General properties of the
full set of simulations are discussed in section 5.2.3.

The temperature profiles of the high Ip, mixed heating discharge, shown in figure
5.2(a), are well reproduced, although they are somewhat overpredicted in the core.
In (b), the predicted ne has a weaker edge gradient and slightly higher core density.
The experimental volume-averaged density is matched by a feedback on the neu-
tral source, so if the transport does not predict a strong enough edge gradient the
source increases, raising the entire ne profile. The Zeff , in figure 5.2(c), matches the
experimental value by design. The radial location where the safety factor q equals
1 at the sawtooth crash is ρtor ≈ 0.4. The simulated nB, shown in figure 5.2(d),
has a similar gradient to the measurement at mid-radius and a larger gradient in
the core. At the edge, the simulated B5+ density is more consistent with the B5+

measurement than the total B profile, since this charge state is less populated at the
colder periphery. Following section 5.2.1, the B content that generates the target
Zeff is 2.6 times larger than the CXRS measurements.

The measured core W profile shown in figure 5.2(e) is hollow, consistent with
the presence of central ECRH (we will discuss the effects of wave heating on heavy
impurity transport in depth in chapter 6). The simulated nw is flat and even slightly
hollow in the core, due to the reduced neoclassical pinch caused by the flat central
ni and a mild toroidal rotation of vϕ ≈ 78 km/s, Mi ≈ 0.15. The simulated profile
of the radiated power density, shown in figure 5.2(f), is therefore also quite hollow.
Direct measurements of this quantity were not available, however from bolometry we
have that the total radiated power from inside the separatrix (the volume integral
of the radiation density) is 1.2±0.3 MW. The uncertainty of the bolometry is taken
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as the difference between the minimum and maximum of the signal within the time
window under consideration. The contribution of B to the simulated total radiation
is not negligible and it is localized at the very edge of the plasma, where the lower
temperatures allow for line emissions of partially ionized B.
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Figure 5.2: ASTRA simulation of AUG #39255 at 2.5–3.0 s (high current, mixed
heating). (a) Electron (red) and main ion (blue) temperatures, with measurements
in circles and simulations in solid lines. (b) Electron and main ion densities, color-
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the core total radiated power, its components and measured value are in the label.

0

1

2

3

Te
m

pe
ra

tu
re

 [k
eV

]

(a)

Te, sim
Ti, sim

IDA
CXRS

0
1
2
3
4
5
6

De
ns

ity
 [1

019
 m

−3
]

(b)

ne, si−
ni, si−

IDA

1

3

5

7

9

11

[−
]

(c)

Ze((×3, ID 
Ze((×3, si−
q, si−

0.0 0.2 0.4 0.6 0.8 1.0
ρtor

0

3

6

9

B 
de

ns
ity

 [1
019

 m
−3

]

1e−2

(d)

CXRS B5+ × 3.6
2i−, B5+

2i−, B 3o3a,

0.0 0.2 0.4 0.6 0.8 1.0
ρtor

0

1

2

3

4

W
 d

e.
2i3

y 
[1

019
 −

−3
]

1e−3

(e)

SXR×0.6 2i−

0.0 0.2 0.4 0.6 0.8 1.0
ρtor

0

2

4

6

8

Ra
d.

 0
o5

. d
e.

2. 
[M

W
/m

3 ]

1e−1

exp: 0.5 ± 0.1

(f)

[MW]
Boron:      0.25
Tungsten: 0.19
Total:        0.44

Figure 5.3: ASTRA simulation of AUG #39323 at 5.0–6.0 s (low current, beam
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The main profiles of the low Ip, beam heated discharge are presented in figure
5.3. Both temperatures are close to the experimental data, as shown in panel (a).
The strong edge gradient in the experimental Ti is the reason why this discharge
was used in section 4.4.2. The high core ne peaking is well reproduced, but its large
edge gradient is not, as shown in figure 5.3(b). The Zeff profile, in (c), is peaked
deep in the core, where the W content is not negligible. The edge q profile is large
(since Ip is lower at constant Bϕ), and q = 1 at the sawtooth crash lays at ρtor ≈ 0.2.

The measured nB of figure 5.3(d) has a strong edge gradient, but it is then flat
until mid-radius, after which it becomes slightly hollow and then quite peaked in
the center. The simulated total B density does not capture these strong changes
in the profile shape, being mildly peaked throughout the radius, however the B5+

agrees more with the steep edge gradient as before. In figure 5.3(e), the SXR data
results in a very peaked experimental nw, whose profile shape is well reproduced by
the simulation. The combination of a very peaked central ni and a high rotation
(Mi ≈ 0.36) gives rise to the strong neoclassical pinch that causes this peaking. The
radiated power density in figure 5.3(f) is therefore also very peaked, and the 0.5±0.1
MW measured by bolometry are well matched. Note that the B contribution to the
total radiation is even dominant in this case, given that W has accumulated in the
core whereas B radiates in the edge, which has a larger share of the plasma volume.
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Figure 5.4: ASTRA simulation of AUG #35475 at 2.8–3.5 s (intermediate current,
beam heating only). (a–f) Same description as in figure 5.2.

Figure 5.4 shows the profiles of a phase with intermediate current and NBI
heating only. The temperatures are well reproduced, with a hollow central Te in both
simulation and measurement that is caused by the very peaked radiative losses by
W. The B profile is well matched except near axis, where the measurement is hollow
but the simulation is peaked. We note, however, that for this discharge the CXRS
system measured N7+, not B5+; we assume that the transport of B and N is not too
different, since they have similar charges and charge-to-mass ratios, and compare the
CXRS N7+ profile to the simulated B5+. The W density is very peaked (consistent
with a purely NBI-heated plasma), due to a peaked plasma density (whose gradient
is overestimated, though the measured profile is indeed quite peaked).
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Figure 5.5 shows the profiles of a phase of the same discharge with intermediate
current, but with reduced NBI and with additional ECRH. The B density gradient
is similarly well matched except near the magnetic axis. The simulated W density
is relatively flat, with a slightly hollow experimental W density profile in the center.
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Figure 5.5: ASTRA simulation of AUG #35475 at 4.3–5.0 s (intermediate current,
mixed heating). (a–f) Same description as in figure 5.2.
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Figure 5.6: ASTRA simulation of AUG #35475 at 5.8–6.5 s (intermediate current,
wave heating only). (a–f) Same description as in figure 5.2.

Figure 5.6 shows the profiles of the final phase with intermediate Ip, in this case
with ECRH only. The fact that there are no beams means that there are no available
CXRS measurements, so we lack experimental data for Ti and the B density. The
simulated Te is much higher than Ti, which is consistent with having a low-density,
purely electron-heated plasma. The simulated B density is the only one in the set of
simulations that is hollow in the center. The simulated W density profile is flat, and
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the SXR-reconstructed central W density is strongly hollow. This lack of hollowness
might stem from the lack of the effects of (1,1) MHD modes [224,225] on W in the
simulations. There is a significant contribution of B to the radiation at the edge,
which is mostly line radiation, since it is located in the region where the B5+ charge
state is not the only populated ionization stage in the total B density.
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Figure 5.7: ASTRA simulation of AUG #39255 at 3.5–4.0 s (high current, beam
heating only). (a–f) Same description as in figure 5.2.

Finally, figure 5.7 shows representative profiles of the high Ip, purely NBI-heated
phase. The measured ion temperature has a strong edge gradient that is not well
reproduced by the simulation with the Er settings from section 4.4.2. The B density
is quite well reproduced. The W density is peaked in the center, causing a radiated
power density that leads to a slight hollowing of the central electron temperature.

5.2.3 General properties of the L-mode database

Some general properties of the set of simulations are presented in figure 5.8.
An important test for the modelling workflow is to verify that the trend of in-

creased confinement with higher current is reproduced. This is investigated in figure
5.8(a), where a clear Ip dependence of the stored thermal energy Wth is observed
and the experimental values are well matched by the simulations. It has been shown
in [178] that including the E×B shearing γE×B, equation (4.17), in ASTRA/TGLF-
SAT2 simulations is an essential element to capture this dependence.

Note that the ITER physics basis (IPB) scaling of L-mode confinement is ∝ I0.96
p

[30]. While the limited set of simulations hinders a proper statistical analysis, we
can nonetheless fit the current dependence of the six simulations for comparison to
scaling laws and previous modelling results. We recover a dependence of I0.87

p that
is consistent with the I0.84

p of [174] and lower than the almost linear IPB scaling. We
note that while the auxiliary power is approximately matched in these discharges,
the total power is not, considering the different Ohmic heating. Accounting for this
reduces the current scaling due to the small increase of stored energy produced by
the Ohmic power at higher Ip [174].
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Figure 5.8: Simulated (solid) and measured (open): (a) plasma thermal energy
as a function of the plasma current. (b) Boron logarithmic density gradient as a
function of the electron density gradient, at mid radius (ρtor ≈ 0.5). Open green
square is missing due to the lack of measured B profile with ECRH only. (c) Tungsten
peaking (on- to off-axis nw ratio) as a function of the ECRH fraction. Different colors
represent different heating mixes, and different markers correspond to different Ip.

Figure 5.8(b) presents a correlation between the mid-radius electron and boron
logarithmic density gradients. The trends of the measurements and the simulations
coincide. There is, however, a general overestimation of the ne peaking. We miss the
measured B gradient with ECRH only (there are no beam ions for CX reactions with
impurities). This is unfortunate, since it is the flattest nB in the modelling. Stan-
dalone TGLF calculations were performed to analyze the difference in mid-radius
B turbulent transport in two extreme cases at the same current (0.8 MA): a purely
beam-heated phase with more peaked B and e− (orange square) and an ECRH-only
phase with flatter B and e− (green square), corresponding to AUG #35475 at 2.8–
3.5 s and 5.8–6.5 s respectively. The multiple convective components, from equation
(2.54), are split by setting the corresponding B gradients to zero. The beam-heated
case has a dominant pure pinch that is partially compensated by smaller outward
thermo- and roto-diffusive fluxes. In contrast, the ECRH-heated case presents an
outward pure convection that is slightly overcome by inward thermo-diffusion (with
negligible roto-diffusion), leaving a smaller inward convection. Finally, we note that
the CXRS profile at low current is hollow, but the modelling predicts no hollow pro-
files. The lack of predicted light impurity hollowness is a well documented missing
piece of theoretical understanding, as we discussed in section 4.3.

Figure 5.8(c) studies the effect of ECRH on the core W peaking. Applying central
wave heating to control heavy impurity accumulation is an established experimental
technique [226–228] with a solid theoretical understanding [229, 230]. In the set
of simulated discharges we have a scan in ECRH power fraction at approximately
constant total heating, which allows for comparisons between the SXR-measured
and predicted ratio of W densities on and off axis. We find a strong reduction of
the W peaking with increasing ECRH fraction, in agreement with the experiment.

5.3 High confinement radiative L-mode

5.3.1 Impurity sources in the simulation

The approach to determine the impurity sources in STRAHL for the simulation of
this radiative L-mode differs from the one previously discussed for the unseeded
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L-modes. Here the seeded argon has dominant contributions to both the radiated
power and the effective charge. The neutral Ar puff rate in STRAHL is increased
proportionally to (Psep − PLH), calculating PLH with the Martin scaling [218], in
close analogy to the experiment. The W source also follows this proportionality,
although with a feedback loop 10 times weaker, with the idea of mimicking a higher
W sputtering by a higher number of Ar particles. In contrast, the B source is set as
a constant trying to match the line average of the CXRS-measured B profile.

5.3.2 Simulated kinetic profiles and radiated power

Figure 5.9 presents relevant profiles of this experiment. Te, Ti and ne are very well
reproduced (particularly the latter two, with a somewhat overestimated core Te),
as shown in figures 5.9(a) and (b). In figure 5.9(c), the high Zeff of the discharge,
approaching 3 due to the high Ar seeding, is matched within uncertainties. The
radial location where q = 1 at the sawtooth crash is ρtor ≈ 0.3.

The core nB is more peaked than the flat CXRS profile, as shown in figure 5.9(d).
The peripheral transport reproduces the gradient at ρtor > 0.7, but we lack CXRS
data at ρtor > 0.86 for complete edge comparisons.

In this experiment, extracting a W density from SXR measurements is not as
simple as in section 5.2, because the high Ar content means that it dominates the
SXR emissions. For the W profile, two simulations are run with different neoclassical
transport from FACIT: the first considers collisions with the main deuterium ions
only, and the second has an additional flux component where FACIT is applied with
argon as the main ion. The latter approach has not been systematically validated
with respect to NEO (unlike the former, in chapter 3 and in [109,110]), but for the
specific profiles in this simulation, standalone NEO calculations show quantitative
agreement with the increase in the magnitude of the neoclassical diffusion and qual-
itative agreement with the decrease of the temperature screening associated with a
higher effective collisionality when collisions with Ar are considered. Both resulting
W profiles are shown in figure 5.9(e). The profiles are quite similar for most of
the radius, being slightly peaked in 0.3 < ρtor < 1. Inside ρtor ≈ 0.3 both profiles
peak considerably, but the one without Ar collisions then flattens. The increased
core peaking in the case with Ar collisions is due to the more inward neoclassical
convection associated with the reduced temperature screening. All other profiles
in figure 5.9 are not noticeably modified between the two simulations, so moving
forward we consider only the simulation with collisions of W and D only (where
FACIT is known to coincide with NEO).

To compare the simulated and measured Ar density, shown in figure 5.9(f), we
recall that the CXRS diagnostic observes a single line, in this case Ar16+. This line
is typically the most abundant at AUG temperatures, but lower ionization states
are more populated at the edge, at lower Te, and the two higher ionization states
dominate in the hotter core. This is why the measured Ar16+ is hollow in the center.
The measured line has gradients and content inconsistent with the simulated total
Ar density, but the correct comparison is against the simulated Ar16+ density, which
is an output of STRAHL. For Ar16+, the simulation matches the shape and content
of the measured profile quite well, with a slight shift from the core to the edge that
can be explained by the higher simulated core Te and differences in the Ar transport.
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Figure 5.9: ASTRA simulation of the radiative L-mode AUG #37041 at 5.0–5.5
s, with Ip = 0.8 MA, Bϕ = 2.5 T. (a–d) Same as figure 5.2.(e) Simulated W density
profile, considering only D-W collisions (solid cyan) and also Ar-W collisions (dashed
orange) in FACIT. (f) Total Ar density (solid purple), Ar16+ density (dashed purple),
and CXRS-measured Ar16+ (black dotted).
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Figure 5.10: Radiated power density measurements and simulations for AUG
#37041 at 5.0–5.5 s. (a) 2D tomography of the bolometry. The solid red contour
is the separatrix and the dashed red contour marks ρtor ≈ 0.85. (b) SXR measure-
ments. Here the dashed red line is the surface at Te ≈ 1 keV. (c) Radiated power
profiles: FSA of bolometry from (a) in black, simulated radiation in red with its
components by W (cyan), Ar (purple), B (green) and the X-point radiation (yel-
low, see section 5.3.3). The volume integral of each contribution is given in the
label. Vertical lines correspond to the contours in (a). (d) SXR power profiles: FSA
of measurements from (b) in black, with reconstruction from the modelling using
temperatures and densities from figure 5.9 and SXR cooling factors.

In figure 5.10 we expand on the simulation of radiated power densities for this
discharge. 2D tomographic reconstructions of the total radiated power density from



74 Chapter 5. Full-radius modelling of ASDEX Upgrade L-mode experiments

bolometry were available for AUG #37041, and are shown in figure 5.10(a). An
X-point radiator (XPR) [40, 231], caused by the increased Ar seeding and located
outside ρtor > 0.85, can be identified. By comparison, not much radiation is seen in
the core (although the uncertainty of the bolometry increases towards the center due
to lower line-of-sight coverage). The 2D SXR tomography is shown in figure 5.10(b),
where we see that the experimental SXR emissions increase towards the center but
decrease again deep in the core, and there is a slight in-out poloidal asymmetry.

Figures 5.10(c) and (d) present results of the 1D ASTRA simulations in com-
parison to flux surface averages of (a) and (b), respectively. In figure 5.10(c), the
Ar radiation is the dominant component and it peaks at ρtor ≈ 0.8, where Ar is
partially ionized but has a higher content than farther out radially, due to the edge
gradient. W radiates only in the core. We note that a separate X-point contribution
to the radiation is added. This is described in section 5.3.3. In total, the simulation
obtains a high radiated power of 4.4 MW, in close agreement with the 4.5±0.5 MW
estimated by bolometry. Psep matches the Martin scaling value for PLH of 2.5 MW.
The shape of the SXR radiation profile, in figure 5.10(d), is well reproduced from
edge to ρtor ≈ 0.25, where nw peaks and with it the modelled SXR emissions.

5.3.3 Model for X-point radiation
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Figure 5.11: (a) X-point radiation
bolometry, with cross sections of
possible volumes in equation (5.2).
(b) X-point radiated power as func-
tion of the X-point temperature, us-
ing the same color codes as in (a).

2D processes that produce a cold, dense region
at the X-point (power balance between par-
allel heat conduction from the upstream and
losses due to atomic processes [232]) cannot
be modelled by ASTRA, which adopts a FSA
approach to the transport equations. The for-
mation of an XPR causes high radiation in a
small edge region. Omitting this peripheral
radiation leads to powers radiated inside the
separatrix that are considerably lower than
the measurements, while compensating with
higher core radiation would trigger, by expe-
rience, a radiative collapse in the simulation.

We implemented a simple model to ac-
count for this peripheral radiation, estimating
its magnitude as

Px = Lz(Tx)nx(Tx)2 czx Vx, (5.2)

where Lz is the total impurity cooling factor,
nx and Tx are the electron density and tem-
perature of this dense, cold region above the
X-point, czx is the impurity concentration in
this region and Vx is its volume. Pressure bal-
ance along the field lines yields nx ≈ nuTu/Tx,
where the subscript ‘u’ denotes upstream val-
ues, here taken as the separatrix values in AS-

TRA. The key assumption of this model is the value of Tx. We select 7 eV as a typical
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value in the range of 1-10 eV obtained in AUG SOLPS-ITER simulations [233] and
divertor Thomson scattering measurements [234]. Two further assumptions are that
the X-point impurity concentration is equal to its upstream value, i.e. the impurity
density is compressed by the same amount as the electron density, and the value
for the volume of the region (taken as a ring of circular cross section with radius
R0). The chosen parameters are illustrated in figure 5.11. We obtain 0.6 MW of
additional radiation, added to the ASTRA simulation in a Gaussian profile with
location and width in ρtor of 0.97 and 0.10 respectively.

5.3.4 Impact of impurities on confinement

0

3

6

9

12

Pl
as

m
a 
pr

es
su

re
 [1

04
 P
a] (a)

w/o imps
with imps

0.0 0.2 0.4 0.6 0.8 1.0
ρtor

0

1

2

3

4

5

He
at
 d
iff
us

iv
ity

 [m
2
/s
]

(b)

main ions
electrons

Figure 5.12: (a) Simulated pres-
sure for AUG #37041 at 5.0–5.5 s
without (blue) and with impurities
(red). (b) Main ion (solid) and elec-
tron (dotted) heat diffusivities. The
yellow region is where the turbulent
spectra is analyzed in figure 5.13.

Impurity dilution has long been known to sta-
bilize ITG turbulence [51–53]. This is the ex-
planation for the H-mode-like confinement of
this radiative L-mode provided in [48]. We
investigate this further in this section by per-
forming an additional simulation without im-
purities, such that ni = ne and Zeff = 1,
but keeping the radiation profile fixed so the
power balance is unchanged. TGLF is run
with two kinetic species instead of five. In
this case there is no dilution, the cause of
ITG stabilization by impurities. Figure 5.12
shows the resulting simulations with and with-
out impurities. The thermal pressure profile
p = neTe + (ni + nB + nAr + nw)Ti, whose vol-
ume integral corresponds to the stored ther-
mal energy and ultimately characterizes con-
finement, is plotted in figure 5.12(a). The one
with impurities is higher than the one with-
out even though the main ion density of the
latter is not diluted and the electron densities
are equal, which means that the difference is
caused by increased temperatures. Both edge
pressures (ρtor > 0.8) are practically identical,
indicating that this is a core effect. The pre-
dicted ion and electron heat diffusivities, χi
and χe, are shown in figure 5.12(b). Both are reduced from the pure to the impure
plasma, particularly in 0.3 < ρtor < 0.8. The result is a 33% increase in the predicted
confinement, with H98 = 1.06 and 0.80 with and without impurities.

To look deeper into the reduction of turbulent transport by impurities, we per-
formed two standalone TGLF simulations using input data taken from radial av-
erages in the yellow region in figure 5.12, where the pressure gradients differ most
(R/Lp of 25 and 17 with and without impurities). In particular, we build the inputs
using the ASTRA simulation with impurities (red in figure 5.12) and then remove
the impurities for the second standalone run, to have a more direct comparison of
the role of impurities on the turbulence at the exact same background gradients.



76 Chapter 5. Full-radius modelling of ASDEX Upgrade L-mode experiments

−2

−1

0

ω
r[
c s

/a
]/

(k
y
ρ s

)

(a)
w/o imps
wi h imps

0.0

0.5

1.0

1.5

γ
[c

s
/a

]/
(k

y
ρ s

)

(b)

10−1 100 101

kyρs

0

20

40

60

80

He
a 

 fl
ux

 [g
B]

(c) main ions
elec rons

Figure 5.13: TGLF spectra for
AUG #37041 at 5.0–5.5 s at 0.70 <
ρtor< 0.78. (a) Real eigenfrequency
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ion and electron drift directions.
(b) Growth rate of dominant mode.
Both variables in (a) and (b) are
normalized to the sound speed over
the minor radius and divided by the
wavenumber. (c) Electron and ion
heat fluxes in gyro-Bohm units.

The corresponding turbulent spectra are
shown in figure 5.13. The real eigenfrequency
ωr, in panel (a), indicates turbulence propa-
gation in the ion drift direction (negative ωr
in the TGLF convention) at the larger length
scales for both cases. At small scales, the simu-
lation with impurities presents propagation in
the electron drift direction but the one with-
out impurities has parts of the spectrum on
both signs of ωr. In figure 5.13(b), the growth
rate γ shows three peaks, at large, intermedi-
ate and small scales. All three are reduced go-
ing from the pure to the impure plasma. Note
that both ion and electron heat fluxes (Qi, Qe)
peak at larger length scales, around a normal-
ized wavenumber of 0.3 characteristic of ITG
turbulence, as shown in figure 5.13(c). Heat
flux contributions from small scales are negli-
gible. The inclusion of impurities reduces Qi

and Qe by approximately a factor of 3.

The increased performance due to ITG sta-
bilization by impurities begs the question of
whether this effect would balance the delete-
rious fuel dilution in a fusion reactor. Fusion
power grows with the square of the fuel den-
sity, Pfus ∝ n2

DT. In our simulation, the core
fuel is reduced to 75% of the electron den-
sity by the presence of the seeded impurities.
Given the 33% increase in confinement, this re-
quires a scaling of Pfus with at least the square
of the confinement (which was found numeri-
cally for the confinement enhancement factor,
Pfus ∼ H2.15

98 , in [235]). However, the high con-
finement of this radiative L-mode is due to in-
creased core temperatures and, as pointed out
in [48], the D-T cross section decreases with Ti
at high enough temperatures. Still, this is an
interesting scenario that is both ELM-free and

has a high core radiated fraction (Prad/Paux ∼ 0.67), which are essential requirements
for a safe power exhaust in a future reactor.

5.3.5 H-mode phase of this discharge

As we showed in figure 5.1, AUG #37041 had an initial H-mode phase before tran-
sitioning back to L-mode when the high Ar seeding was injected. Quasilinear trans-
port models are typically not applied in full-radius H-mode simulations because they
usually do not form strong pedestals. However, we saw in section 4.4.2 that suitable
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Er boundary conditions can result in pedestal-like structures with TGLF-SAT2.

As an exploratory endeavor, we performed a full-radius simulation of the H-mode
phase of AUG #37041 (at 2.0-2.5 s), allowing Er to evolve freely up to the separatrix,
i.e. ‘floating’ boundary condition in equation (4.16). Note that using this choice
in Er in the radiative L-mode phase would result in higher edge gradients than
what was obtained in figure 5.9, overestimating the confinement. In the experiment
only the Ar puffing rate is different, leading to a reduced radiation and thus higher
Psep > PLH. All other engineering parameters (Paux, Ip, Bϕ, ne, etc.) are constant.
For this simulation, we use the same B source as in the L-mode phase, whereas
both the Ar and W sources were reduced by a factor of 10, considering that in the
experiment the Ar puff rate increased by around this much going from the H-mode
to the radiative L-mode.

Figure 5.14 presents the resulting simulated profiles. The main plasma profiles
are of particular interest in this case, because we are applying TGLF-SAT2 up to
the separatrix in an H-mode. We find surprisingly good agreement between the
simulation and the experiment. Strong edge temperature and density gradients are
obtained in figures 5.14(a) and (b), consistent with the experimental data. All three
profiles of Te, Ti and ne are within the error bars of the measurements across the
full radius. In figure 5.14(c), Zeff also matches the IDZ estimate, which is about two
thirds of the one in the radiative L-mode phase.

These H-mode-like profiles of the main plasma allow us to test the impact of the
presence of a pedestal on the impurity density profile predictions.

There is a strong simulated edge nB gradient, as shown in figure 5.14(d), that
unfortunately cannot be compared to measurements due to the lack of edge CXRS
data in this phase (this lack is also evident in the Ti measurements). The simulated
profile is peaked, in contrast to the experimental profile which is flat at mid-radius
and hollow in the core, and the B content is well reproduced. The W profile shown
in figure 5.14(e), in contrast to the radiative L-mode phase, has a very steep edge
gradient arising from the higher neoclassical pinch due to the ne pedestal and the
lower edge turbulent diffusivity. It is then hollow in the region 0.6 < ρtor < 0.8
(where ne is flat while Ti is peaked, so there is temperature screening), and it finally
peaks in the core, although less than in the radiative L-mode phase. The magnitude
of the effect of adding collisions with Ar are smaller than in figure 5.9(e) because
the Ar content is lower in this phase, with a qualitatively similar increase in the
core peaking. Both measured and simulated Ar contents, shown in figure 5.14(f),
are about 1/6 of the ones in the radiative L-mode phase, even though the seeding
rate was reduced by a factor of 10, because Ar also presents a stronger edge gradient
that increases the core density from its separatrix value.

In figure 5.15 a similar analysis of the radiation as in figure 5.10 is presented.
Figures 5.15(a) and (b) show the tomographic inversions of the measured total
radiation density and its SXR share of the spectrum. We note the lack of the XPR
in this phase of the discharge. The contribution of W to the radiation is twice as in
the L-mode phase even though the source is reduced by a factor of 10, as shown in
figure 5.15(c), because the W density is more distributed in the edge. Ar radiation
is reduced by a factor of 5. The total 2.3±0.5 MW estimated from bolometry is well
matched by the simulated 2.2 MW. In figure 5.15(d) we see that Ar still contributes
significantly to the SXR emissions.
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Figure 5.14: ASTRA simulation of the H-mode phase of AUG #37041, at 2.0–2.5
s. (a–f) Same description as figure 5.9.
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Chapter 6

Effects of central wave heating on
tungsten transport in ASDEX
Upgrade and ITER H-modes

The results presented in this chapter have been published in Ref. [236], used here
under the terms of the Creative Commons Attribution 4.0 licence.

—————————————–
A key aspect of tokamak scenario design revolves around avoiding central heavy

impurity accumulation. This problem becomes particularly sensitive in NBI-heated
H-mode plasmas, due to the enhancement of toroidal rotation by the beam torque
and the more peaked plasma density due to the central particle source [203, 237],
both of which increase the neoclassical high-Z impurity transport.

The use of central wave heating, like ECRH and ICRH, for the control of high-
Z impurity accumulation has been well established experimentally across multiple
fusion devices such as Alcator C-Mod [238], AUG [226], DIII-D [239], TCV [240],
JET [227], KSTAR [241] and EAST [242]. Several physical mechanisms contribute
to the effectiveness of this technique at increasing wave heating power:

• an enhanced central turbulent impurity diffusivity [229, 243] leads to flatter
heavy impurity profiles, following equation (4.7);

• flatter electron density [230] and toroidal rotation profiles [244] reduce the
neoclassical pinch, following equation (2.34);

• modified neoclassical transport by ICRH-induced temperature anisotropies
that affect the poloidal asymmetries of the impurity density [100,102]. ICRH
can also increase the neoclassical screening, in case of heating schemes with
significant ion heating fractions or by fast particle effects that reduce turbulent
ion heat transport [245,246], enhancing the ion temperature gradients;

• the combination of central ECRH and (m,n) = (1, 1) MHD modes that cause
outward high-Z impurity transport [224,225].

In ASDEX Upgrade, in particular, the operational experience with tungsten walls
is that NBI-heated H-mode plasmas without central ECRH usually survive only at
low current (. 600 kA), because at low current the pedestal is weaker and these

https://creativecommons.org/licenses/by/4.0/
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lower pedestal gradients do not pinch W into the confined plasma so much, leading
to a sufficiently low W concentration at the pedestal top. At high current with
stronger pedestals, the neoclassical pinch is large and thus the W concentration
at the pedestal top is already high. Without ECRH (with NBI alone), the core
neoclassical pinch can lead to a strong central peaking of the W density, causing
a radiative collapse of the discharge. For this reason, AUG is seldom operated in
H-mode with high current and with NBI heating only.

Figure 6.1 shows an example of an AUG pulse with 7.5 MW of beam heating
and three levels of ECRH during different phases of the discharge. The top panels
show the measured soft X-ray emissions, which are dominated by tungsten. The
bottom panels show the corresponding W densities reconstructed from the SXR
measurements, using equation (5.1). The W density is flat (and even hollow) in the
central region when there is some ECRH power, and it becomes strongly peaked
when the wave heating is turned off (after which a radiative collapse was promptly
triggered by the high W content in the core).
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Figure 6.1: Progressive W accumulation in AUG #32408, as ECRH power is re-
duced. (a–c) Tomography inversion of soft X-ray emissions at PECRH ∈ {2.0, 0.5, 0.0}
MW. Solid and dashed red contours are the separatrix and the surface at Te = 1
keV respectively. (d–f) W density based on FSAs of the SXR radiation in (a–c).

The ability to reproduce the effects of central wave heating on heavy impurity
transport is an important validation for a modelling framework that predicts impu-
rity transport and radiation self-consistently. In this chapter, we demonstrate that
the workflow introduced in chapter 4 recovers essential physics of core W transport
in the presence of central wave heating, reproducing experimental observations of
four ASDEX Upgrade H-modes with constant NBI and power steps in ECRH and
ICRH. After this validation, we will apply the models to study the role of ECRH
on core W transport in the ITER 15 MA baseline scenario.
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6.1 ASDEX Upgrade H-mode experiments with

wave heating power steps

Four AUG discharges, presented in detail in [228], will be investigated with inte-
grated modelling in section 6.2. Their common feature are descending power steps
in central wave heating, keeping all other engineering parameters fixed: 7.5 MW
of NBI, line-averaged density ne ≈ 7 × 1019 m−3, magnetic field Bϕ = 2.5 T, and
plasma current Ip = 1 MA (q95 ≈ 4). These H-mode discharges are:

• #32408: localized ECRH, with three gyrotrons at a frequency of fECRH =
140 GHz focused at the same central location ρtor ≈ 0.1, in six power steps
PECRH ∈ {2.0, 1.6, 0.8, 0.5, 0.2, 0.0} MW approximately 1.1 seconds long each;

• #32413: broad ECRH, with three steerable launchers aiming the gyrotrons at
ρtor ∈ {0.1, 0.2, 0.3}, in the same power steps;

• #32404: ICRH with a hydrogen minority heating scheme at a frequency of
fICRH = 36.5 MHz, in six power steps PICRH ∈ {3.6, 2.6, 2.0, 1.3, 0.7, 0.1} MW,
using the B-coated 2-straps antenna and the W-coated 3-straps antenna (the
latter of which produces a lower W source at similar power [247]);

• #32414: ICRH with finer steps at low power, {2.5, 1.0, 0.8, 0.6, 0.4, 0.2} MW.

The purpose of the broad ECRH is to mimic the ICRH power deposition, which
was calculated in [228] using the coupled wave and Fokker-Planck solver TORIC-
SSFPQL [248–250]. Figure 6.2 shows the idea behind this experimental setting. The
power density profiles are shown on the left, while the total powers deposited inside
a given radial position are shown on the right. At the same input power, the broad
ECRH and the ICRH have very close power depositions by design.
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Figure 6.2: (left) Wave heating power density profiles in the different heating
schemes used in the experiments to be modelled: localized ECRH (cyan), broad
ECRH (pink) and ICRH (yellow). (right) Total deposited heating power inside the
corresponding radial location (cumulative volume integral of the curves on the left).

For the simulations of these discharges, the W density boundary condition is set
such that an initially flat profile produces the radiated power measured by bolometry
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at the start of the flattop, and this boundary value is kept constant throughout the
wave heating steps. In this way, any effects observed as the wave heating power
decreases throughout the discharge will be due to the changing shape of the core
profile due to transport, and not due to changing W sources at the edge. The W
radiation is calculated with the cooling factor from [33].

A boron (B) species is included with a concentration to match the measured
effective charge Zeff ≈ 1.5. All other time-dependent ASTRA experimental inputs
were prepared with the newly-developed TRVIEW interface [251]. The electron and
ion temperatures, the current density, and the electron and tungsten densities are
predicted, while the measured rotation is prescribed.

6.2 Dynamical integrated modelling of AUG plas-

mas with ECRH and ICRH

6.2.1 Localized ECRH
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Figure 6.3: Timetraces for AUG 32408.
(a) NBI (black) and ECRH (blue) pow-
ers; radiated power bolometry (yellow)
and simulation (red). (b) W concentra-
tions: GIW measurements (solid), on-axis
(orange) and off-axis (light blue); simula-
tion (dashed), on-axis (red) and off-axis
(dark blue). (c) Simulated central W dif-
fusivity (red) and convection (blue), with
neoclassical components (dash-dotted).

Figure 6.3 shows relevant experimen-
tal and simulated time traces for AUG
#32408. Panel (a) presents the aux-
iliary heating mix and shows how the
predicted and measured radiations are
constant as long as some ECRH is ap-
plied, and rise out of control after the
last step in the ramp. Panel (b) shows
the trajectories of on- and off-axis W
concentrations, measured by grazing in-
cidence spectrometers (GIW) [153] and
simulated, in close agreement with each
other. The radiation is matched us-
ing only W, so a factor is applied to
GIW. The central W concentration in-
creases continuously throughout most of
the flattop, but the radiation stays con-
stant because the off-axis concentration
slightly decreases. Panel (c) shows the
simulated core (averaged over ρtor ≤
0.3) W transport coefficients and their
neoclassical components. The diffusion
is purely turbulent, while the convection
is entirely neoclassical. The diffusivity is
higher at high ECRH and decreases at
lower ECRH, down to the neoclassical
level. The convection increases as the
ECRH is ramped down. The behaviors
of Dw and Vw both contribute to a more
peaked W density in time.
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During the radiative collapse (t > 7.5 s) the toroidal rotation greatly increases,
contributing to an abrupt acceleration of the W accumulation and the collapse itself.
This can be understood through the theoretically-predicted effects of rotation on
neoclassical transport and particularly on the temperature screening, which are well
described by FACIT. The cause of the sudden increase of the rotation during the
collapse phase can also be explained. With the increase of the central radiation, Te
decreases fast and becomes lower than Ti, with the collisional energy exchange now
becoming a sink for the ions. This drags Ti down following Te, eventually producing
flat and then hollow temperature profiles. Concomitantly with the reduction of the
net energy source and the relaxation of the temperature gradients, the turbulent
transport is strongly reduced. The simultaneous reduction of the turbulent ion heat
conductivity and of the turbulent toroidal viscosity, in the presence of a still constant
externally applied NBI torque, explains the observed sudden and strong acceleration
of the toroidal rotation.
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Figure 6.4: Profiles at different ECRH powers: (a) electron and (b) ion tempera-
tures, (c) electron density, (d) main ion density peaking, (e) main ion Mach number,
(f) W density, (g) W diffusivity, (h) W convection, averaged over the last 0.3 s of
each ECRH step, except at 0 MW (averaged over the first 0.3 s).

Relevant profiles at different ECRH levels are presented in figure 6.4, along with
available measurements. In panel (a), Te decreases as both the ECRH is reduced and
the W peaks. The effect on Ti is milder but still present in panel (b). The electron
density, in panel (c), is less peaked at higher ECRH, contributing to a reduced W
neoclassical pinch. Note that in (a–c), the experimental profiles are deep in the
collapse during the last step, while the simulation is still in a less extreme phase.
Overall, these simulated profiles closely reproduce the measurements. Panel (d)
shows the reduction in the simulated main ion density peaking with more ECRH,
and panel (e) presents the decrease in the measured rotation profiles. The increased
peaking of W as the ECRH power is reduced becomes more apparent in panel (f).
In panels (g) and (h) the profiles of the W diffusive and convective coefficients are
plotted respectively, with clearly higher magnitudes of central Dw and Vw at higher
and lower ECRH, respectively. The combination of effects shown in panels (d–e)
causes the increase in the neoclassical convection as the ECRH is decreased.

An additional simulation with twice the total radiated power shows that there is
little sensitivity of the results to the total radiation. This confirms that the collapse
is triggered by the local central power balance going negative in response to the
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local core W transport. In section 6.4 we will show that in ITER the opposite takes
place: the critical element is the total volumetric radiative loss of the power.

6.2.2 Broad ECRH

Figure 6.5 shows equivalent time traces for the broad ECRH discharge (AUG #32413)
as figure 6.3 for the localized ECRH. In the case of broad ECRH deposition the most
notable difference is that, using the same power steps, the discharge presents a ra-
diative collapse much earlier (halfway through the step at 0.5 MW), as we can see
in panel (a). The measured radiated power greatly and quickly increases at around
5.5 s, with the simulated radiation also rising out of control (albeit more smoothly).
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Figure 6.5: Timetraces for AUG 32413.
(a–c) Same as figure 6.3.

In panel (b), we can see that the
GIW measurements of on-axis W con-
centration rise steadily after 4 s, while
the off-axis W concentration slightly de-
creases, indicating a central peaking of
the W density profile. These trends
in the trajectories are well matched by
the simulations. The central diffusive
and convective transport coefficients are
similarly shown in panel (c). The mag-
nitude of the W diffusion, which is
mostly turbulent before the collapse of
the plasma, is lower with broad ECRH
than with localized ECRH (by around
a factor of 2). This contributes to a
more peaked W density. The diffusiv-
ity is similarly reduced in time as the
wave heating power is decreased, down
to the neoclassical level during the col-
lapse. The convection, which is mostly
neoclassical, is inward and it strongly in-
creases in magnitude towards the later
phase of the simulation.

Less electron heating is deposited
within the inner core region (e.g. ρtor ≤

0.2), which has been shown in figure 6.2. As we will discuss in more detail in section
6.3, the electron to ion heat flux ratio is a crucial parameter in determining the
effectiveness of wave heating in controlling high-Z impurity peaking.

6.2.3 ICRH with larger and finer steps

Modelling of ICRH temperature anisotropies

As we previously discussed in section 2.2.2, the ICRH-induced temperature anisotro-
pies (TA) tend to push the highly-charged impurities towards the high-field side,
partially compensating the low-field-side localization due to centrifugal effects. The
end effect is a reduction of the (typically inward) neoclassical transport, which is
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one of the reasons why ICRH is effective in the control of core W accumulation.
Including this effect is important to describe the discharges with ICRH power steps.

To model the ICRH TA, our main assumption will be that the parametrizations
of FACIT from section 3.2, which are mostly in terms of the effective impurity Mach
number M∗

z , will describe these effects if we use a modified M∗
z ,

M∗
z

2 ≈M∗
zΩ

2 −M∗
zη

2, (6.1)

with a centrifugal component, labeled by Ω for the toroidal rotation angular fre-
quency and given by the usual equation (2.28), and a temperature anisotropy com-
ponent. The work of chapter 3 was built on rotating plasmas without temperature
anisotropies, that is on M∗

zΩ
2 only, but the physical effect at play is the poloidal

asymmetry of the density, whose modifications by ICRH TA are assumed to be de-
scribed by an M∗

zη
2. If the minority fraction is small, fm = 〈nm〉 /ne � 1, such

that its impact on the quasi-neutrality is negligible compared to the majority ion,
Zm 〈nm〉 � Zi 〈ni〉, then following [100] we can approximate

M∗
zη

2 ≈ Z

Zi

Zm Te
Ti + ZeffTe

fm η
3/4

1 + (bic − 1)(1 + η3/4)
, (6.2)

where bic = Bres/B0 is the ratio between the magnitudes of the magnetic field at the
resonance of the ICRH, 2πfICRH = ZmeBres/mm, and on axis.
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Figure 6.6: Ratio of perpendic-
ular to parallel minority tempera-
ture (orange), effective W Mach num-
ber (black), and its centrifugal and
temperature anisotropy components
(green, blue), for AUG #32404 at 3s.

It was pointed out in [252] that the more
complete but more complex model of [103]
can still be approximately recovered with
the model of [100] by using η → η3/4, which
we have implemented here, already shown in
the powers of η in equation (6.2).

This temperature anisotropy factor η =
T⊥(θ0)/T‖ − 1 is an output of TORIC-
SSFPQL. Figure 6.6 shows an example of
a radial profile of η + 1 for one of the ICRH
discharges under consideration, as well as
the modified effective impurity Mach num-
ber and its centrifugal and TA components.

As a final note, we will take equation
(6.1) to be valid only if the resultingM∗

z ≥ 0.
If M∗

zΩ < M∗
zη , we will simply take M∗

z = 0.
Physically, this means that with FACIT we
cannot describe a reversal of the rotation-
induced LFS localization of the impurities
to a HFS localization due to the ICRH; at most we can have completely poloidally
symmetric densities in a balance of centrifugal and temperature anisotropy effects.

Simulation results

Time traces resulting from the simulations, along with experimental measurements,
are shown in figures 6.7 and 6.8 for the ICRH discharges with high (#32404) and
low (#32414) power steps. Unlike the equivalent figures 6.3 and 6.5 with ECRH,
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here the ICRH power is not multiplied by a factor of 2 in panel (a). Approximately
twice the wave heating power is applied in these ICRH discharges, since again, as
we will discuss further in section 6.3, the critical parameter is the electron heating,
but ICRH also heats the ions. The finer steps at low power in #32414 (right figure)
can be difficult to differentiate with this scale, but we keep it in this way to better
compare the ICRH power at a given time with respect to the figure on the left.

In the case of #32404 with higher ICRH, the radiated power measured by bolom-
etry is constant throughout the discharge and it quickly rises when the last power
step is finished and the ICRH is turned off. In #32414, the measured radiation be-
gins to rise shortly before the end of the last power step. In the case of #32404 (left
figure), the simulated radiated power is approximately constant up to the second-to-
last power step (t . 6.2 s), it begins to steadily rise during the last power step and
finally quickly increases when the ICRH is turned off. For #32414 (right figure),
the simulated radiation rises more steadily after t ≈ 4 s. We notice that, even if it
happens at different times, the ICRH powers at which the radiated powers in the
simulations start to rise are almost equal (0.7 and 0.6 MW).
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Figure 6.7: Timetraces for AUG
32404. (a–c) Same as figure 6.3,
but with ICRH power in (a).
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Figure 6.8: Timetraces for AUG
32414. (a–c) Same as figure 6.3,
but with ICRH power in (a).

The simulated on-axis and off-axis W concentrations, in panels (b), follow the
experimental time trajectories quite well in both cases, with an off-axis concentration
slightly decreasing in time and an on-axis concentration that progressively increases.

The comparison between both ICRH discharges in terms of transport coefficients,
shown in panels (c), is interesting because it is clear that, after the initial step with
high power where the W diffusivity is high in both cases, the ICRH power is more
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slowly ramped down for #32404 (left figure) and consequently the W diffusivity de-
creases more slowly, remaining with considerable magnitude for longer. In contrast,
the turbulent W diffusion for #32414 decreases to very low values after the first
power step, because the ICRH is strongly reduced. In both cases the neoclassical
convection becomes more strongly inwards as time advances, due to more peaked
electron density and rotation profiles. For #32414, there is a strong and sudden
reduction of the convection during the first power step (at t ≈ 2 s), which is due to
a (3,2) mode that flattens the core rotation (this will be further discussed in section
6.3.1), after which the inward convection monotonically increases in magnitude.

Again, the reduction in (turbulent) diffusion and the increase in the inward
(neoclassical) convection lead to the increased peaking in the W density evidenced
in panels (b), recalling equation (4.7).

6.3 General properties of W transport in AUG

plasmas with wave heating

The simulations of the four wave-heated discharges presented in the previous sec-
tions share qualitative properties of increased core W peaking, decreased turbulent
diffusivity and increased neoclassical pinch as the wave heating is ramped down.
However, quantitative differences arise from physical effects that we will discuss in
the following subsections.

6.3.1 Tungsten peaking

The ratio of central to mid-radius (ρtor ∼ 0.1, 0.5) W densities as a function of
the wave heating power is compared to GIW data in figure 6.9(a) and (c) for all
discharges. In the simulations, like in the experiments, the localized ECRH is more
efficient in reducing the W peaking in terms of total heating power than the broad
ECRH (which collapses before reaching the lower power steps, only avoiding W
accumulation for PECRH ≥ 0.8 MW) and the high ICRH (which requires about twice
the power for equivalent flattening of W).

The ECRH cases are somewhat shifted to larger W peaking at the higher powers
due to a stronger simulated R/Lne than the experiment, leading to a stronger neo-
classical pinch. With ICRH, R/Lne is closer to the experiment. Hollow W profiles
are not obtained because sawteeth are modelled as an average increase of diffusivity
inside q= 1 (ρtor < 0.3), and effects like those of [224, 225] are not described. How-
ever, on the scale of a full radiative collapse, the quantitative agreement between
simulation and experiment is satisfactory.

In [228], the local electron heat flux fraction, Qe/Qtot, was shown to order the
experimental data for the different heating schemes: the relevant physical quantity
is how much heat is locally deposited to the electrons, as seen in panel (d). The
experimental Qe/Qtot are calculated from power balance in interpretative simula-
tions. In panel (c), the simulated Qe/Qtot are shifted to higher values, particularly
for the ECRH cases and at low Qe/Qtot. In this inner core region there is sensitivity

to the collisional heat exchange qei∝ (Te−Ti)n2
e/T

3/2
e , so slight deviations in the

temperature profiles (especially if Te≈Ti and exacerbated by slightly higher ne) can
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cause this heat to flow from the ions to the electrons, opposite to what results from
the experimental profiles. Regarding the W flattening efficiency, since ICRH heats
the ions too (ion heating fractions ranging in 20–70%) and has a broader deposition,
it is less effective in terms of power in MW. When ordered with Qe/Qtot, the addi-
tional effect of ICRH-induced temperature anisotropies contributes to the efficiency
of ICRH. This effect, which we model like in [100] up to where it fully compensates
the low-field-side centrifugal asymmetries of W (but not up to having high-field-side
localization), could be somewhat overestimated in the simulations.
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Figure 6.9: Tungsten peaking as a function of the total wave heating power (left
panels) and central electron heat flux fraction (right panels). Simulated values and
GIW measurements are shown in the top panels and bottom panels respectively

Discharge #32414, with finer ICRH steps at low power, has a reduced and flatter
rotation profile in ρtor ≤ 0.5 than the other three discharges, due to a (3,2) mode
starting at the first power step that remains active during the entire Ip flattop.
Its impact is significant on the core rotation (halving it), but it is small on the
temperatures and stored energy. While presence of the mode is not included in
our modelling, the measured rotation profiles are used as inputs and the reduced
rotation impacts the W neoclassical predictions of this discharge as compared to the
other three. The effect of this (3,2) mode can be clearly seen in the W convection
of #32414 in figure 6.8(c) at t ≈ 2 s, where the reduction in central rotation leads
to a sudden reduction of the pinch.

6.3.2 Relative efficiency of turbulent tungsten flattening and
turbulent heat losses

The ratio of impurity particle and ion heat diffusivities Dw/χi characterizes how
efficiently the enhancement of core turbulence by wave heating flattens the W profile
compared to how fast it removes the plasma energy.
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Analytical and non-linear gyrokinetic analyses [229] indicate that this ratio is a
non-monotonic function of the local electron to ion heat flux ratio, Qe/Qi, due to the
shift in the resonant real eigenfrequency at which Dw and χi peak as the properties
of the turbulence change in response to the applied heating scheme.
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Figure 6.10: Ratio of turbulent W diffu-
sivity to ion heat diffusivity, as a function
of the electron to ion heat flux ratio.

In figure 6.10, TGLF predictions for
the dependence of Dw/χi on Qe/Qi are
plotted for different time frames in the
four simulations. Qe/Qi orders Dw/χi
for all wave heating schemes in approx-
imately a single curve. The increase in
Dw/χi at the lower Qe/Qi, a maximum
at Qe/Qi ∼ 2, and subsequent decrease
as Qe/Qi � 1, is completely consistent
with the analytical and non-linear re-
sults of [229], showing that TGLF cap-
tures important physics of high-Z tur-
bulent impurity transport.

The localized ECRH is the only
heating scheme that reaches the maxi-
mum in Dw/χi in this set of discharges,
because it deposits heating to electrons
only and it does so in the very center of
the plasma. The broad ECRH deposits the heat spread farther out, so the Qe/Qi

at ρtor = 0.15 is lower. Both ICRH cases not only have a broad heat deposition, but
they also give a fraction of the heat to the ions, increasing not only Qe but also Qi,
thereby having a more limited effect on Qe/Qi even if more power in MW is applied.

To obtain points at Qe/Qi � 1, not reached in the experiments, we performed an
additional simulation with artificially increased PECRH ∈ {2.5, 3, 4, 5}MW, shown
in open diamonds in figure 6.10.

6.4 Tungsten transport in the ITER 15 MA base-

line scenario

The recently announced new ITER baseline [253] aims to accelerate the scientific
exploitation of ITER, minimizing risks in the project and optimizing the machine
assembly. A key element for risk mitigation, particularly in terms of nuclear licens-
ing, is the replacement of beryllium (Be) with tungsten as a first wall material. Since
tungsten was already envisioned as the divertor material, ITER plasmas will now
be surrounded by a full-W metallic environment. Considering the low tolerance to
core contamination with high-Z impurities in reactor conditions [37], it is necessary
to understand and predict the transport and effects of tungsten in ITER plasmas.

6.4.1 Modelling settings

To simulate the ITER 15 MA baseline scenario (Bϕ = 5.3 T, R= 6.2 m) we start by
setting a conservative pedestal top pressure (ppt) of 108 kPa at ρtor = 0.9. This is
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approximately 20% lower than the value at the peeling-ballooning (PB) stability
boundary calculated using the EPED1 model [254, 255], and it was selected as a
proxy for ELM-suppressed or ELM-mitigated operation. The boundary conditions
for the main plasma profiles are T pt

e =T pt
i = 4.4 keV and npt

e = 8×1019 m−3. We use
a 50/50 D–T fuel mix (as a single ion of mass 2.5 in TGLF), with a bundled light
impurity equivalent to 5% He and 1% B charge concentrations, yielding a Zeff ≈ 1.4.

Constant 30 MW of NBI are applied, with prescribed deposition profiles to elec-
trons and ions from [98], and the rotation profile predicted in [98, 99] is also pre-
scribed. Central ECRH is applied with a Gaussian profile with location and width in
ρtor of 0.1 and 0.05. The ECRH power is scanned in separate simulations up to the
maximum installed power, PECRH ∈{0, 10, 20, 50, 70}MW. The NBI power density
profiles are kept fixed. This assumption can be justified by the practically constant
density and the limited variations in Te (±12%) which are obtained across the scans
in PECRH. Moreover, core W transport in ITER is not sensitive to slightly modified
NBI power density profiles, considering the low torque and core particle source.

The simulations are evolved for over 10 confinement times τE, to guarantee con-
vergence. The main free parameter is the W concentration at the pedestal top, cpt

w .
We scan this quantity in 5 runs for each ECRH power as cpt

w ∈{0, 1, 2, 5, 10}× 10−5,
for a total of 25 simulations. In these H-mode simulations, we scan the pedestal
top W concentration, instead of the separatrix concentration, in order to make our
studies independent of the large uncertainties in pedestal transport. Amongst the
unknowns present with our local reduced models are the quantitative predictions
of turbulent transport in the pedestal, the influence of 3D resonant magnetic per-
turbation (RMP) fields on heavy impurities [256] and global effects on neoclassical
transport [257,258]. Profiles are evolved inside ρtor≤ 0.9, but a pedestal W density is
built to calculate the W radiation up to the separatrix, using neoclassical convection
and diffusion from FACIT and 0.3 m2 s−1 of turbulent diffusion (lacking reliable tur-
bulent transport predictions in the pedestal with theory-based models). This value
is consistent with IMEP [183–185] predictions of χi in ITER’s pedestal [259] and is
used to be less optimistic than a fully neoclassically-screened pedestal W density.
This assumption leads to nsep

w /npt
w ∼ 7.

6.4.2 Predictions of W transport in ITER

In reactor conditions it is expected that core neoclassical convection is low, even for
heavy impurities, mostly due to the significantly lower collisionality [127]. The lower
rotation and NBI particle source also contribute to this. The impurity convection
of high-Z impurities is therefore mostly turbulent in reactor conditions. We recall
that a validation of TGLF predictions for the impurity convection was presented in
section 4.3 for boron, whose low charge Z and low mass A imply that its convection
is mostly turbulent also in AUG conditions.

Figure 6.11 shows W density profiles normalized at the pedestal top for all con-
centrations. The profile shapes are practically unaffected by the level of ECRH, and
core accumulation is never observed.

The mid-radius peaking is R/Lnw ∼ 2 for all cases, which is an indication of
a mostly turbulent convection: with negligible roto-diffusion, most terms in the
turbulent impurity convection are diamagnetic in nature, scaling as 1/Z and thus
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being small for W. The remaining term is the compression of the E×B flow due to
the inhomogeneous magnetic field, for which the ∇B and curvature drifts contribute
each as∼ −1/R, leading to a turbulent pinch ofRVz ∼ −2Dz [126]. The neoclassical
temperature screening in the pedestal region can be clearly seen.
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Figure 6.11: Normalized W density profiles, at different ECRH powers (across
panels) and pedestal top concentrations (in colors).

The behavior of diffusive and convective W coefficients as wave heating power
increases is shown in figure 6.12. ITER W diffusivities in the core and at mid-radius
are presented in figure 6.12(a) for cpt

w = 5 × 10−5. The neoclassical component is
negligible at both radial locations. The turbulent core Dw is consistent with the
physics of figure 6.10, considering the broad range of Qe/Qi here. Figure 6.12(b)
shows that the neoclassical W pinch in the core and mid-radius of ITER is also
very small, such that the convection is completely turbulent. An additional run at
PECRH = 35 MW is included.
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Figure 6.12: W transport coefficients as a function of wave heating power. (a)
Diffusivity and (b) convection in ITER, core (ρtor ≤ 0.3) in full orange symbols and
mid-radius (0.45 ≤ ρtor ≤ 0.55) in open green symbols, with turbulent and neo-
classical components in squares and downward triangles respectively. (c) Diffusivity
and (d) convection in AUG core (ρtor ≤ 0.3), with ECRH in full red symbols and
ICRH in open blue symbols, turbulent and neoclassical components in circles and
upward triangles respectively.

Centrifugal effects on neoclassical impurity transport scale with the Mach num-
ber squared, M2 ∝ (RΩϕ)2/Ti. In ITER, these effects are small compared to current
devices [110] due to the high core Ti and low predicted rotation. Results of simula-
tions without rotation, using the rotation from [98, 99], or twice that rotation, are
practically identical, since neoclassical transport is almost negligible in any case.

The transport regime for W in ITER will be markedly different from current
machines due to the lower collisionality, rotation and NBI particle source. The
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turbulent convection does not scale strongly with the impurity charge or mass [126],
unlike its neoclassical counterpart. Therefore, it does not have a mechanism for
strong accumulation of high-Z impurities.

Panels (c–d) show that in AUG the situation is quite different. Again the core
W diffusivity is mostly turbulent and it increases with wave heating power, more
efficiently for central ECRH and less so for ICRH. However, the convection is mostly
neoclassical and is strongly reduced by the wave heating, more efficiently with ICRH
due to the temperature anisotropies.

6.4.3 Radiative losses, H-mode sustainment and fusion per-
formance

Since a radiative collapse by a local negative power balance in the inner core due to
W accumulation is not expected to occur in the ITER 15 MA scenario, the limiting
effect as the W concentration increases is produced by the global radiative power
losses, Prad, which would not allow the power crossing the separatrix, Psep, to sustain
H-mode operation.

Figure 6.13: (a) Radiated power and
(b) power crossing the separatrix, as a
function of the pedestal top W concentra-
tion for different levels of ECRH. In (b)
the black horizontal lines are L–H power
thresholds under different assumptions.

This is investigated in figure 6.13,
where all quantities are time-averaged
over the last 2 τE of each simulation.
In panel (a) Prad is found to be mostly
unaffected by ECRH power, in connec-
tion to the insensitivity of W densities
to ECRH. In panel (b), Psep is plot-
ted along with the L–H power thresh-
old at increasing levels of optimism:
the Martin scaling [218], its correction
as 2/ADT = 2/2.5 due to isotope ef-
fects [260], and a further 25% reduc-
tion for full-W walls [261]. The un-
certainty bands on Psep correspond to
W radiated powers inside the pedestal
assuming fully turbulent (flat) or fully
neoclassical (very hollow) pedestal pro-
files. Symbols correspond to the chosen
assumption of purely neoclassical con-
vection with small turbulent diffusion.

Higher ECRH allows the plasma to
tolerate a higher W concentration while
remaining in H-mode, but this is true
for any heating method in the global
power balance. ECRH directly replaces
the electron heat sink of impurity radi-
ation, however, compensating the electron power losses with a more dominant ion
heating fraction could have a favorable effect on the fusion power, since Te/Ti is
reduced (with a beneficial reduction of turbulent transport) and Ti is increased.

We do not simulate the transition back to L-mode when Psep becomes arbitrarily
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low at high Prad, since we keep fixed the initial pedestal profiles for ρtor> 0.9. How-
ever, this exercise allows us to identify the maximum W concentrations that still
allow H-mode operation. In the baseline case at 20 MW of ECRH, the marginal
maximum cpt

w is ∼ 3.5 × 10−5. Here, we consider a marginal sustainment of the
H-mode when the ratio Psep/PLH approaches 1, although for a robust operation of a
reactor a safety margin of Psep/PLH & 1.2 − 1.3 is likely necessary. Applying lower
auxiliary heating for better performance in Qfus = Pfus/Paux reduces this tolerable
cpt

w to ≤ 2×10−5, whereas increasing the auxiliary heating in case of an increased W
content can allow cpt

w ≤ 8 × 10−5. The limiting W concentrations at the separatrix
are higher, since nsep

w ∼ 7npt
w with our assumptions.

The total radiation increases proportionally to the plasma volume, and VITER ∼
65VAUG. In contrast, the heating power is not scaled up as fast: the ∼ 150 MW
(100 MW alpha and 50 MW auxiliary powers) in ITER are only 15 times the typ-
ical heating power in AUG of around 10 MW. This is why AUG can tolerate W
concentrations > 10−4, much higher than ITER.
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Figure 6.14: (a) Time traces of fusion
power (solid) and tungsten radiated power
(dashed). Three cases at different ECRH
power and W concentrations are high-
lighted in colors; the other 22 simulations
are shown in gray. (b) Fusion multiplica-
tion factor Qfus as ECRH power increases,
at different concentrations of W.

The fusion performance of these sce-
narios is shown in figure 6.14. In panel
(a), time traces of the fusion power
and W radiation are shown. We high-
light 3 of the 25 simulations. Only one
case out of 25 featured a radiative col-
lapse, not caused by W accumulation,
but rather by an increase in the cooling
factor Lw(Te) as Te decreased due to the
initially negative global power balance
(highest cpt

w and PECRH = 0 MW). Notice
that a long simulation time is required
to have quantities that are converged
enough, considering the non-linearities
of the system, particularly the coupling
of alpha heating to the temperatures.
Panel (b) shows the dependence of Qfus

on ECRH power and W concentration.
Besides the obvious decrease of Qfus

when the auxiliary heating increases (as
a consequence of stiff heat transport),
we obtain a penalty of ∆Qfus ∼ 1 when
the W concentration increases by a fac-
tor of 5.

At this conservative pedestal pres-
sure and with the transport models em-
ployed, the target Qfus = 10 is obtained
with 40 MW of auxiliary heating (30

MW of NBI + 10 MW of ECRH) at cpt
w ≤ 2× 10−5 (with Psep/PLH ≥ 1.1). This is

promising since the adopted pedestal top pressure stays below the peeling-ballooning
boundary by a margin of 20%, potentially fulfilling constraints of ELM-suppressed
or ELM-mitigated operation. In these conditions our modelling assumptions lead
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Upgrade and ITER H-modes

to confinements below the IPB98(y,2) [30] and above the ITPA20-IL [262] scalings,
in both cases by ∼ 15%. With Paux = 50 MW, Qfus ranges between ≈ 9 for only
Bremsstrahlung losses (Pbrms ≈ 16 MW) and ≈ 8 at very high W concentrations.

Further reducing the auxiliary heating can allow access to Qfus> 10, provided
that the combination of W concentration and ECRH power is such that the H-mode
is sustained, as well as having a low-enough L–H threshold (PLH . 70 MW), in
connection to figure 6.13.

6.4.4 Effect of a higher pedestal top pressure

To test the impact of the assumption on the pedestal top pressure (ppt), an additional
set of 10 simulations is carried out at the PB boundary prediction of EPED1, setting
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Figure 6.15: Comparison of ITER sim-
ulations with pedestal top pressure con-
servatively 20% below (blue) and at the
PB limit from EPED1, as well as with in-
termediate (full symbols) and high (open)
W concentrations. (a) Power crossing the
separatrix, with different assumptions for
the L-H power threshold in the horizontal
lines, and (b) fusion power multiplication
factor, as a function of the ECRH power.

ppt = 130 kPa. For a low and a high
pedestal top W concentration (10−5 and
5 × 10−5), simulations at the same five
ECRH powers are performed.

The resulting Psep and Qfus are
shown as functions of PECRH in figure
6.15, with the new results at the higher
pedestal top pressure plotted in red and
the previous results from figures 6.13
and 6.14 in blue. The higher ppt leads
to a confinement factor of H98 ≈ 1.05,
while the predictions of the same TGLF
transport model with a lower ppt were
H98 ≈ 0.85. In panel (a), we see that
the higher core confinement leads to a
stronger alpha heating that provides a
larger margin for H-mode sustainment,
represented by the region above the
black horizontal lines. These L-H power
thresholds are calculated using the same
scaling and assumptions as before.

The W concentration with 20 MW of
ECRH and ppt = 130 kPa at which Psep

marginally exceeds the Martin PLH with
isotope effects (dashed line) is increased
to cpt

w ∼ 5 × 10−5 (from cpt
w ∼ 2 × 10−5

at ppt = 108 kPa). If the W con-
centration remains closer to 10−5, there
is no problem with the sustainment of
the H-mode even if the ECRH power
is further reduced (shown in full cir-
cles). A reduction of PECRH increases
Qfus, as shown in panel (b). The con-
finement predicted by TGLF-SAT2 with
the higher pedestal top pressure as boundary condition satisfies the ITER targets
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of Qfus = 10 and Pfus = 500 MW, already at W concentrations at the pedestal top
as high as 5× 10−5. The Qfus target can even be exceeded by reducing the heating
power, provided that the W concentration is not too high. This is consistent with
recent non-linear gyrokinetic profile predictions [263] (which assumed a constant W
concentration of 1.5× 10−5).

As in figure 6.11, all W density profiles throughout the 10 simulations were quite
flat, due to a practically negligible neoclassical W transport. As already mentioned,
turbulent transport does not have mechanisms leading to heavy impurity accumu-
lation, and turbulent transport dominates for both diffusion and convection of W in
the core of the ITER 15 MA scenario at ppt = 108 kPa and also at ppt = 130 kPa.
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Chapter 7

Summary, conclusions and outlook

In this thesis, the transport and effects of impurities in tokamak plasmas were studied
using an integrated modelling framework that was developed to be entirely based
on theoretical transport models. The workflow was validated against experimental
data in a variety of ASDEX Upgrade plasmas, and it was then applied to predict
the behavior of impurities in ITER.

After a general introduction to fusion plasmas, the tokamak magnetic confine-
ment concept and the effects of impurities in fusion devices in chapter 1, chapter 2
presented an overview of the most important theoretical elements of the transport
of impurities in tokamak plasmas. The main results obtained during this thesis were
presented in the subsequent chapters, and they are summarized as follows.

7.1 New version of FACIT that includes rotational

effects at all collisionalitites

The behavior of the neoclassical transport of impurities across collisionality regimes
and radial positions at increasing levels of rotation was investigated and modelled
analytically in chapter 3. A comprehensive database of drift-kinetic calculations
with the NEO code, composed of scans in rotation, collisionality and trapped particle
fraction ranging between extreme values reachable by present-day and future devices,
was constructed both to analyze these effects and to obtain a new version of the fast
and accurate collisional impurity transport model (FACIT) which also describes the
impact of rotation at all collisionalities.

We showed that the rotation-collisionality parameter space is divided into regions
of favorable and unfavorable effects on the neoclassical temperature screening. The
sign and intensity of the effects depend on the trapped particle fraction.

Experiments with significantly different values of rotation and collisionality were
analyzed within this context. The favorable rotation regime becomes particularly
attractive for high-power, low-density operation of present-day devices. Slowly ro-
tating plasmas, or tokamaks operating at high density or low power, instead enter
the unfavorable regime where rotation suppresses and even reverses the temperature
screening, leading to a more inward flux. The expected rotation levels in ITER are
small, so ITER is not predicted to significantly either profit from or be negatively
affected by rotational effects on neoclassical impurity transport.
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A drift-kinetic code like NEO is not well suited for applications with low compu-
tational time demands. With this in mind, we introduced an analytical model that
includes the effects of rotation on neoclassical impurity transport at arbitrary col-
lisionality and trapped particle fraction, which is now included in the FACIT code.
This model was constructed through a novel approach to extract the physically-
distinct banana-plateau and Pfirsch-Schlüter components from the NEO output flux,
and by introducing a set of fitted factors to ensure close agreement with NEO.

Being analytical, the extended FACIT model is well suited for fast applications.
It was shown to be accurate with respect to the more complete NEO code across a
broad parameter space, and to be able to reproduce radial profiles of the transport
coefficients computed with NEO using experimental plasma profiles.

The added feature of describing the banana-plateau and Pfirsch–Schlüter com-
ponents individually provides a more complete physical understanding of the effects
of rotation. As a notable example, it allowed us to identify the enhancement of the
temperature screening as a banana-plateau effect. Overall, including the influence
of rotation for both Pfirsch–Schlüter and banana-plateau transport was shown to be
crucial for the neoclassical modelling of heavy impurities in rotating plasmas.

7.2 Integrated modelling framework with impuri-

ties and radiation

A modelling workflow that integrates the transport and radiation of impurities into
the evolution of the main plasma profiles and magnetic equilibrium was developed
and tested in chapter 4. The central element for developing the workflow was the
coupling of the impurity transport code STRAHL to the ASTRA modelling suite.

After verifying that the ionization/recombination-dominated and transport-domi-
nated limits of the charge state distribution of impurities are correctly recovered, the
necessity of splitting the impurity flux into diffusive and convective coefficients for
the correct modelling of impurities in STRAHL was demonstrated. This splitting
increases the computational cost of the transport calculations, so different methods
were tested, benchmarked, and an optimum was selected.

The impurity transport coefficients are calculated with the FACIT model, as
described in chapter 3, for the neoclassical components and with the TGLF-SAT2
quasi-linear model for the turbulent components. A validation of the TGLF predic-
tions for impurity transport against an ASDEX Upgrade database of boron density
measurements was also provided in chapter 4.

The modelling workflow was then described in detail, including the models and
assumptions employed for the main plasma species. The implementation of two
particular effects was described: the treatment of the radial electric field (which is
crucial for the correct description of transport at the periphery), and the inclusion
of centrifugal effects on the turbulent transport coefficients of heavy impurities.
Finally, the workflow was summarized in a single comprehensive schematic diagram.
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7.3 Full-radius simulations of AUG L-mode plas-

mas

Employing the workflow introduced in chapter 4, results of full-radius (meaning,
from the magnetic axis to the separatrix) integrated modelling of ASDEX Upgrade
L-mode experiments were presented in chapter 5.

Particular emphasis was placed on the transport of multiple impurity species
and their effects on the main plasma through radiative cooling and dilution of the
main ions. The quasi-linear turbulent transport model TGLF-SAT2 was applied up
to the separatrix to obtain impurity transport coefficients for the first time.

A set of six L-modes, including intrinsic boron and tungsten impurities in the
plasma, was simulated to test the predictions of the workflow against experimental
profiles under differing plasma currents and heating power mixtures. Important
effects, such as the increase of confinement with plasma current and the reduction
of core tungsten peaking with central ECRH, were reproduced in the modelling.

Furthermore, a radiative L-mode scenario with high confinement and no edge
localized mode activity was modelled in close agreement to multiple diagnostics
measuring the main plasma profiles, impurity densities and radiation. The effect of
ion temperature gradient (ITG) turbulence stabilization due to impurity dilution of
the main ions was confirmed to play a significant role on the enhanced confinement
of this experiment. A simple X-point radiator model was applied to account for
highly localized radiation at the edge. Finally, the radial electric field treatment
of [186] proved sufficient to reproduce experimental profiles in the H-mode phase
of this particular discharge, giving hope to future applications of edge transport
modelling with quasi-linear models in H-mode.

7.4 Control of W accumulation with central wave

heating in NBI-heated AUG H-mode plasmas

In chapter 6, we demonstrated that the integrated modelling framework is also capa-
ble to reproduce the reduction of core tungsten peaking in ASDEX Upgrade H-mode
plasmas when central wave heating is applied, which is a routine experimental tech-
nique for the operation of neutral-beam-heated tokamaks. Dynamical simulations of
four ASDEX Upgrade discharges, two with electron cyclotron resonance heating and
two with ion cyclotron resonance heating descending power steps, were performed
from the start of the current flattop phase all the way to the radiative collapse of
each discharge. Quantitative agreement was obtained between the simulations and
multiple diagnostics measuring the evolution of the main plasma temperatures and
density profiles, tungsten density peaking, and radiated power. The self-consistent
evolution of multiple transport channels was an essential element in order to recover
these effects, because the tungsten transport is strongly coupled to the main plasma
profiles and the main plasma profiles are affected by the impurity radiation losses.

The physics behind the control of high-Z impurity accumulation with central
wave heating was analyzed, thanks to the availability of turbulent and neoclassical
impurity transport diffusive and convective coefficients from the TGLF-SAT2 and
FACIT models. It was demonstrated that they predict an increased (mostly turbu-
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lent) diffusivity and decreased (mostly neoclassical) pinch of tungsten with higher
wave heating power, contributing to a strong reduction of central tungsten peaking
in ASDEX Upgrade.

Finally, it was shown that TGLF-SAT2 is able to reproduce the non-monotonic
dependence of the ratio of the turbulent tungsten diffusivity to the main ion heat
diffusivity on the local electron-to-ion heat flux ratio that was found with non-linear
gyrokinetic calculations in the past. This ratio of diffusivities characterizes how
efficiently the enhancement in core turbulence by wave heating flattens the impurity
density (which is desired) compared to how fast it removes energy from the plasma
core (which is not). The fact that TGLF-SAT2 captures its behavior is a convincing
verification of this quasi-linear model.

7.5 Predictions of tungsten transport in ITER

Having validated the modelling framework against experimental data from ASDEX
Upgrade L-mode (chapter 5) and H-mode (chapter 6) plasmas, in section 6.4 we
turned our attention to simulations of the ITER 15 MA baseline scenario with
particular interest on tungsten transport.

The theory-based transport models we applied reproduced the expectation that
the core of ITER at full power and current is in a different transport regime for
tungsten as compared to present-day tokamaks. Since the collisionality is much
lower (and the expected toroidal rotation is also not very large), the core neoclas-
sical pinch of high-Z impurities is small and the convection, like the diffusion, is
completely turbulent. The resulting tungsten density profiles are all quite flat, since
turbulent heavy impurity transport lacks mechanisms of strong central accumula-
tion, in contrast to neoclassical impurity transport. A consequence of this is that
the tungsten profile shapes in ITER, and therefore the total radiated power, are
predicted to be practically unaffected by electron cyclotron resonance heating, in
stark contrast to the situation in present-day tokamaks like ASDEX Upgrade.

The tolerable tungsten concentration is limited not because of a local negative
power balance in the center, but by the total radiated power losses that would not
allow the power crossing the separatrix to sustain operation in the high confinement
regime (H-mode). Applying higher auxiliary heating powers allows the plasma to
tolerate higher tungsten contents, by keeping the excess heat in the global power
balance above the L-H threshold. However, a higher auxiliary heating reduces the
fusion power multiplication factor. On the other hand, lower auxiliary heating can
be applied in order to obtain a higher fusion gain, depending on the power required
to sustain the H-mode at given tungsten radiative losses. These conclusions can be
directly expected to apply to DEMO-type machines.

Simulations at a higher pedestal top pressure complemented those at the more
conservative value that was chosen as a proxy for edge localized mode suppressed or
mitigated operation. The increased confinement associated with the higher pressure
boundary condition led to a limiting pedestal top tungsten concentration for H-
mode sustainment that is more than twice higher (5× 10−5 vs 2× 10−5), due to the
stronger core alpha heating. Furthermore, with a pedestal pressure at the peeling-
ballooning boundary, the models and assumptions employed in section 6.4 predicted
a comfortable achievement of the ITER Qfus = 10 objective.
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The application of theory-based models allowed us to perform a first-of-its-kind
analysis of the interplay between tungsten transport, required electron cyclotron
heating power and fusion performance in ITER with integrated modelling. The
prior validation against experimental data provided confidence in the physics un-
derstanding of tungsten transport for extrapolation to ITER. The self-consistent
evolution of main plasma and impurities helped us further understand the opera-
tional space of ITER, in particular in view of its newly-proposed full-tungsten walls.

7.6 Future work

The work reported in this thesis has extended and validated the predictive capabil-
ities of integrated modelling of tokamak plasmas through the coupled evolution of
the densities of multiple impurity species and their feedback on the main plasma via
radiative cooling and main ion dilution.

Further work can strengthen the confidence on the predictions of the modelling
workflow by expanding the validation against experimental data to other machines
beyond ASDEX Upgrade. Of particular interest for the extrapolations to ITER
(and beyond, to DEMO-class reactors) are tokamaks larger than the medium-sized
ASDEX Upgrade, such as JT-60SA [264] and JET. A sufficient diagnostic coverage,
not only in terms of main plasma profile measurements but also of impurity densities
and radiated powers, is necessary to cross-validate the multiple simulated transport
channels (as it was done in this thesis).

Some elements of the framework that could be further developed are:

• the inclusion of momentum transport modelling, which would provide a self-
consistent prediction of the toroidal rotation. The experimental rotation pro-
files have been prescribed, considering the difficulty of predicting momentum
transport, particularly in the presence of low beam torque (the extrinsic source
of momentum) or strong wave heating, and the high sensitivity of heavy impu-
rity transport to rotation. The present approach enables an impurity transport
validation which is de-coupled from the high uncertainties in predicting the
plasma rotation. Recent reduced models for momentum transport [265, 266]
could be applied in the future.

• The choice of the edge impurity sources, which are currently ad-hoc inputs
used to approach expected radiated powers and effective charges. An accurate
description of sources requires sophisticated plasma-wall interaction [267–270]
and scrape-off layer transport [271] modelling capabilities beyond the scope
of this thesis. Efforts in integrated wall erosion and scrape-off layer transport
modelling have recently begun in the community [272,273], but the computa-
tional cost of this type of simulations remains high.

• A more sophisticated treatment of magnetohydrodynamic transients, with par-
ticular emphasis on the effects on impurities, such as the hollowing of the cen-
tral tungsten density due to sawtooth relaxations in the core and the flushing
of impurities due to edge localized modes.
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• A model to accurately predict the neutral density profile at the edge. This
is necessary in order to include missing physics like the effect of charge ex-
change reactions on the peripheral impurity distribution and radiation [274].
The ionization electron source from partially stripped impurities could also be
included by updating the STRAHL coupling to ASTRA.

• Improvements to the model to account for the peripheral X-point radiation in
ASTRA. While this additional radiation was introduced retroactively for the
discharge under consideration (that is, knowing that the X-point radiator was
present by evaluating the experimental data), the access condition to the X-
point radiator regime of [232] could be implemented in subsequent integrated
modelling applications to consistently trigger the use of the model.

There is a need to further validate the treatment of multi-impurity collisions in
FACIT against NEO, possibly extending parts of the model to better reproduce the
drift-kinetic results. A precise description of multi-impurity effects with toroidal
rotation still requires the use of NEO, which carries significant consequences on the
computational time of the integrated modelling framework (at least doubling it).

A purely neoclassical tungsten pedestal in ITER is likely too optimistic, and
small values of the turbulent diffusivity already modify its pedestal profile. Further
studies on pedestal turbulent impurity transport are necessary to more realistically
assess which reduction of tungsten density can be sustained by the neoclassical
outward convection from the separatrix to the pedestal top.

Finally, a clear objective for future work is to extend the applicability of the
framework to full-radius simulations of impurity seeded H-mode plasmas. This could
be done by including a description of impurities in the IMEP workflow [183, 184].
Three key elements to be addressed, moving from full-radius L-mode to H-mode
simulations, are the estimation of turbulent impurity transport coefficients in the
pedestal, the impact of impurities on the scrape-off layer model that provides bound-
ary conditions at the separatrix in IMEP, and effects of high impurity content and
radiation on the pedestal magnetohydrodynamic stability. This would enable a val-
idation against, for example, JET data from discharges with both neon seeding and
D-T fuel, performed during DTE3 (JET’s most recent and final experimental cam-
paign), and integrated modelling predictions of ITER plasmas including not only
tungsten but also the planned neon seeding for power exhaust.
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[120] Fülöp T. et al. “Turbulent and neoclassical impurity transport in tokamak
plasmas”, Physics of Plasmas 16(3) (2009).

[121] Angioni C. et al. “The impact of poloidal asymmetries on tungsten transport
in the core of JET H-mode plasmas”, Physics of Plasmas 22(5) 055902 (2015).

[122] Angioni C. et al. “Direction of impurity pinch and auxiliary heating in tokamak
plasmas”, Physical Review Letters 96(9) 095003 (2006).

[123] Camenen Y. et al. “Impact of the background toroidal rotation on particle
and heat turbulent transport in tokamak plasmas”, Physics of Plasmas 16(1)
012503 (2009).

http://doi.org/10.1088/1361-6587/ac5b4d
http://doi.org/10.1088/1361-6587/ac5b4d
http://doi.org/10.1088/1361-6587/acb0fc
http://doi.org/10.1063/1.865350
http://doi.org/10.1088/0029-5515/25/4/007
http://doi.org/10.1063/1.866333
http://doi.org/10.1088/0029-5515/29/7/004
http://doi.org/10.1088/0741-3335/40/10/007
http://doi.org/10.1088/0741-3335/56/12/124001
http://doi.org/10.1088/0741-3335/56/12/124002
http://doi.org/10.1088/1361-6587/aba7f9
http://doi.org/10.1088/0741-3335/47/5/r01
http://doi.org/10.1063/1.3083299
http://doi.org/10.1063/1.4919036
http://doi.org/10.1103/physrevlett.96.095003
http://doi.org/10.1063/1.3057356
http://doi.org/10.1063/1.3057356


110 Chapter 7. Bibliography
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List of acronyms

ASDEX Axially Symmetric Divertor Experiment.

ASTRA Automated System for Transport Analysis.

AT Advanced Tokamak (scenario).

AUG ASDEX Upgrade.

BP Banana-Plateau.

CFC Carbon Fiber Composites.

CX Charge Exchange.

CXRS Charge Exchange Recombination Spectroscopy.

DEMO Demonstration Fusion Power Plant.

DKE Drift-Kinetic Equation.

ECRH Electron Cyclotron Resonance Heating.

ELM Edge-Localized Modes.

ETG Electron Temperature Gradient.

FACIT Fast and Accurate Collisional Impurity Transport.

FSA Flux Surface Average.

GIW Grazing-incidence spectrometers (for tungsten, W).

GKE Gyrokinetic Equation.

HFS High Field Side.

ICRH Ion Cyclotron Resonance Heating.

IDA Integrated Data Analysis.

IMEP Integrated Modelling from Engineering Parameters.
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IPB ITER Physics Basis.

IPP Max Planck Institute for Plasma Physics.

ITER the way in Latin, prev. International Thermonuclear Experimental Reactor.

ITG Ion Temperature Gradient.

JET Joint European Torus.

JT-60SA Japan Torus–60 Super Advanced.

KBM Kinetic Ballooning Modes.

KSTAR Korea Superconducting Tokamak Advanced Research.

LCFS Last Closed Flux Surface.

LFS Low Field Side.

MCF Magnetic Confinement Fusion.

MHD Magnetohydrodynamics.

MTM Micro-Tearing Modes.

NBI Neutral Beam Injection.

PFC Plasma Facing Components.

PS Pfirsch-Schlüter.

RMP Resonant Magnetic Perturbation.

SOL Scrape-Off Layer.

SXR Soft X-Rays.

TA Temperature Anisotropies.

TEM Trapped Electron Mode.

TFTR Tokamak Fusion Test Reactor.

TGLF Trapped Gyro–Landau Fluid.

XPR X-point Radiator.
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Appendix

A Transformation of transport coefficients between

low field side and flux surface average pictures

We have seen from chapter 3 and figure 3.1 that the introduction of a 2D poloidally
asymmetric impurity density allows freedom in the representation of the 1D density.
In particular, the low-field-side (LFS) and flux-surface-averaged (FSA) 1D pictures
of the impurity density are of interest. Transport codes always use the FSA den-
sity, whereas the drift- and gyro-kinetic codes more regularly use the LFS (outer
midplane) density. Imposing that the flux-surface-averaged impurity particle flux,
split into diffusive and convective components, is equal in both pictures gives rise to
a transformation between the 1D densities, their gradients, and the corresponding
diffusion and convection coefficients. This transformation is summarized here for
reference, following the derivation of the Appendix of [149], with a useful form of
the transformation of the convection which follows from the equations in [149].

For clarity, we will keep explicit labels of ‘fsa’ and ‘lfs’, such that 〈nz(r, θ)〉 = nfsa

and nz(r, θ0) = nlfs. The FSA particle flux is decomposed in the usual diffusive and
convective components in each 1D picture, such that

Γ = −Dfsa
dnfsa

dr
+ nfsaVfsa ,

Γ = −Dlfs
dnlfs

dr
+ nlfsVlfs ,

(A.1)

and these representations of the flux are imposed to be equivalent. From the parallel
transport properties presented in section 2.2, the densities (and their gradients, from
the product rule) transform as

nfsa = nlfs

〈
e−Ez

〉
,

dnfsa

dr
=

dnlfs

dr

〈
e−Ez

〉
+ nlfs

d
〈
e−Ez

〉
dr

, (A.2)

which follows from taking a FSA of equation (2.24), where the normalized impurity
energy Ez is defined as everything inside the brackets of equation (2.24). The trans-
formation of the diffusion coefficients is obtained by direct comparison of the terms
multiplying the density gradients in the expressions of equation (A.1), leading to

Dfsa

Dlfs

=
1

〈e−Ez〉
=
nlfs

nfsa

−→ Dfsa =
Dlfs

〈e−Ez〉
. (A.3)
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The transformation of the convection is not a simple multiplicative factor like
for the diffusion. From equation (A.1), we can factor out the diffusion and density
terms on both sides, such that(

−dnfsa

dr

1

nfsa

+
Vfsa

Dfsa

)
Dfsanfsa = Dlfsnlfs

(
−dnlfs

dr

1

nlfs

+
Vlfs

Dlfs

)
, (A.4)

where the terms outside of the parenthesis on both sides cancel out, following equa-
tion (A.3). Further manipulation leads to

Vfsa

Dfsa

− d lnnfsa

dr
=
Vlfs

Dlfs

− d lnnlfs

dr
−→

Vfsa

Dfsa

=
Vlfs

Dlfs

+
d ln(nfsa/nlfs)

dr
, (A.5)

such that, again using equation (A.3), we finally obtain the transformation of the
convection:

Vfsa =
Vlfs

〈e−Ez〉
+

Dfsa

〈e−Ez〉
d
〈
e−Ez

〉
dr

=
Vlfs

〈e−Ez〉
+Dfsa

d ln
〈
e−Ez

〉
dr

. (A.6)

To illustrate the effect of the transformation, we use profiles from an ASDEX
Upgrade discharge with typical rotation values of Mi ≈ 0.2. The transport coeffi-
cients are calculated with FACIT and they are plotted in their LFS and FSA forms
in figure A.1, where a clear enhancement in the FSA picture is observed.
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Figure A.1: Example of the difference between W transport coefficients in the
low-field-side and flux-surface-average representation of the flux. Diffusion is on the
left and convection on the right.

This is explained from the fact that with centrifugal effects there is LFS localiza-
tion of the 2D impurity density, leading to a higher LFS density and stronger LFS
gradient (like in the example of figure 3.1) that need to be compensated with higher
FSA coefficients, given that the flux-surface-averaged fluxes are equal by definition
using both 1D representations of the impurity density.
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B Fitted factors of FACIT

The database of NEO simulations constructed to study the effects of rotation and
collisionality and to build the analytical model in chapter 3 consists of 3388 NEO
calculations: 154 collisionality scans of 22 points in g ∈ {10−4, 101}, at 14 rotation
levels Mi ∈ {0.0, 0.7} times 11 trapped particle fraction values ft ∈ {0.2, 0.9}. The
resolution of NEO was (Nθ = 25, Nξ = 29, Nx = 10) for the number of poloidal
points, the number of Legendre polynomials in the pitch angle, and the number of
energy polynomials respectively. We used Miller geometry with elongation κ = 1.35
and triangularity δ = 0.11. The rest of the NEO inputs that are not modified in the
scans are taken from an AUG standard H-mode at mid-radius.

The formulae for the set of fitted factors in (M∗
z , ft) introduced in the model in

order to minimize differences with NEO are given explicitly here. These factors are
all implemented internally in FACIT.

We begin with the coefficients of the PS component. In equation (3.4), we have

CG(0) = 0.96(1− 0.54f 4.5
t ) 2ε2, (B.1)

fG =
(1 + a1M

∗
z
a2)a3(1 + 0.2M∗

z
a4)

1 + a5M∗
z
a6

. (B.2)

The ai coefficients are all functions of ft, taking the general form

ai = bi1f
bi2
t + bi3(1− bi4ft), (B.3)

where

bij =


−1.4 7 2.23 0.31

0 0 2.8 0.36
0 0 3.5/a2 1
4 1 0 0

0.38 4 0 0
−1.1 2 3.95 −0.42

 . (B.4)

In equation (3.10), it becomes more convenient to fit an expression for

(fG − 1) fU = c1M
∗
z
c2 1 + c3M

∗
z
c4

1 + c5M∗
z
c6
, (B.5)

in order to avoid second-order errors in the product of the individual fits of fG and
fU . Similarly as for the ai, the ci coefficients take the form

ci = di1(di2 − di3ft)di4 + di5f
di6
t , (B.6)

with

dij =


2.72 1 0.91 1 0 0
2.98 1 0.47 1 0 0
0.95 1 1 4 0 0

0 1 1 0 4 1
0.13 0 −1 2.84 3.18 11.4
−9.4 −0.5 −1 2 4.64 0

 . (B.7)
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The neoclassical ion flow coefficient ki is used in HPS
z , and it is calculated by

NEO as one of its explicit outputs. We introduce a parametrization in rotation, in
this case on the main ion Mach number (because ki is directly related to the main
ions and not the impurity). It is an extension of the expression provided in equations
(19) and (20) of [148] (where α = −ki). In the following formulae, we take Zeff = 1
to simplify the expressions, but the Zeff dependence remains unchanged from that
of [148]. Similarly to that work, we first define an auxiliary quantity

ki,0 = − e01

0.53

1− ft
1 + e02ft + e03f 2

t

, (B.8)

where the rotation-dependent coefficients take the form

e0k = hk1(1 + hk2M
hk3
i ), (B.9)

and

hkj =

 0.53 0.65 1.5
−1.16 −0.97 1.56
0.98 −1.23 1.7

 . (B.10)

The total ki with rotation is then given by

ki =

(
ki,0 + l1 (ft ν

∗
i )0.5 + l2 ν

∗
i

0.25

1 + l3 ν∗i
0.5 − l4 l5 ν∗i

2f 6
t + l6 ν

∗
i

0.25

)
1

1 + l4 ν∗i
2f 6
t

(B.11)

where the collisionality dependence is expressed in terms of ν∗i following the original
parametrization. From this expression we see that ki,0 is simply the limit of ki as
g → 0. The lk coefficients depend both on ft and Mi, with the general shape

lk = sk1 + sk2M
sk3
i . (B.12)

The simpler exponents are

sk3 ∈ {0, 2.5(1− 0.6ft), 0, 2.5, 1, 1.5}, (B.13)

for k ∈ {1, · · · , 6}. The sk1 coefficients are given by

sk1 =
uk1 + uk2(1− ft)uk3fuk4t

1 + uk5f
uk6
t

(B.14)

in their most general form, according to the coefficients

ukj =


0.38 5.7 6.7 0 0 0
−1.52 38.4 3 2.1 0 0
0.25 1.2 3.65 0 0 0

0 0.1 1.46 4.33 0 0
0.8 0 0 0 0 0
−0.05 1.95 0 2.5 2.55 17

 , (B.15)

while the sk2 factors are in general
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sk2 =
pk1 + pk2f

pk3
t

1 + pk4f
pk5
t

, (B.16)

with

pkj =


0 0 0 0 0
−1 2.6 1 0 0
0 0 0 0 0

0.05 −0.04 1 0 0
0.585 1.25 1 0 0
−0.22 −14.6 6.3 5.62 5.72

 . (B.17)

This concludes the PS component, so we now turn to the factors introduced
into the BP expressions. The viscosity coefficients Kσ

jk determine the BP transport
coefficients KBP

z and HBP
z , as presented in equation (2.42). From the general form

of the viscosity coefficients, given in equation (3.6), we have that their structure in
collisionality is characterized by cσ,rjk factors. For each (j, k) ∈ {(1, 1); (1, 2)} and
σ ∈ {i, z}, there are three of these factors, denoted by r ∈ {B,P,PS} according
to the collisionality regime where they become more dominant in equation (3.6):
banana (B) for low, plateau (P) for intermediate, and Pfirsch-Schlüter (PS) for high
collisionalities. The complete expression for the viscosity coefficients includes all
three, in the interpolation formula of equation (3.6). These B, P and PS collisionality
regimes are to be distinguished from the BP and PS fluxes and transport coefficients.
The structure of the KBP

z and HBP
z transport coefficients in the high collisionality PS

regime is described by cσ,PS
jk , but this is unrelated to the KPS

z and HPS
z coefficients.

In general, the cσ,rjk are functions of rotation and trapped particle fraction,

cσ,rjk (M∗
z ) = vσ,rjk (M∗

z , ft) c
σ,r
jk (0), (B.18)

where the cσjk(0) coefficients in the non-rotating limit are calculated following [108,
109], and the vσ,rjk characterize the dependence on M∗

z and ft.

The factors in KBP
z are the three vz,r11 , which are the same as the coefficients vi,r11

in each collisionality regime. The (1,1) banana-regime factor is given by

vz,B11 = vi,B11 = (1 + w1M
∗
z
w2) exp

(
−w3M

∗
z

2
)
, (B.19)

while the (1,1) plateau-regime factor is given by

vz,P11 = vi,P11 =
1 + w4M

∗
z

0.5

1 + w5M∗
z

10/3
. (B.20)

The wi coefficients take the most general form

wi = qi1 + qi2(1− ft)qi3f qi4t + qi5f
qi6
t , (B.21)

with the coefficients

qij =


1 14.9 16.45 0 15.3 7.4

0.77 0 0 0 3.16 1
0.01 3.6 0 2.5 10.8 12
0.1 6.4 15.8 0 0 0
0.94 0 0 0 3.3 1

 . (B.22)
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The (1,1) PS-regime factor is given by

vz,PS
11 = vi,PS

11 =
1

1 + 2ftM∗
z

. (B.23)

For HBP
z , we have to consider the (1,2) coefficients for the impurity and the main

ion, which are not already set by KBP
z . The (1,2) banana-regime coefficient of the

impurity is given by

vz,B12 =
1 + y1M

∗
z
y2

1 + y3M∗
z
y4
, (B.24)

while the (1,2) plateau-regime coefficient of the impurity is given by

vz,P12 =
1 + y5y6M

∗
z
y7

1 + y6M∗
z
y7

. (B.25)

Apart from y3, the yi are in general

yi = ri1 + ri2(1− ft)ri3f ri4t + ri5f
ri6
t , (B.26)

with the coefficients

rij =



6.1 336.3 11.7 0 28.2 2.1
0.5 9.55 1.4 1.14 0 0
− − − − − −
3.6 0 0 0 −1.3 1
0 1 8 0 0 0
0 0 0 0 113.5 8.5
0 11 1 0 0 0


. (B.27)

The y3 factor is (0.0009 + 4.5f 3.5
t )/(1 + 0.87f 3.5

t ). The (1,2) PS-regime coefficient
of the impurity is

vz,PS
12 =

1 + 0.35M∗
z

4

1 + 10M∗
z

4 . (B.28)

For the (1,2) coefficients of the main ion, the one in the banana regime is
vi,B12 = exp

(
−10M∗

z
2
)
, while the plateau and PS coefficients are just 1. The fac-

tor in equation (3.12) is fv = 3 exp
(
−10M∗

z
2
)
/2. Finally, the HBP

z component has
an additional charge dependence not perfectly described by M∗

z , mostly at low-Z, so
a multiplying factor,

fhbp = x1(Z)
1 + x2(Z)x3(ft)M

∗
z

1 + x2(Z)x4(ft)M∗
z

2 , (B.29)

is introduced, with

x1 = 0.135 + 2.65× 10−3Z1.46 + 3.48× 10−10Z5.35, (B.30)

x2 = 3/(1 + 10−7Z6), (B.31)

x3 = 1/(1 + 1.2× 105f 12
t ), (B.32)

x4 = 1.208− 4.46ft + 4.4f 2
t . (B.33)
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C Transforming transport coefficients: ASTRA,

STRAHL & GACODE

In this thesis we refer as “transport codes” or “transport solvers” to the codes
that solve the transport equations to evolve the kinetic profiles for given diffusive
and convective transport coefficients. Particular emphasis is given to the evolution
of impurity densities, although we also evolve the main plasma temperatures and
density self-consistently in a majority of cases. The workhorse transport code used
in this thesis is ASTRA. For the impurity densities, STRAHL is also widely used in
this work. Aurora, a python-based code strongly inspired by STRAHL, is used to
a lesser extent for standalone tests. A transport code that is not used in this thesis
(but will nonetheless be important to consider in the following) is TGYRO, from
the GACODE family of codes developed by General Atomics.

Likewise, by “transport models” we refer to the codes that calculate the diffusive
and convective transport coefficients from neoclassical or turbulent physics descrip-
tions. In this thesis we use FACIT, NEO and NCLASS as neoclassical transport
models, and TGLF-SAT2 as a turbulent transport model.

The multiple transport codes use different radial grids and different forms of the
transport equations, meaning that the transport coefficients obtained from the dif-
ferent transport models (which also have their one radial coordinates) require careful
transformations before being passed to these transport codes. The transformations
are typically in the form of metric coefficients to account for the different ways the
2D flux surface geometry is described by a 1D radial flux surface label.

In this appendix we will derive the transformations of transport coefficients be-
tween ASTRA, STRAHL, and the codes following the GACODE conventions.

ASTRA uses a radial flux surface label based on the toroidal magnetic flux,
called RHO in the code, ρ in its manual, and rtor here for clarity. It is defined as

Ψtor = πr2
torB0 −→ rtor =

√
Ψtor

πB0

, (C.1)

where Ψtor is the toroidal flux in units of [Wb], B0 is a reference magnetic field in
[T] (taken as the magnetic field on axis in ASTRA, BTOR), and the resulting rtor has
units of [m].

STRAHL uses a radial flux surface label based on the plasma volume enclosed
by the corresponding flux surface, called rvol here for clarity. It is defined as

V = (πr2
vol) (2πR0) −→ rvol =

√
V

2π2R0

, (C.2)

where V is the volume in units of [m3] (ASTRA variable VOLUM), R0 is the major
radius on axis in [m] (RTOR in ASTRA), and the resulting rvol has units of [m].

The GACODE radial coordinate is the average mid-plane minor radius, called
rmin here for clarity, and defined at each flux surface contour R and Z as

rmin =
max{R} −min{R}

2
, (C.3)
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again in units of [m]. TGLF and NEO use this coordinate, as well as FACIT (being
built from NEO). The corresponding ASTRA variable is AMETR.

To obtain the transformations between transport coefficients in ASTRA, STRAHL
and GACODE, we will focus on the corresponding transport equations for an im-
purity density with flux-surface-averaged density 〈n〉 and source 〈S〉, based on the
derivation sketched in section 4.1. Likewise, we will label the transport coefficients
with ‘a’ for ASTRA, ‘s’ for STRAHL and ‘g’ for GACODE.

The transport equation in ASTRA is

∂

∂t

(
∂V

∂rtor

〈n〉
)

=
∂

∂rtor

[
∂V

∂rtor

〈
|∇rtor|2

〉(
Da

∂ 〈n〉
∂rtor

− 〈n〉 va
)]

+ 〈S〉 ∂V
∂rtor

. (C.4)

The transport equation in STRAHL is

∂V

∂rvol

∂ 〈n〉
∂t

=
∂

∂rvol

[
∂V

∂rvol

(
Ds

〈
|∇rvol|2

〉 ∂ 〈n〉
∂rvol

− 〈n〉 vs 〈|∇rvol|〉
)]

+ 〈S〉 ∂V
∂rvol

,

(C.5)
however the actual transport coefficients in input and output of STRAHL absorb
the metric factors, such that D∗s = Ds

〈
|∇rvol|2

〉
and v∗s = Ds 〈|∇rvol|〉.

The transport equation in TGYRO is

∂V

∂rmin

∂ 〈n〉
∂t

=
∂

∂rmin

[
∂V

∂rmin

(
Dg

∂ 〈n〉
∂rmin

− 〈n〉 vg
)]

+ 〈S〉 ∂V

∂rmin

. (C.6)

From these equations we can directly see that one has an equivalent description
of the evolution of 〈n〉 if the terms inside the square brackets in equations (C.4–C.6),
i.e. the particle fluxes, are equal. When this condition is imposed, the coefficients
transform as detailed in the following subsections.

C.1 Passing TGLF/FACIT transport coefficients to ASTRA

In an ASTRA simulation, one typically calls different transport models to obtain
the diffusive and convective coefficients that would then go to the ASTRA equation,
here equation (C.4). If these coefficients are calculated by transport models following
the GACODE convention, like TGLF and FACIT throughout most of this thesis,
then before going into ASTRA they must be transformed as

Da = Dg

(
drtor

drmin

)2 1〈
|∇rtor|2

〉 , (C.7)

va = vg

(
drtor

drmin

)
1〈

|∇rtor|2
〉 , (C.8)

which follows from equations (C.4) and (C.6). In ASTRA variables,

〈
|∇rtor|2

〉
=

G11

VRS
,

drtor

drmin

=
d(RHO)

d(AMETR)
. (C.9)

For reference, this transformation is implemented in $AWD/xpr/tglf interf.f90,
$AWD/sbr/facit.f90, where $AWD is the user’s ASTRA Working Directory.
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C.2 Passing ASTRA transport coefficients to STRAHL

Another typical situation in the ASTRA-STRAHL modelling framework of this
thesis is that STRAHL is called from ASTRA to evolve the impurity densities and
calculate their radiation, passing to STRAHL the transport coefficients which were
already in the ASTRA grid. Then, before going to STRAHL, the coefficients must
be transformed as

D∗s = Da

(
drvol

drtor

)2 〈
|∇rtor|2

〉
= Da

G11 VRS

8π2 RTOR VOLUM
, (C.10)

v∗s = va

(
drvol

drtor

)〈
|∇rtor|2

〉
= va

G11
√

8π2 RTOR VOLUM
, (C.11)

which follows from equations (C.2), (C.4) and (C.5), where we recall that in ASTRA
notation VRS = d(VOLUM)/d(RHO) .

For reference, this transformation is implemented in $AWD/sbr/a2strahl.f90

C.3 Passing GACODE transport coefficients to STRAHL

Although in the modelling workflow of this thesis the transport coefficients calcu-
lated by the transport models are not passed directly to STRAHL, always going
through ASTRA first, the corresponding transformation is given for completeness:

D∗s = Dg

(
drvol

drmin

)2

, v∗s = vg

(
drvol

drmin

)
. (C.12)

We note that the transformations (C.10–C.12) are the same when going to the
Aurora impurity transport code as when going to STRAHL.
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