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Summary

From ideation to market availability, developing new drugs and therapies can take more than a
billion dollars and a decade of work. Clinical testing in human subjects is a particularly time-
consuming phase of the development process, and nine out of ten clinical trials fail to demonstrate
safety and/or efficacy of the treatments. This delays the introduction to the market by years, and
makes the treatment more expensive for end consumers. The safety and efficacy of any given
treatment is determined by characteristics of patients and diseases, but our limited ability to
identify such factors inevitably leads to reduced success rates of clinical trials, because of overly
broad categorization of diseases and patients. Cancer treatments in particular are plagued by low
response rates, with therapies often failing to clear the tumor.

The recent introduction of novel computational and experimental tools in clinical practice, mostly
enabled by artificial intelligence techniques, led to the discovery of a large number of previously
unknown biomarkers, i.e., chemical factors that differentiate sub-populations of patients and sub-
types of diseases, leading to an improved understanding of the variables that drive the efficacy
of therapies. At the same time, advances in experimental techniques generated an exponential
increase in the amount of available data characterizing the molecular landscape of patients, making
computational tools a necessity to recognize patterns and identify promising directions to develop
new therapies, in an approach known as precision medicine.

This thesis contributes to the precision medicine revolution by introducing an expert opinion pa-
per about potential uses of artificial intelligence in this practice, novel computational tools to aid
the development of cancer immunotherapies, and methodological advances to confront some chal-
lenges arising from the complex data modalities frequently found in this field. From an applied
perspective, this thesis introduces two frameworks for cancer vaccine design based on discrete
optimization, complemented by a benchmark of machine learning predictors that are used in con-
junction with such frameworks. Then, recognizing the frequent absence of negative examples
with which to train machine learning models for such biological problems, this thesis introduces
two methods to learn from this type of data with a particular focus on imbalanced distributions.
Finally, enabling practitioners to interpret the effect of tabular data such as clinical variables of
a patient, modeled jointly with non-tabular data including radiology and histopathology images,
this thesis presents a method to perform correct statistical inference in semi-structured regres-
sion models. One application of such models, predicting the spread of COVID-19 in Germany,
highlights the advantage of such hybrid modeling.





Zusammenfassung

Von der Idee bis zur Marktreife kann die Entwicklung neuer Medikamente und Therapien mehr
als eine Milliarde Dollar und ein Jahrzehnt Arbeit in Anspruch nehmen. Dabei stellen klinische
Studien am Menschen eine besonders zeitaufwändige Phase des Entwicklungsprozesses dar, und
in neun von zehn Fällen gelingt es nicht, die Sicherheit und/oder Wirksamkeit der Behandlun-
gen nachzuweisen. Dadurch verzögert sich die Markteinführung um Jahre, und die Behandlung
wird für die Endverbraucher teurer. Die Sicherheit und Wirksamkeit einer bestimmten Behand-
lung hängt von den Charakteristika der Patienten und Krankheiten ab. Aber unsere begrenzte
Fähigkeit, solche Faktoren zu identifizieren, führt unweigerlich zu geringeren Erfolgsquoten bei
klinischen Versuchen, weil Krankheiten und Patienten zu breit kategorisiert werden. Insbeson-
dere Krebsbehandlungen haben mit niedrigen Ansprechraten zu kämpfen, da die Therapien den
Tumor oft nicht beseitigen können.

Die jüngste Einführung neuartiger computergestützter Instrumente in der klinischen Praxis, die
größtenteils durch Techniken der künstlichen Intelligenz ermöglicht werden, führte zur Entdeck-
ung einer großen Zahl bisher unbekannter Biomarker.Das sind Faktoren, die Subpopulationen von
Patienten und Subtypen von Krankheiten unterscheiden, was zu einem besseren Verständnis der
Variablen führt, die die Wirksamkeit von Therapien bestimmen. Gleichzeitig haben Fortschritte
bei den experimentellen Techniken zu einem exponentiellen Anstieg der verfügbaren Datenmenge
geführt, die die molekulare Landschaft der Patienten charakterisiert. Dies führt dazu, dass com-
putergestützte Werkzeuge eine Notwendigkeit geworden sind, um Muster zu erkennen und vielver-
sprechende Richtungen für die Entwicklung neuer Therapien zu identifizieren.

Diese Arbeit leistet einen Beitrag zur Revolution der Präzisionsmedizin, indem sie ein Ex-
pertengutachten über den möglichen Einsatz künstlicher Intelligenz in dieser Praxis vorstellt.
Dabei werden auch neuartige computergestützte Werkzeuge zur Unterstützung der Entwicklung
von Krebsimmuntherapien und methodische Fortschritte zur Bewältigung einiger Herausforderun-
gen beleuchtet, die sich aus den komplexen Datenmodalitäten ergeben, die in diesem Bereich
häufig anzutreffen sind. Desweiteren, werden in der Arbeit aus einer angewandten Perspektive
zwei Rahmenwerke für die Entwicklung von Krebsimpfstoffen vorgestellt, die auf diskreter Opti-
mierung beruhen, ergänzt durch einen Benchmark von Prädiktoren für maschinelles Lernen, die
in Verbindung mit solchen Rahmenwerken verwendet werden. Ferner, in Anbetracht des häufigen
Fehlens von Negativbeispielen, mit denen maschinelle Lernmodelle für solche biologischen Prob-
leme trainiert werden können, werden in dieser Arbeit zwei Methoden zum Lernen aus dieser Art
von Daten mit besonderem Schwerpunkt auf unausgewogenen Verteilungen vorgestellt. Schließlich
wird eine Methode zur korrekten statistischen Inferenz in semi-strukturierten Regressionsmodellen
vorgestellt, die es Praktikern ermöglicht, die Auswirkungen von tabellarischen Daten wie klinis-
chen Variablen eines Patienten zu interpretieren, die gemeinsam mit nicht-tabellarischen Daten
wie radiologischen und histopathologischen Bildern modelliert werden. Eine Anwendung solcher
Modelle, die Vorhersage der Ausbreitung von COVID-19 in Deutschland, verdeutlicht den Vorteil
einer solchen hybriden Modellierung.
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1 Motivation and Outline

1.1 Precision medicine: each patient has a different disease

People have always looked for ways to alleviate pain and suffering. Ancient China developed a
holistic system of healing that encompassed various modalities such as herbal remedies, acupunc-
ture, and specific exercises emphasizing the balance and flow of vital energy (Qi) within the body.
In parallel, western thought held illness to be a punishment from God because of a person’s sins.
The most common forms of treatment were therefore aimed at placating divine displeasure, and
included prayers, penances, pilgrimages, and even exorcisms, just in case the illness was rather
caused by evil spirits possessing one’s body. Meanwhile, the Islamic culture made great contri-
butions to the understanding of human anatomy and medical practice, most notably ideating the
modern concept of the hospital as a place to care for the sick.

The Renaissance brought foreign scholarship in focus, allowing Europeans to catch up with other
cultures with more developed medical knowledge, and to contribute new discoveries during the
Enlightenment. Germ theory, according to which disease was caused by certain microorganisms,
was one of the most important conceptual paradigm shifts that occurred in this period, and
obsoleted most previous theories, in particular the idea that illness was caused by “smelly” air,
the so-called “miasma” theory (Rhodes et al., 2023).

Empirical investigators at this time focused on diseases with clear phenotypic variations, i.e., vis-
ible differences in the physical or chemical characteristics of sick patients compared to healthy
individuals. On the basis of these observations, scientists hypothesized that small differences
among individuals were caused by the presence or absence of certain personal “factors,” and that
particular combinations of these factors could lead to diseases. This notion sparked considerable
debate in the scientific community regarding the connection between discrete factors and contin-
uous phenotypic traits such as height, and the question was solved by assuming that phenotypic
traits are affected in small degree by a large number of distinct factors, thus giving the appearance
of continuous variations within a population. Eventually, the modern notion of genes was linked
to such factors, leading to the birth of genomics, the field that studies genetic mutations and their
association with an organism’s phenotype.

Initial systematic efforts in drug development in the 19-th century were based on isolating com-
pounds from plants and extracting anti-toxin serum from animals previously exposed to a disease.
This costly and time-expensive process was obsoleted by the advent of synthetic organic chem-
istry, allowing pharmaceutical companies to conduct large-scale screening of synthetic compounds.
However, the productivity boost of this technology proved short-lived, as companies were now fac-
ing considerable hurdles in testing randomly-generated compounds, most of which did not work.
As a result, research focus shifted towards rational design, studying the way in which diseases op-
erated to manually identify new potential drug targets. The quest for mechanistic understanding
of diseases was the main driver, and benefactor, of advances in genomics technologies (Debouck
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1. Motivation and Outline

and Metcalf, 2000; Emilien et al., 2000), reducing sequencing cost by five orders of magnitude in
the last twenty years alone (Wetterstrand, 2021).

A typical drug development pipeline is structured as a funnel, where increasing amounts of re-
sources are committed to the investigation of a reducing number of promising compounds. Broadly
speaking, such a pipeline is composed of several iterations of the following stages (Hughes et al.,
2011):

1. Target identification and validation: A target is a biological entity that is involved in the
disease. Drugs are designed to interact with a specific target, alleviating the disease by
blocking or enhancing certain processes. Potential targets are identified through basic re-
search and by using data mining techniques on available biomedical datasets (Yang et al.,
2009). Because most connections are not causal in nature, however, all potential targets
have to be validated through wet-lab experiments (Dugger et al., 2018).

2. Assay development: Molecules that interact with the target are called hits. In order to quan-
tify to what extent interactions are successful, specialized assays and wet-lab experimental
protocols may have to be developed de novo, or adapted from existing ones.

3. Hit identification: The assays developed in the previous step are used to screen compounds
and molecules, seeking those that interact with the target. A few of the most promising hits
are then selected, often based on heuristics, for further analyses, where functional assays are
used to determine whether the hit has any effect on the disease, besides interacting with the
target.

4. Lead optimization: Hit molecules that successfully clear all tests become leads, whose molec-
ular structures are further refined to improve their interaction with the target, for example
by increasing potency, so that smaller doses are required, selectivity, so as to avoid unwanted
interactions with other molecules, and other physiochemical properties that ensure the drug
is safe and effective.

5. Clinical studies: Finally, leads that could be optimized to satisfactory levels are tested
through clinical trials to certify their safety, effectiveness, potential side-effects and their
severity, in living organisms.

Despite the efficient allocation of resources through such a funnel, developing a new drug cumula-
tively costs more than one billion US dollars and takes ten to 15 years on average, with more than
nine out of ten compounds failing to clear the clinical trials, despite the lengthy and meticulous
process used to derive lead candidates (Hughes et al., 2011).

The wealth of data and string of failures accumulated in drug discovery soon highlighted that
different patients responded differently to identical treatment, sometimes even developing worse
conditions in response of a certain drug rather than clearing the disease. This further increased
interest in finding genetic factors that determine patients’ response to interventions, thus invert-
ing the drug discovery pipeline from a “disease-to-drug-to-patient” paradigm into a “patient-to-
disease-to-drug” approach. Conveniently for pharmaceutical companies, this approach married
the ethical duty of providing appropriate care to all patients with the economic incentive of in-
creasing the success rate of clinical trials. Similar ideas were also applied to preventive care,
recognizing that not only the disease itself, but also the modality and timing of its occurrence are
very personal and different among patients. The principle of tailoring treatments to individuals,
either by improving the allocation of existing therapies or by developing entirely new drugs, is

2



1.2 Artificial Intelligence (AI): pattern recognition at scale

known as personalized medicine (Goetz and Schork, 2018). An intermediate milestone towards
personalized medicine is precision medicine, whereby patients are divided into small cohorts, on
which a certain treatment is known to be effective, based on relevant molecular signatures called
biomarkers.

The field of oncology was one of the first adopters of precision medicine, and personalized
medicine then, techniques, since cancer is the quintessential example of a highly patient-specific
disease (Zitvogel and Kroemer, 2017). Cancer is the leading cause of death in high-income coun-
tries (Dagenais et al., 2020), and is the result of malicious mutations in a cell’s genome, common
events that randomly occur during cell division as a result of errors while duplicating its genome.
The impact of mutation ranges from inconsequential, having no impact on the life of a cell, to
catastrophic, inducing cell death shortly thereafter. Most mutations are dealt with internally
by DNA repair mechanisms that correct errors and damaged DNA, and mutations that are not
detected by this quality control generally cause a cell to malfunction or to behave unnaturally,
producing anomalous signals that lead the immune system to dispose of this cell. However, there
exist a remote possibility that a sequence of mutations, accumulated over a cell’s ancestry, allow
it to grow and proliferate uncontrollably at the expense of other healthy cells, while escaping
detection or elimination by the immune system, thus forming a tumor. Although mutations are
infrequent, and each only has a minuscule probability of resulting in a tumor, the size of the
human genome, the number of cells in a human body, and the rate at which they divide, make the
probability of a tumor occurring during an individual’s lifetime noticeable. Moreover, even though
most cancers have a few typical “signature” mutations, their randomness makes most mutations
in any single tumor highly patient-specific.

1.2 Artificial Intelligence (AI): pattern recognition at scale

The growing amount and complexity of data about patients and their diseases collected in the lab
led to the birth of bioinformatics in the 1960s (Gauthier et al., 2019). Experimental limitations of
the most common sequencing method used at the time (Edman et al., 1949) prevented scientists
from directly finding the amino acid sequence of proteins longer than 50 or 60 amino acids. To do
this, it was necessary to fragment these long proteins into small chunks, determine the sequence
of each chunk separately, and reconstruct the sequence of the whole protein by inspecting the
overlaps among chunks. The tedious process of reassembling these short reads was the first
of many tasks to be automated with a computer program, and remains a fundamental step in
modern bioinformatics pipelines. Other foundational issues were approached shortly thereafter.
For example, comparing sequences of proteins with the same function, but found in organisms of
different species, made it possible to relate all known living organisms in the “tree of life.” The
evolutionary history of life can be reconstructed by comparing the sequence of common proteins
found in different organisms, based on the rationale that species that diverged a long time ago from
a common ancestors had more time to accumulate mutations compared to species that diverged
more recently. This means that the larger the number of differences, the further in the past two
species diverged. This same principle was used to trace the spread of SARS-CoV-2 variants in
the recent COVID-19 pandemic (Forster et al., 2020; Li et al., 2020a). In the past sixty years,
sequencing technology and bioinformatics mutually reinforced each other’s exponential growth,
such that it is simply unimaginable, nowadays, not to use computers to analyze biological data.

3



1. Motivation and Outline

Bioinformatics is only one of the countless fields that were created by the advent of computers
and automated information processing. Artificial Intelligence (AI) started as an endeavor to make
computers think and act like humans (Russell, 2010), and the question of whether a mechanical
machine can become “intelligent” was raised much earlier. Initial computerized approaches were
based on manipulating discrete units of information called symbols, for example by applying the
rules of logic to reach certain conclusions from a set of known facts. Early successes in the 1950s
were followed by a great deal of enthusiasm and grandiose promises on the capabilities that AI
systems would reach in the next years. Instead, bitter disappointment followed, as it was soon
apparent that these systems failed to scale beyond toy examples due to the combinatorial explosion
of trivial or irrelevant conclusions that could be generated by blindly applying logical inference
rules. Research therefore shifted to domain-specific expert systems, that promised to replace actual
human experts in complex fields such as healthcare, business and engineering. Initial encouraging
results of the 1970s generated, again, a wave of enthusiasm and subsequent disappointment, as
codifying experts’ knowledge into a set of comprehensive and well-defined rules and facts turned
out to be much harder than anticipated. Later approaches to AI, therefore, narrowly focused on
specific sub-problems of intelligence and cognition, such as the ability to learn from experience,
the ability to communicate with others, and the ability to plan a sequence of actions to achieve
a certain outcome, with each field following separate approaches. Eventually, it was noticed that
methods based on learning were far more effective than methods involving manual knowledge
engineering, and in the last decades the growing availability of data and computational power
made the field of machine learning rise to prominence as the most effective approach to AI,
encompassing the majority of modern applications. The realization that general-purpose learning
methods, supported by extensive data and computing power, could significantly surpass intricate
algorithms leveraging expert knowledge that AI researchers have been striving to develop over the
past six decades came to be known as the bitter lesson (Sutton, 2019).

Today, the unique ability of AI systems to learn and detect new patterns in large amounts of
data far surpasses that of human experts, and it is thus no surprise that many extremely diverse
fields of research have greatly benefited from this technology. For example, AI is being used to
improve the design of fusion reactors by modeling plasma (Kates-Harbeck et al., 2019), to provide
more accurate weather forecasts by modeling atmospheric events (Schultz et al., 2021), to estimate
pollution and land cover from satellite data (Rezaee et al., 2018), and many other applications
throughout most modern scientific endeavors (Jordan and Mitchell, 2015). The health sciences, in
particular, present a plethora of challenges amenable to AI, including biomedical image analysis,
prognosis, patient care, and clinical decision support (Rav̀ı et al., 2016; Miotto et al., 2018; Norgeot
et al., 2019; Esteva et al., 2019).

1.3 AI as a fundamental driver of precision medicine

It is now a commonly held belief that precision medicine will immensely benefit from AI techniques,
increasing the accuracy by which treatments are tailored to individual patients, as well as helping
develop new treatments that are more effective (Boniolo et al. , 2021). With AI, it will be possible
to identify increasingly complex associations between diseases and specific genetic and molecular
factors to enable even more accurate stratification of patients into cohorts that are likely to respond
to certain treatments, and uncover disease subtypes requiring different drugs (Figure 1.1) AI can
help medical researchers to explore a wider landscape of possible treatments by reducing required
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1.3 AI as a fundamental driver of precision medicine

Figure 1.1: Artificial intelligence can support precision medicine and early drug discovery by discovering
more reliable biomarkers (left), uncovering different disease subtypes (a), quickly screening thousands of
drug compounds (b), and suggesting novel combinations of synergistic drugs (c). It can also improve the
effectiveness of drugs (right) by designing personalized vaccines (d) and drugs based on large proteins (e)
and small-molecule (f) that are better suited to specific patient cohorts. Figure credit: Boniolo et al.
(2021)
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1. Motivation and Outline

experimental efforts and increasing the efficiency of high-throughput screening procedures. AI is
also poised to revolutionize the drug discovery pipeline (Gawehn et al., 2016; Chen et al., 2018;
Paul et al., 2020), making it more efficient by predicting various properties of molecules, such as
stability, functionality, toxicity, solubility, etc., as well as the interaction strength between a drug
and its target, optimizing molecular structures accordingly with little human input.

The pattern recognition capabilities of AI are also essential to deal with the extreme variability
of cancer. Cancer immunotherapies rely on instructing the patient’s immune system to attack
mutation products that are specifically associated with cancer cells and differentiate them from
healthy ones. A comparison of tumor specimens with healthy tissue samples collected from the
patient can reveal hundreds or thousands of differences. Most of them, however, cannot be used for
immunotherapy, as they are not recognized by the immune system. Moreover, the antigens that
can be recognized by the immune system of a patient are not necessarily recognized by the immune
system of another patient, due to inherent genetic variability built into certain components of the
immune system. All in all, this means that it is not feasible to produce generic, off-the-shelf cancer
treatments (Shetty and Ott, 2021). AI approaches are thus essential, and increasingly applied, to
screen cancer neoantigens in order to determine the optimal subset that should be included in an
immunotherapy for a given patient (Shetty and Ott, 2021). Vaccines personalized in such a way
are one of several treatment options for cancer, whose benefits include increased flexibility and
specificity, ease of manufacturing, long-term protection against relapse (Blass and Ott, 2021), as
well as opportunities for preventive treatment (Finn, 2018). Indeed, several clinical trials already
demonstrated safety and effectiveness of cancer vaccines (Abd-Aziz and Poh, 2022).

1.4 Outline

Drug discovery and precision medicine thus present vast challenges and opportunities to be tackled
with AI. This thesis contributes several AI techniques in this regard, with a particular focus on
cancer vaccines and related challenges.

Chapter 2 builds an understanding of relevant domain knowledge in biology with the end goal of
understanding cancer vaccines (Section 2.3.3). The immune system is introduced in Section 2.1,
describing first innate immunity mechanisms that target a broad range of generic disease patterns
(Section 2.1.1), followed by a description of how adaptive immunity against a specific antigen is
formed (Section 2.1.2). As cancer immunotherapies aim at stimulating adaptive immunity against
neoantigens generated by mutations, a more detailed discussion on how neoantigens are recognized
follows in Section 2.2. Finally, Section 2.3 describes the emergence of cancer, why it is so difficult
to cure, and the different treatment options that are available (Section 2.3.2), concluding with a
focus on cancer vaccines (Section 2.3.3).

Chapter 3 introduces AI and the main techniques used in the contributions of this thesis. Sec-
tion 3.1 describes how machines can learn from data by adjusting a suitable model of the world
to match available examples. Deep neural networks, a specific type of extremely flexible models,
especially suited for unstructured data such as images and text, are introduced in Section 3.2,
while Section 3.3 describes methods to learn from data that does not contain negative examples,
as is often the case in applications that deal with antigen processing (Section 2.2). As modern
clinical and medical applications frequently include both tabular and non-tabular data such as
images, Section 3.4 explores how deep neural network can be combined with models that are more

6
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suited to handle tabular data, so as to harness the benefits of both approaches. Finally, Section 3.5
discusses computational approaches to design a specific type of cancer vaccines upon which some
contributions of this thesis are centered.

The contributions of this thesis start from applications on cancer immunotherapy design in Chap-
ter 4. First, an expert opinion article outlines the many ways in which AI will boost precision
medicine (Section 4.1), from biomarker discovery to drug design, including vaccines. The second
(Section 4.2) and third (Section 4.3) contributions introduce two vaccine design frameworks based
on mixed-integer linear programming that improve over previous methods by jointly formulat-
ing and solving two problems that were approached separately by previous methods (Section 3.5).
Such frameworks are crucially dependent on accurate predictions of an important biological event,
therefore in Section 4.4 we present a survey and benchmark of the current landscape of computa-
tional predictors, arguing about possible future directions of the field.

Recognizing the frequent lack or scarcity of negative examples that can be used to learn predictors
for many biological events, Chapter 5 introduces two contributions that improve machine learn-
ing methods for this scenario, known as positive-unlabeled learning (Section 3.3). Section 5.1
introduces a generic method, based on model-agnostic semi-supervised learning techniques, to
improve performance of positive-unlabeled learning models on imbalanced datasets, where the
majority of events to classify are actually negative. A method specialized to deal with image
data is then proposed in Section 5.2, where the latest advances in representation learning are
applied to positive-unlabeled learning, thus obtaining considerably higher performance compared
to alternative approaches.

In Chapter 6 we present two contributions to semi-structured regression models, hybrid approaches
that combine deep learning with statistical regression techniques to learn from both tabular and
non-tabular data modalities at the same time, while providing interpretable effects for the tabular
part. First, in Section 6.1 we use such approach to predict the number of COVID-19 cases in
each district in Germany, by combining geographical data with information about the population
of each district. Next, in Section 6.2 we then show that traditional inference methods for semi-
structured regression models result in increased false-positive rates, and propose an alternative
that ameliorates the issue.

Lastly, Chapter 7 contains some concluding remarks, summarizing the novelty of the presented
contributions (Section 7.1), critically reviewing the research methodology followed (Section 7.2),
and discussing exciting new possibilities for future work (Section 7.3).
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2 Biological Background

This chapter establishes epitope vaccines as one of the promising treatment modalities for cancer
(Section 2.3), after presenting a basic introduction to the immune system (Section 2.1), and to
the main events that occur when the body processes a vaccine (Section 2.2).

2.1 Basic concepts in immunology

This section presents an introduction to immunology based on the first few chapters of the excellent
Murphy and Weaver (2016). The immune system comprises all of the tissues and mechanisms
that the body employs to defend itself from pathogens, i.e., harmful organisms that cause disease.
The most notable characteristic of the immune system is its ability to adapt over the lifetime of
an individual, evolving to resist to threats it had never seen before. Indeed, it has been known
since at least ancient Greece that surviving a disease gives greater protection towards it later in
life, and this principle was already exploited in the 1400s by the Chinese and Middle Eastern
civilizations to create the first vaccines. A more systematic study of this phenomenon occurred
during 1800s, when investigations on the serum of animals immune to a certain disease led to
the discovery of antibodies. Antibodies are small proteins that confer immunity to a disease
by interacting with antigens, specific parts of the microorganism that caused the disease, called
pathogen.1 Besides antibodies, the immune system is composed of many types of cells called
leukocytes, or white blood cells, as well as different types of molecules and proteins, that together
cooperate to eliminate threats. Immune cells either permanently reside in peripheral tissues and
organs, or circulate in the bloodstream, or circulate in the lymphatic system, a system of vessels
that drains and cleanses extracellular fluid, including the damage caused by ongoing infections.

Pathogens are broadly divided, based on their size and modus operandi, into viruses, bacteria,
fungi, and parasites, each requiring different methods to be opposed. Not all foreign organisms
inside the human body are threats to be eliminated, however. In fact, many tissues rely on
the work of commensal organisms to operate properly, living in symbiosis with the human body
for mutual advantage. The immune systems deals with pathogens using three basic strategies:
avoidance, resistance, and tolerance. Avoidance mechanisms entail all those countermeasures that
prevent pathogens from entering the body in the first place, including physical and chemical
barriers such as the skin and the mucosal coating of the nose walls. Resistance strategies entail all
those countermeasures that reduce and eliminate pathogens, and are usually enacted by a variety
of molecular and cellular functions collectively called effector mechanisms. Finally, tolerance
mechanisms improve the ability of tissues to withstand the damage caused by pathogens, and are
mostly found in plants.

1For example, COVID-19 vaccines induce the generation of antibodies targeting the spike protein (the antigen) of
the SARS-CoV-2 virus (the pathogen).
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2.1.1 Innate immunity

Innate immunity represents the first line of defense against pathogens, composed of relatively
simple and generic, non-adaptable countermeasures. Most anatomical barriers on the interface
between the body and the external world, for example, employ simple chemical substances and a
variety of antimicrobial proteins to impede pathogens. Among these, the complement is a group
of proteins that act together and, possibly, in conjunction with antibodies to destroy, or facilitate
destruction, of foreign organisms, for example through lysis, i.e., the destruction of their external
membrane. Surviving pathogens encounter more elaborate cellular defenses initiated by sensor
cells. Sensor cells employ receptors on their surface to detect a variety of anomalous molecules
and substances that are not usually found in the extracellular environment. The existence of
these substances suggests the presence of infiltrating pathogens, or cellular damage they caused,
and thus indicates an ongoing infection. Sensor cells detect substances that are essential cellular
components, without which pathogens would not be able to function properly, making them in-
variant to evolutionary pressure and thus excellent targets for recognition. In response to such
anomalous patterns, sensor cells either try to destroy the pathogen, or involve other immune cells
by using the appropriate mediator. These mediators are small molecules that convey important
signals to cells that bear the appropriate receptor on their surface, which respond appropriately
once they detect these mediators. More than a hundred are known, some being widely recognized
by immune cells, and some being very specific. Two broad categories exist of mediators exist:
(1) chemochines attract immune cells from the bloodstream into the infected tissue, and trigger
other symptoms, collectively known as inflammation, that improve the efficacy of the immune
response, while (2) cytokines enable and amplify certain functionalities of the target cell. Inflam-
mation makes nearby blood vessels larger and more permeable, allowing white blood cells that
circulate in the blood to reach the infection site in the surrounding tissues.2 It also increases the
local body temperature to aid in killing the pathogens, and it increases the flow of lymph, so as to
drain the waste substances that result from fighting against the pathogen. The lymph transports
antigens to nearby lymphoid tissues, where the adaptive immune response is initiated.

2.1.2 Adaptive immunity

Adaptive immunity requires more time to be initiated compared to the innate immune response,
because it involves antigen-specific cells that have to be formed in response to the antigen it-
self. Antigen-specificity refers to the fact that lymphocytes, i.e., the cells in the adaptive immune
system, have a receptor that only recognizes a single, specific antigen, unlike cells in the innate
immune system, whose receptor can recognize and deal with a wide range of antigens. This speci-
ficity makes the adaptive immune response extremely effective at dealing with any sort of threat,
at the cost of a slower response. Normally, lymphocytes are inert, or naive, and continuously
circulate between lymphoid organs such as lymph nodes and the spleen through the lymphatic
system, until they encounter their cognate antigen, i.e., the antigen that is recognized by their
receptor. Lymphoid organs favor the encounter between naive lymphocytes and antigens coming
from active infection sites. These antigens are usually carried by specialized cells called antigen
presenting cells, since their role is to present antigens to naive lymphocytes, seeking the one that

2Some blood cells leak as well, making the skin appear redder.
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has a matching receptor. Certain inflammatory inducers supercharge this mechanism, increas-
ing the flow of lymph and attracting antigen presenting cells and naive lymphocytes to nearby
lymphoid organs, increasing the probability of finding matching pairs of antigen and receptor.

When a match occurs, the lymphocyte proliferate into tens of thousands of clones that all carry
exactly the same receptor, in a process called clonal expansion. Expanding lymphocytes differ-
entiate into one of several sub-types, gaining full functionality to oppose the pathogen through
certain specific effector mechanism. Some of these clones, instead of directly fighting the pathogen,
become memory cells, and are responsible for the increased immunity towards the same antigen
later in life by enabling a faster adaptive response. Two major types of lymphocytes exist, with
widely different effector functionality and development: B cells and T cells, named after their
place of origin, respectively the bone marrow and the thymus. Activated B cells, also known as
plasma cells, secrete antibodies with the same antigen specificity as the plasma cell’s receptor.
Antibodies coat pathogens, making it hard for them to damage tissues and, at the same time,
making it easier for other immune cells to deal with the pathogen by interacting with bound anti-
bodies. Activated T cells differentiate into four classes. Cytotoxic T cells kill other cells, such as
those infected by viruses or certain single-cellular pathogens, while helper and regulatory T cells
provide specific signals to orchestrate the immune response by controlling other immune cells,
respectively by boosting and inhibiting certain types of immune responses.

The receptors of both T and B cells are composed of a constant region, that is the same for
every receptor and keeps it attached to the parent cell, and a variable region that recognizes the
antigen. The variable region of the receptor recognizes a very specific part of the antigen called
epitope, having a molecular structure that is complementary to that of the receptor’s variable
region, similarly to how a key fits in a lock. Antibodies function in a similar manner, however a
few types exist that differ in their constant region. The constant region sticks out after antibodies
are bound to the antigen, and is recognized by other immune cells that react differently depending
on the type of antibody. While antibodies and B cell receptors can bind to almost any chemical
structure that is found in the extracellular space, T cell receptors only recognize epitopes that
are bound to specialized protein complexes, called Major Histocompatibility Complexes, or MHC
molecules, found on the surface of other cells. MHC molecules present epitopes that result from
proteins produced inside the cell, thereby enabling the immune system to know whether the cell is
working properly or not. Both cancer and viral infections cause cells to malfunction and produce
abnormal proteins, some fragments of which are presented on the surface by the MHC. When a
cytotoxic T cell recognizes a MHC-bound epitope, it destroys the cell by releasing toxins.

There exists an astronomical number of possible antigenic sequences, each of which requires a
different receptor in order to be recognized, yet, the human genome only contains a few hundreds
of genetic segments that can be used to construct the variable region of a receptor. During lym-
phocyte development, a subset of these segments is randomly selected, mutated, and permanently
joined together to form the variable region of the lymphocyte’s receptor. It is the combinatorial
diversity resulting from this genetic recombination process that allows a few hundreds basic com-
ponents to result in more than 1020 possible receptors, of which at least 107 different ones are
present on lymphocytes circulating in the human body at any given moment. A positive selection
process leads to the survival of receptors that are useful to fight pathogens: If a naive lympho-
cyte does not recognize its cognate antigen within a certain amount of time it simply dies off,
leading to a constant renewal of the receptor pool in circulation, while upon antigen recognition
lymphocytes proliferate and differentiate, leading to the accumulation over time of memory cells
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harboring useful receptors. A similar process of negative selection eliminates developing lympho-
cytes whose receptor is activated by self-antigens, benign parts of the individual host that should
not be attacked, thus giving rise to immunological tolerance towards friendly tissues, or autoim-
mune diseases when something in this process goes wrong. This is a biological solution to the
multi-armed bandit problem!

2.2 Antigen processing and presentation

Cytotoxic T cells, also called CD8 T cells because of a particular surface receptor they harbor, are
the main cancer-killing cells, and rely on epitope presentation by MHC molecules to recognize and
eliminate tumors. Two types of MHC molecules exist: MHC Class I, or MHC-I for short, presents
epitopes to cytotoxic T cells, while MHC Class II, or MHC-II, presents epitopes to helper T cells,
that coordinate the immune response rather than killing cancer cells directly. This difference
is necessary because MHC-I molecules are used by all nucleated cells to present intracellular
peptides, thus allowing CD8 T cells to eliminate other cells that produce abnormal proteins due
to, for example, a viral infection or cancer, while MHC-II molecules are only found on immune
cells, and other specific types of cells when stimulated by appropriate cytokines, thus involving
helper T cells during specific phases of the immune response to pathogens.

Naive CD8 T cells must be activated by dendritic cells, a type of antigen presenting cells carrying
the appropriate epitope on their MHC-I molecules, together with a number of biological signals
to activate the T cell. When this happens, the T cell acquires effector cytotoxic capabilities,
and is able to kill any other non-immune cell presenting the same epitope. Normally, MHC-I
molecules only present peptides from endogenous proteins, however dendritic cells are also able to
present peptides derived from exogenous proteins through the cross-presentation pathway, which
is essential to generate anti-tumor responses.

Before being presented by the MHC, epitopes undergo a sequence of steps collectively called anti-
gen processing pathway (Figure 2.1). Having a firm understanding of these processes is essential,
as cancer cells disrupt them several ways to avoid detection and elimination by the immune sys-
tem. Both cytotoxic and helper T cells should be involved for an effective anti-cancer response,
however, as the main goal of cancer immunotherapies is to restore the functionality of cyto-
toxic T cells, the following presentation is focused on the MHC-I pathway, synthesizing concepts
from Maupin-Furlow (2012) and Blum et al. (2013).

2.2.1 Proteasomal cleavage

The epitopes presented on the MHC-I originate from proteins that were be fragmented into pieces
that are small enough to fit on peptide binding groove of the molecule. Such fragments are typically
between eight and ten amino acids long, while the originating antigen can include thousands or
even more. This degradation process is performed by a protein complex called proteasome, a
tubular-shaped construct that cleaves the antigen into peptides of approximately the right length.
Most proteins targeted by the proteasome are tagged by specific amino acid sequences called
degrons, which in eukaryotes correspond to ubiquitins. The entry point of the proteasome is
guarded by caps that consume adenosine triphosphate (ATP), the energy store of cells, to unfold
and straighten the protein to be degraded while removing degrons, followed by an anti-chamber
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1) Antigen

2) Proteasomal cleavage

3) Peptide-MHC
    association

4) Expression on cell surface
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Figure 2.1: The major events in the MHC-I antigen processing pathway. Antigens (1) are cleaved in
short fragments by the proteasome (2). Some of these peptides are then transported into the endoplasmic
reticulum (ER) through the Transporter associated with Antigen Processing (TAP). A fraction of these
peptides bind to the Major Histocompatibility Complex (MHC, 3) and the resulting construct is then
expressed on the cell surface (4), where they can be inspected by passerby T-cells and possibly trigger an
appropriate immune response (5). Figure inspired from Dorigatti et al. (2022a)

serving as a buffer zone to equalize the rate of proteolysis with the rate of protein ingestion.
Besides helping with immunosurveillance, proteasomes also contribute to protein quality control
by degrading damaged proteins, and regulate important cellular processes by removing certain
regulatory proteins at key locations and time-points.

Proteasomes can be differentiated into constitutive proteasome and immunoproteasome. While
the main function of the constitutive proteasome is related to normal cellular processes necessary
for cell growth survival, the immunoproteasome is responsible for generating most of the MHC-I-
bound peptides, although the constitutive proteasome can also contribute to peptide presentation.
The immunoproteasome has a slightly different composition than the constitutive proteasome, and
thus different cleavage specificity, that allows it to produce peptides that are specifically tuned for
MHC-I presentation, and its presence and activity is greatly increased in response to interferon-
gamma (IFN-γ), a cytokine that signals inflammation.

The proteasome and the proteins it digests are all located in the cytosol, the main workspace
where most intracellular processes occur, including the translation of mRNA into new proteins
by ribosomes. Viruses hijack rybosomes, and lead cells to produce new copies of the virus, rather
than the proteins the cells needs to function properly. and some of these viral proteins, instead of
being assembled into a functional virus, are presented on MHC-I molecules, revealing the cell to
be infected. Cancerous cells, similarly, produce mutated proteins, some pieces of which end up on
the MHC-I, and some types of vaccines, including mRNA vaccines, also exploit this process within
dendritic cells, inducing them to present epitopes from the vaccine antigen on the MHC-I.
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2.2.2 MHC binding

Peptides produced by the immunoproteasome are bound to MHC-I molecules in the endoplasmic
reticulum (ER), a membrane system that forms a series of sacs (empty pockets) inside eukaryotic
cells that helps with protein synthesis and transportation. Peptides enter the ER through the
transporter associated with antigen processing (TAP), essentially a gate into the pocket formed
by the ER. Before binding, the N-terminals of peptides in the ER are further trimmed by the
endoplasmic reticulum aminopeptidase-1 (ERAP1) to the optimal length preferred by the MHC-I,
i.e., eight to ten amino acids.

Attached to the TAP is the peptide loading complex (PLC), a number of proteins that fix free-
floating peptides upon empty MHC molecules before they can be transported to the cell surface.
Similarly to T and B cell receptors, MHC molecules are also composed of a constant domain and
a highly-polymorphic variable domain, allowing them to bind to arbitrary antigens. Empty MHC
molecules are held in place adjacent to the TAP by tapasin, such that a free-floating peptide
can be fixed onto the groove formed by variable region of the MHC molecule by two additional
proteins called chaperone calreticulin (CRT) and ERp57.

If the binding affinity (strength) between the peptide and the MHC is strong enough, a confor-
mation change in the MHC molecule detaches it from the PLC, and frees it to migrate outside of
the ER and onto the cell surface. If the binding affinity is not high enough, however, the MHC
will not be able to dissociate, and the loaded peptide will be removed to make place for a more
suitable peptide. This process of peptide editing ensures that only high-affinity peptides, so-called
immunodominant, are presented to T cells. The disruption of this delicate choreography in cancer
cell is a major reason why tumors are so difficult to eradicate.

2.3 Oncoimmunology

Cancer is the second leading cause of death worldwide, after cardiovascular diseases, and the
first leading cause in high-income countries (Dagenais et al., 2020). Fundamentally, cancer is
unrestricted and undesired growth of a group of cells at the expense of surrounding cells, and,
eventually, the host itself. Initial cancer treatments were aimed at removing the mass of abnormal
cells through chemical or mechanical processes, but the severity of the resulting side-effects encour-
aged research into alternative forms of treatment, starting from understanding of the biological
processes involved in cancer. Zitvogel and Kroemer (2017) present a comprehensive summary of
the major concepts of this topic, of which a brief summary follows.

2.3.1 Carcinogenesis

Cancer is marked by a constant struggle between the tumor and the immune system. This struggle,
according to the 3E hypothesis, develops through three separate stages: initial Elimination of
abnormal cells by the immune system, followed by an Equilibrium between the cancer and the
immune system, and a final Escape where cancer cells overpower the immune system and grow
unchecked.
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The Elimination phase is centered on several immunosurveillance mechanisms, whereby immune
cells quickly eliminate nascent tumors before they become harmful, using many of the same strate-
gies that used for external pathogens (Section 2.1.2). Tumors originate by a gradual accumulation
of malignant genetic abnormalities over time caused by random mutations. Mutations arise nor-
mally upon cell division, and are facilitated by factors such as UV light, pollution, viruses, chronic
inflammation, hereditary diseases, etc. Harmless mutations can accumulate over the progeny of a
cell, and normal cells have a variety of safeguards that detect damaged DNA and attempt to repair
it, or trigger cell-death when not possible. Most mutations that somehow elude these mechanisms
are nonetheless detected by the immune system and the surrounding intracellular environment,
leading again to the elimination of the cell. In the end, however, this continuous and persistent
emergence of random mutations results in an appreciable probability that a specific combination
enables a cell to escape all immunosurveillance mechanisms enacted by the immune system. This
cell is now able to proliferate, and all daughter cells inherit the malignant mutations that allow
them to escape immunosurveillance, plus additional new mutations generated upon division.

At this point, there is a constant struggle by the immune system to prevent the cancer from
growing uncontrolled, leading to a situation of temporary Equilibrium. This phase is marked by
the creation of a tumor microenvironment, a dynamic “battleground” that surrounds the tumor
and includes a variety of immune cells. These immune cells form tertiary lymphoid structures,
highly organized lumps of immune cells that allow a faster in situ adaptive response, and a
stroma (barrier) of cells to contain tumor growth while allowing infiltration from external immune
cells. The tumor microenvironment is a highly dynamic place, whose composition continually
evolves over time in response to cancer growth, and is correlates with prognosis both before and
after immunotherapy. For example, high densities of cytotoxic T cells are correlated to increased
overall survival rates in most, but not all, tumors, while increased presence of regulatory T cells
is associated with poor prognosis. The amount of CD8 T cells and regulatory T cells are only two
of many known biomarkers that help predicting the appropriate treatment.

During the equilibrium phase, eliminated cancer cells are continuously replaced by new variants
harboring different sets of mutations. This process, akin to natural selection, is called immu-
noediting, and eventually leads to the formation of mutations that make cancer cells invisible to
and untouchable from the immune system. These mutations enable many immunosuppression
mechanisms that prevent the immune system from working properly within the tumor microen-
vironment, thus preventing CD8 T cells from killing cancerous cells. These mechanisms involve,
for example, down-regulating components of the antigen processing pathway such as proteasomal
cleavage and MHC production (Section 2.2), increasing the presence of regulatory T cells prevent-
ing CD8 T cells from operating properly, enacting measures to mediate the exhaustion of CD8
T cells, and so on. Tumor escape may also be followed by metastasis, whereby some cancerous
cells migrate away from the main originating tumor and establish themselves in other organs and
tissues, originating new cancer sites that will also grow. Based on these insights, the latest con-
sensus on cancer treatment is to operate within the tumor microenvironment, trying to reinstate
the mechanisms that allow the immune system to fight cancer on its own, while still administering
treatments that kill cancer cells directly.
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2.3.2 Cancer immunotherapies

The first treatments for cancer aimed at killing the tumor cells through exogenous mechanisms,
for example special drugs (chemotherapy) or high-energy X-ray or proton beams (radiotherapy).
Although effective, such therapies are not applicable after metastasis, and often present severe side-
effects, including collateral damage of healthy tissues. Cancer immunotherapies, instead, try to
exploit the immune system of the patient and reinstate the mechanisms that enable CD8 T cells to
kill cancer cells (Koury et al., 2018). Generally speaking, there are three main obstacles that must
be overcome to produce an effective immunotherapy (Mellman et al., 2011): first, it must stimulate
antigen presentation by dendritic cells; second, it must generate protective T cell responses; and
third, it must reverse immunosuppression mechanisms in the tumor microenvironment.

Adoptive T cell therapies involve extracting T cells from a patient, allowing a suitable subset to
grown and expand in vitro (i.e., in the lab), and re-administering the new T cells to the patient
together with some immunostimulants (Zitvogel and Kroemer, 2017). This type of therapy has
relatively high response rates and results in durable immunity, as it tends to generate T cells
targeting several tumor antigens at the same time, however it is not very scalable since cell
growth in the lab is a laborious process (Koury et al., 2018). Chimeric antigen receptor (CAR)
T cells are an alternative to autologous T cells that are genetically engineered to target a specific
tumor antigen, and have also proven a successful and flexible treatment modality.

Immune checkpoints are mechanisms of the immune system that modulate the immune response to
prevent unwanted damage to healthy tissues, and one of the main mechanisms of cancer immuno-
suppression is the abuse of checkpoints to prevent the immune system to eliminate the tumor.
Inhibitory checkpoints reduce the functionality of effector lymphocytes, for example to wind down
the immune response after the threat has been eliminated, while stimulatory checkpoints enhance
their functionality, for example at the beginning of an infection. By up-regulating inhibitory
checkpoints, and down-regulating stimulatory checkpoints, cancer cells are able to disable im-
mune cells in their surroundings. Treatments that prevent tumors to manipulate such checkpoints
are among the most effective options available, although their response rates are still low due to
the complexity of the biological processes involved (He and Xu, 2020). Just like all biological
signaling mechanisms, immune checkpoints involve the interaction between receptors and ligands,
and treatments prevent such interactions by using antibodies specifically designed to “clog” the
receptors or “trap” the ligand, thus preventing them from interacting and delivering the respective
message.

Similarly to immune checkpoint inhibitors, antibodies can also be used to target certain surface
receptors that are over-expressed by cancer cells, thus reducing proliferation and increasing cell
death. Moreover, the constant region of such antibodies, after they are bound to the surface of
cancer cells, can trigger other components of the innate immune system (Zitvogel and Kroemer,
2017). Unlike normal antibodies, bispecific antibodies are able to bind to two different antigens,
and are used to direct immune cells towards cancer cells, for example by attaching a peptide-MHC
complex to cancer cells that down-regulated MHC expression, thus making the cell recognizable
to cytotoxic T cells again (Koury et al., 2018; Dahlén et al., 2018).
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2.3.3 Cancer vaccines

Vaccines stimulate the immune system to produce protective responses against a specific antigen.
Prophylactic, or preventive, vaccines are administered before patients catch a disease, and are
aimed at forming a population of memory T and B cells that ensures a faster and stronger immune
reaction when the subject comes in contact with the antigen again. Effective prophylactic cancer
vaccines already exist for cancers of viral origin, such as hepatitis B and human papillomavirus
(HPV). Therapeutic vaccines are instead administered to treat an existing disease, and in the
case of cancer are targeted to tumor-specific antigens resulting from mutations in cancer cells,
also known as neoantigens. As most of these mutations are highly patient-specific, therapeutic
cancer vaccines are an example of personalized medicine (Sahin and Türeci, 2018).

Identifying such antigens is a long process, requiring extensive experimental procedures that
leverage next-generation sequencing to analyze the genome of cancer cells and compare it with
healthy cells from the same patient, identifying, ranking, and selecting the most promising antigens
through computational techniques (Gopanenko et al., 2020). These computational tools are not
yet entirely reliable and produce a large number of false positives, i.e., suggest neoantigens that do
not evoke an immune response, therefore careful experimental validation is still required (Shetty
and Ott, 2021). As identifying and validating neoantigens is such a lengthy process, an alterna-
tive approach is to target public neoantigens occurring relatively frequently across different types
of cancer, so-called driver mutations because they are essential for the tumor (Pearlman et al.,
2021).

The chosen set of neoantigens has to be delivered to the patient so as to induce a strong and
effective immune response, most importantly stimulating dendritic cells to pick up the neoantigens
encoded by the vaccine and presenting them to T cells to enable their effector mechanism. One
possible way of doing so is to directly load the neoantigens onto dendritic cells ex vivo, i.e., in
the wet-lab, and administering these dendritic cells to the patient (Saxena and Bhardwaj, 2018).
Another option is to stimulate dendritic cells in vivo by delivering the neoantigens in such a way
that they appear to be originating from a pathogen, thus undergoing the same antigen processing
pathway (Section 2.2). The most direct way of doing so is to genetically engineer a virus to
express the neoantigens when they infect a healthy cell, instead of generating new copies of the
virus itself (Humphreys and Sebastian, 2018). Another option is to encode the antigens into
DNA (Gary and Weiner, 2020) or mRNA (Pardi et al., 2018) strands, and stimulating dendritic
cells to pick up and express these neoantigens.

All these possibilities are continually being tested and refined through a number of clinical trials,
and based on their results the consensus is that cancer vaccines are a safe and feasible treatment
modality that can produce immune responses in most patients when paired with checkpoint in-
hibitors, although a lot of work still needs to be done before they can become a routine option for
cancer treatment (Shetty and Ott, 2021; Blass and Ott, 2021; Abd-Aziz and Poh, 2022).

2.3.4 Connection to precision medicine and contributions

As a highly patient-specific disease, cancer treatment was one of the first adopters and motivators
for precision medicine techniques. After offering an overview of how AI can advance the effec-
tiveness of precision medicine techniques (Section 4.1), this thesis proposes two frameworks to
design cancer vaccines (Sections 4.2 and 4.3) that differ in how the vaccine is formulated. The
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design of these vaccines requires the prediction of the outcome of several events in the antigen
processing pathway, motivating a survey and benchmark we conducted (Section 4.4), as well as the
development of novel methods to handle the datasets frequently found in the field (Sections 5.1
and 6.2).
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3 Methodological Background

In its infancy, AI was partitioned into planning and reasoning, natural language processing, and
machine learning (Russell, 2010). In the last decades, however, machine learning approaches,
propelled by artificial neural networks, have been increasingly applied to the other two fields and
now constitute the dominant approach to AI.

3.1 Fundamental concepts in Machine Learning

Machine learning enables a computer to learn a specific behavior from a set of provided examples
of that behavior, and to apply the same behavior to new situations. From a high-level perspec-
tive, machine learning approaches are differentiated based on the type and amount of available
examples. In supervised learning, each example is a pair of “situation” and “expected behav-
ior,” while in unsupervised learning only the situations are given, but not the desired behavior.
Semi-supervised learning is a mix of both, where certain situations have an associated behavior
and other situations do not. In reinforcement learning, no examples are given, but the machine
is able to interact with an environment and observe how the environment changes as a result
of the actions it took. A reward signal is then given to the machine, whose goal is to identify
the sequence of actions that lead to the maximum reward. As the contributions of this thesis
are focused on supervised and semi-supervised learning, the concepts introduced in this section
are focused on these settings, adapting content from excellent books on the subject (Bishop and
Nasrabadi, 2006; Murphy, 2012; MacKay, 2003; Mohri et al., 2018).

3.1.1 The machine learning blueprint

Regardless of the specific learning setting, there are three basic ingredients for any machine learn-
ing method: the data, the model, and the optimization procedure.

Data

“Data” refers to the examples that are available to the machine to learn the desired behavior.
We denote this set with Dl = {(x(i), y(i))}nl

i=1, nl > 0, where x(i) ∈ X is a situation, and y(i) ∈ Y
the associated response. The dataset Dl is commonly seen as an independent and identically
distributed (i.i.d.) sample from an unknown probability distribution pX Y defined on X × Y. In
semi-supervised learning, the machine can also access an additional dataset Du = {x(i)}nu

i=1, nu >
0, of situations without an associated expected response, coming from a probability distribution
pX which is usually, but not necessarily, the marginal of pX Y . Hereafter, we denote with D the
entire set of available examples, with D := Dl in supervised learning applications, and D := Dl∪Du
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in semi-supervised learning, and the context will make it clear which alternative we are referring
to, if a it makes a difference.

For reasons of clarity, in the remainder of the thesis scalar values will be denoted with italic
symbols (e.g., a ∈ R), vectors with lowercase bold letters (e.g, x ∈ Rd), higher-order tensors,
including matrices, with uppercase bold letters (e.g., X ∈ Rn×d). Moreover, as in the majority of
machine learning applications, including those mentioned in this introduction, X ⊆ Rd for some
d > 1 and Y ⊆ R, we follow the conventions above and always denote the examples as x(i) and
y(i). Finally, to keep the notation uncluttered, the samples in D will not be indexed explicitly
unless necessary.

Model

We assume that there exists a (possibly random) function c : X → Y, called a concept, that
connects each situation to its desired response induced by pX Y . The goal of the machine is to
learn this function in the most accurate way possible based on the dataset D. In doing so, we
restrict the machine to only consider possible functions, or hypotheses, from a set H that is decided
beforehand by practitioners. Note that H often does not contain the true concept c that connects
X to Y, thus the problem is, in general, how to find the “best” member of H to approximate c.

For example, in binary classification it is assumed that the situations in X belong to one of two
types or classes, i.e., Y = {−1, 1}, and the machine should classify each situation in X into the
correct class. Logistic regression classifiers decide which class an example x belongs to based
on which side of a separating hyperplane it falls to. Logistic regression thus corresponds to the
following hypothesis class:

H =
{

x 7→ sign
(
x⊤w + b

)
: x, w ∈ Rd, b ∈ R

}
(3.1)

Frequently, the hypotheses in H have the same functional form, and are parameterized by an item
θ of a set Θ. Usually, Θ ⊆ Rd′ for some d′ that need not be the same as the dimensionality of X ,
therefore we will follow the convention of denoting the parameters θ as vectors. For example, the
parameter vector of a logistic regression classifiers in Equation (3.1) is θ := |w⊤ b|⊤.

A large part of machine learning research is focused on understanding the properties of known
hypothesis classes, and creating new and more powerful ones. Section 3.1 will introduce specific
classes that are particularly relevant for this thesis.

Optimization

In order to find the hypothesis in H that best matches the concept c originating the dataset D,
it is necessary to define a means of comparison between different hypotheses. This can be done
by, for example, comparing the responses predicted by the hypothesis under consideration with
the expected responses in the dataset, and seeking a hypothesis which makes few mistakes. For
this, we define a loss function ℓ : Y × Y → R+ that provides a “penalty” for incorrect predictions,
together with an optimization procedure that scans H and seeks the hypothesis f∗ with the lowest
loss:

f∗ = arg min
f∈H

R(f) = arg min
f∈H

E(x,y)∼pX Y [ℓ(f(x), y)] (3.2)
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Where the expectation is called the risk R(f) of f . In some cases, the loss ℓ that we are interested
in minimizing cannot be used directly, e.g. because it would make the optimization too hard to
solve, therefore an appropriate surrogate loss L is used instead. In case of classification, as is the
logistic regression example in Equation (3.1), a commonly used risk function is the classification
error ℓ(ŷ, y) := 1[ŷ ̸= y], becoming the probability of mis-classification under the expectation of
Equation (3.2), and a common surrogate loss is the cross-entropy, which can be justified by a
probabilistic argument presented below in Section 3.1.3.

Since pX Y is unknown, the expectation in Equation (3.2) cannot be computed directly, therefore
in practice we resort to estimating it using the dataset D, which was assumed to be sampled
from that distribution. The hypothesis f̂ that minimizes the risk averaged on the dataset is thus
defined as:

f̂ = arg min
f∈H

R̂(f) = arg min
f∈H

1
nl

∑
(x,y)∈Dl

ℓ(f(x), y) (3.3)

where the average loss on the dataset is called the empirical risk R̂(f) of f . This approach is known
as empirical risk minimization, and many algorithms to solve this problem exist, their applicability
depending on characteristics of the hypothesis class, the dataset, etc. Later, two examples will be
presented: gradient descent (Section 3.2.1), and iterated least squares (Section 3.4.1).

3.1.2 Generalization

A crucial question is how to relate R̂(f̂) to R(f̂) and R(f∗). In other words, understanding how
much worse the hypothesis f̂ that was found using a surrogate loss L on the dataset D is, compared
to the best possible hypothesis f∗ that minimizes the desired loss ℓ on the data distribution
pX Y . Theoretical results in the field are usually expressed with “probably approximately correct”
statements that bound the difference in risks with high probability (Mohri et al., 2018):

p
(∣∣∣R(f̂) − R(f∗)

∣∣∣ ≤ ϵ
)

≥ 1 − δ (3.4)

where δ depends on ϵ, the size of the dataset, the “complexity” of H, and whether a surrogate
loss was used (Bartlett et al., 2006). Intuitively, complex hypothesis classes are able to accurately
model a large number of datasets from many different distributions, and indeed one of the most
common measures of complexity quantifies the ability of a hypothesis class to achieve low loss on
datasets with random labels (Koltchinskii and Panchenko, 2000).

While complex hypothesis classes enable practitioners to explain a wide range of different phe-
nomena, there are often several different hypotheses that explain a given dataset equally well,
as measured by the loss function, especially when the dataset does not contain many samples in
relation the the complexity of the hypothesis class. Moreover, it is often not desirable to select
a hypothesis that explains the dataset “too well,” because the observations may be corrupted by
a certain amount of noise that should not be explained by the hypothesis. In fact, even though
the optimization problem is always cast in terms of the empirical risk (Equation (3.3)) the actual
goal of optimization is to minimize the true risk (Equation (3.2)), i.e., to find a hypothesis that
generalizes well to new samples from the underlying data distribution (and, in advanced appli-
cations, to samples from other distributions as well). To achieve this, the principle of Occam’s
razor is applied, which suggests to choose the simpler hypothesis among a set of competing ones.
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This is most commonly done via regularization, also called structural risk minimization, i.e., en-
forcing an upper limit on the complexity C of the hypothesis found through the use of a Lagrange
multiplier:

f̂ = arg min
f∈H

[
R̂(f) + λ · C(f)

]
(3.5)

The complexity measure depends on H, and is different from the complexity measure used for
risk bounds (Equation (3.4)) because that does not result in actionable minimization problems.
A common measure employed for suitable models is the Lp norm of the parameter vector, i.e.,
C(fθ) = ||θ||pp, with different values of p resulting in hypotheses with different properties. The best
value for λ should guarantee good generalization on unseen data, therefore it is commonly chosen
by resampling procedures, which repeatedly partition D into “training” and “validation” subsets,
and use the former to solve Equation (3.5), and the latter to assess the performance of f̂ on unseen
data, eventually selecting the λ that resulted in the best average validation performance.

3.1.3 Probabilistic models

An important special case of the optimization procedure mentioned above is maximum likelihood
estimation, which is applied when building probabilistic models of the data. This type of models
assumes a parametric form for the (unknown) distribution of y|x, and optimizes its parameters to
minimize the difference, as quantified by the Kullbach-Leibler divergence, between the observed
and assumed distributions. Let c(y|x) denote this conditional distribution induced by the concept
under consideration, and pθ(y|x) the distribution assumed by the model parameterized by θ. The
optimal parameters θ∗ are, then, those that minimze the distance between the two distributions:

θ∗ = arg min
θ∈Θ

DKL(c(y|x)||pθ(y|x)] = arg min
θ∈Θ

−
∫

X ×Y
ln pθ(y|x)

c(y|x) c(y|x)dpX Y(x, y) (3.6)

Assuming that the dataset contains i.i.d. samples, and estimating the integral as an empirical
average over the dataset, while discarding c(y|x) in the denominator as it is constant given the
dataset, results in:

θ̂ = arg max
θ∈Θ

∑
(x,y)∈D

ln pθ(y|x) = arg min
θ∈Θ

L(θ) (3.7)

where the summation is called the likelihood of the parameters θ, and this approach is thus
known as maximum likelihood. Maximum likelihood estimation fits the empirical risk minimization
framework in Equation (3.3) by using the negative log-likelihood as loss function, as shown in the
rightmost term of Equation (3.7). Assuming that the model pθ(y|x) corresponds to the true
conditional c(y|x), the parameters θ̂ estimated via Equation (3.7) converge in distribution to a
multivariate Normal with expectation the true parameters θ∗:

θ̂ ∼ N
(
θ∗, −E

[
∇2

θL(θ)|θ=θ∗

])
(3.8)

where ∇2
θL(θ)|θ=θ∗ is the Hessian of the negative log likelihood computed at θ∗ This result is

extremely important to derive the uncertainty of the components in θ̂, thus guiding practitioners
in interpreting their models.

A probabilistic interpretation of logistic regression presented in Equation (3.1), for example, is to
assume that the responses are generated from a Bernoulli distribution Ber(·) whose parameter is
proportional to the distance from the hyperplane defined by the model, i.e., pθ(y|x) = Ber(fθ(x)),
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with fθ(x) = σ(x⊤w + b) and σ(x) = (1 + e−x)−1 the logistic sigmoid function, used to squash
this distance in the interval (0, 1). The log-likelihood of this model is:

log pθ(y|x) =
{

log(fθ(x)) if y = 1
log(1 − fθ(x])) if y = 0

= y log(fθ(x)) + (1 − y) log(1 − fθ(x))
(3.9)

The negative log-likelihood is then used as loss function into Equation (3.3) or, more frequently,
into Equation (3.5) with an L1 or L2 norm as penalty. Equation (3.9) is recognizable as the cross-
entropy between the predictions and the true labels, meaning that empirical risk minimization
with this loss is equivalent to seeking a decoder fθ that produces the shortest possible message
length for events in the distribution y|x (MacKay, 2003).

3.2 Fundamental concepts in deep learning

The discussion until now was very general, and arguably most of the exciting things in machine
learning occur when focusing on the hypothesis class H. We already introduced logistic regression
as an example hypothesis class that, despite its simplicity, is still very commonly used. In this
section, we are going to introduce deep neural networks, particularly powerful hypothesis classes
that are the drivers of a present scientific and economic revolution, with their performance raising
important questions about the nature of human intelligence. The set of techniques that enable
deep neural networks to learn so well is called deep learning, whose fundamental concepts are
introduced in Goodfellow et al. (2016).

3.2.1 The deep learning blueprint

As a particular machine learning technique, deep learning can be defined in terms of the same
blueprint we used in Section 3.1.1, starting from the data, to the model, to the optimization
techniques.

Data

Deep neural networks excel at learning from unstructured data sources, such as images, audio,
text, graphs, etc. These types of data posed considerable challenges to traditional machine learn-
ing methods, because they required practitioners to spend considerable efforts in developing ad
hoc feature engineering methods that extract more meaningful signals from the data before a
traditional machine learning method could be used. Deep neural networks are instead able to
automatically identify meaningful features in the data through a hierarchy of flexible transfor-
mations that extracts more and more abstract and general patterns, until a final decision can be
made. These pattern extractors can be formulated so that they are able to deal with any domain
that presents some set of pre-determined symmetries (Bronstein et al., 2016), including images,
graphs and point clouds. Graph data, for example, is frequently found in bioinformatics applica-
tions (Zhang et al., 2021) and plenty of other domains (Zhou et al., 2020), while point clouds are
produced by LIDAR sensors in self-driving cars (Li et al., 2020b) and robotics applications (Liu
et al., 2019; Guo et al., 2020).
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Model

Neural networks were introduced in the 1950s as a model of neurons in the brain (Rosenblatt,
1958). A perceptron, like a real neuron, receives signals from d different input sources, and “fires”
when the combined signal is larger than a threshold −b:

f(x) = 1

[
d∑

i=1
xiwi + b > 0

]
(3.10)

Each source xi is associated with a weight wi that specifies how important the signal from that
source is for the output of the neuron, and the neuron can learn by adjusting the weights to produce
the desired output signal. While perceptrons were originally believed to enable machines to “walk,
talk, see, write, reproduce itself and be conscious of its existence” (Olazaran, 1996), their inability
to learn simple functions such as the exclusive-or (XOR) was quickly pointed out (Minsky and
Papert, 1969) and led to their temporary demise. Soon thereafter, however, researchers realized
that multiple “layers” of perceptrons, each receiving the output of perceptrons in the previous
layer, and sending its output to perceptrons of the next layer, could model the XOR function,
and considerably more complicated signals as well. In fact, it was theoretically proven that two
layers of neurons are enough to learn any function subject to certain technical constraints (Hornik
et al., 1989). Only recently, however, neural networks such as those became popular, propelled
by computational advances that allowed them to learn from tens of thousands of examples, vastly
outperforming competing approaches (Krizhevsky et al., 2017). The field assumed its popular
name of deep learning as “deep” models with a large number of “narrow” layers were found to
outperform “shallow” models with “wide” layers, after a series of tricks were introduced (He et al.,
2016; Glorot et al., 2011; He et al., 2015; Kingma and Ba, 2014). This is however far from an
universal principle, as excessively deep models with thousands of layers fell out of fashion after
some years, in favor of models that carefully balance width and depth depending on the number
of training samples (Tan and Le, 2019).

Multi-layer perceptrons are the simplest example of feedforward neural networks. This type of
neural network uses multiple layers of neurons to progressively learn more and more abstract con-
cepts, until a final output prediction is provided. A feedforward neural network can be formalized
as the composition of L functions, each corresponding to a layer of the network:

fθ(x) =
(
f

(L)
θL

◦ . . . ◦ f
(1)
θ1

)
(x) (3.11)

Each of these layers has its own vector of parameters, collectively grouped into θ, and the trans-
formation they apply need not be the same, although a few common variations are used in the
majority of models. Each layer operates on tensors, and can alter the dimensionality of its input,
until the final layer produces a vector of the same dimensionality as the items in Y. Multilayer
perceptrons are composed of dense, or fully-connected, layers:

fdense(x) := ϕ (W x + b) (3.12)

which apply an affine transformation to x ∈ Rd using a matrix W ∈ Rd′×d and a bias vector
b ∈ Rd′ , together comprising the parameters θ, followed by a non-linearity, ϕ, also called activation
function. Typical choices for ϕ include the sigmoid, the hyperbolic tangent, the ReLU (Glorot
et al., 2011) or its variations (Maas et al., 2013; Hendrycks and Gimpel, 2016), and many others.
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Another common transformation is the discrete convolution of the input x with a set of J (one-
dimensional, in this example) filters of size K:

f conv(x)ij := ϕ

(
K∑

k=1
xi+k−1wjk + bj

)
∀1 ≤ j ≤ J, 1 ≤ i ≤ d − K + 1 (3.13)

Convolutional layers (LeCun et al., 1989) are used to identify a certain pattern regardless of its
position in the input sequence, and are especially useful in computer vision, audio processing, and
sequence modeling both for natural language and genomics, although they are being superseded
by more powerful alternatives such as vision transformers (Dosovitskiy et al., 2021). Convolutional
layers are usually interleaved with pooling layers, that reduce the dimensionality of their inputs
by aggregating features in the same neighborhood. For example, a (one-dimensional) max pooling
layer of size K and stride s ≥ 1 maps each “window” of K elements to its maximum, considering
windows separated by s elements:

fmaxpool(x)i := max
{

x(i−1)s+1, . . . , xmax{d,(i−1)s+K}
}

∀1 ≤ i ≤ ⌈d/s⌉ (3.14)

Pooling layers do not have parameters, but are still very useful to infuse a degree of location
invariance to neural networks using convolutional layers. One last example is the graph con-
volution (Kipf and Welling, 2017), that operates on graphs by aggregating the feature vectors
corresponding to adjacent nodes:

fGCN(X) := ϕ
(
D−1/2AD−1/2W X⊤ + b1⊤

)
(3.15)

where A ∈ Rm×m is the adjacency matrix of the graph, having m vertices and self-connections
(i.e., Aii = 1 for every i), D ∈ Rm×m is a diagonal matrix of node degrees with Dii = ∑

j Aij ,
and W ∈ Rm×d and b ∈ Rm the usual layer weights and biases. Unlike the previous examples,
which operated on column vectors, the input X ∈ Rm×d in Equation (3.15) is a matrix whose
rows contain feature vectors for each node, and the transformation can be seen as a specific type
of message passing layer (Gilmer et al., 2017), where the features of each node are transformed
by aggregating the feature vectors of its neighbors.

Many other types of layer exist, and deep learning researchers continuously come up with new
transformations and ways of combining them. Notable mentions are long-short term memory
networks (Hochreiter and Schmidhuber, 1997) and Transformers (Vaswani et al., 2017) to learn
from sequential data, ResNets (He et al., 2016) for vision tasks, U-Nets (Ronneberger et al., 2015)
for image segmentation tasks, Mask-R CNN for object detection (He et al., 2017), and countless
others.

Optimization

Following the framework introduced in Section 3.1, fixing the number and type of layers in Equa-
tion (3.11) results in a well-defined hypothesis class H; the remaining question is, then, how to
solve the empirical risk minimization problem of Equation (3.3). Most of the algorithms com-
monly used are variations of a simple iterative procedure that, at each iteration t, modifies the
current parameters θ(t) by finding the change that results in the largest decrease in loss. Such
changes, when small enough, correspond to the negative gradient of the loss function, which is
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usually approximated using only a small batch of examples B(t) ⊂ D. Besides reducing the re-
quired computational resources, using small batches aids generalization (Keskar et al., 2016). All
in all, this procedure is called gradient descent and is summarized in the following relation:

θ
(t+1)
l := θ

(t)
l − η∇θl

 ∑
(x,y)∈B(t)

ℓ(fθ(x), y)

 ∀1 ≤ l ≤ L (3.16)

The procedure is initialized from a randomly chosen initial vector of parameters θ
(0)
l , and the

learning rate η > 0 controls how quickly the weights are adapted. Note that Equation (3.16) is
applied to the parameters of each layer of the network separately, whose gradients are computed
using a recursive procedure called backpropagation (Rumelhart et al., 1985). A vast amount of
research is done to improve the stability and convergence speed of Equation (3.16), including better
initialization for θ(0) (He et al., 2015), dynamic learning rate that adapts over time (Kingma and
Ba, 2014), choosing batches with the most informative examples (Hoffer et al., 2020), efficiently
including curvature information (Martens and Grosse, 2015), etc., as well as developing theoretical
foundations and understanding (Sun, 2019).

3.2.2 Deep uncertainty quantification

Recall from Section 3.1 that it is critical to understand how well the empirical risk minimizer
generalizes to unseen examples, and how much worse that is compared to the best estimator in
H. While the field of statistical learning theory provides high probability, worst-case bounds, as
in Equation (3.4), statistical inference is concerned with finding a range of likely hypotheses given
the observed dataset. Since the dataset is a noisy sample from the data distribution, there is some
unavoidable uncertainty in any hypothesis found using exclusively this dataset. Many sources of
uncertainty affect the quality of predictive models, ranging from data issues such as noise and
non-representativeness, to inference issues such as training and hyperparameter tuning, among
others. Nonetheless, it is necessary to accurately quantify the uncertainty of predictive models in
order to ensure that their predictions are fair, can be trusted, and are safe to use – especially in
domains such as medicine and autonomous driving, where real harm could be done if real-world
decisions are based on wrong, uncertain predictions (see, e.g., Begoli et al., 2019; Michelmore
et al., 2020; Verma and Rubin, 2018).

Broadly speaking, two types of uncertainty are considered: aleatoric uncertainty is caused by noise
in the data collection procedures, while epistemic uncertainty stems from the modeling approach
that is used (Hüllermeier and Waegeman, 2021). While epistemic uncertainty can, in principle,
be eliminated by collecting enough data, aleatoric uncertainty cannot be reduced unless cleaner
data is collected. The asymptotic result of Equation (3.8) is an example of epistemic uncertainty,
and for simple models it is possible to use this result to derive useful expressions for both aleatoric
and epistemic uncertainty, as described later in Section 3.4.1. The large number of parameters in
deep neural networks, however, makes them considerably harder to study, preventing, for example,
direct computation of the Hessian required in Equation (3.8). Model-agnostic numerical methods
obtain samples from the parameter’s distributions (Neal, 2011; Hoffman et al., 2014), as opposed to
its analytical form, are also hampered by excessive computational complexity, and are essentially
inapplicable to real-world deep learning models (Izmailov et al., 2021b).
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For these reasons, a wide range of approximate methods for uncertainty quantification have been
proposed recently. From a high level perspective, these can be partitioned into those focusing
on weight-space uncertainty and those focusing on functional uncertainty: while methods in the
former class (e.g., Blundell et al., 2015; Welling and Teh, 2011; Maddox et al., 2019; Daxberger
et al., 2021; Lakshminarayanan et al., 2017) try to derive a distribution for the model’s parame-
ters, methods in the latter class (e.g. Gal and Ghahramani, 2015; Wilson et al., 2015; Alaa and
van der Schaar, 2020) only focus on deriving a distribution for the model’s predictions. Weight-
space uncertainty methods, in order to quantify the uncertainty in the predictions, usually require
repeatedly sampling from the posterior distribution of the weights, and running a separate forward
pass for each sample, aggregating the model’s predictions into their mean and variance for a Gaus-
sian approximation (for example). Another distinction is between ad hoc and post hoc methods,
where the former type of method estimates uncertainty with specific procedures as the network is
being trained, and the latter derives the uncertainty after the training process is completed.

Given all these competing approaches (Abdar et al., 2021; Gawlikowski et al., 2021), it is not trivial
to understand when they work well and when they do not, with each method having their own
strength and weaknesses and considerable effort spent on benchmarks and comparisons (Wilson
and Izmailov, 2020; Izmailov et al., 2021a; Abdar et al., 2021; Wang and Yeung, 2016; Gawlikowski
et al., 2021), as well as the development of theoretical foundations of deep learning (Roberts et al.,
2022; Bartlett et al., 2021).

3.2.3 Semi-supervised deep learning

Up until now, the discussion always assumed the presence of labeled examples with which to
compute the loss, comparing the model’s predictions with the response expected for the given
input pattern. In many practical applications, however, labeled data is scarce, and most examples
in the dataset do not have an associated label. Because of the practical relevance of this situation,
many methods were developed to improve a model leveraging the signal in the unlabeled examples,
leading to what is called semi-supervised learning.

All semi-supervised learning methods rely on at least one of three assumptions regarding the
underlying data distribution pX Y (Van Engelen and Hoos, 2020): (1) the smoothness assumption
states that two “similar” samples x(i) and x(y) should have “similar” labels y(i) and y(j), (2) the
low-density assumption, according to which, in classification problems, relatively few samples lie
close to the separating boundary between different classes in Y, and (3) the manifold assumption
states that samples from pX Y lie on or close to a manifold with lower dimensionality compared
to that of X . By using these assumptions, semi-supervised learning methods can use unlabeled
samples from the marginal data distribution on X to infer information about their labels following,
broadly speaking, three different directions (Chapelle et al., 2006). Generative models learn
a distribution p(x|y) conditioned on the response, which is marginalized in order to estimate
the density p(x) at each unlabeled sample. The simplest example of this kind of methods is a
mixture of Gaussians fit through the expectation-maximization algorithm (Dempster et al., 1977).
A second class of models explicitly leverages the low-density assumption to push the decision
function away from labeled and unlabeled samples, for example by extending the maximum-
margin mechanism of support vector machines to unlabeled data (Collobert et al., 2006). The
last class of methods represents the data through a graph whose nodes are labeled and unlabeled
examples in the dataset, and edges are weighted by the distance of the samples they connect. By
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computing the distance of two arbitrary data points as the smallest total edge weight of all paths
connecting the two data points, these methods are implicitly based on the manifold assumption
and leverage its structure to propagate information to nearby points (Xiaojin and Zoubin, 2002).

An alternative taxonomy (Van Engelen and Hoos, 2020) divides semi-supervised learning ap-
proaches into three categories named intrinsically semi-supervised methods, unsupervised prepro-
cessing methods, and wrapper methods. Intrinsically semi-supervised methods extend the loss
function to explicitly handle unlabeled data points. Wrapper methods, most commonly called
pseudo-labeling methods, leverage a traditional supervised learning method trained on the origi-
nal labeled data to generate additional “pseudo-labeled” data from the unlabeled portion of the
dataset, so that a better classifier can be trained. Unsupervised preprocessing methods transform,
aggregate, or summarize the unlabeled data in some way to improve a traditional supervised learn-
ing method that is applied in a second step to the labeled portion of the dataset. For example,
the unlabeled data can be used to jointly reduce the dimensionality of the labeled data, cluster it,
extract useful features, etc. The contribution of this thesis leverage methods from the two latter
categories, which are thus covered in more detail in the remaining of this section.

Pseudo-labeling

Pseudo-labeling (Yarowsky, 1995) is an iterative process composed of two stages: an initial training
stage, where a fully supervised model is learned on all the available labeled data, and a second
pseudo-labeling stage, where the model’s predictions are used to generate new pseudo-labels for a
subset of the unlabeled data. In the next iteration, a fully supervised model is trained jointly on
the original labeled data together with the pseudo-labeled data, assuming that the pseudo-labels
are correct. This procedure is repeated several times, until either the entire unlabeled dataset
is labeled, or some other stopping condition is reached. If the pseudo-labels are indeed correct,
the performance of the supervised model increases at every round, while incorrect pseudo-labels
gradually degrade the performance of the classifier due to a sort of confirmation bias. To avoid
this, the examples to pseudo-label are determined based on on some form of confidence measure.
Different choices on the way the examples to be pseudo-labeled are selected, how they are used in
later iterations, and the stopping criteria exist (Triguero et al., 2015).

Pseudo-labeling was adapted to deep neural networks by Lee et al. (2013), who assigned a progres-
sively increasing weight to the loss of pseudo-labeled samples to reflect the increasing confidence
of the classifier as training proceeds. The issue of confirmation bias in deep semi-supervised learn-
ing was studied in detail by Arazo et al. (2020), where several techniques to reduce the typical
overconfidence of deep neural networks were applied (Zhang et al., 2018; Tanaka et al., 2018;
Grandvalet and Bengio, 2004), and distilled into a working formula by Rizve et al. (2021) through
the use of explicit uncertainty quantification via Monte Carlo dropout (Gal and Ghahramani,
2016).

Contrastive learning

Contrastive learning is an example of the “unsupervised preprocessing” type of semi-supervised
learning algorithms. It leverages unlabeled data to train a neural network encoder that is able to
compress samples into good representations, which can be subsequently used to learn a predictive
model using the labeled data (Jaiswal et al., 2020). Contrastive learning is thus composed of an
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initial phase where representations are learned using a pretext task, and a second phase where these
representations are used to learn solve the actual downstream task of interest. Ideally, the repre-
sentations are (1) expressive and of low dimensionality, (2) only capture abstract and high-level
concepts that are useful for the downstream task and invariant to certain changes in the input data,
and (3) disentangle latent factors of variations to promote their re-use and interpretability (Le-
Khac et al., 2020). Contrastive learning was originally introduced as a more biologically-plausible
alternative (Becker and Hinton, 1992) to the backpropagation algorithm (Section 3.2.1), and simi-
lar concepts leveraged shortly thereafter for unsupervised signature identification (Bromley et al.,
1993).

Contrastive learning was popularized by the formula of Chen et al. (2020b), which proposed a
general structure for pretext tasks composed of three steps: (1) creating one or more augmentations
of each input sample, appearing different but being semantically identical, (2) using the encoder to
derive their representations, and (3) using a contrastive loss to push the representations of a sample
and its augmentations to be similar among each other and dissimilar from the augmentations
of other samples. The “similarity” of two representations is generally quantified as the cosine
similarity, while the type of augmentations that should be applied depends on the data and
downstream task. A commonly used contrastive loss is the infoNCE (Oord et al., 2018), which,
given a batch B ⊆ Du of unlabeled examples, a random augmentation t : X → X sampled from
a suitable distribution, an encoder f : X → Rk, and a similarity function s : Rk × Rk → R+, is
computed as:

LinfoNCE = −
∑

x(i)∈B

log es(f(x(i)),f(t(x(i))))

es(f(x(i)),f(t(x(i)))) +∑
x(j)∈B:x(j) ̸=x(i) es(f(x(i)),f(x(j))) (3.17)

This loss compares the representations of x(i) and t(x(i)) against the representations of every other
sample in the batch, which are assumed to belong to different classes compared to x(i) and thus
require dissimilar representations. However, it is possible that two samples actually belong to
the same class, thus the second term of the denominator in Equation (3.17) introduces a certain
degree of sampling bias. Based on this observation, Chuang et al. (2020a) proposed a correction
that removes this bias, given the probability π that two unlabeled samples belong to the same
class. Given M random augmentations t1, . . . , tM , and using N = |B| − 1, the biased term in
Equation (3.17) should be replaced by:

N max

1
e

,
1

1 − π

 1
N

∑
x(j)∈B:x(j) ̸=x(i)

es(f(x(i)),f(x(j)))) − π
1

M

M∑
k=1

es(f(x(i)),f(tk(x(i))))
 (3.18)

Current research in contrastive learning focuses on finding good augmentation strategies for vi-
sion (Misra and Maaten, 2020; Qian et al., 2021), audio (Oord et al., 2018), and language (Devlin
et al., 2018), improving training techniques (Chuang et al., 2020b), and understanding its theo-
retical properties (Garrido et al., 2022; Saunshi et al., 2019; Arora et al., 2019). The theoretical
analysis of Chuang et al. (2020a), for example, provides generalization bounds for downstream
classification tasks when the infoNCE loss modified with Equation (3.18) is used to learn repre-
sentations.
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3. Methodological Background

3.3 Positive-unlabeled learning

A challenging setting in semi-supervised learning deals with the complete absence of negatively-
labeled examples, which tends to arise in several applications of great practical interest, from
bioinformatics (Li et al., 2021) to business and security (Jaskie and Spanias, 2019). In these sce-
narios, constraints on data collection or labeling make gathering negative examples very difficult,
or even impossible. However, it is still relatively easy collect positive examples and large number
of unlabeled samples, which contain both positives and negatives examples without any label to
differentiate them. This scenario is known in the machine learning literature as positive-unlabeled
learning, and differs from one-class classification (Ruff et al., 2018; Li et al., 2010) as negative
examples are also available, albeit without label. Even when negative examples are available, if
their number is too limited, it is advisable to preserve them exclusively for evaluating the model’s
performance, rather than for training (Oliver et al., 2018), as evaluation with positive-unlabeled
data poses some challenges.

3.3.1 Data

Let Y = {−1, 1}, and the data distribution be factorized as follows:

pX Y(x, y) = π · p(x|y = 1) + (1 − π) · p(x|y = −1) (3.19)

where π := p(y = 1) is the class prior, i.e., the prior probability of an example belonging to the
positive class. Positive-unlabeled learning is, then, a semi-supervised binary classification task
with the complication that y = 1 for all x ∈ Dl, and the unlabeled dataset Du contains samples
from the marginal pX (x) = pX Y(x, y = −1) + pX Y(x, y = 1).

There are two similar, but different, settings under which the positive examples in Du are assumed
to be generated. In the single-training set scenario, a single dataset is sampled from pX Y , and a
fraction of the positive examples is unlabeled according to some mechanism. In the case-control
scenario, instead, the positives and unlabeled are assumed to come from separate sources. In
both cases, the positives in Dl are sampled from p(x|y = 1), and the unlabeled in Du from pX Y ,
but whereas in the case-control scenario it is possible to control the number of available positives
separately by gathering more samples from their respective source, in the single-training set sce-
nario gathering more positives also results in more unlabeled samples. The following discussion
assumes the single-training set scenario, as it has received considerably more attention in the
literature (Bekker and Davis, 2020).

Unlabeled examples are either truly negative, or positives that were not labeled. Learning from this
type of data, therefore, requires further assumptions on the labeling mechanism. Under the selected
completely at random (SCAR) assumption, the probability that a positive sample is labeled is a
constant, while under the selected at random assumption the probability that a positive is labeled
depends on the value of its features x. The SCAR assumption enables traditional classification
methods to be applied to the positive-unlabeled learning setting by predicting whether a sample
is labeled or unlabeled, as the probability that a sample is positive is just a constant factor from
the probability that it is labeled (Elkan and Noto, 2008).
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3.3 Positive-unlabeled learning

3.3.2 Model

The majority of positive-unlabeled learning methods make use of the SCAR assumption. In this
case, assuming that the class prior π is known, it is possible to directly derive a risk estimator to
be minimized (du Plessis et al., 2014). From Equation (3.19), we obtain an expression for the risk
of a classifier f factorized on the positive and negative classes:

R(f) = πEx|y=1[ℓ(f(x), 1)] + (1 − π)Ex|y=−1[ℓ(f(x), −1)] (3.20)

The problem in positive-unlabeled learning is that there are no negative example to estimate the
negative risk, i.e., the second term on the right-hand side of Equation (3.20). The distribution of
negatives can be obtained from Equation (3.19) as (1−π)p(x|y = −1) = pX Y(x, y)−πp(x|y = 1),
and with this the risk on negative data is:

(1 − π)Ex|y=−1[ℓ(f(x), −1)] (3.21)

=
∫

X
ℓ(f(x), −1)(1 − π)p(x|y = −1)dx (3.22)

=
∫

X
ℓ(f(x), −1) [p(x) − πp(x|y = 1)] dx (3.23)

=
[∫

X
ℓ(f(x), −1)p(x)dx

]
−
[
π

∫
X

ℓ(f(x), −1)p(x|y = +1)dx

]
(3.24)

= Ex[ℓ(f(x), −1)] − πEx|y=1[ℓ(f(x), −1)] (3.25)

Notably, Equation (3.25) can be estimated from positive (second term) and unlabeled (first term)
data only. Plugging back into Equation (3.20), we finally get the risk for positive-unlabeled data:

RPU(f) = πEx|y=1[ℓ(f(x), 1)] + Ex[ℓ(f(x), −1)] − πEx|y=1[ℓ(f(x), −1)]
= πR1

p(f) + R−1
u (f) − πR−1

p (f)
(3.26)

du Plessis et al. (2014) showed that Equation (3.26) is a consistent and unbiased estimator of the
true risk in Equation (3.20), and can thus used to train a binary classifier using positive-unlabeled
data only, as long as the loss function ℓ satisfies the following symmetry condition:

ℓ(ŷ, 1) + ℓ(ŷ, −1) = 1 (3.27)

A common loss satisfying this condition is the sigmoid loss ℓσ(ŷ, y) := σ(−yŷ).

Kiryo et al. (2017) noted that highly flexible hypothesis classes such as deep neural networks
are in practice able to “overfit” the risk in Equation (3.25) and make it negative, even though
it is theoretically bound to be non-negative. Their solution simply forces this term to be non-
negative, giving rise to the nnPU loss that forms the basis of many a positive-unlabeled learning
algorithms (Kiryo et al., 2017):

RnnPU(f) = πR1
p(f) + max

{
0, R−1

u (f) − πR−1
p (f)

}
(3.28)

The careful reader surely did not miss the similarity between the second term of Equation (3.28)
and the denominator of the debiased contrastive loss in Equation (3.18); this is not coincidental,
as both take into account an unknown portion of π samples as positive, or similar, among all
the unlabeled. Estimating such risks requires, in practice, knowledge of π, for which several
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3. Methodological Background

estimation methods were proposed (Christoffel et al., 2016; Elkan and Noto, 2008; Zeiberg et al.,
2020; Bekker and Davis, 2018; Ramaswamy et al., 2016; Garg et al., 2021). While some present
works still assume a given class prior (Chen et al., 2020c; Zhao et al., 2022; Hammoudeh and Lowd,
2020; Acharya et al., 2022), an emerging research stream tries to avoid this two-step estimation
procedure, and to develop methods that do not rely on its estimation (Chen et al., 2020a; Hu
et al., 2021; Gong et al., 2021). Another research direction tries to handle biases in the data
selection (Kato et al., 2019; Hsieh et al., 2019), and particularly relevant for the contributions of
this thesis is the work of Su et al. (2021), that introduced a modified risk estimator more suited
to imbalanced distributions with very low π. This risk estimator is based on re-weighting the
positives such that their cumulative loss equals a portion π′, usually set to 1/2, of the total loss:

RimbnnPU = π′R1
p(f) + max

{
0,

1 − π′

1 − π
R−1

u (f) − (1 − π′)π
1 − π

R−1
p (f)

}
(3.29)

Regardless of the chosen risk estimator, models for positive-unlabeled data are learned using the
same algorithms as any other deep learning model (Section 3.2.1).

3.3.3 Evaluation

The lack of negative data complicates not only learning, but also evaluation of classifiers learned
on positive-unlabeled data. For example, while recall can be estimated from positive samples only,
by computing the proportion of positive predictions in this dataset, precision cannot be estimated
directly, as it is impossible to know the fraction of truly positive samples among those that are
predicted so. Lee and Liu (2003) proposed a metric based on positive-unlabeled data that behaves
similarly to the F-score, in the sense that it is large when both precision and recall, evaluated on
the true labels, are large, and is small when either one is small. Menon et al. (2015) showed that
the balanced error rate and the area under the ROC curve (AUC) are the only two performance
measures that are immune to a particular type of label corruption that includes positive-unlabeled
learning, and can be optimized even when the corruption parameter (π, in this case) is not known.
Jain et al. (2017) focused on AUC estimation, and showed that the AUC on positive-unlabeled
data is a lower bound for the AUC on clean data, and that the latter can be derived from the
former with knowledge of the true class prior or an estimation thereof. In a similar vein, Ramola
et al. (2018) showed how to use the true class prior to correct the (balanced) accuracy, F-score
and Matthew’s correlation coefficient.

The practical implication of these results is that, when the desired performance metric is either
the AUC or the balanced error rate, it is possible to optimize that metric treating the unlabeled
samples as negatives, and the resulting classifier is also optimal under the same metric computed
using the true positive and negative labels from the given dataset. Importantly, this procedure
enables practitioners to treat π as a hyperparameter, and optimize it by choosing the value that
leads to the highest AUC or balanced error rate.

3.3.4 Connection to precision medicine and contributions

A large part of artificial intelligence applications to cancer immunotherapies consist in learning
to predict certain events of the antigen processing pathway (Section 2.2), most importantly pro-
teasomal cleavage, TAP transport, MHC binding and presentation, and T cell activation. Each
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of these events can be investigated in isolation by collecting data through in vitro experiments
performed in the wet-lab. Such experiments are, however, expensive, time-consuming, and result
in low quantities of data that do not necessarily reflect the entire spectrum of biological mecha-
nisms occurring in vivo sufficiently accurately. On the other end of the spectrum, recent advances
in high-throughput technologies such as liquid chromatography tandem mass spectrometry (LC-
MS/MS) made it possible to collect large numbers of MHC-presented peptides that underwent
the entire antigen processing pathway (Caron et al., 2015). Such technologies only detect a small
portions of MHC ligands presented on the cells’ surface, making positive-unlabeled learning the
natural formalization of learning from this type of data. In fact, the most widely used MHC
binding predictor (Reynisson et al., 2020) follows the case-control data generating process by cre-
ating artificial negative examples from the entire human genome, and leverages pseudo-labeling
(Section 3.2.3) to learn from ambiguous data points (Alvarez et al., 2019). Proteasomal cleavage
predictors are similarly trained with a mixture of positive examples derived from MHC ligands
and synthetically-generated negatives (Keşmir et al., 2002).

In this thesis, two contributions to positive-unlabeled learning are presented. First, in Section 5.1,
we propose a model-agnostic positive-unlabeled learning framework based on pseudo-labeling (Sec-
tion 3.2.3), and using epistemic uncertainty (Section 3.2.2) for the selection process, showing its
benefits on imbalanced datasets, and applying it to the problem of proteasomal cleavage predic-
tion (Section 4.4). Second, in Section 5.2, we combine positive-unlabeled learning with contrastive
representation learning (Section 3.2.3), showing that such representations are highly beneficial for
the downstream classification task.

3.4 Semi-structured regression

Deep neural networks (Section 3.2) can be described as “unstructured” models, since they excel
at handling unstructured, non-tabular data types such as images, audio, text, etc., and struggle
dealing with tabular data (Shwartz-Ziv and Armon, 2022), where earlier techniques still excel.

While there is no consensus on the definitions of tabular and non-tabular data, a possible heuristic
criterion is related to the “shape” of the data, in the sense that tabular data is often represented
by vectors and non-tabular data by tensors, however this need not be the case in general. Another
intuitive distinction of the two relies on the type of modeling approaches that make sense: linear
models can be used for tabular data, but make no sense on non-tabular data, where neural networks
are the model of choice (nowadays). While practitioners certainly have an intuitive notion of what
model makes sense for a given datasets, a formal distinction could be based on the underlying
geometry of the data, or absence thereof: non-tabular data could be characterized as possessing
certain intrinsic symmetries that affect the input features without affecting the response, while
tabular data does not have any symmetry. Formally, a decision rule f : X → Y is invariant to
a transformation g : X → X if we have f(x) = f(g(x)) for every x. For tabular data, no such
transformation exists, while for non-tabular data there is one or more transformations that do not
affect the response. A typical example is convolutional neural networks learning from image data:
the sliding window design of convolutions in Equation (3.13) applies the same filter to all parts of
the image, allowing the network to detect the same patterns regardless of where they occur in the
image, thus making the network invariant to spatial shifts such as g(xij) = xi−1,j−1. In tabular
data, each covariate is associated to a well-specified feature of the input sample, for example, age
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or sex of a person, and any sort of modification to this covariate results in a new, different sample,
with a potentially different response.

In certain domains, however, it may be desirable or required to model the data such that certain
modifications do not influence the response: for example, when designing a system to perform
automated decisions related to people, it is often the case that such decisions should not depend
on protected attributes such as age, sex, race, etc. In these cases, the hypothesis class under
consideration should be restricted to decision rules that are invariant to variations to one or
more of these attributes, even if the dataset at hand does not exhibit such property. Geometric
deep learning (Bronstein et al., 2016) studies how to design neural networks to be invariant (i.e.,
f(g(x)) = f(x)) or equivariant (i.e., f(g(x)) = g(f(x))) to transformations such as rotations and
translations, while the field of fairness is concerned with alternative definitions of invariance that
are more suited to handle societal issues (Mehrabi et al., 2021; Corbett-Davies and Goel, 2018).
Therefore, we posit that the distinction between tabular and non-tabular data depends on the
input space itself as well as the concept under consideration.

3.4.1 Structured models

Learning from tabular data is very commonly approached through linear models, as they are
flexible enough to model complex responses and include non-linear covariate effects, while being
easily interpretable thanks to distributional statements on their parameters. Importantly, they
make it possible to infer the distribution of the estimated parameters, enabling practitioners
to understand in a principled manner whether and how strongly each covariate influences the
response, unlike more flexible class of models. Wood (2017) presents a comprehensive treatment
of the concepts summarized in this section.

Data

Generalized additive models (GAMs; Hastie and Tibshirani, 1990) are one of the most power-
ful methods to model tabular data. They extend ordinary linear models by allowing responses to
follow a general distribution in the exponential family, and by modeling smooth, non-linear covari-
ate effects through additive functions. Further extensions (GAMLSS; Rigby and Stasinopoulos,
2005) remove the exponential family restriction and allow responses to follow distributions with
an arbitrary number of parameters.

The exponential family includes many popular distributions, including Gaussian, Poisson, Bino-
mial, Gamma, etc., that are suitable to model responses that occur in many practical applications
of interest such as binary data, proportions, and counts. For example, ecology and evolution stud-
ies include breeding success, infection status, mortality rates, number of offsprings, etc. (Bolker
et al., 2009), engineering applications include modeling failure and wear rates (Myers et al., 2012),
and computational biology datasets frequently contain counts (Luecken and Theis, 2019; Hu et al.,
2012).

A distribution D belongs to the exponential family if its probability density function pD can be
written as

pD(y) = exp [(yτ − b(τ))/a(ϕ) + c(y, ϕ)] (3.30)
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where a, b and c are arbitrary functions with the reals as both domain and codomain, and ϕ
and τ are real constants respectively called the scale and canonical1 parameters of D. Note that
E[y] = b′(τ) =: µ. To ease the notation in the results presented later, we also define a function
V (µ) = b′′(τ)/ω such that the variance of y ∼ D can be expressed as V[y] = V (µ)/ϕ, with ω an
arbitrary constant to parameterize a(ϕ) = ϕ/ω.

Model

Formally, a GAM has the following form:

y ∼ D(µ, ϕ) , µ = g−1

γ⊤x +
J∑

j=1
fj(x)

 (3.31)

where D(µ, ϕ) is a distribution in the exponential family with mean µ and scale parameter ϕ,
g : R → R is an invertible link function that connects the linear predictor to the mean of the dis-
tribution D, γ ∈ Rd is a vector of parameters, and the collection of fj : Rd → R are parameterized
smooth, non-linear functions of certain covariates. For convenience, the link function g is usually
chosen so that the linear predictor for the mean equals the canonical parameter τ (i) of D.

Each function fj models non-linearity as the weighted sum of independent contributions from Kj

different basis functions bjk : Rd → R:

fj(x) =
Kj∑
k=1

βjkbjk(x) (3.32)

with all weights βjk ∈ R. Different types of basis functions result in different types of modeled
functions; for example, univariate piecewise linear functions of the l-th covariate can be modeled
by basis functions of the form bjk(x) = max{xl − zjk, 0}, where zjk ∈ R is a node that indicates
when the k-th basis becomes active. Cubic splines are one of the most commonly used smooths, as
they represent the “smoothest” function that interpolates a set of data points, where smoothness
is defined in terms of its integrated second derivative (Green and Silverman, 1993). Smoothers
of the form Equation (3.32) can also be designed for multivariate inputs, such as geographic
coordinates (Wood, 2003, 2006).

The terms bjk(x) in Equation (3.32) can be pre-computed and gathered in a single vector called
the basis expansion of x for the j-th smooth. For multivariate inputs, several smooths can be used
to transform different covariates, and their respective basis expansions concatenated into a single
design vector, such that, in the end, the predictor in Equation (3.31) has form µ = g−1(θ⊤x̃)
where x̃ contains the basis expansions of all smooths, and θ includes γ and all parameters βij of
all smooths. Additionally, smoothness penalties for fj , if necessary, are designed so as to be easily
computable as quadratic forms λjβ⊤

j Sjβj for a suitable matrix Sj that depends on the functional
form of the basis functions bjk, and where βj contains all parameters βjk of the j-th smooth and
λj is the strength of the penalization.

1Traditionally, the canonical parameter is indicated with θ, but here we use τ instead to avoid clashes with the
model’s parameter vector θ.
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Optimization

The optimization of GAMs proceeds via maximum likelihood estimation (Section 3.1.3). For fixed
values of λ1, . . . , λJ , denoting all of the smoothness penalties, the parameter vector β is estimated
via the penalized iteratively re-weighted least squares algorithm (PIRLS, Wood, 2017), while
the smooth penalties can be estimated via (generalized) cross-validation (Stone, 1977; Craven
and Wahba, 1978), restricted maximum likelihood (REML; Anderssen and Bloomfield, 1974), or
several other methods (Wood, 2017).

3.4.2 Semi-structured models

While GAMs can be used for tabular data, and deep neural networks for non-tabular data, several
applications of practical interest include both tabular and non-tabular data at the same time. This
situation is especially common in medicine, where most studies include non-tabular data such as
medical images, including CT scans, fMRI and histopathology images, genomics sequence data,
etc., paired with tabular data about the patient and their condition, such as age, sex, body-mass
index, medication, etc. (Huang et al., 2022; Isobe et al., 2022; Zheng et al., 2020). One possibility
for jointly modeling both data modalities would be to use a deep neural network of appropriate
architecture with two branches, one for each modality. In this model, tabular data would be
modeled by a sequence of one or more fully-connected layers, until a final layer that merges the
effect of both data types (Wolf et al., 2022). However, using a single layer for the tabular branch
prevents the model from learning any non-linear and interaction effects, and using multiple layers
would result in a model whose predictive power could be inferior to that of a GAM (Shwartz-Ziv
and Armon, 2022), and harder to interpret and explain (Molnar et al., 2022).

Semi-structured models are an alternative approach to jointly modeling tabular and non-tabular
data that does not force practitioners to choose between flexibility and interpretability. Semi-
structured models combine a structured predictor, such as a GAM, for the tabular data, with an
unstructured predictor, i.e., a deep neural network, for the non-tabular data (Kopper et al., 2021;
Baumann et al., 2021; Kook et al., 2022). Semi-structured models can be thought of as GAMs
with an additional observation-specific offset corresponding to the predictions of the deep neural
network used to process the non-tabular data.

Formally, definining x ∈ X the tabular features of a sample, z ∈ Z its non-tabular features, and
h : Z → R a deep neural network of appropriate architecture, a semi-structured model has the
following form:

µ = g−1
(
β⊤x̃ + h(z)

)
(3.33)

where µ is understood in the context of Equation (3.31) and x̃ as an appropriate basis expansion
of x. Semi-structured models are also fitted through maximum likelihood, however the presence
of the deep neural network considerably complicates this procedure, especially when h also takes
x as input (Rügamer et al., 2023). In the end, semi-structured models retain the distributional
results for β that maximum likelihood affords, thus remaining as interpretable as GAMs are, for
the tabular features, and still allowing alternative interpretability methods (Tjoa and Guan, 2020;
Linardatos et al., 2020) for the deep neural network as well as the entire model, if necessary.
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3.4.3 Connection to precision medicine and contributions

Semi-structured models can be used in clinical and medical settings to model the joint effect of
patient metadata, as tabular features, and medical images produced by devices such as CT scans,
fMRI and histopathology images. Such models could be used to make the development of new
drugs and treatments cheaper and faster by enabling more accurate and efficient clinical trials, for
example by identifying subtle but important relationships between different variables that might
not be detectable from unstructured data alone, helping to build trust in the model by clinicians
and medical professionals thanks to their transparency and interpretability, and identifying patient
subgroups that are likely to respond well to particular drugs or treatments by jointly analyzing
patient metadata and unstructured information.

This thesis contributes an application of semi-structured models to predict the future number of
COVID-19 cases in each German district and for each sex/age stratum (Section 6.1). A second
contribution (Section 6.2) shows that previous inference methods for semi-structured models, by
ignoring the uncertainty of the deep neural network (Section 3.2.2), provided excessively narrow
confidence intervals for the coefficients of the structured model, resulting in inflated false-positive
rates. This contribution proposes to incorporate the uncertainty of the deep neural network into
Equation (3.33) by treating its predictions as a random offset, and propagating its variance to the
estimated structured coefficients.

3.5 Discrete optimization for vaccine design

As described in Section 2.3.3, epitope vaccines (EV) can be used for cancer treatment by incor-
porating a subset of the neoantigens in the tumor. Even though EV design does not directly
make use of machine learning techniques, the data-model-optimization framework introduced in
Section 3.1 is still applicable, and we will thus follow it again. An EV contains short epitopes
that can trigger an immune response, joined together into a longer polypeptide for ease of delivery
(Figure 3.1).

Figure 3.1: The major steps in an epitope vaccine (EV) design pipeline (Figure credit: Dorigatti and
Schubert (2020a)). First, epitopes are discovered from antigen sequences through computational tools that
predict the immune response. Second, a subset of such epitopes are selected to be included in the EV.
Third, the epitopes are delivered separately (3a), or assembled into a longer polypeptide by concatenating
them (3b), or by leveraging overlaps (3c).
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3.5.1 Data

The EV design process starts from identifying the target epitopes from the antigens that the
vaccine should protect against. As detailed in Chapter 2, the main factor to identify epitopes is
immunogenicity, i.e., their potential to activate T cells when being presented on MHC-I surface
molecules. Due to the large number of potential epitopes, and the cumbersome experimental
procedures required to determine whether a candidate epitope does or does not activate T cells,
there is great interest in computationally predicting T cell activation without resorting to the
wet-lab (Peters et al., 2020). However, computational prediction T cell activation for generic
epitopes is still extremely difficult to perform, owing to the extreme variety in the epitopes and
receptors themselves and the relative scarcity of relevant data. Therefore, binding affinity to the
MHC is used instead as a proxy for T cell activation (Peters et al., 2020). Predicting MHC-I
binding is a relatively easier task, for which methods of increasing complexity were developed.
While earlier methods were based on kernels (Pfeifer and Kohlbacher, 2008; Ren et al., 2011) or
linear models (Racle et al., 2019; Bassani-Sternberg et al., 2017), the latest and most effective
models are all based on deep learning (Reynisson et al., 2020; O’Donnell et al., 2020; Shao et al.,
2020). Our understanding of the factors that determine immune recognition of epitopes is contin-
uously expanding (Lang et al., 2022), and to accommodate the progression of knowledge, all EV
design frameworks assume that each epitope is associated to a single immunogenicity score that
summarizes all that is known about its potential to trigger an immune response.

Formally, let E denote the set of candidate epitopes that were identified, and I : E → R the
immunogenicity of an epitope e ∈ E . Furthermore, let A be the set of MHC alleles in the target
population, with p(a) the probability that an allele a ∈ A is found in an individual. Commonly,
the immunogenicity of an epitope is computed based on the interactions of the epitope with each
allele, without considering interaction effects between different alleles. Moreover, such interactions
are quantified from the binding strength s(e, a) : E × A → R+ between e and a, measured as the
half-maximal inhibitory concentration (IC50) that indicates how weakly e interacts with a. The
IC50 is measured in nanomolars (nM), and in general terms an IC50 of less than 50 is considered
as strong binding, less than 500 is moderate binding, less than 5,000 denotes weak binding, and
more than 50,000 is undetectable, although different alleles have different sensitivities (Sette et al.,
1994). Normalizing the binding strength between 0 and 1 through a log transformation gives the
common definition of immunogenicity:

I(e) =
∑
a∈A

p(a)
[
1 − log50,000(s(e, a))

]
(3.34)

As discussed above, s(e, a) can be predicted by several tools (Nielsen et al., 2007; Reynisson et al.,
2020; O’Donnell et al., 2020), and is used as a proxy for T cell activation (Peters et al., 2020). We
also define an indicator c(e, a) := 1[s(e, a) ≤ τa] to identify whether an epitope binds to an allele
or not, based on an affinity threshold τa. Finally, let P denote the sequences of antigens that the
vaccine should protect against. In a hypothetical COVID-19 EV, for example, P would contain
all of the available sequences of the spike protein, while vaccines for HIV (Ng’uni et al., 2020)
and influenza (Wei et al., 2020) target structural proteins that form the outer shell of the virus,
and cancer vaccines would target the neoepitopes generated by mutations. With a slight abuse
of notation, we also introduce the indicator c(e, p) := 1[e ∈ p] indicating whether the epitope e is
found in the antigen p.
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3.5 Discrete optimization for vaccine design

3.5.2 Model

At the core of EV design frameworks is the selection, among all possible candidates, of the set V ⊆
E of epitopes with the largest possible immunogenicity. Other considerations also play a role in the
selection, depending on the desired use of the vaccine. For example, vaccines that target a specific
virus should prioritize conserved epitopes, i.e., epitopes that are rarely mutated, thus appearing in
the majority of sequences in P. The lack of mutations in an epitope suggests that it is functionally
very important, so that any alteration would lead to a fatal loss of function for the virus, making
it an excellent vaccination target. Moreover, the EV should contain epitopes that are recognized
by a large number of MHC alleles to ensure that the vaccine is effective for the world’s population.
This effect is partially encoded into the immunogenicity in Equation (3.34), but it is appropriate
to explicitly force this diversity in order to produce a fair EV that is effective for all patient
sub-populations. Personalized cancer vaccines do not have such stringent requirements if they
are targeted towards a specific individual. Choosing epitopes to maximize the immunogenicity
in Equation (3.34) subject to certain constraints suggests to approach EV design as a discrete
optimization problem.

Epitope selection

Let us associate a binary decision variable xe ∈ {0, 1} for each epitope e ∈ E , such that its value
equals one if and only if e ∈ V. The goal of the optimization problem is to find the value of
each decision variable such that the total immunogenicity is maximized, while selecting at most
Ne > 0 epitopes. Similarly, we introduce one decision variable ya ∈ {0, 1} for each allele a ∈ A,
and one zp ∈ {0, 1} for each antigen p ∈ P, indicating whether the respective allele or antigen
is covered by the vaccine, and respective minimum number Na > 0 and Np > 0 of alleles and
antigens that should be covered. The maximum number of epitopes Ne is based on pharmacological
considerations such as the ease of producing the vaccine, the efficiency by which it is delivered and
consumed by the body, etc., while determining Na and Np presents a clear trade-off between the
overall immunogenicity of the vaccine and its general applicability. Altogether, a simple model
for EV design, loosely inspired from the one proposed by Toussaint et al. (2008), could be:

Maximize
∑
e∈E

I(e)xe

Subject to
∑
e∈E

xe ≤ Ne∑
a∈A

ya ≥ Na∑
p∈P

zp ≥ Np∑
e∈E

xec(e, a) ≥ ya ∀a ∈ A

∑
e∈E

xec(e, p) ≥ zp ∀p ∈ P

xe, ya, zp ∈ {0, 1} ∀e ∈ E , a ∈ A, p ∈ P

(3.35)
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One of the first approaches to this discrete optimization problem (Vider-Shalit et al., 2007) used
genetic algorithms to select epitopes, developing a fitness function to evaluate the vaccine se-
quence in terms of population coverage and immunogenicity, instead of using explicit constraints
as in the formulation above. Lundegaard et al. (2010) used instead a greedy epitope selection
method, whereby the set of epitopes selected for the vaccine is iteratively expanded by selecting
the highest-ranking epitope according to a measure that balances their immunogenicity with the
diversity of the set of already selected epitopes. Toussaint et al. (2008) started the tradition of
approaching the EV design problem through mixed-integer linear programming, provably maxi-
mizing the immunogenicity subject to antigen and population coverage and epitope conservation,
and open-sourcing their algorithm through a web-server (Toussaint and Kohlbacher, 2009).

Epitope assembly

The EV problem in Equation (3.35) only concerns epitope selection, i.e., the determination of
which epitopes should be included in the vaccine, however it was experimentally observed that
delivering each epitope separately does not result in sufficient immune responses (Cornet et al.,
2006; Livingston et al., 2001). Instead, the epitopes should be assembled into a single, longer
polypeptide sequence, for example by concatenating them, in order to favors uptake by the immune
system. The same studies highlighted that the effectiveness of this kind of polypeptide vaccines
is highly dependent upon the specific ordering of the epitopes, thus opening another problem to
be solved for designing effective EV vaccines.

Toussaint et al. (2011) tackled this issue by casting it as a traveling salesperson problem, with each
epitope corresponding to a city, and the distance between the cities, in this case non-symmetric,
being inversely proportional to the proteasomal cleavage efficiency (Section 2.2.1) at the junc-
tion between the two epitopes. Considering proteasomal cleavage is essential to ensure that the
polypeptide is fragmented in such a way that the original epitopes are recovered, without pro-
ducing extraneous, and potentially dangerous, fragments. To formalize this problem, consider
a fully-connected graph whose set of nodes numbered from 1 to n correspond to the epitopes.
Each edge (i, j) is associated to a non-negative weight wij ∈ R+ and a binary decision variable
xij ∈ {0, 1} that indicates whether the j-th epitope follows the i-th in the final EV. The basic epi-
tope assembly problem then corresponds to finding the tour in the graph with the minimum cost,
which can be formulated as a mixed-integer linear program as shown by Miller et al. (1960):

Maximize
∑∑

0≤i ̸=j≤n

wijxij

Subject to
n∑

i=0
i ̸=j

xij = 1 1 ≤ j ≤ n

n∑
j=0
j ̸=i

xij = 1 1 ≤ i ≤ n

ui − uj + n · xij ≤ n − 1 1 ≤ i ̸= j ≤ n

xij ∈ {0, 1} 1 ≤ i, j ≤ n

(3.36)

This formulation leverages a dummy node with index 0 from where the tour starts and ends, and
is connected to all other nodes by edges of zero weight. It additionally uses a “node potential”
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variable ui for each node other than the dummy, forcing any solution to only visit nodes ordered by
increased potential, thus excluding all solutions that contain multiple disjoint tours. Specifically,
the constraint on node potentials forces the potential of each node in the tour to be greater
than the potential of the node immediately preceding, and smaller than the potential of the node
immediately following it. The only tours that satisfy this constraint visit the dummy node, as it
is the only way to “reset” the increasing potential before starting a second loop. This constraint,
together with the remaining constraints forcing a single tour to pass from each vertex, including
the dummy, exclude solutions that containing disjoint tours. This particular constraint is known
as the “MTZ” subtour elimination, from the names of the authors Miller, Tucker, and Zemlin,
but other forms exist too, chiefly the “DFJ constraint“, also named after its authors Dantzig,
Fulkerson, and Johnson (Dantzig et al., 1954).

The formulation of Toussaint et al. (2011) extended Equation (3.36) in two ways: (1) by optimizing
two-residue linker sequences between adjacent epitopes, in order to further increase proteasomal
cleavage efficiency, and (2) by minimizing the immunogenicity of unwanted epitopes resulting from
incorrect cleavage of the vaccine sequence. Schubert and Kohlbacher (2016) further improved this
formulation to allow for variable-length linker sequences to be designed during the optimization.

3.5.3 Optimization

The latest EV design frameworks (Toussaint et al., 2008, 2011; Schubert and Kohlbacher, 2016),
including those contributed by this thesis, are based on mixed-integer linear programming. For a
detailed treatment of linear programming, the reader is referred to Bertsimas and Tsitsiklis (1997).
Formally, a linear program is a constrained optimization problem of the form:

Maximize c⊤x (3.37)
Subject to Ax ≤ b (3.38)

where A ∈ Rnc×nv , b, c, x ∈ Rnv encode the specifics of the problem being solved having nc

constraints and nv variables, and the optimization is done with respect to x. Linear programs
either have (1) no solutions, when the constraints in Equation (3.38) cannot be all satisfied at the
same time (infeasible problem), or when the objective in Equation (3.37) can be made arbitrarily
large (unbounded problem), or (2) a single solution, or (3) an unlimited number of solutions,
all having the same objective value. When all of the decision variables x are real numbers, the
solution, or its absence, can be found by the simplex algorithm or interior-point methods, while
for discrete or binary variables a divide-and-conquer strategy called branch-and-bound is usually
applied.

3.5.4 Connection to precision medicine and contributions

As extensively discussed in Section 2.3.3, EVs are a promising platform for cancer treatment, as
well as viral infections such as SARS-CoV-2 (Kar et al., 2020), HIV (Ng’uni et al., 2020), and
influenza (Wei et al., 2020).

In this thesis, we propose a general mathematical formulation of the EV design problem that
unifies the epitope selection and assembly problems in Equations (3.35) and (3.36), together with
additional constraints on vaccine coverage and conservation (Section 4.2). We then present a
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specialization of this framework in Section 4.3 that is focused on a specific type of EV design,
and simplifies the specification of constraints relating to the assembly problem (Section 3.5) and
introduces a more accurate computational evaluation of the designed vaccines by incorporating a
proteasomal cleavage (Section 2.2.1) predictor into the linear program.

42



4 Contributions on Immunotherapy Design

4.1 Artificial intelligence in early drug discovery enabling precision
medicine

In this review, we discuss the current state of drug discovery in precision medicine (Section 1.1),
and present our vision of how artificial intelligence will impact biomarker discovery and drug
design. Current precision medicine applications in early drug discovery are still based on a handful
of biomarkers, while recent technologies allow for more and better characterization of patients and
their diseases. Artificial intelligence approaches to analyze such data will be fundamental to enable
truly personalized approaches to drug design and impact clinical practice (Section 1.3).

Contributing article: Boniolo, F.* and Dorigatti, E.* and Ohnmacht, A. J.* and Saur, D. and
Schubert B. and Menden, M. P. Artificial intelligence in early drug discovery enabling precision
medicine. Expert Opinion on Drug Discovery 16 (9), 991-1007 https: // doi. org/ 10. 1080/
17460441. 2021. 1918096 . (* share first authorship).

Copyright information: This is an Open Access article distributed under the terms of the Cre-
ative Commons Attribution-NonCommercial-NoDerivatives License (CC BY-NC-ND 4.0, http:
//creativecommons.org/licenses/by-nc-nd/4.0/).

Author contributions: Emilio Dorigatti wrote the introduction on artificial intelligence and Sec-
tion 3 about drug design, including vaccine design, protein design, and small-molecule design.
Fabio Boniolo and Alexander Ohnmacht wrote the remaining parts of the manuscript. Dieter
Saur, Benjamin Schubert Michael Menden provided advice and guidance, and proof-read the
manuscript. All authors wrote the last section on the expert opinion.
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4. Contributions on Immunotherapy Design

4.2 Graph-theoretical formulation of the generalized epitope-based
vaccine design problem

Epitope-based vaccines are a flexible vaccine platform that can be used to treat cancer (Sec-
tion 2.3.3) and other diseases. Due to their complex nature, bioinformatics plays a pivotal role in
their development, however, existing algorithms address only specific parts of the design process,
or are unable to provide formal guarantees on the quality of the solution (Section 3.5). In this
article, we unify the two problems of epitope selection and epitope assembly, introducing a single
mathematical formalism that encompasses all prevalent design principles. We then formulate this
problem through a mixed-integer linear program, thus guaranteeing optimality of the solution.

Contributing article: Dorigatti, E. and Schubert, B. (2020) Graph-theoretical formulation of the
generalized epitope-based vaccine design problem. PLoS computational biology 16 (10), e1008237.
https: // doi. org/ 10. 1371/ journal. pcbi. 1008237 .

Copyright information: This is an open access article distributed under the terms of the Creative
Commons Attribution License (CC BY 4.0, https://creativecommons.org/licenses/by/4.
0/).

Author contributions: Emilio Dorigatti conceived and developed the method and the experi-
mental design, performed the experiments, interpreted the results. Benjamin Schubert advised in
all phases of the project. All authors wrote the manuscript.
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4.3 Joint epitope selection and spacer design for string-of-beads vaccines

4.3 Joint epitope selection and spacer design for string-of-beads
vaccines

This article introduces another vaccine design framework that, while focused on a specific type
of design formulation, simplifies the specification of constraints relating to the epitope assembly
problem (Section 3.5), and introduces a more accurate computational evaluation of the designed
vaccines. Both innovations stem from incorporating a proteasomal cleavage predictor (Section 2.2)
into the linear program, thus enabling users to specify novel constraints and objectives that directly
relate to cleavage, and enabling the linear program to design optimal spacers as part of the solution
process. This relieves users from doing this as a separate, and costly, pre-processing step, as
required by our previous vaccine design framework (Section 4.2).

Contributing article: Dorigatti, E. and Schubert, B. (2020) Joint epitope selection and spacer
design for string-of-beads vaccines. Bioinformatics, Volume 36, Issue Supplement 2, December
2020, Pages i643–i650. (Proceedings of the 19th European Conference on Computational Biology).
https: // doi. org/ 10. 1093/ bioinformatics/ btaa790 .

Copyright information: This is an Open Access article distributed under the terms of
the Creative Commons Attribution Non-Commercial License (CC BY-NC 4.0, http://
creativecommons.org/licenses/by-nc/4.0/).

Author contributions: Emilio Dorigatti conceived and developed the method and the experi-
mental design, performed the experiments, interpreted the results. Benjamin Schubert advised in
all phases of the project. All authors wrote the manuscript.
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4. Contributions on Immunotherapy Design

4.4 Proteasomal cleavage prediction: state-of-the-art and future
directions

Recognizing the importance of accurate proteasomal cleavage (Section 2.2) to design epitope vac-
cines (Sections 4.2 and 4.3), in this article we reviewed current available predictors, and performed
a benchmark of such tools together with a wide range of deep learning architectures and training
regimes. We found that the amount of training data is the single most important determinant
of predictive performance, as most methods performed very similarly, and thus argue that data
quality is more important than methodological advances to move the field forward.

Contributing article: Ziegler, I. and Ma, B. and Bischl, B. and Dorigatti, E.* and Schubert,
B.* (2023) Proteasomal cleavage prediction: state-of-the-art and future directions. https:
// doi. org/ 10. 1101/ 2023. 07. 17. 549305 . (* share last authorship).

Copyright information: This article is licensed under a Creative Commons Attribution 4.0 In-
ternational license (CC BY 4.0, https://creativecommons.org/licenses/by/4.0/).

Author contributions: Emilio Dorigatti conceived and directed the benchmark, developed the
experimental design, performed the literature review, implemented and executed the SVM, lo-
gistic regression, and PCM baselines. Ingo Ziegler and Bolei Ma implemented and executed all
experiments involving deep architectures. Emilio Dorigatti, Ingo Ziegler, and Bolei Ma wrote the
manuscript. Benjamin Schubert advised in all phases of the project. Bernd Bischl advised on the
experimental design and interpretation of the results.
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5 Contributions on Positive Unlabeled Learning

5.1 Positive-Unlabeled Learning with Uncertainty-aware Pseudo-label
Selection

In this article, we tackle the problem of positive-unlabeled learning (Section 3.3) by using pseudo-
labeling (Section 3.2.3), selected based on the epistemic uncertainty of an ensemble of deep neural
networks (Section 3.2.2). Through a series of benchmarks we show that our method achieves
competitive performance, especially when the dataset is highly imbalanced, i.e., with low positive
prior π, and is applicable to any data type, unlike most other methods that are specialized to
image data. We also apply our method to the practical problem of proteasomal cleavage prediction
(Section 2.2.1), achieving considerably higher performance.

Contributing article: Dorigatti, E. and Goschenhofer, J. and Schubert, B. and Rezaei M., and
Bischl B. (2022) Positive-Unlabeled Learning with Uncertainty-aware Pseudo-label Selection.
arXiv preprint arXiv:2201.13192 https: // arxiv. org/ abs/ 2201. 13192 .

Copyright information: This article is licensed under a Creative Commons Attribution, Non
Commercial, Share Alike 4.0 International Public License (CC BY-NC-SA 4.0, https://
creativecommons.org/licenses/by-nc-sa/4.0/).

Author contributions: Emilio Dorigatti ideated the method, implemented the main algorithm
and some of the supporting code, and performed all experiments involving the proposed method.
Jann Goschenhofer helped in refining the method, developed most of the supporting code, and
performed all experiments with the external baselines. Emilio Dorigatti and Jann Goschenhofer
wrote the manuscript together and interpreted the results with the support of Mina Rezaei,
Benjamin Schubert and Bernd Bischl. Mina Rezaei, Benjamin Schubert and Bernd Bischl advised
on the experimental design, and the interpretation of the results.
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5. Contributions on Positive Unlabeled Learning

5.2 Robust and Efficient Imbalanced Positive-Unlabeled Learning with
Self-supervision

In this article we leverage contrastive learning (Section 3.2.3) to learn good image representations,
which we use to train a positive-unlabeled learning classifier (Section 3.3). Through a suite of
experiments we show that such representations considerably improve predictive performance both
in the balanced and imbalanced settings.

Contributing article: Dorigatti, E.* and Schweisthal, J.* and Bischl, B. and Rezaei, M. (2022)
Robust and Efficient Imbalanced Positive-Unlabeled Learning with Self-supervision. arXiv
preprint arXiv:2209.02459 https: // arxiv. org/ abs/ 2209. 02459 . (* share first authrship).

Copyright information: This article is licensed under a Creative Commons Attribution 4.0 Inter-
national Public License (CC BY 4.0, https://creativecommons.org/licenses/by/4.0/).

Author contributions: Emilio Dorigatti developed the theoretical section of the paper, helped
in the experimental design and interpretation of the results. The method was conceived and
developed by Jonas Schweisthal, who also performed the experiments. Mina Rezaei proposed and
led the project, assisted in the experimental design, and interpretation of the results. All authors
wrote the manuscript.
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6 Contributions on Semi-Structured Regression

6.1 Combining graph neural networks and spatio-temporal disease
models to improve the prediction of weekly COVID-19 cases in
Germany

Section 3.4 introduces semi-structured regression as a technique to combine structured models
(i.e., generalized additive models, GAMs) for tabular data and unstructured models (i.e., deep
neural networks, DNNs) for non-tabular data. In this paper, we used a SSR model to predict
the number of future COVID-19 cases in each German district, combining tabular information
about the population composition of the district, such as density and number of people for each
age and gender group, with geographical information about districts and their relationships, such
as the number of people traveling from one to another, modeled through a graph neural network.
We demonstrate that our semi-structured GAM with a zero-inflated Poisson outperforms other
models including deep neural networks, GAMs without the non-tabular data, graph networks
without tabular data, and gradient boosted trees.

Contributing article: Fritz, C.* and Dorigatti, E.* and Rügamer, D. (2022). Combining graph
neural networks and spatio-temporal disease models to improve the prediction of weekly COVID-
19 cases in Germany. Sci Rep 12, 3930. https: // doi. org/ 10. 1038/ s41598-022-07757-5 .
(* share first authrship).

Copyright information: This article is licensed under a Creative Commons Attribution 4.0 In-
ternational License (CC BY 4.0, http://creativecommons.org/licenses/by/4.0/).

Author contributions: Emilio Dorigatti implemented the graph neural network and the semi-
structured regression framework using PyTorch and ran the experiments with the inputs of the
other authors. Cornelius Fritz conceived the study, led the project, prepared the data. David
Rügamer implemented and executed the baselines. All authors participated in designing the
experiments, interpreting the results, and writing the manuscript.
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6. Contributions on Semi-Structured Regression

6.2 Frequentist Uncertainty Quantification in Semi-Structured Neural
Networks

Commonly, semi-structured regression models (Section 3.4) are approached by treating the output
of the DNN as an observation-specific offset to be included into a GAM. In this paper, motivated by
our earlier investigation in Section 6.1, we argue that this approach ignores the uncertainty of the
DNN (Section 3.2.2), and thus results in confidence intervals for the coefficients of the structured
model that are too narrow, thus leading to an increased rate of false discoveries. We present
simulation studies to highlight the problem, and propose to solve the problem by treating the DNN
as a random offset with known variance, given by some deep uncertainty quantification method
such as deep ensembles or Monte Carlo dropout. Simulations show that this method results in
confidence intervals that better reflect the model’s uncertainty, and a practical application on a
medical dataset shows that the predictions are more accurate.

Contributing article: Dorigatti, E. and Schubert, B. and Bischl, B. and Rügamer, D. (2023)
Frequentist Uncertainty Quantification in Semi-Structured Neural Networks. Proceedings of the
26th International conference on AI and Statistics, PMLR. https: // proceedings. mlr. press/
v206/ dorigatti23a. html

Copyright information: This article is licensed under a Creative Commons Attribution 4.0 In-
ternational license (CC BY 4.0, https://creativecommons.org/licenses/by/4.0/).

Author contributions: Emilio Dorigatti ideated and developed the method, performed all the
experiments, developed the theory, and wrote the manuscript. David Rügamer advised in all
phases of the project. Benjamin Schubert and Bernd Bischl advised on the experimental design
and interpretation of the results, and proof-read and approved the manuscript.
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7 Concluding remarks

7.1 Summary

Rapid advances in experimental technologies created a wealth of new clinical data describing pa-
tients and their diseases. At the same time, contemporary advances in computational and artificial
intelligence technologies facilitated the association between these characteristics and the outcome
of treatments. The patterns discovered from this data made it clear that disease heterogeneity
among patients requires a similar variety of treatments, each one tailored to the specific disease
affecting a given patient, and giving rise to a new approach in medical practice called precision
medicine. In precision medicine, patients and diseases are grouped according to relevant molecular
signatures, or biomarkers, instead of superficial phenotypic factors such as frequency, duration,
or strength of symptoms. In the extreme case, the treatment is truly tailored to an individual
rather than a small cohort of patients, using techniques that are collectively known as person-
alized medicine and include, among others, quickly acquiring relevant data for decision making,
designing, producing and administering a suitable drug, and monitoring the treatment outcome.
This approach to treatment has been pioneered to cure cancer, one of the leading causes of death
worldwide which is particularly unresponsive to traditional medical techniques, as it is caused by
randomly-occurring malignant mutations in the cellular DNA.

Starting from this motivation, the contributions presented in this thesis seek to advance the state
of the art in cancer treatment, with a particular focus on cancer vaccines. The contributions can
be roughly divided in three different areas: applied contributions to vaccine design, methodological
contributions to positive-unlabeled learning, and methodological contributions to semi-structured
regression models. Concerning the first area, we argued, through a review and expert opinion pa-
per, about the many ways in which artificial intelligence can support and drive precision medicine
(Section 4.1), from biomarker discovery to drug design, with a particular focus on epitope vac-
cine design. Epitope vaccines, introduced in detail in Section 2.3.3, are designed to contain the
specific antigens that determine the patient’s disease, as discussed in section 3.5, and thus repre-
sent one of the most promising precision and personalized treatments. Consequently, this thesis
introduced a novel mathematical formulation of the epitope vaccine design problem (Section 4.2),
that improved previous approaches by unifying the two sub-problems that need to be solved to
design a vaccine: the selection of epitopes to include in the vaccine, and their assembly into a
single polypeptide, employing a single mathematical formalism to describe three different types of
assembly modalities. The third contribution of this thesis (Section 4.3) improved this epitope vac-
cine design framework by reformulating the problem in a more user-friendly format, and proposing
more accurate in silico evaluation scheme of the results. Both of these frameworks are focused
on a specific type of epitope vaccine, whose efficacy crucially depends on the quality of the final
epitope assembly. Epitopes are assembled so as to elicit proteasomal cleavage (Section 2.2.1) at
their junction site, thus motivating the fourth contribution of this thesis: a literature survey and
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benchmark of current cleavage prediction techniques, concluded by guidelines for possible further
developments of the field (Section 4.4).

Besides proteasomal cleavage, another important quantity to be predicted in order to design
effective cancer vaccines is the strength of the immune response that can be elicited against an
epitope (Section 3.5.1), frequently quantified as the strength with which it binds to the MHC (Sec-
tion 2.2.2). High-throughput experimental techniques can be used to collect positive examples of
MHC binding to train machine learning predictors, however collecting negative examples is sig-
nificantly more costly and time-consuming (Section 3.3.4). Recognizing this challenge, the second
part of this thesis focuses on positive-unlabeled learning (Section 3.3), a branch of semi-supervised
learning (Section 3.2.3) that enables binary classifiers to be learned without negatively-labeled ex-
amples. First, a generic method based on pseudo-labeling (Section 3.2.3) was proposed, using
epistemic uncertainty quantified through deep ensembles (Section 3.2.2) as a selection criterion
for pseudo-labels (Section 5.1). Second, recent advances in contrastive learning (Section 3.2.3)
were exploited to propose a positive-unlabeled learning method specialized on imaging data (Sec-
tion 5.2). Experimental results confirm that both of these approaches particularly improve pre-
dictive performance on imbalanced data distributions, which are particularly common in precision
medicine applications.

While the most recent advances in artificial intelligence (Section 3.2) excel at learning from un-
structured, non-tabular data types such as images, audio, and natural language, their predictions
on tabular data are not as good as those produced by traditional statistical regression approaches
(Section 3.4.1). Commonly, in modern clinical practice, tabular metadata about patients is paired
to non-tabular data produced by medical devices, such as microscopes and MRI machines, there-
fore the development of methods that are able to learn from this kind of multi-modal data can
further drive the adoption of precision medicine in the clinic (Section 3.4.3). By this motiva-
tion, the third set of contributions of this thesis focuses on semi-structured regression models,
combining deep neural networks with traditional statistical regression techniques to enable model
learning and interpretation using both data types (Section 3.4). The first contribution in this
respect (Section 6.1) demonstrates the advantages of such models in an epidemiological modeling
task, by unifying graph neural networks and generalized additive models to predict the number
of COVID-19 cases in each district in Germany, for each age and sex stratum, based on mobility
patterns and sociological data. A second contribution in the topic (Section 6.2) raises an issue with
previous methods used to train semi-structured regression models, namely the fact that they ig-
nored the uncertainty of the neural network when deriving confidence intervals for the coefficients
of the structured model on the tabular data, leading to inflated false-positive rates compared to
the desired nominal level. A solution for this problem is also proposed, by treating the predictions
of the deep neural network as a random offset with given variance, demonstrating improved cov-
erage on simulated data, and higher predictive performance on a glaucoma prediction challenge
comprising dermoscopic images and patient metadata.

7.2 Discussion

Research can feel like a random walk, with each idea leading to another, another, and another. In
hindsight, the order by which ideas are visited rarely is optimal: if an idea i leads to another idea
j, the opposite need not be true, for j in itself may already suggest that i was not so good after
all. At the same time, j could have never be found, was it not for i coming before it. For example,
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although we knew of the importance of proteasomal cleavage prediction for epitope vaccine design,
we developed the two frameworks (Sections 4.2 and 4.3) assuming that the predictions were
available and reliable. Only later did we perform a systematic review of the state of proteasomal
cleavage predictors (Section 4.4), and realized that their predictive performance, especially for
N-terminal cleavage, did not seem to be as high as we hoped for. At the same time, were it not for
the usefulness of proteasomal cleavage prediction in our vaccine design frameworks, such a review
and benchmark would have probably never be performed in the first place, and the community
could not have benefited from our survey. The same phenomenon could be observed when we
tried to quantify uncertainty for our predictor of COVID-19 cases (Section 6.1), finding available
methods lacking and leading to the development of a new inference paradigm (Section 6.2).

The vaccine design frameworks introduced in this thesis stem from a highly interdisciplinary, and
continuously advancing, mixture of biological understanding and computational methods, and thus
their thorough evaluation inevitably requires careful lab testing (Vitiello and Zanetti, 2017). Most
research efforts in cancer vaccines seem to have been mostly focusing on long peptides (Slingluff,
2011; Melief et al., 2015), as opposed to the short peptides used in the vaccine design frameworks
proposed in this thesis. Long peptides, by virtue of their length, can be delivered individually,
and still elicit immune responses, unlike the short peptides considered by the design frameworks
introduced here, that require ad hoc assembly procedures. Short peptides for vaccination seem
to be exploited by considerably fewer works, and most of them used fixed spacers, rather than
spacers optimized ad hoc as proposed in this thesis; this could possibly be cause by a number of
additional challenges that need to be overcome when working with short peptides (Zhang, 2018).
Furthermore, virtually all short-peptide vaccines still do not make use of any spacer optimization
frameworks, but opt for using fixed, pre-made linkers, as evidenced by a recent review on the
topic (Parvizpour et al., 2020) that all but skirted the issue, despite the community being well-
aware of the importance of proper linker design (Shamriz et al., 2016). Whether this happened
because the community is not aware of these new design tools, because the tools are not accessible
to people who lack computational skills, or because the tools simply do not work, it is unclear
to the author of this thesis. It is however likely that further advances in this field, bringing
in silico optimized cancer vaccines to routine clinical practice, necessitate stronger and deeper
collaboration between statisticians and medical doctors, with considerably increased knowledge
transfer between fields (Vitiello and Zanetti, 2017), to the extent that it could not be achieved by
the author during the few years working on these projects.

7.3 Outlook

Beyond experimental testing and validation, which will certainly suggest further directions for
improvement, the works introduced in this thesis offer plenty of opportunities for future method-
ological research. The vaccine design frameworks (Dorigatti and Schubert, 2020a,b) could be
extended to consider the uncertainty in the predictions of immunogenicity and cleavage in the op-
timization process, by leveraging stochastic programming techniques (Birge and Louveaux, 2011).
This would make it possible to optimize the median or worst-case immunogenicity instead of its
expectation, thus ensuring that the designed vaccine is effective for all individuals in the target
population, as well as alerting practitioners in case the given set of inputs and constraints makes
the vaccine unacceptably risky or of dubious efficacy. This would require extending current cleav-
age, MHC and TCR binding to reliably provide such quantities, which could be done through
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post hoc methods at first, so that current predictors could already be incorporated in such a
design framework, and later through the use of predictors trained specifically with uncertainty
quantification in mind, as detailed in Section 3.2.2.

Aside from uncertainty quantification, such predictors could be further improved through the
positive-unlabeled learning techniques for imbalanced data introduced here. However, especially
for MHC binding, the unlabeled data is imbalanced to such a degree that traditional binary
classification methods seem to be as successful, if not more successful, than positive-unlabeled
approaches. This finding, backed by informal tests and anecdotal evidence from the author and
some external collaborators, could be explained by the relative robustness towards noisy labels
of the squared error loss (Manwani and Sastry, 2013), used by the most popular MHC binding
predictor (Reynisson et al., 2020). Therefore, it seems that, beyond a certain degree of imbal-
ancedness, positive-unlabeled learning problems are better approached through the lens of noisy
classification with appropriate loss functions; ideally, the best learning approach for a given prob-
lem could be chosen algorithmically in a data-driven fashion. Moving beyond the straightforward
option of comparing these two approaches based on their performance on a held-out dataset, it
seems likely that there exist a soft transition between the realms of positive-unlabeled learning
and noisy classification. A novel loss function, smoothly interpolating between the two options,
would therefore be an interesting research avenue.

Another issue with computational epitope prediction is that several experimental studies have
found larger amounts of false-positives than expected when using predicted epitopes for immu-
nization (Shetty and Ott, 2021), despite the fact that these tools routinely achieve AUCs of 95%
or more in in silico evaluations (Reynisson et al., 2020). Part of the issue is certainly because
MHC presentation of epitopes ensures neither recognition by nor activation of T cells, which is the
end goal of vaccination, especially for cancer neoepitopes. This latter aspect is considerably more
complicated to predict computationally due to the vast amount of receptors and sparsity of data
measuring such interactions, and considerable research efforts are likely needed in this area, both
to gather new data, and to develop predictors using what little data is available at the moment.

With respect to semi-structured regression models, our work on incorporating the uncertainty of
the neural network into the confidence intervals of the coefficients of the structured model (Sec-
tion 6.2) crucially depends on the correctness of the network uncertainty, in the sense that its
inaccurate estimation directly translates to inaccurate estimation of the coefficient intervals. A
systematic benchmark of uncertainty quantification methods for the neural network is therefore
needed to guide practitioners in making the right choices. Furthermore, by relaxing the assump-
tions on the network uncertainty, it may be possible to provide theoretical guarantees that are
more reliable in practice. Moreover, the fitting procedure of such semi-structured regression mod-
els is still somewhat cumbersome. The presence of smooth terms or random effects, in particular,
requires separate tuning of their penalties via such methods as grid or random searches, as well as
iterative fitting of the additive model in a later stage, since most modern estimation software is
unable to accept random effects with given, fixed variance. We further elaborated on these points
in Appendix D and F of our paper (Section 6.2), but the process could certainly be simplified by
developing appropriate inference routines. Such implementation ought to be generic enough to ac-
commodate future advances in deep uncertainty quantification, thus ensuring that the framework
remains relevant.
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7.4 Conclusion

The quest to form a healthy society has highlighted the staggering complexity of the biological
systems governing human life, emphasizing the necessity for increasingly sophisticated tools to
understand and combat diseases. Advances in experimental techniques generated immense amount
of data, whose analysis required equally significant innovations in computational methods. It is
in such realm that the contributions presented in this doctoral thesis are located. By leveraging
discrete optimization and machine learning, it is the author’s hope that the methods hereby
presented will help designing better cancer treatments, thus advancing the fight against the second
leading cause of death worldwide.
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Fritz, C.* and Dorigatti, E.* and Rügamer, D. (2022). Combining graph neural networks and
spatio-temporal disease models to improve the prediction of weekly COVID-19 cases in Ger-
many. Sci Rep 12, 3930. https: // doi. org/ 10. 1038/ s41598-022-07757-5 . (* share first
authrship).

Dorigatti, E. and Schubert, B. and Bischl, B. and Rügamer, D. (2023) Frequentist Uncer-
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