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“The best thing about being a statistician is you get to play in everybody
else’s backyard”

John Tukey
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Zusammenfassung

Das Aufkommen von großen Mengen an biologischen Zähldaten durch Hochdurchsatz-
Technologien hat die Entwicklung geeigneter statistischer Methoden zu einer wichtigen
Herausforderung moderner interdisziplinärer Forschung gemacht. Diese Daten weisen oft
eine Vielzahl von Kovariablen auf, sind jedoch durch geringe Beobachtungsgrößen und
experimentelles Rauschen limitiert. Eine zentrale Forschungsfrage in datengetriebenen
Untersuchungen ist, wie biologische Kovariablen eine relevante Zielvariable beeinflussen.
Meist sind nur einige der Kovariablen von Bedeutung. Diese können jedoch auf komple-
xe Art und Weise miteinander interagieren. Eine Hauptaufgabe besteht daher darin, die
relevanten Effekte aus einer Vielzahl an möglichen Kombinationen zu identifizieren.
In dieser Arbeit habe ich Methoden entwickelt, die robuste Schätzungen von Interaktions-
effekten durch quadratische Regressionsmodelle ermöglichen. Diese Methoden sind sowohl
für Beobachtungs- als auch für experimentelle Daten geeignet, unabhängig davon, ob die
experimentellen Designs vollständig sind. Die entwickelten Modelle berücksichtigen ver-
schiedene Arten von biologischen Zähldaten: (i) quantitative Zähldaten, (ii) binäre Daten
und (iii) relative Zähldaten, auch bekannt als kompositionelle Daten. Um in Szenarien
mit mehr Kovariablen als Beobachtungen sowie in niedrigdimensionalen Szenarien inter-
pretierbare Modelle zu entwickeln, habe ich in meinen Ansätzen Penalisierung verwendet.
Durch die Integration von Konzepten der hierarchisch Interaktionsmodellierung und der
stabilitätsbasierten Modellselektion wird die Interpretierbarkeit gewährleistet. Zur Re-
duktion ungewollter, auf technisches und biologisches Rauschen zurückzuführender Effek-
te sind Ansätze entwickelt worden, die weniger anfällig für Ausreißer sind. Dies ist von
besonderer Bedeutung, wenn nur wenige und inkonsistente Replikate vorliegen.
In meinem ersten Projekt habe ich Daten der Affinitätsreinigung von Nukleosomen mit
quantitativer Proteomik und hierarchischer Interaktionsmodellierung kombiniert. Ziel war
es, die kombinatorischen Effekte bestimmter Chromatinmodifikationen auf die Protein-
rekrutierung in einem unvollständigen experimentellen Design zu schätzen. Der hierfür
entwickelte Workflow, asteRIa, ermöglicht eine stabile Schätzung robuster Interaktionen
zwischen Chromatinmodifikationen und hat mehrere Proteine als epigenetische “Leser”-
Kandidaten identifiziert.
In meinem zweiten Projekt habe ich ein generisches quadratisches Interaktionsmodell ent-
wickelt, um Umwelt- oder Wirtsbedingungen aus Daten über die mikrobielle Abundanz
vorherzusagen. Dieses Modell unterstützt verschiedene Datenmodalitäten und hat einen
breiten Anwendbarkeitsbereich. Diesen habe ich auf unterschiedlichen Daten demonstriert
und robuste Interaktionseffekte zwischen mikrobiellen Taxa aufgedeckt.
In meinem dritten Projekt habe ich Wechselwirkungen von Medikamenten in Hochdurch-
satz-Screening-Verfahren für einzelne Zellen analysiert. Dabei habe ich hierarchische In-
teraktionsmodellierung mit einer Optimierungstechnik kombiniert, die robust gegenüber
Ausreißern ist, und somit einen generischen und reproduzierbaren Workflow erstellt.
Insgesamt habe ich statistische Methoden zur Schätzung robuster Interaktionseffekte
in biologischen Daten entwickelt. Die Modelle ermöglichen präzise Analysen verschiede-
ner Datentypen und identifizieren Interaktionseffekte, die Hypothesen für weiterführende
funktionelle Untersuchungen darstellen.
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Summary

The advent of large-scale biological count data from high-throughput technologies has
made the development of suitable statistical techniques a cornerstone of modern inter-
disciplinary research. These data often contain many features but limited sample size,
and are accompanied by experimental noise. A common research question in data-driven
observational studies is to determine how such biological features impact a readout of
interest. Typically, only a subset of features is relevant, and they may interact in a con-
certed fashion. Thus, a major concern is to identify these relevant effects from a large
number of possible combinations of features.
In this thesis, I developed and evaluated ways to estimate stable main and interaction
effects via quadratic regression models in both observational and experimental data with
complete or incomplete designs. The models developed are applicable to different data
modalities in which biological count data typically appear: (i) quantitative count data,
(ii) presence-absence data, and (iii) relative count data, also known as compositional
data. To derive parsimonious models in underdetermined regimes, as well as in low-
and moderate-dimensional settings, I implemented the models under penalization. To
facilitate interpretability, I included the concept of hierarchy in interaction modeling and
stability-based model selection. In order to account for technical and biological noise in
the data, I introduced ways to be less sensitive towards outliers, especially when few and
inconsistent replicates are available.
In my first project, I integrated nucleosome affinity purification data with high-throughput
quantitative proteomics and hierarchical interaction modeling to estimate combinatorial
effects of the presence or absence of certain chromatin modifications on protein recruit-
ment within an incomplete experimental design study. This is facilitated by the computa-
tional workflow asteRIa which combines hierarchical interaction modeling, stability-based
model selection, and replicate consistency checks for a stable estimation of robust inter-
actions among chromatin modifications. asteRIa identifies several epigenetic “reader”
candidate proteins responding to specific interactions between chromatin modifications.
In my second project, I developed a generic quadratic interaction model for the prediction
of environmental or host-related conditions from observational and experimental micro-
bial abundance data. The interaction model covers common data modalities of microbial
data, ranging from quantitative microbiome and presence-absence information to com-
positional microbiome data. I demonstrated the broad applicability of our framework
across various ecosystems and showcased how quadratic models improve predictive accu-
racy while uncovering stable interaction effects between microbial taxa when integrated
with hierarchical interaction modeling and stability-based model selection.
In my third project, I analyzed drug interaction effects in high-content screening (HCS)
cell studies. Here, I combined hierarchical interaction modeling with an optimization that
is less sensitive to outliers within a generally applicable and reproducible computational
workflow to analyze combinatorial effects in HCS data.
In summary, I have developed statistical approaches for the stable estimation of interaction
effects, with a particular emphasis on high-throughput biological data. The workflows and
statistical models I developed enable the precise analysis of various data types to reveal
highly stable interaction effects, facilitating further functional analyses.
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1 Introduction

Novel high-throughput technologies have revolutionized the generation of large-scale bio-

logical data, enabling the parallel sequencing of millions of DNA molecules [5], which can

be further processed into count data [6, 7], or allowing the simultaneous analysis of mul-

tiple cellular features through high-content screening [8]. The development of statistical

tools for analyzing these data has become a key task in modern interdisciplinary research

[9].

A typical research question in data-driven observational studies involves how a set of

features affects some outcome of interest. However, if the question involves a multitude

of features, it is likely that only a subset is relevant and that these features interact with

one another. Possible biological questions include examining how certain drugs within

an unbalanced combinatorial design interact to affect specific cellular components or how

interactions between microbial species influence multiple community functions, such as the

production of metabolites (see Fig. 1 for illustrations of the dimensions of the underlying

datasets that are denoted by Xn×p1 and Yn×p2).

Main effects
Interaction 
effects 𝑋!×#!

biological readout, 
phenotypical readout…

experimental design, biological 
readout…

…

𝑌!×#"

Figure 1: An illustration of a dataset Xn×p1 where it is assumed that a subset of the p1
features exhibit both individual and combinatorial effects on certain features in Yn×p2 .
The number of samples n may be smaller than the number of features p1 and p2. Each of
the p2 features in Y will be considered individually.

Statistically identifying such sparse sets of relevant features and interactions cannot be

effectively approached by classical “hypothesis-driven” studies, as outlined by R.A. Fisher

[10] and Neyman and Pearson [11] in the 1930s. Instead, more “data-driven” approaches

for exploratory data analysis, as proposed by Tukey [12] in the late 1990s, are necessary.

Specifically, in this thesis, I focus on deriving parsimonious quadratic regression models

using regularization techniques [13]. While the models I define include quadratic inter-

actions, they can naturally be extended to accommodate higher-order interaction mod-

els. In particular, the quadratic interaction model for each of the p2 outcome variables

1
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y := Yi ∈ Rn, i = 1, . . . , p2 and all predictors X = (X1, . . . , Xp1) ∈ Rn×p1 is given by

y = β0 +

p1∑
j=1

βjXj +
1

2

∑
j,k

ΘjkXjXk + ϵ, (1)

where β0 is the intercept term, βj represents the effect of featureXj on y, Θ = ΘT ∈ Rp1×p1

is a matrix of interaction effects, and ϵ models the technical and biological noise.

Based on the sign of the interaction between two features Xj and Xk (Θjk) and the corre-

sponding main effects βj and βk, I define six modes of combinatorial behavior (see Fig. 2).

These modes describe potential combinatorial interactions that can arise in various bi-

ological research contexts. Depending on the context, they can be further extended to

subcategories where a main effect is exactly zero, βj = 0.

-    +    +-    -    ++    +    +

+   +    - -    +    -

1 2 3

4 5 6

0 0 0

0 0 0

-    -    -

-    +    +-    -    ++    +    +

+   +    - -    +    -

1 2 3

4 5 6

0 0 0

0 0 0

-    -    -

!β!	 !β" 	 !β!+ !β" + %Θ!"

!β !
≥
0

!β "
≥
0

%Θ #"
>
0

!β !
≤
0

!β "
≤
0

%Θ #"
>
0

!β !
≤
0

!β "
≥
0

%Θ #"
>
0

!β !
≤
0

!β "
≤
0

%Θ #"
<
0

!β !
≥
0

!β "
≥
0

%Θ #"
<
0

!β !
≤
0

!β "
≥
0

%Θ #"
<
0

Synergy negative

Synergy positive*

Antagonism negative

Antagonism positive

Conflict, dominated by -

Conflict, dominated by +

Additive 
effect

Combined 
interaction 
effect

Figure 2: Modes of combinatorial behavior derived from the interaction model in Eq. 1
(created with BioRender.com). The first two bars in each mode display the individual
effects of Xj and Xk, represented as β̂j and β̂k respectively. The third bar (dark blue)
in each mode represents the overall combinatorial effect, which consists of the individual
effects plus the additional combinatorial effect Θ̂jk, calculated as β̂j + β̂k +Θ̂jk. The light
blue bar in the same column indicates the expected results under additivity (indepen-
dence) between Xj and Xk, calculated as β̂j + β̂k.
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1.1 Interaction effects in biology

Biological systems comprise a large number of different components (e.g., genes, microbial

species, chemical compounds), that can all exhibit various modes and interact with one

another. These interactions can change dynamically and are context-dependent [14].

The combinatorial modes, as depicted in Fig. 2 and encompassed by the quadratic in-

teraction model from Eq. 1, are crucial in addressing a wide range of biological research

questions. These include areas such as epigenetics, biological fitness, microbial ecology,

and pharmacology.

Combinatorial Histone Code Chromatin, which is the nucleoprotein complex made

up of DNA and histone proteins, controls the access to DNA and therefore plays a critical

part in regulating gene expression [15]. Chromatin modifications are important contribu-

tors to chromatin regulation, playing a crucial role in orchestrating processes such as DNA

transcription, replication, and repair. These modifications are known to recruit epigenetic

reader proteins and often occur in specific combinations [16, 17, 18, 19, 20, 21, 22], sug-

gesting that combinatorial chromatin modifications can encode epigenetic information, by

generating synergistic or antagonistic interaction affinities for chromatin-associated pro-

teins. This idea is known as the “histone code” hypothesis and has been proposed more

than two decades ago [23, 24, 25]. While functions and readers of many individual chro-

matin modifications and few combinations have been described, a comprehensive analysis

of this combinatorial behavior has not been feasible for many years due to technological

limitations (see [1] for a more detailed review). Only recently has this changed with the

publication of the modification atlas of regulation by chromatin states (MARCS) [4]. This

novel data resource enables detailed studies of the fundamental principles of genome reg-

ulation by chromatin states. In [1], the MARCS data are integrated within a statistical

interaction modeling framework to uncover previously unknown combinatorial chromatin

modifications and epigenetic reader protein candidates. Specifically, these interactions

are captured by the model in Eq. 1, where X represents a binary design matrix encoding

the presence or absence of various combinations of chromatin modifications, and y = Yi

denotes the binding affinity of the i-th protein out of p2 proteins in an experiment. For

example, a model coefficient of Θjk < 0 but βj > 0 and βk > 0 would indicate that while

the i-th protein binds both chromatin modifications Xj and Xk individually, the combined

presence of these modifications results in weaker binding than would be expected under

additivity, i.e., βj +βk > βj +βk +Θjk. If, in this example, |Θjk| > βj +βk, the combined

effect could even completely inhibit binding or turn it into repulsion.

Epistatic Fitness Landscapes Epistatic fitness landscapes illustrate the relationship

between the functional interplay of genes and their combined effect on fitness, specifically

referring to the deviation from the expected additive effects of individual genes [26, 27,

28]. This deviation, known as epistasis, characterizes the non-linear interactions between

gene pairs that either enhance (synergistic epistasis) or diminish (antagonistic epistasis)

3
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the organism’s fitness beyond what would be predicted from the sum of their individual

effects. A common approach to analyze these interactions is through linear regression,

incorporating quadratic (and higher-order) terms to account for these complex gene-gene

interactions [29, 30, 31]. Following the forward model definition in Eq. 1, with y ∈ Rn

being the fitness and X ∈ {0, 1}n×p1 the binary information of gene mutations with p1
genes, Θjk captures the epistatic effect between the j-th and k-th gene, where Θjk > 0

indicates synergistic epistasis, Θjk < 0 indicates antagonistic epistasis, and Θjk = 0

signifies the absence of epistasis between the genes under consideration (see Fig. 3).

Θ!"

𝛽"

Θ!"

𝛽"

Θ!"

𝛽"

Θ!"

𝛽"

𝛽"

Θ!"

Figure 3: Illustration of different modes of epistasis according to the model in Eq. 1. In
this example, the sign of the main effect β2 indicates whether mutation 2 has a beneficial
or deleterious effect in the absence of mutation 1. The main effect of mutation 1, β1, is not
varied here. Similarly, the sign of the interaction effect Θ12 determines the direction of
fitness change when both mutations 1 and 2 are present, relative to their additive effects.
Adapted from [30].

In the case of binary (presence-absence) input data, the interaction model in Eq. 1 can

be associated with Taylor expansions for a 0/1 encoding and with Fourier expansions for

a −1/1 encoding. The latter is particularly advantageous when y represents a fitness or

phenotypical landscape, as the parameters of the Fourier expansions facilitate convenient

descriptions of landscape properties, such as ruggedness [32, 31, 33].

Ecological function in microbial communities Microbial communities are charac-

terized by a complex web of context-dependent inter- and intra-species interactions [14].

A major goal in microbial ecology is to understand how the composition of a community

and the interplay within communities determine its function. In the context of the sharing

of metabolites, interactions between microbes are also known as cross-feeding [34]. Such

4
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interactions between microbial populations are described with specific terms, including

mutualism, parasitism, competition, or commensalism [35, 36, 34]. These descriptions

focus on how species affect each other—for example, in parasitism, one species is harmed

while the other benefits—rather than on how they affect a common outcome. Mathemat-

ically, community interactions are often studied using network approaches [37, 38, 39, 40]

or within time-dynamic models [41, 42]. While these approaches do not directly connect

interactions between microbial species (or broader taxonomic groups) to a function or a

host-related or environmental outcome, a recent study introduced by [32] translates the

interplay between communities and their function into a landscape concept. This concept

is inspired by fitness landscapes from genetic epistasis and defines the community function

(e.g., butyrate production) as a landscape that can be described by a quadratic regression

model based on the presence or absence information of microbes within a community,

without considering time dynamics. For instance, two species may exhibit a synergistic

combinatorial behavior in producing a metabolite or compete for a resource. Further

research [14] has connected community interactions with host fitness using quadratic re-

gression modeling, revealing that bacterial interactions are not only context-dependent

but also crucial for understanding host lifespan.

Mathematically, these interactions can be described by the interaction model in Eq. 1,

where y ∈ Rn represents, for instance, a community function, species- or host fitness, and

X ∈ Rn×p1 represents the abundance information of a set of p1 microbial species. When

βj > 0, βk > 0, and Θjk > 0, this is referred to as synergistic behavior, which may also

be termed mutualism or cooperation depending on the context, indicating that both the

j-th and the k-th microbial species “benefit” from the association. To give another more

specific example, assume that the j-th species is a known butyrate producer (βj > 0),

while the k-th species is not (βk = 0). However, if in co-culture the butyrate production

is stopped or inhibited (Θjk < 0), this suggests an inhibitory effect of the k-th species on

the j-th species in the context of butyrate production.

Drug combination effects The statistical analysis of drug combination effects is piv-

otal in the identification of undesirable interactions and in the screening process for po-

tential drug combinations in pharmacological research and clinical applications [43].

In pharmacology, the additive effect refers to a scenario where the combined effect of two

drugs is equivalent to the sum of their individual effects. Deviations from this additive

effect are commonly described through the concepts of synergistic and antagonistic effects.

One popular approach in the analysis of drug combination data is the Bliss independence

model [44], which focuses on the enhancement of treatment effects. The Bliss indepen-

dence model, derived from the complete additivity of probability theory, serves as a robust

reference model [45, 46]. Assuming two drugs, A and B, operate through distinct path-

ways with no mechanistic connection other than the response outcome under treatment t,

yt, t ∈ {A,B,AB}, the Bliss independence principle is given by the predicted combination

5
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response

ŷAB = yA + yB − yAyB,

that is compared to the observed combination response yAB. This comparison can be

summarized by three scenarios, namely

yAB =


> ŷAB synergy

= ŷAB independence

< ŷAB antagonism.

This comparison is generally conducted across all possible dose combinations. When

replicates are available, the average percentage of inhibition is typically reported [45].

Another fundamental approach in drug interaction studies is the Loewe additivity model

[47]. It assumes that two drugs acting through the same mechanism should show dose-

additive effects. This model is particularly useful when studying drug combinations where

the drugs are known to act through the same biological pathway.

The quadratic interaction model is a more recent development in drug-interaction mod-

eling [48, 49]. It allows for the modeling of complex interactions, including synergistic

and antagonistic effects, and is particularly useful when studying drug combinations with

unknown or complex mechanisms of action or in large-scale observational data studies.

Such interactions can be described by the model in Eq. 1, with X ∈ Rn×p1 representing an

(incomplete) drug design encompassing p1 different drugs, and y = Yi, with Y ∈ Rn×p2 ,

representing a single or multiple outcome comprising p2 features (e.g., a patient’s health

status, but also a large set of gene expressions or cellular features). Here, the effects βj

and βk indicate the individual effects, and Θjk represents the additional combinatorial

effect of the j-th and the k-th drug. For instance, if βj > 0 and βk > 0, but Θjk < 0,

both drugs show a positive effect on the outcome y, but in combination, they build an

antagonistic effect.

1.2 Research question

Although quadratic interaction modeling is well established [50, 51, 52], estimating in-

teraction effects remains notoriously challenging in the presence of noisy, scarce data, or

incomplete experimental designs, and these effects are prone to misinterpretation [53, 54].

The primary objective of this thesis is to develop statistical concepts for estimating par-

simonious quadratic models with stable main and interaction effects, specifically within

the context of biological high-throughput data. The methods developed in this thesis

aim to address the challenges of noise and data scarcity while being applicable to various

data modalities in which biological count data typically appear. In particular, I address

specific questions in three biological contexts:

I) How to quantitatively estimate and validate novel chromatin modification interac-

tion effects on protein recruitment using a unique and novel large-scale proteomics
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dataset?

II) How to create a generic statistical workflow to model microbial interaction effects

on community function, or host- and environment-related outcomes?

III) How to develop a statistical workflow to estimate robust drug interaction effects on

the morphological features of single cells derived from high-content screening?

1.3 Summary of results

In this thesis, I introduce statistical concepts tailored for deriving stable interaction effects

in quadratic regression models, with a particular focus on biological count data from high-

throughput experiments. This work bridges the gap between existing modeling approaches

and the specific properties of the biological data by integrating solutions that account for

data scarcity, incomplete designs, and experimental noise.

Specifically, the methods I propose address all data modalities commonly encountered in

biological count data: (i) quantitative count data, (ii) presence-absence data, and (iii)

relative count data, also known as compositional data. Additionally, I outline strategies

for generating simulated data, which enable the evaluation of the model’s accuracy in

detecting interactions and provide methods for summarizing and visualizing the findings

effectively.

By applying the methods I developed to specific biological contexts, I demonstrate their

versatility and their capability to generate novel biological insights.

This thesis comprises one publication, one accepted manuscript, one submitted manuscript,

and one draft manuscript, each contributing to the development of statistical approaches

for the detection of stable interaction effects across various data modalities.

In [4] and [1], I explored research question I): Chromatin modifications are key players in

regulating gene expression. A detailed understanding of the interplay of chromatin mod-

ifications in recruiting epigenetic “reader” proteins remained largely elusive. Publication

[4] presents a novel nucleosome affinity purification dataset with high-throughput quanti-

tative proteomics, as provided in the modification atlas of regulation by chromatin states

(MARCS) enabling the discovery of fundamental principles of genome regulation by chro-

matin states. In [1], I developed a statistical workflow, termed asteRIa, for the detection

and validation of stable interaction effects in the data-scarce regime when few and incon-

sistent replicates are available. Integrating the MARCS data with the asteRIa workflow

provides the first quantitative framework to estimate combinatorial effects of chromatin

modifications on protein recruitment. In [2], I explored research question II): Microbial

interactions play a pivotal role in shaping microbial communities and their functions.

Statistical tools that derive robust and interpretable interaction effects between microbial

taxa on community function, or on host- and environment-related outcomes are crucial

for understanding these complex relationships. By defining and evaluating novel ways of

modeling interactions in compositional data and combining this with interaction modeling
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strategies for absolute counts and presence-absence data, I developed a generic framework

for interaction modeling in microbial data. In [3], research question III) was explored:

High-content screening (HCS) is an important tool to study drug effects by offering a com-

prehensive cell-level view [55] and derives a multitude of data describing morphological

features as summary statistics of single cells [56]. By combining robust interaction mod-

eling with post-estimation data summaries, I developed a generally applicable framework

for estimating drug interactions in HCS studies.

A comprehensive summary of the study findings is presented below.

• Contribution [4] in Appendix B.1: Decoding chromatin states by proteomic profiling

of nucleosome readers

Chromatin, the nucleoprotein complex consisting of DNA and histone proteins, plays

a crucial role in regulating gene expression by controlling access to DNA. Chro-

matin modifications are key players in this regulation, as they help to orchestrate

DNA transcription, replication, and repair. These modifications recruit epigenetic

“reader” proteins, which mediate downstream events. While many reader proteins

of individual modifications have been described [57, 58, 59], the interpretation of

chromatin states comprising composite modification signatures, histone variants,

and internucleosomal linker DNA remains a major open question. This study com-

bines novel stable isotope labeling with amino acids in cell culture (SILAC) nu-

cleosome affinity purification (SNAP) data [60] that probe the binding of proteins

from HeLa S3 nuclear extracts to a library of semi-synthetic di-nucleosomes with

high-throughput quantitative proteomics. The results of this study are presented as

online resource, the modification atlas of regulation by chromatin states (MARCS),

available at https://marcs.helmholtz-muenchen.de. The library of semi-synthetic di-

nucleosomes incorporates biologically meaningful combinations of chromatin modi-

fications representing promoter, enhancer, and heterochromatin modification states.

Each affinity purification measures the relative abundances of nuclear proteins on

a modified nucleosome in relation to an unmodified control nucleosome using the

SILAC labeling and quantitative proteomics as a readout. This allows the high-

throughput identification of proteins that are either recruited or excluded by the

modification(s) and also indicates the extent of the recruitment or exclusion. Col-

lectively, the MARCS data set catalogs the individual binding responses of 1915

nuclear proteins to nucleosomes carrying 55 different modification signatures. The

study uses computational analysis methods to understand how chromatin states are

read and interpreted by nuclear machineries.

• Contribution [1] in Appendix A.1: asteRIa enables robust interaction modeling be-

tween chromatin modifications and epigenetic readers

The genetic material of eukaryotic cells is stored in the nucleus in the form of chro-

matin, a nucleo-protein complex consisting primarily of DNA and histone proteins.
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DNA and histones carry chemical modifications that regulate chromatin function.

These chromatin modifications recruit epigenetic “reader” proteins, which mediate

processes such as DNA transcription, replication, and repair [15]. Most chromatin

modifications occur in distinctive combinations within a nucleosome, suggesting

that epigenetic information can be encoded in combinatorial chromatin modifica-

tions. The idea that combinations of histone modifications may form a “histone

code” that together with DNA modifications could store epigenetic information in

the chromatin template, thereby expanding the genetic information encoded in the

DNA sequence, has been around for over two decades [23, 24, 25]. A detailed un-

derstanding of how multiple modifications cooperate in recruiting such proteins has,

however, remained largely elusive. This study combines nucleosome affinity purifi-

cation data with high-throughput quantitative proteomics, the modification atlas

of regulation by chromatin states dataset (MARCS) data [4], and hierarchical in-

teraction modeling to estimate combinatorial effects of chromatin modifications on

protein recruitment. Specifically, this is achieved by the computational workflow

asteRIa which combines ideas from hierarchical interaction modeling, stability-

based model selection, and replicate consistency checks to provide stable estimation

of robust interactions among chromatin modifications. On the MARCS dataset,

asteRIa identifies several candidate proteins as epigenetic reader candidates that

respond to specific interactions between histone modifications beyond mere addi-

tivity. The analysis suggests that proteins within the same protein complex tend

to exhibit similar binding patterns not only to individual chromatin modifications

but also with regards to interaction effects of modifications. The generalizability of

the findings beyond a specific cell type or experimental setup is demonstrated by

comparing the interaction effect of H3K27me3 and methylated DNA on the protein

CBX8, as identified by asteRIa, using publicly available chromatin immunopre-

cipitation sequencing (ChIP-seq) and whole genome bisulfite sequencing (WGBS)

data from K562, A549, H1, and mES cells. This study offers the first quantitative

framework for identifying cooperative effects of chromatin modifications on protein

binding. Furthermore, the asteRIa workflow is of general interest for estimating

biological combinatorial interactions in contexts characterized by data scarcity and

unbalanced design regimes.

• Contribution [2] in Appendix A.2: Predictive modeling of microbial data with inter-

action effects

Microbial interactions are crucial in determining the structure and function of mi-

crobial communities [61]. These interactions change dynamically in response to

community functions and environmental or host-related conditions [14]. Statistical

tools that can derive robust and interpretable interaction effects between microbial

taxa are crucial for unraveling microbial interactions. Recent studies have shown

that quadratic interaction modeling of microbial data can accurately describe com-

munity functions [32] and host fitness [14]. However, the focus of these modeling ap-
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proaches has primarily been on predictive accuracy rather than the stable detection

of interaction effects. Furthermore, interaction modeling for compositional input

data, which is often encountered in microbial studies, is not yet well-established.

This study introduces a generic sparse quadratic interaction model designed for

predicting environmental or host-related conditions. The model accommodates dis-

tinct data types commonly found in microbial abundance information ranging from

quantitative microbiome, also known as absolute counts, over presence-absence in-

formation to compositional data. To achieve stable and interpretable interaction

estimation, the interaction modeling framework comes with extensions to hierarchi-

cal interactions and stability-based model selection. The framework’s versatility is

demonstrated by its application to microbial datasets across various ecosystems en-

compassing all data modalities. Both simulated and real data show how quadratic

models enhance prediction, identify known effects, and reveal previously unknown

interactions. Notably, the study identifies sparse interaction models that accurately

predict the abundance of antimicrobial resistance genes, enabling the formulation

of novel biological hypotheses about microbial community composition and antimi-

crobial resistance.

• Contribution [3] in Appendix A.3: A statistical framework for robust drug interac-

tion estimation with a high-content screening cell painting approach

High-content screening (HCS) generates large quantities of cell morphological data

(e.g., nucleus size or cell shape) derived from microscopy images under various chem-

ical conditions or drug combinations [62]. The derived morphological features are

typically presented as summary statistics across multiple single cells [63]. A key

question includes how certain drugs and combinations of drugs influence the mor-

phology of cells. Not all morphological outcome features may carry relevant infor-

mation, and some might be redundant. In this study, a combinatorial drug design

involving 20 distinct compounds across 408 experiments was employed to analyze

cell morphological features within HCS experiments. From this data, a generally

applicable computational framework was developed to examine stable drug interac-

tion effects. This framework incorporates a robustified version of the hierarchical

interaction modeling workflow developed in [1]. Instead of reducing the space of

morphological features before conducting further statistical analyses, as suggested

in previous studies [64, 65, 56], the framework presented in this study examines both

main and interaction effects across all outcome features and subsequently employs

a post-estimation clustering approach. For each of the inferred clusters, proto-

typical morphological features were statistically determined providing a condensed

view of the results. In summary, this contribution introduces a generally applicable

computational tool that uncovers combinatorial drug effects on a reduced set of

morphological features in HCS studies.
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1.4 Summary of individual contributions

• Contribution [4] in Appendix B.1: Decoding chromatin states by proteomic profiling

of nucleosome readers

This project is a large effort over multiple years that combines a multidimensional

proteomics strategy to systematically examine the interaction of nuclear proteins

with modified dinucleosomes, along with computational tools to analyze and visu-

alize the nucleosome-binding data. I joined this project in May 2020 to perform

more sophisticated statistical analyses on the data, particularly focusing on the

combinatorial effects between chromatin modifications on the binding behavior of

proteins. Initially, I analyzed the data with state-of-the-art statistical tools, thereby

confirming the already existing results. My core contribution to this publication was

performing a statistical post-estimation clustering analysis on the identified feature

effects and computationally defining a condensed version of the data by assigning

“prototypical” proteins that describe the clusters. I was responsible for creating the

figures for this analysis and contributed to the methods part of this publication. As

the combinatorial analyses required the development of an entirely novel statisti-

cal workflow, they were analyzed and presented within a separate publication (see

manuscript [1]).

• Contribution [1] in Appendix A.1: asteRIa enables robust interaction modeling be-

tween chromatin modifications and epigenetic readers

As part of an interdisciplinary doctoral project, Dr. Till Bartke and Prof. Dr. Chris-

tian L. Müller envisioned combining existing and developing novel computational

tools to uncover combinatorial chromatin modifications that affect the binding be-

havior of proteins by using the MARCS dataset. Notably, the MARCS dataset is

unique and represents a major leap forward in the field of epigenetics, which justi-

fies the development of a specialized statistical framework to support its analysis.

With methodological input from Prof. Dr. Christian L. Müller and domain-expert

knowledge in the results provided by Dr. Till Bartke, I developed a computational

framework for the stable detection of robust interactions between chromatin mod-

ifications, named asteRIa. Additionally, I generated simulated data to evaluate

the performance of the statistical models. To validate the interaction effects I de-

tected with asteRIa, I collected available chromatin immunoprecipitation sequenc-

ing (ChIP-seq) and whole genome bisulfite sequencing (WGBS) data and came up

with the idea of how to analyze the data such that it serves as a valid confirmation

of my results. I also developed ways to visually present the results in an accessible

and comprehensive manner and created all the figures myself. I was responsible

for the entire computational analysis and for writing the manuscript. Many of the

fundamental statistical ideas for my doctoral project were developed during this

project and have formed the basis for subsequent work.

• Contribution [2] in Appendix A.2: Predictive modeling of microbial data with inter-
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action effects

This project combines statistical ideas from [1] and includes a methodological ex-

tension of interaction models to compositional data. I was responsible for the entire

implementation of the project. With input from Prof. Dr. Christian L. Müller

and Prof. Dr. Jacob Bien, I developed the formulation of the statistical model. I

implemented and tested the model on both real and simulated data and conducted

a feasibility study on quadratic models for compositions. Moreover, I collected data

from various fields to demonstrate the versatility of the framework. I conducted the

entire computational methodology and formal analysis, wrote the manuscript, and

created all the figures for the project.

• Contribution [3] in Appendix A.3: A statistical framework for robust drug interac-

tion estimation with a high-content screening cell painting approach

In this project I used modeling ideas from [1] and extended them to enhance the

general robustness and with this account for technical and biological noise in the

data. I was responsible for the statistical analysis of the data. I created the figures

representing the data and the results and I wrote the methods part of the draft

manuscript.

1.5 Outline

In the subsequent chapters, instances of the statistical models and workflows used in

each individual project are presented in a unified manner and integrated into existing

literature. Although I refer to specific biological applications when illustrating concepts

in the following sections, the details and results of the biological questions are described

in the corresponding publications and manuscripts. In Chapter 2, I provide an overview

of existing techniques for interaction modeling. Moreover, I define a generic interaction

model that I further instantiate to various data modalities and I describe how to perform

penalized model estimation. In the last section of this chapter, I describe how the concept

of hierarchical interactions can be integrated with the interaction models presented. In

Chapter 3, I discuss and compare model selection techniques in the penalized interaction

model. In Chapter 4, I introduce ways of accounting for inconsistent measurements among

replicates to mitigate biological and experimental noise. In Chapter 5, I present examples

of how to generate realistic synthetic data scenarios that allow assessing the accuracy

of the effects derived by the statistical approaches. In Chapter 6, I discuss concepts of

visually presenting the results of the statistical interaction analyses in a condensed and

informative way.

The contributions [1] and [4] are included in Appendix A.1 and B.1. The manuscript [2]

is included in Appendix A.2. Appendix A.3 contains manuscript [3].
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2 Statistical interaction modeling

Quadratic interaction models of the form in Eq. 1 have a long tradition in statistics and

experimental design [50, 51, 52]. Depending on the structure of the input data, specific

considerations and adaptations are necessary. In [2], I introduced a generic model formu-

lation that accommodates different data modalities. Here, these ideas are contextualized

more broadly.

In this section, I define the input data comprising p features as a matrix X ∈ Rn×p and

the outcome as a vector y ∈ Rn.

2.1 Background

While ordinary least squares (OLS) methods for statistical interaction modeling are ap-

plicable in settings with low to moderate numbers of dimensions, they become inadequate

in high-dimensional settings where the number of features exceeds the number of samples

(n < p(p− 1)/2). Additionally, even when enough samples are available, OLS is not ideal

for creating parsimonious models when large sets of potentially correlated features are

available. To induce sparsity in interaction models, ℓ1 penalization (lasso) can be applied

[13]. Incorporating both main and interaction effects in the lasso is often referred to as

the all pairs lasso or sparse quadratic model. This approach, however, does not differenti-

ate between main and interaction effects, increasing the chance of selecting an interaction

effect due to the substantially larger number of interaction features (p(p−1)/2) compared

to main effects. A popular way to enhance model interpretability involves the incorpora-

tion of the statistical principle of hierarchy, also referred to as marginality or heredity [50,

66, 52, 67]. This principle allows the presence of an interaction effect Θ̂jk in the model in

Eq. 1 only if either both of the corresponding main effects β̂j and β̂k are included in the

model, which is known as strong hierarchy

Θ̂jk ̸= 0 ⇒ β̂j ̸= 0 and β̂k ̸= 0,

or if at least one main effect is included in the model, known as weak hierarchy

Θ̂jk ̸= 0 ⇒ β̂j ̸= 0 or β̂k ̸= 0.

While the principle of hierarchy may initially seem like a strong structural assumption,

arguments have been made that models that do not adhere to a strong hierarchy are

impractical [68, 69] and that it is more likely that large main effect features are also

involved in interaction effects, simply due to statistical power [70]. Another argument for

hierarchy is its practical aspect of re-using features [69] in order to reduce the number of

experiments required to confirm a result. For a specific example, assume a hierarchical

model with strong hierarchy that identifies relevant effects of drug A, drug B, and their

combination effect AB. In contrast, assume a non-hierarchical model would identify effects
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of drug A, drug B, as well as a combination effect for drugs C and D (CD). Consequently,

the experimentalist would need to perform three experiments in the first scenario (A, B,

AB) and five experiments in the second scenario (A, B, C, D, CD) to verify the results.

Indeed, the concept of incorporating hierarchy in penalized quadratic interaction models

has gained considerable popularity and the field has evolved to address the complexity of

modern datasets. Numerous efforts have been made to integrate the hierarchy assumption

within multi-stage procedures, which primarily select main effects in the initial stage

[71, 72, 73, 74], as well as through a single optimization problem [69, 75, 76]. For a

comprehensive list of references on this topic, see [77].

2.2 Interaction models for different data modalities

This section is based on, and partly identical to, manuscript [2].

Given a set of p features X = (X1, . . . , Xp), which could represent various biological

attributes such as chromatin modifications, microbial species abundances, or components

of combinatorial drug designs, I consider their impact on an outcome variable y ∈ Rn (e.g.,

protein binding, microbial community function, cellular features). The simplest model to

uncover the additive effects of these features on y is a linear or main effect model

y = β0 +

p∑
j=1

βjXj + ϵ,

where β0 is the intercept term, each βj represents the effect of the j-th feature on y, and

ϵ models the technical and biological noise term.

For many predictive tasks in biological research, a simple linear model, which only con-

siders main effects, may be insufficient to capture the complex dynamics of biological

systems, where interactions between components can significantly influence the outcome.

To account for these interactions and introduce greater model complexity while maintain-

ing interpretability, I incorporate quadratic terms into the main effect model, leading to

the generic quadratic interaction model

y = β0 +

p∑
j=1

βjXj +
1

2

∑
j,k

ΘjkXjXk + ϵ, (1)

where Θ = ΘT ∈ Rp×p is a symmetric matrix of interactions. Depending on the context,

it can be meaningful to set Θjj = 0, which changes the interaction term in Equation 1 to
1
2

∑
j ̸=k ΘjkXjXk.

To ensure the model’s applicability across different types of biological data, I further

adapt and instantiate this interaction model to effectively handle:

(i) Quantitative data: Where X ∈ Rn×p. This could for example represent gene

expression data or quantitative microbiome data.
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(ii) Binary presence-absence data: Where X ∈ {0, 1}n×p or X ∈ {−1, 1}n×p in-

dicates the presence or absence of a feature (e.g., presence of a specific drug or

gene)

(iii) Compositional data: Where the count information of each sample Xi for i =

1, ..., n represents a relative proportion. Mathematically, the features in x := Xi are

defined within a simplex ∆p−1, which is defined as

∆p−1 =

{
x ∈ Rp : xj ≥ 0 for all j = 1, ..., p and

p∑
j=1

xj = 1

}
.

This formulation ensures that each entry is non-negative and the sum of all compo-

nents equals one, reflecting the inherent constraints of compositional data. Compo-

sitional data are commonly found in microbial studies, arising in high-throughput

sequencing experiments where the total data count depends on the capacity of the

instrument [78]. Another popular example where compositionality plays a role is in

geology. Here, the chemical composition of rock or soil samples is often expressed as

proportions of different elements, reflecting the compositional nature of these data

[79].

2.2.1 Interaction model for quantitative data

Whenever biological data is given as quantitative data, the forward model corresponds to

the model in Eq. 1 and does not require further transformation of the input data X or any

constraints on the model coefficients. Throughout this work, we denote the quantitative

input data by A ∈ Rn×p (often: A ∈ Rn×p
+ ). Assuming that y depends on the actual

amounts of input features, the quadratic interaction model is given by

y = β0 +

p∑
j=1

βjAj +
1

2

∑
j,k

ΘjkAjAk + ϵ, (2)

where the model parameters follow the description provided in Eq. 1.

2.2.2 Interaction model for presence-absence data

If the information is represented as presence-absence data, given by a binary matrix, I

denote the input data as B ∈ {0, 1}n×p, where 1 indicates the presence of a feature, and

0 indicates its absence. One common alternative encoding is B ∈ {−1, 1}n×p, where the

absence is encoded as -1. While the choice of encoding does not affect my model’s ability

to fit the data, it changes the interpretation of the coefficients.

Assuming that y depends on the presence-absence information of features, the quadratic
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interaction model is given by

y = β0 +

p∑
j=1

βjBj +
1

2

∑
j ̸=k

ΘjkBjBk + ϵ, (3)

where the model parameters follow the description provided in the model in Eq. 1. In

this model, the condition Θjj = 0 is particularly meaningful, as the interaction directly

corresponds to the main feature, BjBj = Bj for B ∈ {0, 1}n×p, or is constant, BjBj = 1,

for B ∈ {−1, 1}n×p. For B ∈ {0, 1}n×p, β0 is the baseline effect when all features are

absent, and βj for j = 1, . . . , p represents the effect of the presence of Bj when all other

features are absent. The interaction term, Θjk, accounts for the additional effect when

both features Bj and Bk are present. For B ∈ {−1, 1}n×p, β0 signifies the mean over all

group means. Under a completely balanced design, this is equal to the overall mean. For

more details on the interpretation of the model coefficients between the encodings, see [2].

When y is characterized as a fitness or phenotypic landscape [32, 30], the encoding B ∈
{−1, 1}n×p is often preferred. This encoding corresponds to the Fourier expansion, which

enables the parameters to describe key landscape properties, such as ruggedness [32, 31,

33].

Transformation between binary encodings There exists a linear transformation

between the coefficients of both encodings. I denote all coefficients in the 0 and 1 encoding

as β̃ and Θ̃, respectively, and the coefficients in the -1 and 1 encoding as β and Θ,

respectively. The transformation between both encodings in the quadratic interaction

model is given by the following equation system

β̃0 = β0 −
p∑

j=1

βj +

p−1∑
j=1

p∑
k=j+1

Θjk,

β̃j = 2βj − 2

p∑
k=1,k ̸=j

Θjk, for j = 1, . . . , p,

Θ̃jk = 4Θjk, for j = 1, . . . , p− 1, and k = j + 1, . . . , p.

This transformation from one encoding to the other can be derived by replacing the input

matrix in the model with B{−1,1} = 2B{0,1} − 1.

2.2.3 Interaction modeling for compositional data

When the information in X is provided as sparse compositions rather than quantitative

data, one approach to modeling interaction effects between features involves convert-

ing X to a binary matrix B = 1{X>0} that carries the presence-absence information of

the features. However, the compositional information might offer valuable insights that

presence-absence data do not capture, as discussed and illustrated on real data in [2].
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Interaction modeling for compositional data has been described by Aitchison and Bacon-

Shone [80], but it is not yet well-established for practical applications or under ℓ1 penal-

ization. For modeling main effects with compositional input data, a variety of approaches

exists, ranging from theoretical concepts in low- and high-dimensional settings [80, 81,

82, 83] to practical implementations [84, 85].

Here, I introduce three approaches for modeling quadratic interactions with compositional

input data, building upon existing main effect models:

(a) the additive log-ratio (alr) transformed quadratic model,

(b) the quadratic log-contrast model, and

(c) the quadratic log-ratio model.

These three models differ in terms of interpretability, dimensionality, and optimization,

and the choice of model may depend on the dimensionality of the underlying data and

the specific biological question being addressed.

There exist certain properties of main effect models for compositional input data that

are convenient for practical applications, such as scale invariance and subcompositional

coherence [86]—the latter ensuring that the relationships identified remain consistent,

irrespective of whether the entire dataset or a subset of it is analyzed. These properties

can be directly translated to the interaction models I describe here. Additionally, the

considerations for compositional input data in practical applications, such as exact zeros

in the data that are typically replaced by pseudo counts [87], can be adopted in the

quadratic extensions presented here.

Interaction model (a): alr transformed quadratic model

While comparing the relative count data between different samples might not be biologi-

cally meaningful, describing the response as a linear combination of log-ratios derived from

the original compositions provides a valid basis for comparison. One popular method for

constructing log-ratios is the additive log-ratio (alr) transformation, which involves choos-

ing a common reference feature, denoted here as the p-th feature. The transformed count

for each feature j is then given by Cj = log
(

Aj

Ap

)
, for j = 1, . . . , p− 1 [80].

The alr transformation allows the modeling of an outcome y based on the (p − 1)-

dimensional compositional input data. This approach assumes that y depends on the

composition of X, not on the actual amounts. The main effect model on the transformed

features is given by

y = β0 +

p−1∑
j=1

βjCj + ϵ, (4a)

where βj are coefficients estimating the effect of each log-ratio Cj on y, and ϵ represents

the error term.
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An extension to include interaction effects was defined by Aitchison and Bacon-Shone

[80]. It is described here as the alr transformed quadratic model and is given by

y = β0 +

p−1∑
j=1

βjCj +
1

2

p−1∑
j,k=1

ΘjkCjCk + ϵ, (4b)

where Θjk represents the interaction coefficients. This formulation aligns with the model

in Eq. 1 (when setting p := p−1). In the initial definition of the model in [80], the matrix

Θ is not necessarily symmetric.

This model allows an interpretation of the effects with respect to a specific reference

feature p and is straightforward for parameter estimation and optimization. However,

adaptations of this model that enable interpretation without the need to define a reference

feature have been proposed [80, 81]. Both approaches can be translated back to the model

formulations in Eq. 4a and Eq. 4b, respectively, and will be discussed in the subsequent

paragraphs.

Interaction model (b): Constrained quadratic log-contrast model

As shown in [80], a more convenient symmetric expression of the linear alr transformed

model in Eq. 4a, which does not require a reference feature and therefore has a better

interpretation, can be derived by reformulating the equation as a p-dimensional problem

including a zero-sum constraint. This is given by

y = β0 +

p∑
j=1

βj log(Aj) + ϵ, s.t.

p∑
j=1

βj = 0, (5a)

where the main (log) effect coefficients βj, j = 1, . . . , p, sum up to zero. The corresponding

extension to the quadratic log-contrast model has also been proposed in [80] and is given

as

y = β0 +

p∑
j=1

βj log(Aj) +
1

2

∑
j ̸=k

Θjk log

(
Aj

Ak

)2

+ ϵ, s.t.

p∑
j=1

βj = 0, (5b)

where the main (log) effect coefficients βj, j = 1, . . . , p, sum up to zero, with β ∈ Rp, and

the interaction effect coefficients Θjk correspond to the quadratic (log-ratio) interaction

effect of Aj and Ak, with Θ = ΘT ∈ Rp×p. In other words, the main effects are interpreted

relative to all main effects, while the interaction effects represent the quadratic effects

arising from pairwise comparisons. Note that assuming Θjj = 0 is particularly meaningful,

as log
(

Aj

Aj

)
= 0.

Linear transformation between alr and log-contrast parameters As outlined

in [80], there exists a linear transformation between the interaction parameters in the alr

transformed quadratic model in Eq. 4b, Θalr
jk , and in the constrained quadratic log-contrast
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model in Eq. 5b, Θlc
jk:

Θlc
jk = −1

2
Θalr

jk , for j = 1, ..., p− 1, k = j + 1, ..., p− 1,

Θlc
jp = Θalr

jj +
1

2

∑
k<j

Θalr
kj +

1

2

∑
k>j

Θalr
jk , for j = 1, ..., p− 1.

For a complete derivation of how to arrive at the constrained quadratic log-contrast model

from the alr transformed quadratic model, see manuscript [2].

Interaction model (c): Quadratic log-ratio model

Another way I account for compositionality in regression models is to build log-ratios

between all possible pairs of features in A ∈ Rn×p
+ . This approach is referred to as the

(all-pairs) log-ratio model [81], which is given by

y = β0 +

p−1∑
j=1

p∑
k=j+1

βj,k log

(
Aj

Ak

)
+ ϵ, (6a)

where the main effect coefficient βj,k corresponds to the pairwise (log-ratio) effect of

Aj and Ak. Rather than modeling each main effect with respect to all features or a

reference feature, this model employs pairwise log-ratios to describe the main effects. To

incorporate interaction effects, I adopt the approach detailed in Eq. 5b, such that both

main and interaction effects are represented as pairwise log-ratios. I have named this the

quadratic log-ratio interaction model, which is defined as

y = β0 +

p−1∑
j=1

p∑
k=j+1

βj,k log

(
Aj

Ak

)
+

1

2

∑
j ̸=k

Θjk log

(
Aj

Ak

)2

+ ϵ, (6b)

where the main effect coefficient βj,k corresponds to the pairwise (log-ratio) effect of Aj

and Ak, with β ∈ Rp(p−1)/2 and the interaction effect coefficient Θjk corresponds to the

quadratic (log-ratio) effect of Aj and Ak, with Θ = ΘT ∈ Rp×p.

Linear transformation between log-ratio and log-contrast parameters There

exists a linear transformation between the main effect coefficients βj in the log-contrast

model in Eq. 5a and the main effect coefficients βj,k in the log-ratio model in Eq. 6a,

namely

βj = −
j−1∑
k=1

βk,j +

p∑
k=j+1

βj,k,

implying that the zero-sum constraint on β ∈ Rp is inherently met in the linear and

quadratic log-ratio model.
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2.3 Penalized model estimation

To derive parsimonious models, regularized maximum-likelihood estimation incorporating

ℓ1 penalization (lasso) for both linear and interaction coefficients is employed, as proposed

in [13]. I introduce a generic optimization problem, consisting of an objective function

ρ(l, β0, β,Θ) and a (potential) constraint set c(β0, β,Θ) on the model parameters that

allows parameter estimation for all (linear and interaction) models introduced in Section

2.2. The objective function takes the general form

ρ(l, β0, β,Θ) = l(β0, β,Θ) + λ ∥β∥1 +
λ

2
∥Θ∥1 . (7)

Here, λ > 0 serves as a tuning parameter, regulating the sparsity levels of the coefficients β

and Θ, respectively. The loss function l(β0, β,Θ) is specific to each model. Consequently,

the generic optimization problem is given by

minimize
β0,β,Θ

ρ(l, β0, β,Θ) s.t. c(β0, β,Θ). (8)

This optimization problem is subsequently instantiated by specific loss functions and

constraints.

Sparse quadratic interaction model for quantitative and presence-absence data

The loss function l(β0, β,Θ) for the sparse quadratic interaction model with absolute

count input data or presence-absence input data, as introduced in Eqs. 2 and 3, is defined

by

lqi(β0, β,Θ) =

∥∥∥∥∥y − β0 −
p∑

j=1

βjXj +
1

2

∑
j,k

ΘjkXjXk

∥∥∥∥∥
2

2

,

with X := A ∈ Rn×p
+ for absolute count data and X := B ∈ {0, 1}n×p (or B ∈ {−1, 1}n×p)

for presence-absence data (and potentially Θjj = 0). This model does not require fur-

ther constraints on the model parameters, so that c(β0, β,Θ) = ∅. Consequently, the

optimization problem is formulated as

minimize
β0,β,Θ

ρ(lqi, β0, β,Θ). (9)

In the linear model case, the loss function in the optimization problem simplifies to

l(β0, β) =
∥∥∥y − β0 −

∑p
j=1 βjXj

∥∥∥2
2
.

Sparse alr transformed quadratic model

Given A ∈ Rn×p as a matrix containing the relative abundance information of p micro-

bial taxa, the loss function in Eq. 7 for the sparse alr transformed quadratic model, as
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introduced in Eq. 4b, is defined as

lqalr(β0, β,Θ) =

∥∥∥∥∥y − β0 −
p−1∑
j=1

βjCj +
1

2

p−1∑
j,k

ΘjkCjCk

∥∥∥∥∥
2

2

,

with Cj = log
(

Aj

Ap

)
, for j = 1, . . . , p− 1. The model does not require further constraints

on the model parameters, such that c(β0, β,Θ) = ∅. Consequently, the optimization

problem is formulated as

minimize
β0,β,Θ

ρ(lqalr, β0, β,Θ). (10)

In the main effect model case, the loss function in the optimization problem reduces to

lalr(β0, β) =
∥∥∥y − β0 −

∑p−1
j=1 βjCj

∥∥∥2
2
.

Sparse quadratic log-contrast model

The linear log-contrast model has been extended to the high-dimensional setting, where it

is also known as the sparse log-contrast model [82, 88, 84, 85] and is supported by software

implementations [85]. Yet, the quadratic log-contrast model has not been adapted for

high-dimensional settings, nor has it been widely implemented in practical applications.

Here, I translate the interaction model proposed in [80] to the high-dimensional setting.

The loss function for the sparse quadratic log-contrast model (qlc), corresponding to the

interaction model for compositional data introduced in Eq. 5b, is defined as

lqlc(β0, β,Θ) =

∥∥∥∥∥y − β0 −
p∑

j=1

βj log(Aj)−
1

2

∑
j ̸=k

Θjk log

(
Aj

Ak

)2
∥∥∥∥∥
2

2

.

As this model incorporates a zero-sum constraint on the main effect coefficients, the

constraint set in Eq. 8 is given by

c(β0, β,Θ) =

{
p∑

j=1

βj = 0

}
.

Thus, the optimization problem for the sparse quadratic log-contrast model is given by

minimize
β0,β,Θ

ρ(lqlc, β0, β,Θ) s.t. c(β0, β,Θ). (11)

In the linear sparse log-contrast model [82], the loss function reduces to llc(β0, β) =∥∥∥y − β0 −
∑p

j=1 βj log(Aj)
∥∥∥2
2
, while the constraint on the main effects is maintained.

Scaling of interaction features The main effect covariates, denoted by Aj for j =

1, . . . , p typically remain unscaled under the zero-sum constraint. However, the interaction
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features log
(

Aj

Ak

)2
for j = 1, ..., p− 1 and k = j + 1, ..., p are not subject to the zero-sum

constraint, and can be scaled. The ℓ2-norm of these interaction features tends to increase

with the ℓ2-norm of their associated main effects. More specifically, the ℓ2-norm of the

main effects after transforming them with the centered log-ratio (clr) transformation is

considered. The clr divides each compositional part by the geometric mean of all parts,

namely

clr(A) =

(
log

Ai

g(Ai)

)
i=1,...,n

with g(Ai) = exp

(
1

p

p∑
j=1

log(Aij)

)
.

Here, I introduce a scaling that ensures equal penalization of the interaction features.

Moreover, I adjust the scale of the interaction features to align with the norm of the

average clr transformed ℓ2-norms of all main effects. Mathematically, this can be expressed

as follows: I denote each column of the interaction feature matrix as AI
·jk = log

(
Aj

Ak

)2
,

with AI ∈ Rn×p(p−1)/2, and the scaled version is given by

ÃI
·jk = AI

·jk

(∥∥AI
·jk
∥∥
2

)−1 1

p

p∑
k=1

∥∥Aclr
k

∥∥
2
, for j = 1, ..., p− 1, k = j + 1, ..., p,

where Aclr = clr(A) ∈ Rn×p is the clr transformed main effects matrix A and
∥∥Aclr

k

∥∥
2
is

the ℓ2-norm of the k-th column of Aclr.

Sparse quadratic log-ratio model

The loss function of the sparse quadratic log-ratio (qlr) model corresponding to the inter-

action model for compositional data, introduced in Eq. 6b, is defined as

lqlr(β0, β,Θ) =
1

2

∥∥∥∥∥y − β0 −
p−1∑
j=1

p∑
k=j+1

βj,k log

(
Aj

Ak

)
− 1

2

∑
j ̸=k

Θjk log

(
Aj

Ak

)2
∥∥∥∥∥
2

2

.

This model does not require further constraints on the model parameters, so c(β0, β,Θ) =

∅. The optimization problem for the sparse quadratic log-ratio model is therefore given

as

minimize
β0,β,Θ

ρ(lqlr, β0, β,Θ). (12)

In the sparse log-ratio model, which is linear in the features and corresponds to the model

in Eq. 6a, the loss function reduces to llr(β0, β) =
1
2

∥∥∥y − β0 −
∑p−1

j=1

∑p
k=j+1 βj,k log

(
Aj

Ak

)∥∥∥2
2
.

The p(p − 1)/2-dimensional sparse log-ratio problem, labeled as Eq. 6a, is equivalent to

the sparse log-contrast model problem for λqlr = 2λqlc [81]. This equality can be directly

translated to the quadratic extensions of these models. As the dimensionality of the

predictor space in the p(p − 1)/2-dimensional log-ratio model becomes computationally

inefficient for large p, the authors in [81] propose a two-stage procedure that involves a

pre-selection step for covariates to reduce the predictor space before applying the log-ratio
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lasso. This two-step procedure can be directly applied to the 2 · p(p − 1)/2-dimensional

quadratic log-ratio lasso, introduced here, in scenarios where p is large.

2.4 Hierarchical interaction estimation

The quadratic interaction models previously introduced can potentially enhance predic-

tive performance compared to models that are linear in the features. However, they might

not consistently identify stable interaction effects that are critical for further functional

analysis. To improve model interpretability, I incorporate the ideas of hierarchical inter-

action modeling. Specifically, I focus on the single optimization approach introduced in

[69]. This section is based on [69].

The concept of hierarchical interactions allows the inclusion of an interaction term Θjk

in the model only if both associated main effects are present (strong hierarchy) or at

least one of the main effects is included (weak hierarchy). While this assumption may

be valid in various biological contexts—for example, two drugs may only interact if they

each have individual effects—it proves particularly useful in practical applications as it

introduces the concept of “practical sparsity” by re-utilizing features. This is especially

relevant when experimental validation of results is necessary, as described in more detail

in Section 2.1. Moreover, this approach allows a strong interaction to “pull” itself into

the model, ensuring that it cannot be missed, even if it violates the hierarchy assumption.

The hierarchical constraint on the columns (or also rows, if symmetrical) of the interaction

effect matrix Θ·j, for each j = 1, . . . , p, can be introduced to the optimization problem by

including a constraint set

c(β0, β,Θ) =
{
Θ = ΘT , ∥Θ·j∥1 ≤ |βj|

}
. (13)

Eliminating the symmetry constraint on Θ ∈ Rp×p allows the model to adopt a weak

hierarchy among the interaction features. Due to the non-convex nature of Eq. 13, I

have adopted a convex relaxation approach as proposed by [69], which is efficiently imple-

mented in the R package hierNet [89]. This strategy facilitates handling high-dimensional

data by imposing the hierarchical constraint within the generic optimization framework

described in Eq. 8, suitable for (i) quantitative data, (ii) presence-absence information,

and (iii) relative data processed through alr transformation (Eq. 10). Note, that a direct

application of the hierarchical constraint in Eq. 13 might not be meaningful for the models

for compositional data in Eqs. 11 and 12.

Application in microbiome data (part I): Deriving a parsimonious quadratic

model through hierarchy

In Fig. 4, I illustrate an example from manuscript [2] where I compared the estimated

coefficients derived from the sparse quadratic interaction model in Eq. 9 with weak hi-

erarchy (see Eq. 13 without a symmetry constraint on Θ) and without hierarchical con-
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straint. Specifically, the models were applied to a presence-absence microbiome dataset,

B ∈ {0, 1}n×p, which includes combinations of p = 25 bacterial populations across

n = 1561 experiments, in which the production of butyrate, Y ∈ Rn
+, a short-chain fatty

acid that is beneficial to human health, was measured. The comparison shows that the

model incorporating hierarchy yields a substantially reduced set of selected effects, while

maintaining good predictive performance, achieving an R2 of 0.72 with weak hierarchy

versus 0.78 without hierarchy on a test set.
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Figure 4: Comparison of median estimated coefficients (over 10 train test splits) between
the sparse quadratic interaction model (y-axis) and the sparse hierarchical interaction
model with weak hierarchy (x-axis). Labels containing “:” denote interactions (dark blue
dots), while those without it represent main effects (light blue dots). Many of the very
small coefficients in the model without hierarchy are exactly zero in the model with weak
hierarchy. For more details and the full feature names, see [2]. Adapted from [2].
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3 Model selection

One of the key challenges in the realm of penalized regression involves determining the

optimal regularization parameter, λ, to balance the sparsity (i.e., interpretability) of the

model’s coefficients with the model’s out-of-sample predictive performance [90, 91]. Stan-

dard approaches for selecting λ in interaction models include cross-validation [69] and

information criteria such as the Akaike information criterion (AIC) and the extended

Bayesian information criterion (EBIC) [74].

However, both simulations and practical experiences have shown that cross-validation and

information criteria often choose more predictors and interactions than necessary, which

can complicate the model [74]. If the main aim lies in detecting reproducible effects, one

way of accounting for the potential limitations caused by cross-validation in penalized

regression models is the concept of stability selection [92].

This section is based on, and partly identical to, the manuscript [1].

3.1 Cross-validation

This chapter is based on [93], if not stated otherwise. Most implementations of penalized

regression models use K-fold cross-validation as the default model selection technique [94,

89, 95] to choose the optimal regularization parameter λ. The principle idea of K-fold

cross-validation is to divide the dataset into K subsets, or folds, and iteratively train the

model onK−1 folds while using the remaining fold for validation. This process is repeated

K times, with each fold serving as the validation set once, allowing for the comprehensive

assessment of the model’s performance. Cross-validation as a model selection approach

seeks to find the regularization parameter λ that minimizes the cross-validated predic-

tion error, essentially balancing the trade-off between bias and variance in the model.

Specifically, a lasso estimator β̂−k(λ) for k = 1, ..., K is derived on each of the K train

sets for each λ. Typically, the optimal λ is then derived by minimizing the mean-squared

cross-validation error. For the main effect model this is given by

λ̂ = argmin
λ

K∑
k=1

∑
i∈Ik

(yi −XT
i β̂−k(λ))

2,

where Ik denotes the subset of observations without fold k. Notably, two specific values of

λ are often considered: λmin, which minimizes the cross-validation error, and λ1se, which

is the largest λ such that the error is within one standard error of the minimum error.

The latter can result in a more parsimonious model, potentially with slightly higher bias

but better generalization properties due to its simplicity [13].
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3.2 Stability selection

Stability selection was first introduced by [92] and has shown effectiveness across various

scientific domains, ranging from network learning [96, 97] to data-driven partial differen-

tial equation identification [98, 99]. In the context of regression, stability selection involves

iteratively learning sparse regression models from subsamples of the data, recording the

frequency of selected predictors across models, and selecting the most frequent predictors

for the final model. A variant of stability selection, complementary pairs stability se-

lection (CPSS) [100], is particularly advantageous for handling unbalanced experimental

designs, as it ensures that individual subsamples contribute equally often. CPSS draws

b subsamples as complementary pairs {(a2l−1, a2l) : l = 1, ..., b}, with a2l−1 ∩ a2l = ∅
from samples {1, ..., n} of size ⌊n/2⌋. Applying a variable selection procedure S (such as

the k first predictors entering the penalized model on the regularization path or cross-

validation) to each subsample allows defining a feature-specific selection probability π̂i for

i = 1, ..., p+ (p+ 1)/2 that is given by

π̂i =
1

2b

2b∑
l=1

1{i∈Ŝ(al)}. (14)

The final selection set, denoted as ŜCPSS, consists of features for which the estimated

selection probability π̂i exceeds a predefined threshold πthr, that represents the minimum

selection frequency required for a predictor to be included in the final set. The CPSS

approach involves defining several hyperparameters, including the set of regularization

parameters Λ, the threshold πthr ∈ [0, 1], the number of initial predictors k entering the

sparse model, and the number of complementary splits b. The CPSS procedure in [101]

can be applied to linear and quadratic models and makes no distinction between main

and interaction effects. An integration of the CPSS procedure within the hierarchical

interaction modeling framework has been introduced in [1].

In [1], I also demonstrate, using a realistic synthetic scenario, how CPSS reduces the

number of spuriously detected effects compared to model selection with cross-validation

(see [1] and Fig. 9).

Application in microbiome data (part II): Inferring stable estimates through

stability selection

Here, I revisit the data example from earlier (see Fig. 4) from manuscript [2]. Employing

hierarchical interaction modeling under 5-fold cross-validation (CV) has already facili-

tated the derivation of a more parsimonious model that explains butyrate production

via bacterial species and their interactions. To assess whether all identified effects, in-

cluding smaller ones, are stable enough to be reported, I used CPSS instead of using

5-fold CV in the interaction model with weak hierarchy. The selection probabilities π̂i for

i = 1, ..., p+ p(p− 1)/2 are shown in Fig. 5. Stability selection reveals that there is only
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one stable interaction effect for predicting butyrate production between A. caccae (AC)

and D. piger (DP) (AC:DP), while other interactions identified by CV fail to demonstrate

stability across multiple subsamples, exhibiting very low selection probabilities π̂i.
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Figure 5: Top 35 selection probabilities from complementary pairs stability selection
(CPSS) in the sparse hierarchical interaction model with πthr = 0.6. Labels containing
“:” denote interactions, while those without it represent main effects. For more details
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4 Mitigating noise through outlier removal

High-throughput technologies, such as high-throughput sequencing (HTS), has revolu-

tionized biological research by providing an unprecedented resolution of DNA fragments,

but comes with the cost of amplified noise. Effectively minimizing this random noise to

reveal functionally meaningful biological signals remains a challenge [102, 103]. Mitigating

the impact of noise and thereby reducing the chance of identifying spurious interactions

is a key aspect of this thesis. In [1], I developed ways to remove outliers by incorporating

replicate consistency mechanisms within the interaction modeling framework. In [3], I in-

troduced a way to efficiently learn robust interaction models by being sensitive to outliers

in a more general way.

4.1 Replicate consistency with few replicates

This section is based on, and partly identical to, manuscript [1].

Biological datasets often include a small number of replicated measurements to probe

different sources of variability in the underlying experimental procedure or study object

[104]. Replicate consistency, i.e., assessing how consistent two or multiple replicated

measurements are in terms of sign or distance, is an important property to evaluate

experimental protocols and downstream analysis quality (see, e.g., [105] for a discussion

in the context of RNA sequencing data). Here, I introduce two filtering steps that can

be performed when few and inconsistent replicates are available. These filtering steps are

major components of the asteRIa workflow in the manuscript [1]. Specifically, I propose

two replicate consistency mechanisms: (i) data sign consistency and (ii) nested model

consistency. While there are alternative ways of performing filtering, data sign consistency

can be considered as a data filtering step that ensures that replicated measurements agree

on the direction, i.e., the sign of the measured unit, and removes experiments where sign

consistency does not hold. A sensitivity analysis of the type of filter in step (i), comparing

data sign consistency with various distance-based filters and with no pre-filtering, can

be found in [1]. The replicate consistency mechanism (i) is particularly useful when two

replicates are available. Assuming that each outcome y = Yi for i = 1, ..., p2 was measured

twice, the first data sign consistency filtering step removes observations of inconsistent

signs in their observations (see Fig. 6, Step 1). Although this reduction in sample size (for

each y = Yi ni ≤ n samples are available) decreases the power for subsequent hierarchical

interaction modeling, the filtering increases the chance of estimating pairs of consistent

interaction models. In a second post-hoc step, nested model consistency further ensures

that only pairs of consistent interaction models are considered for downstream analysis.

Nested model consistency deems estimated interaction models valid only if they comprise

the same set of features (main and interaction coefficients) across replicates or one model

comprises a nested subset of main and interaction effects of the other model (see Fig. 6,

Step 2, for illustration). Depending on the desired level of rigor, these consistency checks

can be extended to scenarios with more than two, yet still few, replicates. In cases with
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slightly more replicates, one could proceed similarly by removing observations that show

inconsistent signs, or by eliminating measurements where the distances between them are

large.

For a complete description of how these replicate consistency mechanisms function within

the asteRIa workflow, see Fig. 6 and [1].
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Stability Selection for all replicates.

Threshold selection probability:

 πthr 

Selection procedure (e.g., k largest):

   k 

Complementary pairs/ Subsamples:

b 

Run workflow for each feature in Y, i = 1,..., pstart 
 

Refitting: refitting on mean of replicates.

Robust set of main and interaction effects

Feature selected
Feature not selected

...

Inconsistent models; remove from 
further analysis

✓
Selected model replicate 2

Replicate 1
Replicate 2

Selected model replicate 1
Selected model replicate 2

n observations/experiments
 

Yi

Figure 6: Graphical representation of two replicate consistency mechanisms for the stable
detection of hierarchical interactions (created with BioRender.com). This is a generalized
version of the asteRIa workflow introduced in [1]. Step 1: Observed outcome values
y = Yi (two replicates). Removal of observations with different signs in the replicates
(sign consistency). Step 2: Interaction modeling approach. Hierarchical interaction mod-
eling with default complementary pairs stability selection (CPSS) parameters (asteRIa).
Comparison of selected features for each replicate (nested model consistency): The first
example shows a prediction model for y = Yi that gets filtered out since the selected
features from the replicates are neither identical nor nested. The second example shows
a “consistent” model for y = Yi where the selected features learned from replicate 1 are
a nested subset of the features learned from replicate 2. Step 3: Least-squares refitting
on averaged replicate data for final prediction model building. The intersection of two
selected feature sets is used for refitting. Adapted from [1].
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4.2 Robust learning with Huber loss

Here, I present an approach to enhance robustness toward each outcome y = Yi for

i = 1, ..., p2 of a regression model in a more general manner compared to the previously

described replicate consistency procedure. This section is based on, and partly identical

to, draft manuscript [3].

The Huber loss function, introduced in [106], a robust alternative to the squared error

loss (L2), has been widely adopted in (penalized) regression analysis due to its robustness

to outliers [107]. It combines the L2 loss for small residuals with an absolute loss (L1) for

larger ones, mitigating the influence of outliers on parameter estimates. The convexity of

the Huber loss ensures the existence of a unique minimum, making it a suitable choice

for optimization problems in statistical learning.

To enhance the robustness of the results in the interaction modeling framework, I inte-

grate the Huber loss as a robust alternative. Specifically, in [3], I integrate hierarchical

interaction modeling with this robust loss function.

The Huber loss function for r = l(β0, β,Θ)1/2 is given as

lHuber(β0, β,Θ, δ) =

{
1
2
r2 for |r| ≤ δ,

δ(|r| − 1
2
δ) otherwise,

(15)

where δ is a tuning parameter that determines the point where the loss transitions from

quadratic (L2) to linear behavior (L1) [106]. The Huber loss can be incorporated into the

interaction modeling strategies by replacing the L2 loss with it within the optimization

framework.

Particularly when dealing with multiple replicates, and some are identified as outliers,

the concept of replicate consistency checks in section 4.1 becomes less straightforward.

In such instances, the Huber loss offers a robust alternative. Note that these models are

employed as exploratory tools without further statistical inference. This allows including

replicates within the same model, as one can argue that the estimates remain consistent

even with correlations among the observations [108].
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5 Simulation approaches

The interaction modeling strategies proposed in this thesis are generic and applicable

to a wide range of data, which may vary in structural properties such as amounts of

experimental noise or data sparsity, influencing the performance of the models. Unlike

traditional settings where standard statistical methods are constrained by specific data

assumptions, the models introduced in this thesis rely heavily on simulations. These

simulations are crucial for providing insights into how effectively these models can identify

the correct effects [9].

The aim is to generate a semi-synthetic outcome Ysyn ∈ Rn×p2 that can be used for testing

how well the underlying statistical approach works. More specifically, Ysyn is constructed

as a linear combination of the observed input data X, incorporating fixed main and

interaction effects, intercepts, and noise terms. Generating synthetic outcomes from real

data has the advantage of preserving the distributional properties of the real data when

evaluating the models.

Here, I present two specific examples of how I generated realistic synthetic data scenarios

in [1] and in [2] to evaluate the performance of the models. Finally, I use the synthetic

data to explore the performance for different model selection approaches, varying noise

levels, and different levels of sparsity in the features.

Example 1: Synthetic data generation in a large-scale proteomics study

To illustrate the generation of a realistic semi-synthetic data scenario with a multiple

outcome comprising p2 features, I use the modification atlas of regulation by chromatin

states (MARCS) data, introduced in [4] and further analyzed in [1]. This paragraph is

based on the manuscript [1].

To be consistent with the notation in Eq. 3, the binary input data is denoted as B ∈
{0, 1}n×p1 , which consists of a designed library of engineered di-nucleosomes comprising

p1 = 12 chromatin modifications analyzed in n = 33 different combinations. The outcome,

the observed binding profiles of p2 = 1915 proteins, is denoted by Y = (Y1, . . . , Yp2) ∈
Rn×p2 .

In [1], sparse main effects β̂i ∈ Rp1 and interaction effects Θ̂i ∈ Rp1(p1−1)/2 for each of

the p2 features in Y were derived from the interaction modeling strategy for presence-

absence data in Eq. 3 (specifically, these are the interactions derived from the asteRIa

workflow). The base assumption in this simulation setup is that the estimated coefficients

of p1+p1(p1−1)/1 features in B and p2 features in Y follow a joint distribution. Thus, all

coefficients were organized into a common coefficient matrix with main and interaction

effects [β̂, Θ̂] ∈ Rp1+p1(p1−1)/2×p2 . Creating a histogram of the non-zero coefficients in

[β̂, Θ̂] suggested that the coefficients jointly follow an asymmetric Laplace distribution

[109]. This observation justified the generation of new simulated model coefficients from

an asymmetric Laplace distribution, which was fitted to the estimated coefficients. For

a comparison of the histogram of the estimated coefficients and the fitted asymmetric
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Laplace distribution, see Fig. 7a and b.
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Figure 7: a, Joint distribution (left) and feature-wise distributions (center and right) of
all non-zero estimated coefficients [β̂, Θ̂] ∈ Rp1+p1(p1−1)/2×p2 from [1]. Only combinations
of two chromatin modifications with at least one non-zero estimate are shown. b, Asym-
metric Laplace distribution fitted to the estimated coefficients in a. Adapted from [1].

In order to maintain the sparsity structure from [β̂, Θ̂], the same entries in the synthetic

coefficient matrix [β,Θ]syn were set to zero as those in the observed (or estimated) co-

efficient matrix. Similarly, distributions were fitted to the intercept and error terms to

generate synthetic versions β0syn and ϵsyn (see [1] for more details). To vary the signal-

to-noise ratios (SNR) in the data, the noise term was multiplied by different constants.

Combining the simulated parts and the true experimental design B as a linear combina-

tion according to the interaction model in Eq. 3 gives a new outcome Ysyn ∈ Rn×p2 . This

can be written in mathematical terms as

Ysyn,i = β0syn +

p1∑
j=1

βsyn,jBj +
1

2

∑
j ̸=k

Θsyn,jkBjBk + ϵsyn, for i = 1, ..., p2.

The joint semi-synthetic outcome Ysyn = (Ysyn,1, ..., Ysyn,p2) ∈ Rn×p2 recovers the main

structures of the observed data Y = (Y1, ..., Yp2) ∈ Rn×p2 making it an appropriate out-

come to test the performance of the interaction model (see Fig. 8 for a visual comparison).
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Figure 8: a, Clustered heatmap of observed protein binding measures Y . b, Clustered
heatmap of synthetic protein binding measures Ysyn. Adapted from [1].

This newly generated outcome Ysyn was used to compare two model selection approaches

for the hierarchical interaction model employed in asteRIa: 5-fold cross-validation with

a regularization parameter λ1se that is the largest within one standard error of the mini-

mum error and complementary pairs stability selection (CPSS). The comparison on semi-

synthetic data shows that hierarchical interaction modeling with stability selection greatly

reduces the number of spuriously detected effects compared to cross-validation in terms

of F1 score and Hamming distance (see Fig. 9).
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Figure 9: a, F1 score for five signal-to-noise ratios (SNR) for the hierachical interaction
model with CPSS and 5-fold cross-validation (λ1se) over 20 repetitions. b, Hamming
distance of interaction effects for CPSS and 5-fold cross-validation (λ1se) for five SNRs.
Adapted from [1].

Example 2: Synthetic data-generation in a compositional microbiome dataset

For a second illustration, I use a compositional microbiome dataset A ∈ Rn×p
+ as input to

generate a one-dimensional semi-synthetic outcome y ∈ Rn. This paragraph is based on,

and partly identical to, the manuscript [2].

The simulation setup described here uses the model formulation of the quadratic log-

contrast model in Eq. 5b. Microbiome data from observational studies derive large num-

bers of microbial taxa that do not necessarily appear in every sample, leading to large
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amounts of zeros in the data and complicating statistical analyses [110].

𝑦!"#,% = 𝛽&∗ +	&
()*

+

𝛽(∗ log 𝐴( +&
(,-

	 Θ(-∗ log
𝐴(
𝐴-

.

+ 𝜖∗

Simulation setup according to the quadratic log-contrast model

Synthetic outcome Observed compositional abundance table

𝛽∗ = 10, 20,−30,0, … , 0 ∈ ℝ"
Fixed main effects Fixed interaction effect

Θ∗ = 3 - 	𝕀 	 $:	 & ∈ ℝ"×", for 𝑠 = 1
Θ∗ = 3 - 	𝕀 ():(* ∈ ℝ"×", for 𝑠 = 2…

Fixed intercept Fixed noise term
𝛽+∗ = 10 𝜖∗~10 - 𝒩(0, 1)

Figure 10: Simulation setup for generating a synthetic outcome ysyn,s for s = 1, ..., S based
on the quadratic log-contrast model formulation in Eq. 5b. To account for the problem of
having zeros in the data when building log-ratios a pseudo count of one is added to each
entry in A. Adapted from [2].

Thus, the aim of this simulation was to elucidate the conditions under which accurate

parameter estimation is feasible, by varying the degree of sparsity of the interaction fea-

tures. I used a real-world compositional microbial count data matrix A ∈ Rn×p
+ (here:

p := p1) from the American Gut cohort [111], derived from 16s rRNA sequencing [112],

to generate S synthetic single (p2 = 1) outcomes ysyn,s ∈ Rn for s = 1, ..., S. The full

simulation setup is shown in Fig. 10 (for more details on the underlying data see Fig. 11

and [2]).
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Figure 11: a, Heatmap of the microbial abundance table carrying compositional informa-
tion for a subset of p = 50 microbial taxa sorted by sparsity in descending order. Non-zero
main effects contributing to each of the S = 5 semi-synthetic scenarios (light blue) and
features contributing to the non-zero interaction effect in model scenario s for s = 1, ..., S
(dark blue) are highlighted. b, Kendall’s pairwise correlations τ between features that
have non-zero effects in the models. Adapted from [2].

In total, I defined S = 5 semi-synthetic scenarios ysyn,s ∈ Rn for s = 1, ..., S. To avoid bi-
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ases due to correlation effects among predictive features in the model, interaction features

with non-zero coefficients were carefully defined to ensure they are uncorrelated with the

main effects (with absolute Kendall’s pairwise correlation |τ | < 0.2; see Fig. 11b).

By fitting the sparse quadratic log-contrast model to the semi-synthetic data, I showed

that as interaction features become sparser, the accuracy of feature estimates decreases

(see Tab. 1). This simulation demonstrates the limits of the sparse quadratic log-contrast

model in presence of extreme data sparsity. For a more detailed description of the simu-

lation setup see manuscript [2].

Table 1: Median and Variance of the estimation error of the interaction coefficient√
(Θ∗

jk − Θ̂jk)2 for S = 5 semi-synthetic scenarios.

Sparsity interaction feature

36% 52% 67% 74% 88%
(f7:f8) (f15:f16) (f29:f30) (f39:f40) (f49:f50)

Median estimation error 0.15 0.30 0.82 0.87 1.78
Variance estimation error 0.04 0.09 1.15 0.21 1.22

Moreover, I used this simulation setup to illustrate how a misspecified main effect model

impacts the estimated coefficients. In other words, the aim was to analyze how accurately

the sparse linear log-contrast model from Eq. 5a estimates main effects when there exist

true interaction effects that define the outcome ysyn. To do so, a fixed intercept term

β∗
0 = 10 was defined, and six non-zero main effects, summing up to zero, were assigned

to the first six features as β∗ = (10, 20, 30,−10,−20,−30, 0, . . . , 0) ∈ Rp. Additionally,

three non-zero interaction effects were introduced (between A1 and A3, A8 and A10, and

A9 and A10) as Θ
∗ = 10 · 1{1:3, 8:10, 9:10} ∈ Rp×p. The noise term ϵ∗ was assumed to follow

a normal distribution with mean 0 and variance 1. Consequently, the synthetic outcome

ysyn (with a pseudo count of 1 on A) is given by

ysyn = β∗
0 +

p∑
j=1

β∗
j log(Aj) +

∑
j ̸=k

Θ∗
jklog

(
Aj

Ak

)2

+ ϵ∗.

Fitting both models, the sparse linear log-contrast model (sparse lc) and the sparse

quadratic log-contrast model (sparse qlc), to the newly generated data gives the following

results: Notably, features f2, f4, f5, and f6 show no contribution to interaction effects in our

synthetic example and are accurately estimated by the (misspecified) sparse lc model (see

Fig. 12a and b, first row). However, for the features f1 and f3, which both have non-zero

main effects as well as a common interaction effect, the sparse lc model accommodates the

positive interaction effect between f1 and f3 within their main effect estimates, leading to

an overestimation of the true positive main effect of f1 (β∗
1 = 10) and an underestimation

of the true positive main effect of f3 (β∗
3 = 30). Moreover, the sparse lc model selects f8,

f9, and f10 as relevant main effect features despite their lack of true non-zero main effects,

35



Statistical Analyses of Combinatorial Effects in High-Throughput Biological Data

in order to integrate their true underlying interaction effects. In contrast, the sparse qlc

model captures the coefficients accurately.
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Figure 12: Influence of a misspecified log-contrast (lc) model in a semi-synthetic scenario.
a, Solution path for the misspecified main effect model (sparse lc) and the interaction
model (sparse qlc) for one train test split. b, Estimated coefficient distributions over 10
train test splits corresponding to the solution paths in a. For the interaction model only
three non-zero interaction features are shown for visualization purposes. Adapted from
[2].

In summary, the semi-synthetic simulation scenarios for compositional input data demon-

strated that very sparse interaction features might not be accurately detected by the

model. Furthermore, these scenarios illustrated how a misspecified main effect model tends

to inaccurately estimate effects when true interactions are present. The latter observation

suggests that extensions to the quadratic components can not only enable accurate esti-

mation of interactions but also aid in deriving more accurate coefficients for main effects.

For more details on the simulation setup as well as the influence of noise in the data on

the performance of the sparse quadratic log-contrast model see [2].
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6 Post estimation clustering and visualization

Providing clear and visually attractive illustrations of results from statistical analyses is

crucial not only for interpretation but also for the successful communication of scientific

findings [113, 9]. This is particularly important when multiple input features p1 and in-

teractions (p1(p1 − 1)/2), as well as numerous outcome features p2, are analyzed. In this

final section, I propose two methods for summarizing and visually representing the feature

effects derived from the interaction modeling strategies introduced in this thesis.

For the visualizations presented herein, I assume that the underlying data were analyzed

by quadratic models of the from in Eq. 1 and are structured as depicted in Fig. 1, where

Yn×p2 comprises multiple features p2 (e.g., a large set of proteins or multiple features

describing the morphology of a cell).

Despite the independent analysis of each outcome Yi for i = 1, . . . , p2, based on the same

underlying input data Xn×p1 , the model coefficients may exhibit similar patterns that are

of interest. Organizing the vector representations of these estimated coefficients, β̂i ∈ Rp1

or Θ̂i ∈ Rp1(p1−1)/2 for i = 1, . . . , p2, into a common coefficient matrix, represented as

β̂ ∈ Rp1×p2 for main effects and [β̂, Θ̂] ∈ Rp1+p1(p1−1)/2×p2 for main and interaction effects,

enables downstream tasks such as clustering or common visualizations.

First, I use a representation that summarizes all estimated coefficients within a clustered

heatmap. To characterize each cluster in an interpretable way, I employ a technique that

assigns a prototypical feature to each cluster [114], effectively representing the cluster

while providing a condensed view of the results. This clustering technique is applicable to

coefficients derived from both main effect and interaction models.

The second visual summary of the results corresponds to the modes of combinatorial

behavior depicted in Fig. 2 and contrasts the individual effects β̂j and β̂k with the corre-

sponding interaction effects Θ̂jk. This representation provides an overview of the number

of synergistic, antagonistic, and other effects identified.

In the following two subsections, I detail the post-estimation clustering methods and

visualizations, and illustrate them with examples from the manuscripts [4, 1, 3].

6.1 Hierarchical clustering representation with prototypes

To represent the derived model coefficients in a clustered representation with prototypes,

I follow the hierarchical clustering with prototypes via minimax linkage approach, in-

troduced in [114]. This method extends traditional agglomerative hierarchical clustering

by introducing the concept of prototypes, which are representative data points within

each cluster. The key idea is to minimize the maximum dissimilarity between any point

and its prototype. This concept is known as the minimax linkage and for a matrix of

dissimilarities d(x, x′) it is mathematically represented as

min
x∈C

max
x′∈C

d(x, x′) (16)
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where C is a cluster, x and x′ are points in C. The inner part defines for any point

x ∈ C the farthest point in C from x. This maximum distance is then minimized to find

the prototype of cluster C which is the point x ∈ C whose farthest point is the closest.

Finally, the minimax linkage between two clusters C1 and C2 takes the form in Eq. 16 by

replacing C by C1∪C1. This method allows structuring the data into clusters and returns

a subset of features (from Y ) that can serve as a condensed view of the data (see [114]

for the full algorithm).

In the following, I demonstrate this clustering technique in two scenarios.

Application in epigenetics: individual binding responses of chromatin readers

to chromatin modifications

In the first example, I demonstrate how post-estimation clustering can be applied to a

common coefficient matrix, characterized solely by main effects. This can be a meaningful

step to gain a first impression of the main effect patterns within large-scale datasets

before deriving more complex interaction effects, which might exhibit different clustering

patterns. This analysis is detailed in the publication [4].

The underlying data for this example consists of a binary experimental design matrix B ∈
{0, 1}n×p1 , which represents combinations of p1 = 15 distinct chromatin modifications,

and an outcome matrix Y = (Y1, ..., Yp2) ∈ Rn×p2 containing the observed binding profiles

of p2 = 352 proteins. Fig. 13 illustrates a clustered heatmap of the estimated coefficients

β̂ ∈ Rp1×p2 , showing the main effects of each chromatin modification on each protein. Each

cluster is characterized by a prototypical protein, providing a straightforward description

of each cluster. For more details, see [4].
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Figure 13: Hierarchical clustering with prototypes via minimax linkage on a main effects
coefficient matrix β̂ ∈ Rp1×p2 , as derived in [4], representing the effects of chromatin
modifications (rows) on the binding response of chromatin reader proteins (columns).
Prototypical proteins for clusters with more than five members are highlighted with labels.
Adapted from [4].
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Application in epigenetics: individual and combinatorial binding responses of

chromatin readers to chromatin modifications

In this example, I utilize the concept of post-estimation clustering on a common coefficient

matrix comprising main and interaction effects. Here, the underlying data is given by a

binary experimental design matrix B ∈ {0, 1}n×p1 comprising combinations of p1 = 12

distinct chromatin modifications across n = 33 experiments and observed binding profiles

of p2 = 1915 proteins Y = (Y1, ..., Yp2) ∈ Rn×p2 . Note that while the underlying data is the

same as in the previous example, the features are summarized differently prior to perform-

ing interaction modeling, and the full list of proteins is considered here. The main and

interaction effect coefficients are derived from the forward model in Eq. 3 within the multi-

stage statistical workflow asteRIa (for more details on the exact modeling strategy, see

[1]). A clustered representation of the common coefficient matrix [β̂, Θ̂] ∈ Rp1+p1(p1−1)/2×p2

with prototypical proteins is shown in Fig. 14. This representation provides a joint repre-

sentation of the coefficients from all p2 models and shows that groups of proteins exhibit

similar binding behavior to chromatin modifications. Gray represents exact zeros. Pro-

totypical proteins for each cluster are labeled. Some of the few proteins that respond to

combinatorial chromatin modification effects also serve as representatives of entire clusters

(SAP30, URB2, ZMYM4).
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Figure 14: Hierarchical clustering with prototypes via minimax linkage on the common
coefficient matrix of main and interaction effects [β̂, Θ̂] ∈ Rp1+p1(p1−1)/2×p2 derived in [1].
Only features (rows) that influence at least one protein are shown. Prototypical proteins
are highlighted with labels. Proteins responding to interactions between chromatin mod-
ifications are marked in bold.
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6.2 Visual summary of modes of interactions

The primary aim of the statistical approaches outlined in this thesis is the estimation

and interpretation of stable interaction effects derived from the statistical models of the

form in Eq. 1, as depicted by the modes in Fig. 2. In this section, I propose a method for

visualizing these results through scatterplots that contrast the individual effects, β̂j and

β̂k, with their corresponding interaction effects, Θ̂jk, directly linking the results to these

modes. These three dimensions of information are incorporated as follows: the estimated

main effects are displayed on the x- and y-axes, while the interaction effect is indicated by

the color of each point. The sign of the interaction coefficient, along with its location in the

scatterplot (quadrant), determines the mode of interaction. While there are established

methods for contrasting main and interaction effects, particularly in studies of fitness

landscapes as shown in Fig. 3, the approach I introduce provides a unified way to depict

modes of combinatorial effects for outcomes, Y ∈ Rn×p2 , that involve multiple features p2.

I illustrate this representation with two applications, one detailed in the manuscript [1]

and another in the draft manuscript [3].

Application in epigenetics: Modes of chromatin modification protein interac-

tions

Here, subsets of the coefficients depicted in Fig. 14 are presented from a different perspec-

tive.

In [1], the primary goal was to identify stable interaction effects between pairs of p1 = 12

chromatin modifications within a binary experimental design B ∈ {0, 1}n×p1 and their

influence on the binding behavior of p2 = 1915 proteins, given by Y = (Y1, ..., Yp2) ∈
Rn×p2 . A small subset of 55 proteins, which respond to stable interaction effects between

chromatin modifications, was identified. These effects are summarized in Fig. 15, providing

an overview of the modes of combinatorial effects from Fig. 2.

For instance, proteins exhibiting positive interaction effects (red) in the first quadrant,

such as the protein UHRF1, demonstrate a positive synergistic interaction between two

chromatin modifications. This visualization highlights that chromatin modification inter-

actions can exhibit various modes of combinatorial behavior. For more detailed findings

from this study, see [1].
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Figure 15: Scatterplot of protein binding effects with unspecific linear effects β̂j and β̂k

on the x- and y-axis and corresponding additional combination effect Θ̂jk represented by
color. For some example proteins, detailed information on the chromatin modifications
is provided in the figure. For instance, the proteins RING1, RNF2, and CBX8 all show
a conflicting behavior between the chromatin modifications H3K27me3 and DNA Meth.
m5C. The bottom part of the figure includes a description indicating where each category
defined in Fig. 2 is located within the scatterplot presented here. Adapted from [1].

Application in pharmacology: Modes of drug combination cell morphology

interaction

In a second example, I illustrate the results from [3] using the same scatterplot rep-

resentation. Here, the primary aim was to estimate drug interactions among p1 = 20

compounds within a binary experimental design, represented as B ∈ {0, 1}n×p1 , which

includes n = 408 experiments. This analysis examines their influence on a set of p2 = 68

cellular features, represented by Y = (Y1, ..., Yp2) ∈ Rn×p2 . The identified interaction ef-
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fects Θ̂jk and the corresponding main effects β̂j and β̂k, derived within the interaction

modeling strategy in [3], are presented in Fig. 16. This analysis identified a large set of in-

teraction effects and labeling all dots is only practical when stratifying this representation,

for example, by showing only a specific drug combination or specific features in Y corre-

sponding to a certain region (channel) of the cell. Nevertheless, this joint representation

provides an overall impression, indicating that large main effects of the same sign tend

to exhibit antagonistic interaction effects. Moreover, some prototypical features, derived

from the hierarchical clustering approach described in Section 6.1, and their corresponding

interaction effects are labeled.
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an illustration. Adapted from [3].
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7 Summary and outlook

The main goal of this thesis was to advance toward a more interpretable and consistent

estimation of combinatorial effects in data-driven biological research. The focus was on

data derived from high-throughput technologies in settings with limited sample size or

unbalanced experimental designs, and potentially large numbers of features and pairwise

interactions. A major challenge was reducing the number of spurious effects under biologi-

cal and experimental noise. Through the generation of simulated data and domain-expert

feedback, I evaluated the stability and trustworthiness of detected effects in penalized

quadratic regression models and defined how existing models need to be extended to

derive parsimonious models with functionally meaningful biological signals.

In particular, the contributions [1], [2], and [3] introduce statistical workflows that com-

bine two concepts, both of which have been shown to enhance stable model estimation:

hierarchical interaction modeling [114] and stability-based model selection [100]. As out-

lined in [102] and [103], effectively minimizing experimental and biological noise to reveal

stable and biologically relevant signals remains challenging. To address this issue, I have

extended the statistical workflows to mitigate noise by introducing outlier removal mech-

anisms through replicate-consistency checks in contribution [1], and by integrating robust

alternatives within the optimization problem in contribution [3]. Moreover, interaction

modeling has proven to be very effective in many prediction tasks [14, 32]; however, so

far, penalized interaction modeling strategies have not been defined for compositional

data, which are an important component in biological sequencing data. To address this

gap, I have introduced penalized interaction modeling strategies for compositional data

in contribution [2], and have integrated these strategies with methods for deriving stable

interactions as outlined in [1]. All these strategies are unified and generalized within one

framework as part of this thesis. Finally, to interpret and effectively communicate the

results, I have employed post-estimation clustering strategies in the contributions [4] and

[3] to provide a condensed view of the findings and developed visualization strategies that

summarize the derived modes of combinatorial behavior.

Overall, the statistical approaches introduced in this thesis allowed me to gain novel

biological insights and develop generally applicable tools that enable data analyses of

specific types. For instance, based on a large set of proteins and combinations of chromatin

modifications, I was able to uncover a set of stable and previously unknown epigenetic

reader protein candidates and prove the biological relevance by validating one of these

findings with external data sources in various cell types in contribution [1]. In contribution

[2], I identified sparse microbial interaction models that accurately predict the abundance

of antimicrobial resistance genes, enabling the formulation of novel biological hypotheses

about microbial community composition and antimicrobial resistance.

In conclusion, this thesis contributes to the development of reproducible statistical tools

that enhance interpretability by adhering to concepts of stability [115, 116] and by in-

tegrating simulations to evaluate the robustness and trustworthiness in data-driven bio-
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logical research [9]. This integration effectively bridges the gap between statistical theory

and real-world applications.

As more datasets with a greater number of experiments become available, the quadratic

regression models I defined in this thesis can be conveniently extended to study more and

higher-order interactions. Particularly, as the numbers of features and higher-order terms

increase, the currently used solvers for hierarchical interactions [69] can be replaced with

computationally more efficient algorithms, such as those proposed in [74], or by adopting

less strict assumptions on the interaction features through approaches that emphasize

reluctance rather than strict hierarchy [77]. Furthermore, the ideas developed to estimate

stable interaction effects can be easily adapted to accommodate arbitrary nonlinear effects

of the form

y = β0 +

p∑
j=1

Xj + g(X) + ϵ,

where g(X) can represent a nonlinear component such as those found in generalized addi-

tive models (GAMs) or a feed-forward neural network. Similar to the concept of hierarchy

in interaction modeling, methods have been introduced that employ reluctance to non-

linearities in generalized additive models (GAMs) [117] and weak hierarchy assumptions

in feed-forward neural networks [118]. This allows integrating feature sparsity, thereby

maintaining interpretability while allowing the modeling of more complex relationships.

In this thesis, I exclusively focused on regression approaches as they allow inferring actual

effect sizes with straightforward interpretation, which are crucial for the modes of com-

binatorial behavior I introduced. However, particularly when considering expansion to

more complex nonlinear effects, random forests (RF) present powerful alternatives [119,

120]. In a manner similar to the principles I adhered to in this thesis, an extension of

RF approaches, the iterative random forests (iRF), for discovering predictive, stable, and

interpretable higher-order interactions have also been introduced [121].

Moreover, the workflows developed in this thesis require each feature y = Yi, for i =

1, . . . , p2 to be analyzed within an individual model. Future work will have to integrate

correlation structures among the features in Y to capture the complex dynamics of bi-

ological systems. These models could resemble ideas from sparse matrix models used in

analyzing linear associations [122, 123, 124]. In such joint approaches, pre-imposed group

penalties on the features in Y could be integrated (e.g., proteins within the same complex

should respond jointly), for instance, inspired by group lasso approaches [125].
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Muszyńska, V. Munteanu, H. Yang, J. Rotman, et al. “RNA-seq data science:
From raw data to effective interpretation”. In: Frontiers in Genetics 14 (2023),
p. 997383.

[7] B. J. Callahan, K. Sankaran, J. A. Fukuyama, P. J. McMurdie, and S. P. Holmes.
“Bioconductor workflow for microbiome data analysis: from raw reads to commu-
nity analyses”. In: F1000Research 5 (2016).

[8] F. Zanella, J. B. Lorens, and W. Link. “High content screening: seeing is believing”.
In: Trends in biotechnology 28.5 (2010), pp. 237–245.

[9] S. H. Holmes and W. Huber. Modern statistics for modern biology. Cambridge
university press, 2018.

[10] R. A. Fisher, R. A. Fisher, S. Genetiker, R. A. Fisher, S. Genetician, G. Britain,
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Abstract 

Chromatin, the nucleoprotein complex consisting of DNA and histone proteins, pla y s a crucial role in regulating gene expression by control- 
ling access to DNA. Chromatin modifications are k e y pla y ers in this regulation, as they help to orchestrate DNA transcription, replication, and 
repair. These modifications recruit epigenetic ‘reader’ proteins, which mediate downstream events. Most modifications occur in distinctive 
combinations within a nucleosome, suggesting that epigenetic information can be encoded in combinatorial chromatin modifications. A detailed 
understanding of how multiple modifications cooperate in recruiting such proteins has, ho w e v er, remained largely elusiv e. Here, w e integrate nu- 
cleosome affinity purification data with high-throughput quantitative proteomics and hierarchical interaction modeling to estimate combinatorial 
effects of chromatin modifications on protein recruitment. This is facilitated by the computational workflow asteRIa which combines hierarchi- 
cal interaction modeling , st abilit y-based model selection, and replicate-consistency c hec ks for a st able e stimation of R obust I nter a ctions among 
chromatin modifications. asteRIa identifies se v eral epigenetic reader candidates responding to specific interactions between chromatin modifi- 
cations. For the polycomb protein CBX8, we independently validate our results using genome-wide ChIP-Seq and bisulphite sequencing datasets. 
We provide the first quantitative framework for identifying cooperative effects of chromatin modifications on protein binding. 

Gr aphical abstr act 

Introduction 

Eukaryotic cells store the genetic material in the nucleus where 
it is packaged into chromatin, a nucleo-protein complex made 
up primarily of DNA and histone proteins. Both DNA and hi- 
stones carry chemical modifications that can either directly af- 
fect chromatin structure or recruit so-called epigenetic reader 
proteins that mediate downstream events. As these modifica- 
tions are involved in the regulation of all DNA-templated pro- 

cesses, such as transcription, DNA replication, or DNA re- 
pair, they play central roles in controlling chromatin function 

( 1 ). The basic repeating unit of chromatin is the nucleosome, 
which coordinates 147 bp of DNA wrapped around an oc- 
tamer consisting of two copies each of the core histones H2A, 
H2B, H3 and H4 ( 2 ). Nucleosomes are folded into higher- 
order structures to form chromatin. Since DNA and histone 
modifications show extensive overlap in the genome ( 3 ) and 
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decorate histones and nucleosomes in specific combinations 
( 4–10 ), it is likely that these modifications act in a concerted 

manner. This is supported by the observation that most chro- 
matin regulators contain multiple modification binding do- 
mains or are part of multi-subunit complexes harbouring mul- 
tiple such domains, and are therefore likely to read out mul- 
tiple chromatin modifications ( 11 ). Indeed, the idea that com- 
binations of histone modifications may form a ‘histone code’ 
that together with DNA modifications could store epigenetic 
information in the chromatin template, thereby expanding the 
genetic information encoded in the DNA sequence, has been 

around for over two decades ( 12–14 ). 
To date, the functions and readers of a host of individ- 

ual chromatin modifications have been described (see, e.g., 
( 15 ,16 ) and references therein for an overview). Moreover, 
epigenetic regulators that read the modification status of more 
than one epigenetic mark on histones or the DNA have been 

described using functional and structural studies ( 17–23 ). Sev- 
eral DNA repair factors were also found to recognize dual 
histone modification signatures, ranging from individual in- 
teractions ( 24–29 ) to combinatorial ones ( 30 ,31 ). One prime 
example is the ubiquitin ligase UHRF1, an essential player 
in DNA methylation maintenance, that recognizes a triple 
modification signature on histone H3 ( 32–34 ) and the DNA 

( 35–37 ). 
The gap in knowledge about the combinatorial nature of 

factors that read multiple DNA and histone modifications can 

be partially attributed to the fact that one of the most pre- 
vailing high-throughput technology to study histone modifi- 
cations and their readers is chromatin immunoprecipitation 

followed by deep sequencing (ChIP-seq). Here, antibodies are 
used to detect the localization of specific modifications or 
chromatin-binding proteins at a genome-wide scale ( 38 ). De- 
spite its groundbreaking influence on our understanding of 
the histone code through community efforts such as the NIH 

Roadmap Epigenomics Mapping Consortium ( 39 ), ENCODE 

( 40 ), and ChIP-Atlas ( 41 ), ChIP-seq alone can only probe a 
single modification or reader protein in each experiment, thus 
making it difficult to assess combinatorial synergies or an- 
tagonistic effects on epigenetic readers. However, careful in- 
tegration of multiple genome-wide ChIP-seq experiments of 
individual modifications enabled the application of multivari- 
ate statistical analysis techniques to uncover chromatin states 
and interactions. For example, using hidden Markov modeling 
techniques, the ChromHMM method ( 42 ,43 ) revealed cell-type 
specific discrete chromatin states that characterize the combi- 
natorial presence or absence of modifications on the genome. 
Alternatively, sparse partial correlation estimation techniques 
were proposed to learn multivariate association networks be- 
tween histone modifications ( 44 ). The latter framework was 
extended in ( 45 ,46 ) to include both histone modifications and 

a small set of chromatin modifiers. Using linear regression and 

sparse partial correlation estimation, the studies derived de 
novo high-confidence backbones of ‘chromatin signaling net- 
works’ from ChIP-Seq data. There, the inferred network edges 
are to be interpreted as additive (or main) effects between hi- 
stone modifications on chromatin modifiers and vice versa. 
The analysis of the derived chromatin signaling networks re- 
vealed both histone-protein interactions known from litera- 
ture and several novel hypothetical interactions. To show the 
power of the network approach, the authors were also able 
to experimentally verify the statistically hypothesized interac- 
tions between H4K20me1 and members of the polycomb re- 

pressive complexes 1 and 2 (PRC1 and PRC2, respectively) 
( 46 ). Nevertheless, none of these ChIP-Seq-based computa- 
tional approaches allow the statistical estimation of how mul- 
tiple histone modifications co-operate in recruiting epigenetic 
regulators. 

In this contribution, we present a statistical interaction 

modeling approach, termed asteRIa , that tackles this chal- 
lenge. Rather than considering genome-wide ChIP-Seq data, 
asteRIa uses novel nucleosome affinity purification data 
with high-throughput quantitative proteomics, as provided 

in the Modification Atlas of Regulation by Chromatin 

States (MARCS), to make robust and reproducible predic- 
tions of combinatorial effects of chromatin modifications on 

chromatin-interacting proteins. The MARCS data, available 
at https://marcs.helmholtz-munich.de comprises a collection 

of Stable Isotope Labeling with Amino acids in Cell culture 
(SILAC) nucleosome affinity purification (SNAP) experiments 
( 47 ) that probe the binding of proteins from HeLa S3 nuclear 
extracts to a library of semi-synthetic di-nucleosomes (referred 

to as nucleosomes throughout the manuscript) incorporating 
biologically meaningful combinations of chromatin modifica- 
tions representing promoter, enhancer and heterochromatin 

modification states. Each affinity purification measures the 
relative abundances of nuclear proteins on a modified nucle- 
osome in relation to an unmodified control nucleosome us- 
ing the SILAC labelling and quantitative proteomics as a read 

out. This allows the high-throughput identification of pro- 
teins that are either recruited or excluded by the modifica- 
tion(s), and also indicates the relative extent of the recruitment 
or exclusion. Collectively, the MARCS data set catalogs the 
binding responses of 1915 nuclear proteins to nucleosomes 
carrying 55 different modification signatures. The construc- 
tive nature of these data, paired with an appropriate statis- 
tical model, thus enables the direct analysis of combinatorial 
effects of different modification features on the nucleosome 
binding of the measured proteins. At its core, asteRIa uses a 
linear regression model with pairwise (or ‘two-way’) interac- 
tions among chromatin modifications to predict the binding 
affinities of each protein. Regression models with pairwise in- 
teractions have a long tradition in statistics and experimen- 
tal design ( 48–50 ) but are notoriously difficult to estimate in 

the presence of noisy, scarce data and / or incomplete experi- 
mental designs, and are prone to misinterpretation ( 51 ,52 ). As 
we will show, the asteRIa framework incorporates several 
model and design principles that (i) guard against common 

pitfalls and (ii) take the properties of the MARCS data (and 

biological data in general) into account. Firstly, we posit that 
our framework should work in the underdetermined regime, 
i.e. the number of features q (here the chromatin modifica- 
tions) and pairwise interactions exceeds the number of mea- 
surements n . We achieve this by including sparsity-inducing 
penalization of the model coefficients ( 53–55 ). Secondly, we 
assume that the underlying interaction model obeys the so- 
called ‘strong hierarchy’ principle ( 50 , 53 , 56 ), i.e. interactions 
among features are only included in the model if both features 
are present as main effects. Thirdly, we embrace the princi- 
ple of statistical ‘stability’ ( 57–59 ) for model selection, im- 
plying that interactions are only included when they are re- 
producibly identified across subsets of the data. To respect 
the ubiquitous measurement variability of biological systems, 
we also require replicate consistency ( 60 ) of our combinato- 
rial models. This means that models with interactions need 

to be (at least partially) consistent across available technical 
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or biological replicates, further ensuring the general robust- 
ness and validity of the resulting models. While these design 

principles and the underlying computational workflow, avail- 
able at https:// github.com/ marastadler/ asteRIa.git , are gen- 
eral, we illustrate the framework to detect novel combinatorial 
interactions between chromatin modifications on epigenetic 
reader recruitment. 

On the MARCS data, we show that considering interaction 

effects between chromatin modifications can consistently im- 
prove the predictive performance of the binding profiles of a 
subset of proteins. asteRIa not only recovers known binding 
patterns, such as, e.g. the well-known H3K27me3-CBX8 pair- 
ing, but also identifies novel interaction effects between chro- 
matin modifications on the binding behavior of proteins not 
yet implicated as epigenetic readers (e.g. ACTL8). Our anal- 
ysis also allows to define and quantify the extent of distinct 
modes of apparent chromatin modification interactions, rang- 
ing from synergistic and antagonistic to competitive effects. 
Our post-hoc model analysis shows that proteins belonging to 

the same protein complexes do read combinatorial chromatin 

modification signatures in a similar fashion, thus allowing the 
delineation of a protein complex - chromatin modification in- 
teraction network. 

Independent confirmation of the identified combinatorial 
interactions is challenging due to the uniqueness of the 
MARCS data and the accompanying statistical analysis. Nev- 
ertheless, we provide a validation workflow on ENCODE 

ChIP-Seq, ChIP-Atlas ChIP-Seq and WGBS (Whole Genome 
Bisulfite Sequencing) data that demonstrates that our findings 
are not limited to a specific cell type or experimental setup. 
Specifically, we show that one of the found combinatorial 
interactions for CBX8 are consistent with these orthogonal 
datasets. The latter analysis also illustrates how to validate 
other interactions found in this study, thus inviting the gener- 
ation of new ChIP-Seq data collections for previously under- 
studied proteins. 

Materials and methods 

The Modification Atlas of Regulation by Chromatin 

States dataset 

The Modification Atlas of Regulation by Chromatin States 
(MARCS), as introduced in ( 61 ), builds on two experimen- 
tal components: (i) a designed library of engineered di- 
nucleosomes (referred to as nucleosomes throughout the 
manuscript) comprising combinatorial chromatin modifica- 
tions and (ii) nucleosome affinity purifications coupled to 

high-throughput quantitative proteomics measurements em- 
ploying SILAC labeling (SNAP) ( 47 ). The modified nucle- 
osomes were assembled from a biotinylated DNA contain- 
ing two 601 nucleosome positioning sequences ( 62 ) and his- 
tone octamers containing semi-synthetic site-specifically mod- 
ified histones H3.1 and H4 prepared by native chemical liga- 
tion ( 63 ). Some nucleosomes were also assembled using CpG- 
methylated DNA (5mC) or the histone variant H2A.Z. The 
complete library design matrix comprises n total = 55 modi- 
fied nucleosomes with thirteen possible chromatin modifica- 
tions (see left panel of Figure 1 for a conceptual picture). The 
available modifications include six lysine residues on the tails 
of histone H3 (K4, K9, K14, K18, K23 and K27) and five 
on histone H4 (K5, K8, K12, K16 and K20) as well as the 
variant histone H2A.Z and CpG methylated (5mC) DNA on 

both DNA strands (symmetric methylation), respectively. The 
lysines are modified with acetylation (ac) or mono-, di-, or tri- 
methylation (me1, me2, me3). H3-5ac denotes that multiple 
acetylations (K9, K14, K18, K23, K27) on the tails of histone 
H3 are present. H4-4ac denotes that multiple acetylations 
(K8, K5, K12, K16) on the tails of histone H4 are present. For 
our computational analysis, we do not consider engineered 

nucleosomes that include subsets of acetylations (namely, not 
all five acetylations on H3 or not all four acetylations on 

H4) since building their mathematical products would result 
in perfectly collinear (thus fully redundant, and therefore not 
distinguishable) pair-wise interaction features (see Interaction 

modeling strategy for further clarification). Our analysis thus 
excludes 22 nucleosomes from the initial nucleosome library 
and considers a subset of n = 33 nucleosomes with q = 12 

different chromatin modifications, resulting in the design ma- 
trix L ∈ {0, 1} 33 × 12 . The (transposed) design matrix L with 

the available combinatorial modifications is shown in the top 

panel ((Step 1) of Figure 2 ). Note that the design pattern in 

L does not follow any particular statistical experimental de- 
sign guideline ( 50 ) but is driven by biological expertise about 
common modification co-occurrences. 

For each modified nucleosome in MARCS, SNAP experi- 
ments are provided in two experimental ‘label-swap’ repli- 
cates of the nucleosome affinity purification process, a ‘for- 
ward’ (F) and ‘reverse’ (R) nucleosome pull-down. Nucleo- 
somes are immobilized on streptavidin beads and incubated 

with nuclear extracts from HeLa S3 cells cultured either in iso- 
topically light or heavy-labelled SILAC media. In the ‘forward’ 
experiments the heavy extracts are incubated with the modi- 
fied and the light extracts with the unmodified nucleosome, in 

the ‘reverse’ experiments the extracts are exchanged. Bound 

proteins are eluted from the beads and identified and quan- 
tified by mass spectrometry. For each SNAP experiment the 
relative abundance of a given protein on the modified nucleo- 
some is determined in relation to the unmodified nucleosome 
by measuring the ratios between the heavy and the light pep- 
tides (H / L ratios) identified for that particular protein ( 47 ). 
The H / L ratios indicate binding preferences to the modified 

or the unmodified nucleosomes and allow the unbiased iden- 
tification of proteins that are either recruited or excluded by 
the modification(s) present on the modified nucleosomes. In 

addition, the SILAC enrichment ratios also indicate a relative 
‘strength’ of the recruitment or exclusion of a given protein by 
the modifications. In total, the MARCS dataset comprises the 
binding behavior of p = 1915 proteins in the forward (F) and 

reverse (R) experiments. For our analysis, we consider the pro- 
tein measurement matrices P F , P R ∈ R 

33 ×1915 that correspond 

to the subset of n = 33 nucleosomes, described above. 

Interaction modeling strategy 

We aim at predicting the binding profile of each protein cap- 
tured in MARCS ( P i ) 1 ≤ i ≤ 1915 (either from the forward or re- 
verse experiment) from the combinations of nucleosome mod- 
ifications ( L j ) 1 ≤ j ≤ 12 . Given the binary design matrix L , the 
baseline model of uncovering (joint) additive effects of the 
modifications on a binding profile Y = P i ∈ R 

n , i = 1, …, p , 
is the linear model 

Y = β0 + 

q ∑ 

j=1 

β j L j + ε, (1) 
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Figure 1 . Lef t: T hree e x emplary columns of the design matrix L . Dark gra y bo x es indicate that a modification has been installed on the respectiv e 
nucleosome. Abo v e the design, the binding behavior of an exemplary protein to the modified nucleosomes is shown by color. The shade of red indicates 
the strength of the binding effect. Center: Illustration of two individual binding effects of chromatin modifications j and k on a protein P i (1 and 2). 
Synergistic combinatorial effect of the modifications j and k on protein P i (dark blue) compared to expected binding effect under independence of 
modification j and k (light blue) (3). Right: Model coefficients / estimated binding strength of protein P i for the three scenarios. Light blue bar in scenario 3 
shows the binding strength under independence of modification j and k , βj + βk . Dark blue shows the additional combinatorial effect θjk that goes 
be y ond additiv e combinatorial effects (created with BioR ender.com ). 

where β0 ∈ R 

n is a protein-specific (constant) intercept, βj is 
the effect of modification j on the binding profile Y = P i of 
protein i , and ε models the technical and biological noise com- 
ponent. In ( 61 ), a simplified version of this baseline model 
was investigated through ‘feature effect estimates’ via pair- 
wise comparisons of the enrichments of individual proteins on 

nucleosomes differing by a single modification feature. This, 
however, only allowed robust prediction of the effects of in- 
dividual modifications or blocks of modifications and did not 
provide any information on combinatorial effects. Here, we 
extend the baseline model by including all pairwise interac- 
tions between modifications. For each protein binding profile 
Y = P i , i = 1, ..., p , the core model in asteRIa thus reads 

Y = β0 + 

q ∑ 

j=1 

β j L j + 

1 

2 

q ∑ 

j=1 

q ∑ 

k =1 

� jk L j L k + ε , (2) 

where �jk models interaction effects between epigenetic read- 
ers that cannot be captured by linear additive effects. Robustly 
and reproducibly estimating non-zero entries in the interac- 
tion matrix � from replicated data is at the heart of the as- 
teRIa workflow. The sign of the interaction coefficients also 

allows a characterization of epigenetic reader interplay. For 
example, when 

ˆ � jk > 0 we interpret the two modifications j 
and k to have a synergistic binding effect if both βj > 0 and 

βk > 0 (see Figure 1 for illustration). 
To guarantee identifiability and interpretability of individ- 

ual interaction models, we first need to ensure that the interac- 
tion design matrix L j L k has no co-linear columns. In the con- 
crete example of the MARCS data, we group modifications of 
the complete design matrix to a set of n = 33 non-redundant 
nucleosomes (see top panel (Step 1) of Figure 2 ). Secondly, 
to enable estimation in the present underdetermined regime 
( q ( q + 1) / 2 > n ) with q ( q + 1) / 2 = 78, we perform regu- 
larized maximum-likelihood estimation with � 1 -norm (lasso) 
penalization ( 64 ) on the linear and interaction coefficients, 
respectively. Given the log-likelihood function of the model 
l(β0 , β, �) = 

∥∥Y − β0 − Lβ − 1 
2 L �L 

T 
∥∥2 

2 , the (all-pairs) lasso 

problem reads 

min β0 ,β, � l(β0 , β, �) + λ ‖ β‖ 1 + 

λ
2 ‖ �‖ 1 , (3) 

where λ > 0 is a tuning parameter and controls the sparsity 
levels of the coefficients β and �, respectively. To further ease 
model interpretability, we follow the statistical principle of hi- 
erarchy (also known as marginality or heredity) and allow the 
presence of an interaction in the model only if the associated 

linear (main) effects are in the model as well (see ( 53 ), and ref- 
erences therein). In mathematical terms, this so-called strong 
hierarchy principle can be expressed as 

ˆ � jk � = 0 ⇒ 

ˆ β j � = 0 and 

ˆ βk � = 0 , 

implying that interaction effects are only present if both lin- 
ear effects enter the model. This hierarchy can be achieved by 
adding a constraint on the interaction effects � j ∈ R 

q and a 
symmetry constraint on �. The corresponding optimization 

problem with hierarchical interactions thus reads 

min β, � l(β0 , β, �) + λ ‖ β‖ 1 + 

λ
2 ‖ �‖ 1 

s.t. � = �T , 
∥∥� j 

∥∥
1 ≤ | β j | . (4) 

To solve the non-convex optimization problem in ( 4 ), we fol- 
low Bien et al. ( 53 ) who proposed a convex relaxation of the 
problem and provide an efficient implementation in the cor- 
responding R package hierNet ( 65 ) (v1.9). In asteRIa , we 
use hierNet to model each protein binding profile Y = P i , 
i = 1, ..., p with hierarchical interactions. Apart from reduc- 
ing the number of spurious interaction effects, a major advan- 
tage of the strong hierarchy constraint is the so called ‘prac- 
tical sparsity’. The strong hierarchy constraint favors models 
that ‘reuse’ measured variables. In the context of the MARCS 
data, this becomes important when generating hypotheses for 
follow-up functional analysis (where experiments are complex 

and costly). Concretely, our models assumes that a protein or 
protein complex must have a domain capable of recognizing 
a particular chromatin modification. Thus, if there exists a re- 
sponse of a protein to an interaction effect between two modi- 
fications, a (possibly small) linear effect to both modifications 
is expected. 
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Figure 2. Graphical representation of the asteRIa w orkflo w f or the robust detection of hierarchical interactions (created with BioR ender.com ). Step 1: 
Design matrix and measured binding behavior for a protein (two replicates F and R). Removal of observations with different signs in the replicates (sign 
consistency). Step 2: Hierarchical interaction modeling with default complementary pairs stability selection (CPSS) parameters. Comparison of selected 
features for each replicate (nested model consistency): The first example shows a protein prediction model that gets filtered out since the selected 
features from the f orw ard and re v erse replicate are neither identical nor nested. The second example shows a ‘consistent’ protein model where the 
selected features learned from the re v erse replicate is a nested subset of the features learned from the f orw ard replicate. Step 3: L east-squares refitting 
on a v eraged replicate data f or final prediction model building. T he intersection of tw o selected feature sets is used f or refitting. Models with adjusted R 

2 

< 0.2 are discarded. 
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Stability-based model selection for hierarchical 
interactions 

One of the core challenges in high-dimensional penalized re- 
gression is determining a suitable regularization parameter 
λ that trades off sparsity (i.e. interpretability) of the model 
coefficients and out-of-sample predictive performance of the 
model ( 66 ,67 ). Standard procedures for (hierarchical) inter- 
action models include cross-validation ( 53 ) and Informa- 
tion Criteria, including the Akaike (AIC) and the extended 

Bayesian Information Criterion (BIC) ( 55 ). However, it has 
been observed that, both in simulation and practice, cross- 
validation and Information criteria tend to select more pre- 
dictors (and interactions) than necessary ( 55 ). 

To address this shortcoming, we follow the principle of 
stability ( 57 ) in asteRIa and introduce stability selection 

( 58 ) for the identification of a reproducible set of predictive 
features and interactions. Stability selection has been proven 

useful across several scientific applications, ranging from net- 
work learning ( 68 ,69 ) to data-driven partial differential equa- 
tion identification ( 70 ,71 ). In the regression context, stability 
selection repeatedly learns sparse regression models from sub- 
samples of the data of fixed size (e.g. n s = � n / 2 � ), records 
the frequency of all selected predictors across the models, 
and selects the most frequent predictors to fit the final regres- 
sion model. Here, we use a variant of stability selection, the 
so-called complementary pairs stability selection (CPSS) ( 59 ) 
which draws B subsamples as complementary pairs {( A 2 h − 1 , 
A 2 h ): h = 1, ..., B }, with A 2 h − 1 ∩ A 2 h = ∅ of samples {1, 
...n } of size � n / 2 � . Drawing complementary pairs is particu- 
larly beneficial when dealing with unbalanced experimental 
designs, as the resulting random splits ensure that individ- 
ual subsamples are independent of each other. After apply- 
ing a variable selection procedure S (e.g. using the first k pre- 
dictors that enter the penalized model), each feature j in the 
model gets an individual estimated selection probability ˆ π ( j) , 
given by 

ˆ π ( j) = 

1 

2 B 

2 B ∑ 

h =1 

1 { j∈ ̂ S (A h ) } , (5) 

and the final selection set is given by ˆ S CPSS = { j : ˆ π ( j) ≥ πthr } , 
for a threshold πthr defining the minimum selection frequency. 
In our workflow we use the corresponding R package stabs 
( 72 ) (v0.6-4) that provides an efficient implementation of 
CPSS. The CPSS procedure includes the following hyperpa- 
rameters: The set of regularization parameters �, a threshold 

πthr ∈ [0, 1], the number of predictors k that first enter the 
sparse model, and the number of complementary splits B . In 

asteRIa , we set as default parameters � to be the internal 
λ-path in Bien and Tibshirani ( 65 ), πthr = 0.5, k = 12 and 

B = 50, resulting in 100 subsamples. For the MARCS data, 
this means that chromatin modifications (as main or interac- 
tion effects) are part of the pairwise interaction model 2 for 
protein binding profile i , Y = P i , if it is among the k = 12 

selected modifications in at least 50 subsamples. While these 
default values may need to be tuned in other scenarios, we 
verified in a realistic semi-synthetic simulation scenario (see 
Supplementary information and Supplementary Figures S1 

and S2 for details) that hierarchical interaction modeling with 

stability selection greatly outperforms cross-validation, partic- 
ularly in terms of false positive rate. 

Replicate consistency 

Biological datasets typically include replicated measurements 
(replicates) to probe different sources of variability in the un- 
derlying experimental procedure or study object ( 73 ). The 
MARCS dataset, for example, comprises two technical repli- 
cates of the SILAC-based protein binding affinities. Replicate 
consistency, i.e. assessing how consistent two or multiple repli- 
cated measurements are in terms of direction or size, is an 

important property to evaluate experimental protocols and 

downstream analysis quality (see, e.g. ( 74 ) for a discussion in 

the context of RNA sequencing data). 
In asteRIa , we propose and include two replicate- 

consistency mechanisms: (i) data sign-consistency and (ii) 
nested model consistency. While there are alternative ways of 
performing filtering, data sign-consistency can be considered 

as a data filtering step that ensures that replicated measure- 
ments agree on the direction, i.e., the sign of the measured 

unit, and removes experiments where sign consistency does 
not hold. In MARCS, we perform data sign consistency for 
each protein P i separately using the forward and reverse repli- 
cates (see Figure 2 , Step 1) and remove nucleosomes (experi- 
ments) where measured protein binding affinities disagree in 

sign. Although this reduction in sample size (for each protein 

n i ≤ n samples are available) decreases the power for subse- 
quent hierarchical interaction modeling, the filtering increases 
the chance of estimating pairs of consistent interaction mod- 
els. In a second post-hoc step, nested model consistency fur- 
ther ensures that only pairs of consistent interaction models 
are considered for downstream analysis. Nested model con- 
sistency deems estimated interaction models valid only if they 
comprise the same set of features (main and interaction co- 
efficients) across replicates or one model comprises a nested 

subset of main and interaction effects of the other model (see 
Figure 2 , Step 2, for illustration). 

The asteRIa workflow 

The asteRIa workflow incorporates the described model 
and design principles as illustrated in Figure 2 on the MARCS 
data. asteRIa comprises three main steps: Step (1) uses sign 

consistency to filter pairs of forward and reverse experiments 
for each protein ( P i ) 1 ≤ i ≤ p = 1915 . Step (2) comprises model es- 
timation using the hierarchical interaction model, CPSS-based 

model selection, and the post-hoc nested model consistency fil- 
ter. Step (3) performs least-squares ‘refitting’ to estimate main 

and interaction effect sizes on the selected model coefficients 
from averaged replicate data. The resulting signed model coef- 
ficients are then used for functional categorization and down- 
stream analysis. 

On the MARCS data, the experiment filtering step (1) re- 
moves on average 11 experiments across all proteins. In step 

(2), using the internal λ-path in Bien and Tibshirani ( 65 ), and 

CPSS parameters πthr = 0.5, k = 12, and B = 50, aste- 
RIa learns p consistent = 1368 fully consistent regression mod- 
els across forward and reverse replicates, as well as p nested = 

488 models that obey the nested model consistency criterion. 
Only p remove = 59 models are inconsistent across replicates. 
Among all p c = 1856 consistent models, asteRIa identifies 
58 models that include robust interaction coefficients. The re- 
fitting estimation process in step (3) uses the averaged binding 
affinities as outcome and performs least-squares refitting on 

the intersection of the per-replicate selected features. The refit 
coefficients are the final effect sizes. For downstream analysis, 
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asteRIa removes poorly-performing prediction models with 

adjusted R 

2 below 0.2 (three out of 58). 

Results 

Enhanced predictive performance of protein 

binding through chromatin modification interaction 

We first quantify the overall predictive performance of aste- 
RIa models for all proteins included in the MARCS dataset 
and then assess the degree to which hierarchical interaction 

modeling improves overall predictive performance of pro- 
tein binding affinities. For a majority of the p = 1915 pro- 
tein binding profiles, asteRIa deems main effects models 
(i.e., the baseline linear model in 1 ) to be sufficient for ro- 
bust prediction. For more than 200 proteins, main effects 
models achieve adjusted R 

2 > 0.8, and for more than 500 

proteins, main effects models achieve adjusted R 

2 > 0.5 (see 
Supplementary Figure S4 for a list of top protein binding mod- 
els and associated coefficients). The top-six protein binding 
models achieve near-perfect predictive performance and in- 
clude the protein ING5, a dimeric, bivalent reader of histone 
H3K4 me3 ( 75 ), with an R 

2 = 0.99, the methyl–lysine histone- 
binding protein L3MBTL3 ( R 

2 = 0.99), SMARCC2 ( R 

2 = 

0.99) which is part of the chromatin remodeling complex 

SNF / SWI, the histone acetyltransferase KAT7 ( R 

2 = 0.98), the 
YAF2 protein ( R 

2 = 0.98), and the histone lysine demethylase 
KDM2B ( R 

2 = 0.98). 
However, asteRIa also identifies a set of p ie = 55 mod- 

els that comprise stable interaction effects among modifica- 
tions with enhanced predictive performance. This provides 
statistical evidence that cooperative effects between chromatin 

modifications may play a crucial role in the binding of spe- 
cific reader proteins and thus in controlling chromatin func- 
tion. Figure 3 A shows the modification design matrix (left 
panel) and binding profiles (both the ‘forward’ and the ‘re- 
verse’ experiments) of the 55 proteins explained by interac- 
tion models. The proteins are sorted by data density (i.e., in 

terms of number of experiments removed due to sign consis- 
tency filtering step (1) in asteRIa , Figure 3 A, gray boxes). 
Figure 3 C shows the corresponding predictive performance 
of the models in terms of adjusted R 

2 both for main effects 
(light blue) and interaction models (dark blue), respectively. 
While the light blue segment denotes the proportion of vari- 
ance explained by all selected main effects combined, the dark 

blue portion represents the additional explained variance at- 
tributed solely to one interaction. We observe that the inclu- 
sion of robust interaction among modifications can boost the 
performance of up to 0.5 (e.g., for proteins CDKAL1 and 

PEX11B). For others, such as, e.g., RFC3, the binding behav- 
ior can only be sufficiently described by taking into account 
interaction effects. While the improvement is less dramatic for 
proteins with well-performing main effects models, asteRIa 
still provides evidence for stable interactions among modifi- 
cations. Figure 3 B illustrates the stabilities (inclusion proba- 
bilities) ˆ π of all model coefficients for the protein CBX8. On 

both forward and reverse experimental data, asteRIa esti- 
mates a high selection probability ( ≈0.7) of an interaction ef- 
fect between DNA methylation m5C and H3K9me3 while all 
other interaction effects emit a low inclusion probability. For 
detailed model inspection, we provide similar stability plots 
for all other proteins in the Supplementary Material . To illus- 
trate the improvement in binding prediction, Figure 3 C (right 

panel) shows predicted vs. observed binding profiles for the 
protein RNF2. Comparison of the fits of both the main ef- 
fect (light gray) and interaction model (dark blue) visually 
and quantitatively ( R 

2 = 0.76 versus R 

2 = 0.9) confirm the 
enhanced predictive performance of the interaction model. 

Modes of chromatin modification interactions 

To categorize the interaction effects uncovered in asteRIa , 
we establish potential modes of chromatin modification in- 
teractions. This is achieved by contrasting the effects of indi- 
vidual chromatin modifications (modification j and k ) on the 
binding behavior of specific proteins, represented by the lin- 
ear model coefficients ˆ βj and 

ˆ βk with the combinatorial effects 
identified during our analysis, represented by ˆ �j,k for the cor- 
responding pair (see Figure 4 A and B). We define three major 
modes: synergistic combinatorial behavior, antagonistic com- 
binatorial behavior, and conflicting combinatorial behavior. 
We further divide these into two sub-modes each of which 

describes the direction of the combinatorial effect, either to- 
wards binding (b, �j , k > 0) or towards repulsion (r, �j , k < 

0). The direction and strength of the combinatorial effect is 
color-coded in Figure 4 B. 

The ‘Synergy b+b+b’ category (shown in blue in Figure 4 ) 
includes proteins that bind to two modifications individually 
and exhibit particularly strong binding, i.e., stronger than the 
sum of the two individual effects when both modifications are 
present. For example, we uncover that UHRF1 (Figure 4 B, 1st 
quadrant) responds in a synergistic way to an interaction ef- 
fect between DNA methylation m5C and H3K9me3. UHRF1 

is a RING-type E3 ubiquitin ligase that plays an essential 
role in DNA methylation by mediating the recruitment of the 
maintenance DNA methyltransferase DNMT1 ( 76 ). UHRF1 

is known to bind to H3K9me3 via a tandem tudor domain 

and to recognize hemi-methylated DNA via a SRA domain. 
Our analysis therefore validates previously known binding be- 
haviors and, additionally, unveils that there is a true syner- 
gistic effect between H3K9me3 and DNA methylation in the 
recruitment of UHRF1. 

For the maintenance DNA methyltransferase DNMT1 ( 77 ), 
we identify an individual binding effect to H3K9me3 and a 
modest individual binding to DNA methylation. Furthermore, 
we also identify an interaction effect between DNA methyla- 
tion m5C and H3K9me3. In this case, however, the addition 

of DNA methylation m5C leads to a reduction in binding of 
DNMT1 to H3K9me3. We define this behavior as ‘Antag- 
onism b+b+r’ or preferential binding (pink category in Fig- 
ure 4 ). UHRF1 and DNMT1 were found to interact with 

each other (see references in ( 76 )), and binding of DNMT1 

to H3K9me3 is likely mediated through UHRF1 (see above). 
Both UHRF1 and DNMT1 are flexible multi-domain proteins, 
that consist of several different domains and can change their 
shape or structure. They are involved in a complex network 

of interactions, both within themselves (intra-molecular) and 

with each other (inter-molecular). This network helps con- 
trol their function through allosteric regulation events in- 
volving conformational rearrangements of autoinhibitory do- 
mains (changes in the structure of certain domains within 

the proteins) in both molecules ( 76 ,78 ). The antagonistic ef- 
fect of DNA methylation on the recruitment of DNMT1 to 

H3K9me3 indicates that while symmetric DNA methylation 

stimulates binding of UHRF1 to the doubly modified nucle- 
osomes (see above), it disrupts the interaction with DNMT1. 
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Figure 3. ( A ) Observed protein binding profiles (forward and reverse experiment) for the p ie = 55 proteins for which interactions between modifications 
ha v e been detected. Proteins are arranged from left to right based on data density (number of non-zero measurements), with proteins with the highest 
dat a densit y being on the left. ( B ) St abilit y plots for CBX8 of the hierarchical interaction model with complement ary pairs st abilit y selection (CPSS). 
Vertical lines show the threshold for the selection probability threshold πthr = 0.5. Stability plots for all proteins are provided in Extended (B). ( C ) 
A djusted R 

2 f or all p ie = 55 proteins of the main effect (light blue) and interaction model (dark blue) (lef t panel). Scat ter plot of observed vs. predicted 
v alues f or the protein RNF2 (right panel). Scatter plots f or all proteins are pro vided in Extended (C). 

This suggests a mechanism within DNMT1 that senses sym- 
metrically methylated DNA (the end product of the DNA 

methylation reaction) and triggers the release from chromatin 

upon completion of its enzymatic reaction. Apart from the cat- 
alytic domain of DNMT1, which is responsible for the main 

activity of the protein, this observed behavior could involve 
a CXXC domain that has a special ability to bind to cer- 
tain DNA sequences, specifically sequences that contain un- 
methylated CpG nucleotides, and could contribute to sensing 
the DNA methylation status. 

Two proteins, MAD2L2 and ACTL8, exhibit a similar be- 
havior with respect to DNA methylation m5C and H3K9me3. 
However, for these proteins, DNA methylation m5C exhibits 
a slight repulsive effect on its own. These proteins belong to 

the category ‘Conflict, dominated by repulsion b+r+r’ (grey 
category in Figure 4 ). 

Proteins in the ‘Conflict, dominated by binding b+r+b’ cat- 
egory (yellow category in Figure 4 ) are repelled by one mod- 
ification and bind to another modification if they are consid- 
ered individually. In combination, these modifications show 

a stronger binding effect on the protein than expected un- 
der additivity. The chromodomain-containing protein CBX8, 
which is a component of the polycomb repressive complex 1 

(PRC1) ( 79 ), also falls into this category. Our analysis reveals 
that DNA methylation m5C enhances the binding of CBX8 

to H3K27me3, while DNA methylation m5C itself exhibits 
a slight repulsive effect on CBX8. The association of CBX8 

with both DNA and H3K27me3 has been investigated in Con- 
nelly et al. ( 80 ). Here, the authors identified a dual interaction 

mechanism for the CBX8 chromodomain, where the engage- 
ment of both DNA and H3K27me3 mediates the association 

of CBX8 with chromatin. Similar binding behaviors are ob- 
served for the PRC1 subunits RNF2 and RING1. However, 
in contrast to CBX8, RNF2, and RING1 are shared among 
multiple complexes, including the canonical polycomb repres- 
sive complex 1 (PCR1) and various non-canonical versions of 
the complex (ncPRC) ( 79 ). The nucleosome binding profiles 
of these shared subunits reflect a superposition of the bind- 
ing profiles of all the complexes they are associated with. This 
introduces additional complexity to the interpretation of com- 
binatorial effects. 

Chromatin modification interaction in the 

recruitment of proteins and complexes 

Our analysis suggests that proteins within the same protein 

complex tend to exhibit similar binding patterns not only to 

individual chromatin modifications, but also with regards to 

interaction effects of modifications. 
Our analysis reveals seven distinct combinations of chro- 

matin modifications demonstrating a robust combinatorial ef- 
fect on the shortlisted 55 proteins (see Figure 5 A). While six 

of the discovered interactions affect multiple proteins, H2A.Z 

incorporation appears to interact solely with H4K20me2, 
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Figure 4. ( A ) Six combinations of combinatorial interaction effects of two modifications on the binding behavior of chromatin-associated proteins 
(created with BioRender.com ). The top row illustrates what would be expected under a purely additive dependence of the effects in a scenario where a 
protein shows individual binding effects to two distinct chromatin modifications (overall additive effect is the sum of both individual binding effects, b + 

b) (left) and where a protein is repelled by two distinct chromatin modifications (right). The rows below shows different modes of deviations due to 
(directional) interaction effects. ( B ) Scatter plot of protein binding effects with unspecific linear effects βj and βk on the x - and y -axis and corresponding 
interaction effect �j , k represented by color. For some example proteins detailed information is provided. 
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Figure 5. ( A ) Clustered representation of robustly estimated linear and interaction coefficients for p I = 55 proteins for which interaction coefficients 
ha v e been identified. P roteins belonging to notable protein comple x es are highlighted. ( B ) Selection probabilities ˆ π for all proteins in the TFIID and PRC1 
comple x es. Selection probability plots for all protein complexes are provided in Extended (B). ( C ) Sankey diagram of mean selection probabilities ( > 0.2) 
for interaction effects for proteins within a complex. 

influencing only the protein FBXO38. Given FBXO38’s no- 
tably low data density (see Figure 3 A, last column), we did not 
investigate this interaction further. Notably, TAF10 and TBP, 
which are both part of the Transcription Factor II D (TFIID) 
complex, respond similarly to the combination of H4K20me2 

and H3K4me3. Similarly, members of the PRC1 complex, such 

as CBX8, RNF2, RING1, CBX2, and PCGF2, are found to re- 
spond to the combination of H3K27me3 and DNA methyla- 
tion m5C (Figure 5 A). In addition to examining the effect sizes 
obtained from asteRIa , our approach allows for the inter- 
pretation of protein-specific selection probabilities for each in- 
dividual chromatin modification and each interaction between 

chromatin modification combinations. The selection proba- 
bility indicates how stable a feature is in predicting a proteins 
binding profile across subsamples. 

We observe that proteins belonging to the same complex 

show similar modification selection probability patterns (see 
Figure 5 B for an illustration using the TFIID and PRC1 com- 
plex, respectively). These similarities in selection probability 
patterns justify the exploration of mean selection probabilities 
over proteins within the same complexes, leading to a more 

general analysis of how entire complexes respond to interac- 
tion effects between chromatin modifications (see Figure 5 C). 

One major discovery is that the Ada-Two-A-containing 
(A T A C), Spt-Ada-Gcn5 acetyltransferase (SA GA), and TFIID 

complexes exhibit multiple combinations of co-operative 
chromatin modifications that stimulate their binding (Fig- 
ure 5 C). Notably, our analysis reveals several interactions 
where H4K20me2 is involved, particularly in conjunction 

with H3K4me3, H3-5ac and H4-4ac. 
SAGA is a highly conserved transcriptional co-activator 

with four distinct functional modules. Its enzymatic functions, 
including histone acetylation and deubiquitination modules, 
play crucial roles in chromatin structure and gene expres- 
sion ( 81 ). The A T AC complex, which shares subunits with 

SAGA, also exhibits histone acetyltransferase activity ( 81 ). 
TFIID, another essential transcription factor, is also a histone 
acetyltransferase, but additionally recognizes core promoter 
sequences, recruits the transcription pre-initiation complex, 
and interacts with SAGA subunits. TFIID contributes to tran- 
scription initiation and gene expression by collaborating with 

cofactors, gene-specific regulators, and chromatin modifica- 
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tions associated with active genomic regions ( 82 ). As such 

A T A C, SA GA and TFIID are all protein complexes that pos- 
sess activities that are intricately involved in the process of 
transcription initiation and that thereby contribute to the reg- 
ulation of chromatin structure and gene expression. 

H4K20me2 is a pervasive modification found on 80% of 
all histone H4 proteins, marking nearly every nucleosome 
throughout the genome. Since newly incorporated histone H4 

is unmodified at K20 (H4K20me0), the H4K20me2 modifica- 
tion serves as a marker of not yet replicated ‘old’ chromatin, 
while H4K20me0 marks newly replicated chromatin during 
the cell cycle. This modification is used by the DNA repair 
machinery to determine between different DNA repair path- 
ways in different cell cycle phases ( 83 ). The synergistic effect 
between H4K20me2 and active modifications in recruiting 
protein complexes associated with transcriptional initiation 

is therefore surprising and hints to a so far unknown possi- 
ble function of this modification in the context of promoter 
regulation. 

In contrast, members of the repressive PRC1 and HUSH 

complexes show a response to an interaction effect between 

H3K27me3 and DNA methylation m5C and an interac- 
tion effect between DNA methylation m5C and H3K9me3, 
respectively. 

The human silencing hub (HUSH) complex is well- 
established for its role in transcriptionally repressing long in- 
terspersed element-1 retrotransposons (L1s) and retroviruses 
through the modification of histone H3 lysine 9 trimethylation 

(H3K9me3) ( 84 ). Our analysis not only confirms H3K9me3 

to be an important binding determinant, in line with previous 
findings, but it also reveals the involvement of DNA methyla- 
tion m5C in this regulatory process. Furthermore, our analysis 
uncovers a previously unreported synergistic interaction be- 
tween these two modifications, indicating a more complex in- 
terplay between H3K9me3 and DNA methylation m5C than 

previously known. 
As a last example, we find that for several members of the 

PRC1 complex, there is an increased likelihood of respond- 
ing to an interaction between H3K27me3 and DNA methyla- 
tion m5C, as previously discussed for CBX8 and the subunits 
RNF2 and RING1. The PRC1 complex is known to be capable 
of recognizing H3K27me3 and facilitating transcriptional re- 
pression ( 79 ), while there are no known associations between 

the PRC1 complex and methylated DNA. Our results sug- 
gest a distinct behavior of DNA methylation and H3K27me3 

on regulating the recruitment of the PRC1 complex, with 

DNA methylation m5C having minimal or even a slightly 
repulsive effect and H3K27me3 having a binding effect on 

their own. However, in combination, our analysis reveals an 

interaction between these two modifications that enhances 
binding. 

Validation of the effects of H3K27me3 and DNA 

methylation on the binding of CBX8 with ChIP-seq 

and WGBS data 

To validate and compare our findings with orthogonal data 
sources, we leverage publicly accessible ChIP-seq and WGBS 
(Whole Genome Bisulfite Sequencing) datasets from the EN- 
CODE project ( https://www.encodeproject.org ) ( 40 ,85–87 ) 
and ChIP-Atlas ( https://chip-atlas.org ) ( 88–90 ). Specifically, 
we design a validation workflow that compares partial cor- 

relations from modification co-occurrence patterns with as- 
teRIa ’s linear and interaction coefficients. 

Given the unique design of the MARCS data, our ability 
to independently validate our discoveries hinges on the avail- 
ability of ChIP-seq / WGBS experiments that encompass chro- 
matin modifications for which we have identified interaction 

effects and are available in the same cell type. After a compre- 
hensive search, we have identified only the trio of H3K27me3 

(ChIP-seq), methylated DNA (WGBS), and the CBX8 protein 

(ChIP-seq) as the only adequate data set. 
As previously described, asteRIa reveals a modest inter- 

action effect between H3K27me3 and methylated DNA con- 
cerning the binding of CBX8 in the nucleosome binding data. 
This interaction effect is categorized as ’conflict, dominated 

by binding b+r+b’ (see Figure 4 A). We detect a slight repul- 
sive effect of methylated DNA on CBX8 and a recruitment 
to H3K27me3. Notably, we identify an additional positive in- 
teraction effect on CBX8 binding when methylated DNA and 

H3K27me3 co-occur. Consequently, our results indicate a sub- 
tle enhancing effect on CBX8 binding when methylated DNA 

co-occurs with H3K27me3 (see Figure 4 B, lower right corner), 
resulting in improved predictive accuracy (see Figure 3 C). 

For this combination, we found matching ChIP-seq and 

WGBS experiments in A549 (human lung carcinoma epithe- 
lial cells), K562 (human myelogenous leukemia cells), and 

H1 cells (human embryonic stem cells) on ENCODE. Addi- 
tionally, we use mES cell (mouse embryonic stem cells) data 
from ChIP-Atlas. For these four cell types, we perform the 
following analysis workflow: (i) We calculate averages of 
WGBS data and averages of fold-change values to a refer- 
ence genome in the ChIP-seq data within consecutive genome 
bins of 1000 base pairs (bp) with no spacing between bins. 
We accomplish this by utilizing the ‘bins’ mode within deep- 
tools on the Galaxy web platform ( 91 ), and we ensure the 
exclusion of blacklisted regions (hg38 for A549, K562 and 

H1 cells and mm9 for mES cells) during these calculations. 
(ii) We then conduct a genome-wide analysis of the behav- 
ior of H3K27me3 and methylated DNA in CBX8 peak re- 
gions. We observe increased H3K27me3 fold-changes and si- 
multaneously decreased DNA methylation values (decreased 

in K562, A549 and mES; unaffected in H1) in CBX8-bound 

regions across all cell types under investigation (see Figure 6 A 

and Supplementary Figure S3 ). This substantiates the (lin- 
ear) dependencies identified in the asteRIa workflow. (iii) 
W e compute Kendall’ s partial correlations ( 92 ) (package ver- 
sion v1.1) of the genome-wide co-occurrence patterns be- 
tween CBX8, methylated DNA, H3K27me3, and the ‘interac- 
tion’ between methylated DNA and H3K27me3 (i.e. the prod- 
uct of WGBS and H3K23me3 ChIP-seq values, denoted by 
H3K27me3:WGBS). We use this rank-based correlation coef- 
ficient to account for the fact that WGBS and ChIP-seq data 
are measured and interpreted on different scales. The resulting 
partial correlations patterns are shown in Figure 6 B. The in- 
terpretation of the partial correlation coefficients aligns with 

the coefficients in asteRIa ’s interaction model. Specifically, 
the first column of each partial correlation matrix (CBX8) 
can be understood as follows. The partial correlation between 

CBX8 and H3K27me3, as well as between CBX8 and the 
WGBS abundances, reflects the individual (linear) effects of 
these modifications on CBX8 binding (after conditioning on 

all other effects). We observe that they are (moderately) posi- 
tive for CBX8 and H3K27me3 across all cell types, and nega- 
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Figure 6. ( A ) Heatmap for score distributions across CBX8 IDR (Irreproducible Discovery Rate) thresholded peaks in K562 cells created with deeptools 
on the Galaxy web platform. ( B ) Kendall’s partial correlation between CBX8, H3K27me3, WGBS data and the product between H3K27me3 and WGBS 
for A549, K562, H1 and mES cells. The first column in each partial correlation plot recapitulates the main and interaction effects, derived by asteRIa . 
For ENCODE and ChIP-Atlas identifier see caption of Supplementary Figure S3 . 

tive for CBX8 and WGBS (b+r pattern). Furthermore, the par- 
tial correlation between CBX8 and the product of WGBS and 

H3K27me3 ChIP-seq values represents the additional combi- 
natorial interaction effect, complementing the individual ef- 
fects. This partial correlation is positive across all cell types, 
leading to the b+r+b pattern observed in asteRIa , Further- 
more, it tends to be larger in magnitude than the negative par- 
tial correlation between the CBX8 and WGBS data, which 

also aligns with the asteRIa results on the CBX8 nucleo- 
some binding data. 

In summary, this analysis provides evidence that asteRIa ’s 
estimated main and interaction effects can be recapitulated us- 
ing other high-throughput experimental data. Moreover, this 
type of analysis provides a recipe for further validation and 

invites to perform new ChIP-Seq experiments for other candi- 
date proteins that show evidence of combinatorial interaction 

effects. 

Discussion 

While many functions and readers of individual chromatin 

modifications have been described ( 15 ,16 ), the understanding 
of how multiple modifications cooperate in recruiting epige- 
netic regulators has remained largely elusive. To gain insights 
into these cooperative effects, we have introduced asteRIa , 
a workflow for the robust statistical detection of interaction 

effects, and applied the workflow to the recently published 

MARCS nucleosome binding dataset. The MARCS data com- 
prise a library of semi-synthetic di-nucleosomes followed by 
nucleosome affinity purification with high-throughput quan- 
titative proteomics measurements. Despite MARCS’ unique 

approach to probe the binding behavior of proteins to com- 
binatorial chromatin modifications at a large scale, the im- 
balanced design matrix and the low sample size pose con- 
siderable challenges for consistent statistical interaction esti- 
mation. asteRIa presents a first step toward identifying ro- 
bust combinatorial effects between chromatin modifications 
and is tailored specifically to address these challenges. At its 
core, asteRIa combines the lasso for hierarchical interac- 
tions ( 53 ) with the complementary pairs stability selection 

(CPSS) concept ( 59 ), and incorporates replicate consistency 
mechanisms to minimize the identification of spurious inter- 
action effects. We also confirm in a realistic synthetic sim- 
ulation scenario that combining the interaction model with 

CPSS reduces the number of spurious effects considerably 
and leads to more robust results compared to the standard 

cross-validation procedure (see Supplementary information 

and Supplementary Figures S1 and S2 ). 
By employing asteRIa in conjunction with the MARCS 

dataset, our study provides the first quantitative framework 

for the identification of cooperative effects of chromatin mod- 
ifications on protein binding. We identify a list of 55 epige- 
netic reader candidates that likely respond to combinatorial 
modification effects. For the set of 55 proteins we confirmed 

that interactions enhance predictive performance of protein 

binding. 
To evaluate the validity of asteRIa ’s data consistency 

checks, we performed a sensitivity analysis, comparing aste- 
RIa ’s sign-consistency checks to distance-based consistency 
filtering and no data filtering. Our analysis demonstrates that 
requiring data sign-consistency results in the largest number 
of replicate consistent models and gives the largest set of ro- 
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bustly identified proteins responding to chromatin modifica- 
tion interactions (see Supplementary Figure S5 ). 

For the 55 proteins identified, we observed consistent re- 
sponses to these combinations across multiple proteins within 

the same protein complex, further substantiating the robust- 
ness of our findings. The derived candidate set also allowed 

for a quantitative categorization of different modes of poten- 
tial chromatin modification interactions. 

While our analysis is naturally limited to combinations of 
chromatin modifications that co-occur in at least one MARCS 
experiment, we were able to both recapitulate established ef- 
fects of chromatin modifications on protein binding behav- 
ior and discover novel interaction effects between chromatin 

modifications, potentially promising candidates for future 
functional analyses. An intriguing finding of our analysis is the 
discovery of several combinations of cooperative chromatin 

modifications that elicit responses of the A T A C, SA GA and 

TFIID complexes. In particular, we identified several inter- 
actions involving the H4K20me2 modification, especially in 

combination with H3K4me3, H3-5ac, and H4-4ac. Another 
intriguing finding from our analysis is the similar binding pro- 
file observed for the proteins DNMT1, MAD2L2 and ACTL8 

- all exhibiting a repulsive combinatorial effect in response 
to DNA methylation m5c and H3K9me3. The function of 
ACTL8 has not been extensively studied. However, its anal- 
ogous behavior to MAD2L2 and especially DNMT1 provides 
an initial hint to a potential function of ACTL8. 

We demonstrated the generalizability of our findings be- 
yond a specific cell type or experimental setup by compar- 
ing the interaction effect of H3K27me3 and methylated DNA 

on CBX8, as identified by asteRIa , using publicly available 
ChIP-seq and WGBS data from K562, A549, H1 and mES 
cells sourced from ENCODE and ChIP-Atlas. Our analysis 
revealed that, even with the modest improvement in predic- 
tive accuracy observed for CBX8 when considering the iden- 
tified interaction effect between H3K27me3 and methylated 

DNA, similar patterns are consistently observed in ChIP-seq 

and WGBS experiments across these diverse cell types. 
However, it is important to note that the majority of combi- 

natorial chromatin modification interaction effects identified 

by asteRIa , particularly those characterized by strong inter- 
action effect sizes, are not present in publicly available ChIP- 
seq datasets. Consequently, we posit that our study serves as 
a first unbiased attempt to identify chromatin regulators that 
respond to more than one modification and thereby act as a 
hypothesis generator, suggesting specific combinations of pro- 
teins and chromatin modifications worthy of further investi- 
gation in future biological experiments. In particular, we rec- 
ommend focusing on proteins that exhibit relatively poor pre- 
dictive accuracy when considering individual chromatin mod- 
ification effects alone. For instance, proteins like RFC2, RFC3, 
RFC4 and RFC5 show a substantial enhancement in predic- 
tive accuracy when considering the identified interaction effect 
between H4K20me2 and H3K4me3. 

Moreover, asteRIa functions as a versatile tool that can 

be readily updated whenever new nucleosome affinity purifi- 
cation experiments become available. As tools are developed 

to conduct a greater number of experiments with additional 
combinations of modifications, our workflow can be conve- 
niently extended to explore more and higher-order interac- 
tion effects between chromatin modifications, allowing a more 
comprehensive understanding of the combinatorial complex- 
ity of chromatin modifications. 

Even though our statistical workflow has been specifically 
designed and optimized for the MARCS dataset, its methodol- 
ogy and approach can be broadly applied in scenarios where 
robust assessment of hierarchical interactions is required, par- 
ticularly in data-scarce regimes with high levels of noise. 

In conclusion, our study provides compelling evidence that 
large-scale SILAC nucleosome affinity purification data, when 

combined with asteRIa , is a potent resource for generating 
hypotheses related to epigenetic reader candidates. 

Data availability 

The asteRIa workflow, the processed data, and the code 
for reproducing all figures and results are available at https:// 
figshare.com/ articles/ software/ asteRIa/ 25003103 and (partly, 
without large files) at https:// github.com/ marastadler/ asteRIa. 
git . The MARCS data is available at https://marcs.helmholtz- 
munich.de . Mass spectrometry data for MARCS was submit- 
ted to the PRIDE database ( https:// www.ebi.ac.uk/ pride/ ) (ac- 
cession number: PXD018966). 

Supplementary data 

Supplementary Data are available at NAR Online. 
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Supplementary information

Synthetic data generation and performance comparison

We construct a realistic synthetic data scenario to demonstrate that employing complementary pairs
stability selection yields significantly more robust and accurate outcomes compared to the default
implementation of cross-validation in the Lasso for hierarchical interactions (hiernet). To achieve this, we
employ an asymmetric Laplace distribution to model the non-zero coefficient estimates derived from actual
data across all proteins (see Fig. S1a and b).

In order to maintain consistent sparsity levels for both proteins and features (chromatin modifications or
interactions between chromatin modifications), we opt for the simplest approach: retaining the same sparsity
pattern as observed in the estimated coefficients from the real data. Additionally, we model the distribution
of estimated intercepts for all proteins using a Laplace distribution. Introducing a normally distributed error
term, akin to the noise inherent in the actual data, further enhances the fidelity of our synthetic data.
Furthermore, we introduce variations in this noise level to illustrate how the quality of outcomes responds to
differing degrees of noise. Using the simulated intercept, the product of the simulated coefficients, and the
true experimental design matrix containing interaction terms, along with the simulated error term, we
generate a synthetic dataset representing protein binding, Psyn = Isyn +Θsyn(L,Lint) + Esyn, with
Psyn, Isyn, Esyn ∼ (p, n), Θsyn ∼ (p, q2/2), (L,Lint) ∼ (q2/2, n) (see Fig. S1c).

We compare the following two approaches using the hierNet model: one employing 5-fold
cross-validation with the 1-standard error (1se) rule, and the other utilizing complementary pairs stability
selection (CPSS). These experiments were conducted on a subset of 58 synthetic proteins known to exhibit
interactions. Across both experiment sets, we conduct 20 replicates for each configuration to ensure
robustness and reliability of our findings (see Fig. S2).
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Left: clustered heatmap of proteins binding measures P (mean of forward and reverse experiment); right:
clustered heatmap of synthetic protein binding measures P .
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Fig S2. a, F1 score for five signal-to-noise ratios (SNR) for hiernet with CPSS and 5-fold cross-validation
(1se rule). SNR of 4.59 corresponds to the SNR observed in the MARCS data. Noise free corresponds to 0%
noise, SNR = 73.51 corresponds to 25% of the noise observed for the MARCS data; SNR = 8.17 corresponds
to 75% of the noise observed for the MARCS data and SNR = 3.47 corresponds to 125% of the noise
observed for the MARCS data. b, Hamming distance main effects for hiernet with CPSS and 5-fold
cross-validation (1se rule) for five SNRs. c, Hamming distance interaction effects for hiernet with CPSS and
5-fold cross-validation (1se rule) for five SNRs.
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Fig S3. Heatmaps of score distributions across CBX8 IDR thresholded peaks in K562, A549, H1 and mES
cells. mES heatmaps are based on 500 bp bins for visualization purposes because of missing values.
Fold-changes in mES ChIP-Atlas experiments are scaled between 0 and 1 while mean fold-changes in
ENCODE experiments represent raw values. ENCODE K562 identifier: ENCFF405HIO, ENCFF687ZGN,
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Fig S4. Heatmap of estimated main effects in the linear model. The proteins are ordered in descending
order of predictive performance (R2). A full list of all proteins is provided in Extended Fig. S4.
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Overview Extended Figures
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• Extended Fig. 5b Extension of Fig. 5b. Selection probability heatmaps and model coefficients for all
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• Extended Fig. S4 Extension of Fig. S4. Heatmap of estimated main effects in the linear model for
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Abstract

Microbial interactions are of fundamental importance for the functioning and the maintenance

of microbial communities. Deciphering these interactions from observational data or controlled

lab experiments remains a formidable challenge due to their context-dependent nature, i.e.,

their dependence on (a)biotic factors, host characteristics, and overall community composition.

Here, we present a statistical regression framework for microbial data that allows the inclusion

and parsimonious estimation of species interaction effects for an outcome of interest. We

adapt the penalized quadratic interaction model to accommodate common microbial data

types as predictors, including microbial presence-absence data, relative (or compositional)

abundance data from microbiome surveys, and quantitative (absolute abundance) microbiome

data. We study the effect of including hierarchical interaction constraints and stability-based

model selection on model performance and propose novel interaction model formulations for

compositional data. To illustrate our framework’s versatility, we consider prediction tasks

across a wide range of microbial datasets and ecosystems, including metabolite production in

model communities in designed experiments and environmental covariate prediction from

marine microbiome data. While we generally observe superior predictive performance of our

interaction models, we also assess limits of these models in presence of extreme data sparsity

and with respect to data type. On a large-scale gut microbiome cohort data, we identify

sparse family-level interaction models that accurately predict the abundance of antimicrobial

resistance genes, enabling the formulation of novel biological hypotheses about microbial

community interactions and antimicrobial resistance.
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1 Introduction

A fundamental objective in microbial ecology is to elucidate how species compositions and

species-species interactions are related to the maintenance and functioning of a microbial

community [1]. Interactions between microbial species come in many forms, including cross-

feeding interactions through metabolite exchange, bacteriocin-induced growth-inhibitory

interactions, and exchange of genetic material for genotype selection [2, 3]. Conceptually,

microbial interactions can be described in terms of their net positive, negative, or neutral effect

on their interaction partner, resulting in broad categories such as mutualistic, commensal,

amensal, predatory/parasitic/exploitative, antagonistic or competitive interactions [4, 5, 6, 2].

Experimentally identifying and verifying such interactions within natural communities has

remained a difficult task, owing to the sheer complexity of microbial ecosystems and limited

technical capabilities to dissect such communities.

With the emergence of large-scale microbial survey data, computational approaches have

become popular that use statistical regression and correlation methods to estimate sparse

species-species association and co-occurrence networks from microbial abundance measure-

ments [5, 7, 8, 9, 10, 11]. While these networks do not necessarily reflect true ecological

relationships [12], they can provide valuable insights into the global structure of microbial

communities across ecosystems [13, 14]. However, none of these methods allow to relate

species-species associations or “interactions” to a community functional outcome of interest

or to concomitant environmental or host-related covariates. Furthermore, most network

approaches deliver context-independent (or averaged) pairwise associations, thus potentially

missing species-species interactions that are relevant for a specific function of the community.

In this contribution, we provide a statistical regression framework for microbial data that al-

lows the parsimonious inclusion of microbial interactions for predicting an outcome of interest,

such as butyrate [15] or a concomitantly measured covariate [16]. Using the generic quadratic

interaction regression model as a starting point, we adapt the model to accommodate all com-

mon microbial abundance data modalities (see Fig. 1 for an illustration). Important examples

include data from designed in-vitro experimental studies on model microbial communities

where microbial abundance comes in form of presence-absence (binary) data or absolute

abundances, i.e., non-negative count or continuous data [17]. The majority of microbiome

survey data, however, quantify taxon abundances by amplicon sequencing, thus providing

primarily relative abundance (or compositional) data [18] in form of Operational Taxonomic

Units (OTUs) or Amplicon Sequencing Variants (ASVs) [19]. Moreover, recent quantitative

microbiome profiling techniques [20, 21, 22] combine absolute cell count measurements and

relative amplicon data, thus providing absolute microbial abundance information, albeit with

potential biases [23].
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Quantitative 
microbiome

Presence-absence 
information

Relative 
microbiome

Related outcome 
(e.g., butyrate production)

Fig 1. Illustration of three data modalities in microbiome analysis and their combinatorial
behavior with respect to an outcome, e.g., a community function (created with
BioRender.com). The sketch depicts three distinct data modalities in the columns: (i)
quantitative microbiome data, representing absolute counts; (ii) presence-absence
information of microbial species; and (iii) relative abundance data, also known as
compositions. Each row illustrates a simplified scenario. In the first scenario, blue microbes
are present while red are absent, resulting in a large (production of) outcome (e.g., butyrate).
In the second scenario, red microbes are present while blue are absent, leading to another
large (production of) outcome. In the third scenario, both blue and red groups of microbes
are present, yet only minimal amounts of the outcome are produced, indicating an
antagonistic combinatorial effect between the two groups.

Our framework unifies and generalizes several seemingly disjoint approaches in the literature

of microbial ecology and microbiome data science. For example, several recent studies

in microbial ecology use presence-absence and absolute abundance data from designed

experiments on small microbial communities to predict community functions [24, 15], such as,

e.g., butyrate production, or overall host fitness [25] using the quadratic (and higher-order)

interaction model. Our framework is readily available for such studies and gives statistical

guidelines how to choose model complexity, how hierarchical constraints can increase model

interpretability, and how to analyze higher dimensional datasets.

On the other hand, for regression tasks based on high-dimensional large-scale amplicon

sequencing data, many statistical approaches consider the linear log-contrast model [26],

which is the standard linear model for compositional data, as the baseline model. To deal

with the high dimensionality (where typically the number of features 𝑝 is larger than number

of samples 𝑛), penalized and structured regression models have been proposed [27, 28, 29,

30, 31, 16]. Here, we extend these linear (main effects) model to include species interaction

effects. Specifically, starting with Aitchison’s (low- dimensional) proposal [26], we introduce

three models with quadratic interactions that work with relative input data: (a) the alr

transformed quadratic model, (b) the quadratic log-contrast model, and (c) the quadratic

April 28, 2024 3/34



log-ratio model. To achieve parsimonious models in the high-dimensional setting, we employ

ℓ1 penalization and illustrate via semi-synthetic data simulations when quadratic interactions

are identifiable, given the excess sparsity of typical microbiome data.

To achieve stable and interpretable interaction models [32], we follow [33] and incorporate

hierarchical interaction modeling [34, 35, 36] and stability-based model selection [37, 38]

into our framework. The hierarchy assumption enforces constraints on interaction features,

requiring that they can only be included in the model if both features (strong hierarchy) or

at least one feature (weak hierarchy) are already present as main effects. Stability-based

model selection ensures that interactions are only included if they can be consistently and

reproducibly identified across different subsets of the data which will likely help reduce the

number of testable biological hypotheses.

We demonstrate the versatility of our framework by analyzing datasets that encompass all

three data modalities across various ecosystems, including synthetic microbial communities,

human gut microbiomes, and marine microbial ecosystems. Notably, our application of

the quadratic interaction model on a quantitative microbiome data from the Metacardis

study [39] reveals its effectiveness in accurately estimating the abundance of antimicrobial

resistance genes (ARGs) from microbial taxa abundances. Furthermore, our analysis of a

microbiome dataset containing presence-absence information rediscovers a stable interaction

effect, specifically the inhibitory role of D. piger on the butyrate producer A. caccae [24].

For the newly introduced sparse quadratic log-contrast model tailored for relative microbiome

data, we provide both semi-synthetic data simulations to demonstrate the model’s ability

to accurately detect interaction effects and, following [16], re-analyze Tara ocean data [40],

highlighting superior predictive performance of sparse interaction modeling compared to

their linear counterparts. We conclude by providing a comparative analysis of the quadratic

interaction models across the three data modalities using the Metacardis ARG prediction task,

illustrating commonalities and differences across the resulting predictive models. The latter

analysis gives further guidance for the practitioner regarding merits and pitfalls of quadratic

interaction models. Our framework for quadratic interaction modeling is freely available as

reproducible R code at https://github.com/marastadler/Microbial-Interactions.

2 Methods

2.1 Interaction modeling strategy

Given the abundance information of 𝑝 microbial taxa 𝑋 = (𝑋1, ..., 𝑋𝑝), the baseline model for

uncovering (joint) additive effects of the microbial taxa on an outcome 𝑌 ∈ R𝑛 (e.g., butyrate

production), is the linear model
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𝑌 = 𝛽0 +
𝑝∑︁
𝑗=1

𝛽 𝑗𝑋 𝑗 + 𝜖, (1)

where 𝛽0 is the intercept term, 𝛽 𝑗 is the effect of taxon 𝑗 on 𝑌 , and 𝜖 models the technical

and biological noise term.

In many prediction tasks, relying on a linear (main effect) model alone is insufficient to

capture the complexity of dynamics within microbial communities. A common approach

to introduce a more intricate yet interpretable model is the inclusion of quadratic terms.

Here, we extend the baseline model by introducing a generic quadratic interaction model,

incorporating all pairwise interactions between microbial taxa, namely

𝑌 = 𝛽0 +
𝑝∑︁
𝑗=1

𝛽 𝑗𝑋 𝑗 + 1

2

∑︁
𝑗≠𝑘

Θ 𝑗 𝑘𝑋 𝑗𝑋𝑘 + 𝜖, (2)

where Θ = Θ𝑇 ∈ R𝑝×𝑝 is a symmetric matrix of interactions. We assume Θ 𝑗 𝑗 = 0 in this model

formulation. However, the general principles still apply if this constraint is removed.

In the following section, we instantiate the interaction model to accommodate distinct data

types and denote the microbial abundance information by 𝐴 for count information (absolute

or relative) and 𝐵 for presence-absence information (see Fig. 1).

2.1.1 Interaction model for quantitative microbiome data

Whenever microbial abundance information is given as absolute counts, the model is equal

to the generic model 2 and does not require further transformation of the input data or

any constraints on the model coefficients. Throughout this work, we denote the absolute

count input data by 𝐴 ∈ R𝑛×𝑝+ . Assuming that 𝑌 depends on the actual amounts of taxon

abundances, the quadratic interaction model is given by

𝑌 = 𝛽0 +
𝑝∑︁
𝑗=1

𝛽 𝑗 𝐴 𝑗 + 1

2

∑︁
𝑗≠𝑘

Θ 𝑗 𝑘𝐴 𝑗 𝐴𝑘 + 𝜖, (3)

where the model parameters follow the description provided in model 2.

2.1.2 Interaction model for presence-absence microbiome data

If the microbial abundance information is represented as presence-absence data, given by

a binary matrix, we denote the microbial abundance information as 𝐵 ∈ {0, 1}𝑛×𝑝, where
1 indicates the presence of a microbial taxon, and 0 indicates its absence. One common

alternative encoding is 𝐵 ∈ {−1, 1}𝑛×𝑝, where the absence is encoded as -1. The choice

of encoding does not affect the ability of the model to fit the data, it only changes the

interpretation of the coefficient. Assuming that 𝑌 depends on the presence-absence information
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of microbial taxa, the quadratic interaction model is given by

𝑌 = 𝛽0 +
𝑝∑︁
𝑗=1

𝛽 𝑗𝐵 𝑗 + 1

2

∑︁
𝑗≠𝑘

Θ 𝑗 𝑘𝐵 𝑗𝐵𝑘 + 𝜖, (4)

where the model parameters follow the description provided in model 2. For 𝐵 ∈ {0, 1}, 𝛽0
is the baseline effect when all features, here referring to microbial taxa, are absent, and 𝛽 𝑗

for 𝑗 = 1, ..., 𝑝 represents the effect of the presence of 𝐵 𝑗 when all other taxa are absent.

The interaction term, Θ 𝑗 𝑘 , accounts for the additional effect when both features 𝐵 𝑗 and 𝐵𝑘

are present. For 𝐵 ∈ {−1, 1}, 𝛽0 signifies the overall mean (assuming a completely balanced

design). For more details on the interpretation and the linear transformations of model

coefficients between these two encodings, see the Supplementary Material. When describing

𝑌 as a fitness or phenotypic landscape, the different encodings in the interaction model are

often associated with Fourier and Taylor expansions, allowing the parameters to describe

landscape properties, like ruggedness [15, 41, 42].

2.1.3 Interaction modeling for relative microbiome data

When the microbial count information in 𝑋 is provided as (sparse) compositions rather than

as absolute counts, one way of modeling interaction effects between microbial taxa includes

converting 𝑋 to a binary matrix 𝐵 = 1{𝑋>0} that carries the presence-absence information of

microbial taxa.

However, the compositional information might hold valuable insights beyond that provided

by presence-absence data. We introduce three methods for modeling quadratic interactions

with relative input data: (a) the alr transformed quadratic model, (b) the quadratic log-

contrast model, and (c) the quadratic log-ratio model. The three models differ in terms

of interpretability, dimensionality, and optimization, and the choice of which model to use

depends on the underlying data and the biological question.

Alr transformed quadratic model While comparing the relative count information

in compositional data is not biologically meaningful, describing the response as a linear

combination of log-ratios derived from the original compositions is a valid comparison. One

popular way of building log-ratios is by choosing a common reference feature 𝑝, such that the

transformed count is given by 𝐶 𝑗 = log(𝐴 𝑗/𝐴𝑝), 𝑗 = 1, ..., 𝑝 − 1 [26]. This transformation is

known as the additive log-ratio transformation (alr)-transformation. The alr transformation

allows modeling an outcome 𝑌 based on the (𝑝 − 1)-dimensional compositional input data,

assuming that 𝑌 depends on the composition of 𝑋, not on the actual amount, by a model

linear in the features

𝑌 = 𝛽0 +
𝑝−1∑︁
𝑗=1

𝛽 𝑗𝐶 𝑗 + 𝜖 (5)
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and an extension to interaction effects, given by

𝑌 = 𝛽0 +
𝑝−1∑︁
𝑗=1

𝛽 𝑗𝐶 𝑗 + 1

2

𝑝−1∑︁
𝑗=1

𝑝−1∑︁
𝑘=1

Θ 𝑗 𝑘𝐶 𝑗𝐶𝑘 + 𝜖 . (6)

For 𝑝 := 𝑝 − 1 this formulation is equal to the generic model 2 (with Θ not being symmetric).

While this very general model formulation allows for the interpretation of the effects with

respect to a specific reference feature 𝑝, extensions to expressions in the 𝑝-dimensional space

[26] and log-ratio models that allow pairwise comparisons between features [30] have been

proposed. Both approaches can be translated back to the model formulation in 5 and 6,

respectively, and will be discussed in the following two paragraphs.

Constrained quadratic log-contrast model As shown in [26], a more convenient

symmetric expression of the linear alr transformed model 5, that does not require a reference

feature, can be derived by reformulating the equation as a 𝑝-dimensional problem including

a zero-sum constraint, given by

𝑌 = 𝛽0 +
𝑝∑︁
𝑗=1

𝛽 𝑗 log(𝐴 𝑗 ) + 𝜖, s.t.

𝑝∑︁
𝑗=1

𝛽 𝑗 = 0, (7)

where the main (log) effect coefficients 𝛽 𝑗 , 𝑗 = 1, ..., 𝑝 sum up to zero. As illustrated in [26],

the extension to the quadratic log-contrast model can be represented as

𝑌 = 𝛽0 +
𝑝∑︁
𝑗=1

𝛽 𝑗 log(𝐴 𝑗 ) + 1

2

∑︁
𝑗≠𝑝

Θ 𝑗 𝑘 log(𝐴 𝑗/𝐴𝑘 )2, s.t.

𝑝∑︁
𝑗=1

𝛽 𝑗 = 0, (8)

where the main (log) effect coefficients 𝛽 𝑗 , 𝑗 = 1, ..., 𝑝 sum up to zero, with 𝛽 ∈ R𝑝, and the

interaction effect coefficients Θ 𝑗 𝑘 correspond to the quadratic (log-ratio) interaction effect

of 𝐴 𝑗 and 𝐴𝑘 , with Θ = Θ𝑇 ∈ R𝑝×𝑝. In the Supplementary information we show how to

formulate the alr transformed model as constrained quadratic log-contrast model.

Quadratic log-ratio model Another way of accounting for compositionality in regression

models is to build log-ratios between all possible pairs of features in 𝐴 ∈ R𝑛×𝑝+ . This approach

is referred to the (all-pairs) log-ratio model [30], which is given by

𝑌 = 𝛽0 +
𝑝−1∑︁
𝑗=1

𝑝∑︁
𝑘= 𝑗+1

𝛽 𝑗 ,𝑘 log(𝐴 𝑗/𝐴𝑘 ) + 𝜖, (9)

where the main effect coefficient 𝛽 𝑗 ,𝑘 corresponds to the pairwise (log-ratio) effect of 𝐴 𝑗 and

𝐴𝑘 .
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In the same way as in 8 the log-ratio model can be extended to a quadratic version, the

quadratic log-ratio interaction model (qlr), namely,

𝑌 = 𝛽0 +
𝑝−1∑︁
𝑗=1

𝑝∑︁
𝑘= 𝑗+1

𝛽 𝑗 ,𝑘 log(𝐴 𝑗/𝐴𝑘 ) + 1

2

∑︁
𝑗≠𝑘

Θ 𝑗 𝑘 log(𝐴 𝑗/𝐴𝑘 )2 + 𝜖, (10)

where the main effect coefficient 𝛽 𝑗 ,𝑘 corresponds to the pairwise (log-ratio) effect of 𝐴 𝑗 and

𝐴𝑘 , with 𝛽 ∈ R𝑝(𝑝−1)/2 and the interaction effect coefficient Θ 𝑗 𝑘 corresponds to the quadratic

(log-ratio) effect of 𝐴 𝑗 and 𝐴𝑘 , with Θ = Θ𝑇 ∈ R𝑝×𝑝. There exists a linear transformation

between the main effect coefficients 𝛽 𝑗 in model 7 and model 8 and the main effects coefficients

𝛽 𝑗 ,𝑘 in model 9 and model 10, 𝛽 𝑗 = −∑ 𝑗−1
𝑘=1 𝛽𝑘, 𝑗 +

∑𝑝
𝑘= 𝑗+1 𝛽 𝑗 ,𝑘 , implying that the zero-sum

constraint on 𝛽 ∈ R𝑝 is inherently met in the linear and quadratic log-ratio model. While

the models are mathematically equivalent, their interpretations are different and the choice

might depend on the particular data application.

2.2 Penalized model estimation

Microbial datasets typically include a large number of features 𝑝 and interactions between

features 𝑝(𝑝 − 1)/2 compared to the number of observations 𝑛. Moreover, even in scenarios

where 𝑛 > 𝑝(𝑝1)/2, we assume that a parsimonious model is most appropriate, focusing only

on the selection of few features and interactions that are relevant for the outcome.

To facilitate penalized model estimation, we employ regularized maximum-likelihood estima-

tion incorporating ℓ1-norm (lasso) penalization for both linear and interaction coefficients, as

proposed by [43]. We introduce a generic optimization problem, consisting of an objective

function 𝜌(𝑙, 𝛽0, 𝛽,Θ) and a (potential) constraint set on the model parameters 𝑐(𝛽0, 𝛽,Θ)
that facilitates parameter estimation for all (linear and interaction) models introduced in

Section 2.1. The objective function takes the general form

𝜌(𝑙, 𝛽0, 𝛽,Θ) = 𝑙 (𝛽0, 𝛽,Θ) + 𝜆 ∥𝛽∥1 +
𝜆

2
∥Θ∥1 . (11)

Here, 𝜆 > 0 serves as a tuning parameter, regulating the sparsity levels of the coefficients 𝛽

and Θ, respectively. The loss function 𝑙 (𝛽0, 𝛽,Θ) is specific to each model. Consequently, the

generic optimization problem is given by

minimize
𝛽0,𝛽,Θ

𝜌(𝑙, 𝛽0, 𝛽,Θ) s.t. 𝑐(𝛽0, 𝛽,Θ). (12)

This optimization problem is subsequently instantiated by specific loss functions and con-

straints.
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Sparse quadratic interaction model for quantitative and presence-absence micro-

biome data The loss function 𝑙 (𝛽0, 𝛽,Θ) for the sparse quadratic interaction model, also

all-pairs lasso, for the interaction models for absolute count data or presence-absence data,

introduced in 3 and 4, is defined as

𝑙qi(𝛽0, 𝛽,Θ) =



𝑌 − 𝛽0 −

𝑝∑︁
𝑗=1

𝛽 𝑗𝑋 𝑗 + 1

2

∑︁
𝑗≠𝑘

Θ 𝑗 𝑘𝑋 𝑗𝑋𝑘




2
2
,

with 𝑋 := 𝐴 ∈ R𝑛×𝑝+ for absolute count data and 𝑋 := 𝐵 ∈ {0, 1}𝑛×𝑝 (or 𝐵 ∈ {−1, 1}𝑛×𝑝)
for presence-absence data. This model does not require further constraints on the model

parameters, such that 𝑐(𝛽0, 𝛽,Θ) = ∅. Consequently, the optimization problem is given by

minimize
𝛽0,𝛽,Θ

𝜌(𝑙qi, 𝛽0, 𝛽,Θ). (13)

In the linear model case the loss function in the optimization problem reduces to 𝑙 (𝛽0, 𝛽) =


𝑌 − 𝛽0 −
∑𝑝

𝑗=1 𝛽 𝑗𝑋 𝑗




2
2
.

Sparse alr transformed quadratic model Given 𝐴 ∈ R𝑛×𝑝 is a matrix containing the

relative abundance information of 𝑝 microbial taxa, the loss function in 11 for the sparse alr

transformed quadratic model, introduced in 6, is defined as

𝑙qalr(𝛽0, 𝛽,Θ) =



𝑌 − 𝛽0 −

𝑝−1∑︁
𝑗=1

𝛽 𝑗𝐶 𝑗 + 1

2

𝑝−1∑︁
𝑗=1

𝑝−1∑︁
𝑘=1

Θ 𝑗 𝑘𝐶 𝑗𝐶𝑘




2
2
,

with 𝐶 𝑗 = log(𝐴 𝑗/𝐴𝑝), 𝑗 = 1, ..., 𝑝 − 1. The model does not require further constraints on

the model parameters, such that 𝑐(𝛽0, 𝛽,Θ) = ∅. Consequently, the optimization problem is

given by

minimize
𝛽0,𝛽,Θ

𝜌(𝑙qalr, 𝛽0, 𝛽,Θ). (14)

In the linear model case the loss function in the optimization problem reduces to 𝑙alr(𝛽0, 𝛽) =


𝑌 − 𝛽0 −
∑𝑝−1

𝑗=1 𝛽 𝑗𝐶 𝑗




2
2
.

Sparse quadratic log-contrast model The linear log-contrast model has been extended

to the high-dimensional setting [31, 27, 28, 16], and is also known as the sparse log-contrast

model. While this model has been used in various microbiome data analysis applications, the

concept of introducing interactions in the log-contrast model has been defined in [26], but

has not been extended to the high-dimensional setting or used in practical applications. Here,

we translate the interaction model proposed in [26] to the high-dimensional setting. The loss

function for the sparse quadratic log-contrast model (qlc) corresponding to the interaction
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model for compositional data, introduced in 8, is defined as

𝑙qlc(𝛽0, 𝛽,Θ) =



𝑌 − 𝛽0 −

𝑝∑︁
𝑗=1

𝛽 𝑗 log(𝐴 𝑗 ) − 1

2

∑︁
𝑗≠𝑘

Θ 𝑗 𝑘 log(𝐴 𝑗/𝐴𝑘 )2



2
2
.

As this model comes with a zero-sum constraint on the main effect coefficients, the constraint

set in 12 is given by

𝑐(𝛽0, 𝛽,Θ) =
{

𝑝∑︁
𝑗=1

𝛽 𝑗 = 0

}
.

Thus, the optimization problem for the sparse quadratic log-contrast model is given by

minimize
𝛽0,𝛽,Θ

𝜌(𝑙qlc, 𝛽0, 𝛽,Θ) s.t. 𝑐(𝛽0, 𝛽,Θ). (15)

In the linear sparse log-contrast model defined in 7, the loss function reduces to 𝑙lc(𝛽0, 𝛽) =


𝑌 − 𝛽0 −
∑𝑝

𝑗=1 𝛽 𝑗 log(𝐴 𝑗 )



2
2
.

The main effect covariates, denoted by 𝐴 𝑗 for 𝑗 = 1, ..., 𝑝 typically remain unscaled under the

zero-sum constraint. However, the interaction features log(𝐴 𝑗/𝐴𝑘 )2 are not subject to the

zero-sum constraint and we scale them. The ℓ2-norm of these interaction features tends to

increase with the ℓ2-norm of their associated main effects (more specifically, the ℓ2-norm of

the main effects after transforming them with the centered log-ratio (clr) transformation).

The clr divides each compositional part by the geometric mean of all parts, namely

clr(𝐴) =
(
log

𝐴𝑖

𝑔(𝐴𝑖)

)
𝑖=1,...,𝑛

with 𝑔(𝐴𝑖) = exp

(
1

𝑝

𝑝∑︁
𝑗=1

log(𝐴𝑖 𝑗 )
)
.

Here, we introduce a way of scaling the interaction features that ensures equal penalization

of the interaction features. Moreover, we adjust the scale of the interaction features to align

with the norm of the average clr transformed ℓ2-norms of all main effects. Mathematically,

this can be expressed as follows: We denote each column of the interaction feature matrix as

𝐴𝐼
· 𝑗 𝑘 = log(𝐴 𝑗/𝐴𝑘 )2, with 𝐴𝐼 ∈ R𝑛×𝑝(𝑝−1)/2, and its scaled version is given by

𝐴𝐼
· 𝑗 𝑘

(


𝐴𝐼
· 𝑗 𝑘





2

)−1 1
𝑝

𝑝∑︁
𝑘=1




𝐴clr
𝑘





2
,

where 𝐴clr = clr(𝐴) ∈ R𝑛×𝑝 is the clr transformed main effects matrix 𝐴 and


𝐴clr

𝑘




2
is the

ℓ2-norm of the 𝑘-th column of 𝐴clr.

Sparse quadratic log-ratio model The loss function of the sparse quadratic log-ratio

(qlr) model corresponding to the interaction model for compositional data, introduced in 10,
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is defined as

𝑙qlr(𝛽0, 𝛽,Θ) = 1

2




𝑌 − 𝛽0 −
𝑝−1∑︁
𝑗=1

𝑝∑︁
𝑘= 𝑗+1

𝛽 𝑗 ,𝑘 log(𝐴 𝑗/𝐴𝑘 ) − 1

2

∑︁
𝑗≠𝑘

Θ 𝑗 𝑘 log(𝐴 𝑗/𝐴𝑘 )2



2
2
.

This model does not require further constraints on the model parameters, such that 𝑐(𝛽0, 𝛽,Θ) =
∅. The optimization problem for the sparse quadratic log-ratio model is therefore given as

minimize
𝛽0,𝛽,Θ

𝜌(𝑙qlr, 𝛽0, 𝛽,Θ). (16)

In the sparse log-ratio model, that is linear in the features and corresponds to the model

in 9, the loss function reduces to 𝑙lr(𝛽0, 𝛽) = 1
2




𝑌 − 𝛽0 −
∑𝑝−1

𝑗=1

∑𝑝
𝑘= 𝑗+1 𝛽 𝑗 ,𝑘 log(𝐴 𝑗/𝐴𝑘 )




2
2
. The

𝑝(𝑝−1)/2-dimensional sparse log-ratio problem has been shown to be equivalent to the sparse

log-contrast model problem for 𝜆qlr = 2𝜆qlc [30]. This equality can be directly translated to

their quadratic extensions. As the dimensionality of the predictor space in the 𝑝(𝑝 − 1)/2-
dimensional log-ratio model becomes computationally inefficient for large 𝑝, the authors

in [30] propose a two-stage procedure that involves a pre-selection step for covariates to

reduce the predictor space before applying the log-ratio lasso. This two-step procedure can

be directly applied to the 2 · 𝑝(𝑝 − 1)/2-dimensional quadratic log-ratio lasso, introduced in

10, in scenarios where 𝑝 is large.

2.3 Modeling hierarchical interactions

The quadratic interaction models, introduced before, can enhance predictive performance

compared to models that are linear in the features, but they may not detect robust microbial

interaction effects suitable for further functional analysis. To enhance model interpretability,

we introduce the statistical concept of hierarchy in the context of quadratic models for

microbiome data. The concept of hierarchy permits the inclusion of an interaction Θ 𝑗 𝑘 in the

model only if both associated main effects are also present in the model (strong hierarchy),

or if at least one of the associated main effects is included (weak hierarchy) [see [34], and

references therein]. This hierarchy can be implemented by imposing constraints on the

interaction effects Θ 𝑗 ∈ R𝑝 for 𝑗 = 1, ..., 𝑝 namely

𝑐(𝛽0, 𝛽,Θ) =
{
Θ = Θ𝑇 ,



Θ 𝑗




1
≤ |𝛽 𝑗 |

}
. (17)

By eliminating the symmetry constraint on Θ, the resulting model relaxes to weak hierarchy

on the interaction features. While 17 is non-convex, we follow [34] who proposed a convex

relaxation of the problem and provided an efficient implementation in the corresponding

R package hierNet [44] (v1.9). The hierarchical constraint can be imposed within the

generic optimization problem described in 12 and allows a direct application under the

April 28, 2024 11/34



convex relaxation for (i) quantitative microbiome data (ii) or presence-absence information

of microbial species with 13; and (iii) relative microbiome data, after performing the alr

transformation with 14.

2.4 Model selection

An essential challenge in high-dimensional penalized regression is the selection of the reg-

ularization parameter 𝜆. This parameter balances the sparsity of model coefficients with

out-of-sample predictive performance [45, 46]. Standard methods for main effects and inter-

action models often involve techniques such as cross-validation [34] or Information Criteria

like the Akaike (AIC) and the Bayesian Information Criterion (BIC) [47]. However, these

methods tend to select more predictors and interactions than necessary [47]. If the main aim

lies in detecting robust effects, one way of accounting for the potential limitations caused by

cross-validation in penalized regression models is the concept of stability selection [37] for

identifying a set of predictive features and interactions in microbial data. Stability selection

has shown effectiveness across various scientific domains, ranging from network learning

[48, 49] to data-driven partial differential equation identification [50, 51]. In the context

of regression, stability selection involves iteratively learning sparse regression models from

subsamples of the data (e.g., 𝑛𝑠 = ⌊𝑛/2⌋), recording the frequency of selected predictors

across models, and selecting the most frequent predictors for the final model. A variant

of stability selection, complementary pairs stability selection (CPSS) [38], is particularly

advantageous for handling unbalanced experimental designs, as it ensures that individual

subsamples are independent of each other. CPSS draws 𝑏 subsamples as complementary pairs

{(𝑎2𝑙−1, 𝑎2𝑙) : 𝑙 = 1, ..., 𝑏}, with 𝑎2𝑙−1 ∩ 𝑎2𝑙 = ∅ from samples {1, ...𝑛} of size ⌊𝑛/2⌋. Applying
a variable selection procedure 𝑆 (for instance choosing the 𝑘 first predictors entering the

penalized model in the regularization path or cross-validation) to each subsample allows

defining a feature specific selection probability 𝜋𝑖 for 𝑖 = 1, ..., 𝑝 + 𝑝(𝑝 − 1)/2 that is given by

𝜋𝑖 =
1

2𝑏

2𝑏∑︁
𝑙=1

1{𝑖∈𝑆(𝑎𝑙)} . (18)

The final selection set, denoted as 𝑆CPSS, consists of predictors 𝑖 for which the estimated

selection probability 𝜋𝑖 exceeds a predefined threshold 𝜋thr, that represents the minimum

selection frequency required for a predictor to be included in the final set. We employ the

stabs R package [52] (v0.6-4), which offers an efficient implementation of the CPSS procedure.

This approach involves defining several hyperparameters, including the set of regularization

parameters Λ, the threshold 𝜋thr ∈ [0, 1], the number of initial predictors 𝑘 entering the

sparse model, and the number of complementary splits 𝑏. The CPSS procedure in [52] can

be directly applied to linear models. As CPSS does not make a distinction between main

and interaction effects, it can be directly applied to quadratic models. An integration of the
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CPSS procedure within the hierarchical interaction modeling framework has been introduced

in [33].

3 Results

3.1 Applications in quantitative and presence-absence microbial

data

Antimicrobial resistance genes (ARGs) play a crucial role in the survival and evolution of

individual microbial species. The extensive use of antimicrobials has increased the development

of resistance in pathogens, leading to an increased presence of ARGs. The number of ARGs

might be associated with the composition and abundance of certain microbes in the human

gut [53].

To get a better understanding of how community composition and interactions might be related

to ARGs, we use quantitative microbial count information derived as mOTUs (metagenomic

operational taxonomic units) from quantitative microbiome profiling for a subset of 𝑛 = 690

individuals. Specifically, we take the abundance data from the MetaCardis cohort [39] for

which metadata information is available. We aggregate the mOTUs on genus level and

illustrate the modeling strategy by considering the 30 most abundant genera in our model.

We denote the underlying data by 𝐴 ∈ R𝑛×𝑝 and the number of ARGs by 𝑦 ∈ R𝑛. Given

that the microbial counts in 𝐴 are quantitative, we fit the sparse interaction model for

absolute count data defined in 3 and 13, respectively, for 10 train test splits by using 5-fold

cross-validation (CV). Our results suggest that some genera and interactions between them

can explain the prevalence of ARGs (see Fig. 2a, right panel). In Fig. 2a (left panel), we

visualize the estimated coefficients that exhibit a non-zero median over 10 train test splits.

Next to some minor main and interaction effects, Bacteroides and Escherichia show a

substantial effect on the increase of the number of ARGs, while Prevotella shows a decrease.

Moreover, we identify a positive interaction effect between Prevotella and Faecalibacterium,

which is contrary to their individual negative effects, indicating an antagonistic association.

These findings suggest that the presence and co-presence of certain bacterial species in the

gut microbiota can influence the prevalence of ARGs.

In a second example we investigate the contribution of certain bacteria as well as their

pairwise interplay on butyrate production, a short-chain fatty acid beneficial to human health,

within an in-vitro community given the presence-absence information of bacteria within a

synthetic community from [24]. Certain bacteria, known as butyrate-producers, have the

ability to ferment dietary fibers into butyrate, contributing to gut health, immune function,

and energy metabolism [54]. Understanding how bacteria interact in this context is essential

for understanding the complexity of this process. Following [15], we use the presence-absence

information, denoted by 𝐵 ∈ {0, 1}𝑛×𝑝 of 𝑝 = 25 bacteria in 𝑛 = 1561 experiments, to fit the

April 28, 2024 13/34



sparse quadratic interaction model defined in 4 and 13, respectively, for 10 train test splits

by using 5-fold cross-validation, to the butyrate production, denoted by 𝑦 ∈ R𝑛.
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Fig 2. a, Prediction of the number of anti microbial resistance genes (ARGs) from absolute
abundance information of microbial genera from the MetaCardis cohort. Left: distribution of
estimated coefficients over 10 train test splits in the sparse quadratic interaction model 13.
Only coefficients with a non-zero median estimated coefficient are shown; right: Scatterplot
comparing the observed and predicted number of ARGs on a test data set for the sparse
quadratic interaction model. b, Prediction of butyrate production from the abundance
information of microbial species from [24]. Left: comparison of median estimated coefficients
(over 10 train test splits) between the sparse quadratic interaction model (𝑦 axis) and the
sparse hierarchical interaction model 17 with weak hierarchy (𝑥 axis); right: Top 35 selection
probabilities from complementary pairs stability selection (CPSS) in the sparse hierarchical
interaction model.

The model identifies a strong positive effect of A. caccae (AC) on butyrate production. AC

is known to be a butyrate producer [55]. However, this effect experiences notable inhibition

when AC is combined with D. piger (DP), reflected by a strong negative interaction effect

(AC:DP) in our model, while DP itself shows only a modest negative impact on the butyrate
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production. The inhibiting effect of DP on AC with respect to butyrate production has

been shown in tri-cultures with E. hallii before [56] as well as in the context of hydrogen

sulfide production by DP [24]. The model identifies a multitude of further minor main and

interaction effects, including R. intestinalis (RI), E. rectale (ER), AC and E. lenta (AC:EL),

and AC and C. aerofaciens (AC:CA). Under the assumption that at least one bacterium from

each pair contributing to a pairwise interaction influences butyrate production individually,

we apply the sparse hierarchical interaction model with weak hierarchy on the same data.

The model with hierarchy yields a substantially reduced set of selected effects while main-

taining a similarly strong predictive performance (test set 𝑅2 = 0.72 with weak hierarchy

versus 𝑅2 = 0.78 without hierarchy) (see Fig. 2b, left panel). While the effects of AC or

the interaction between AC and DP stand out as clearly important predictors of butyrate

production, regardless whether we fit the model with or without hierarchy or the choice of

model selection procedure, the stability of smaller effects in the model, like ER or AC:ER,

remains unclear. To further investigate, we combine the sparse hierarchical interaction model

with stability selection, specifically complementary pairs stability selection (CPSS). The

selection probabilities 𝜋𝑖, where 𝑖 = 1, ..., 𝑝 + 𝑝(𝑝 − 1)/2, indicate that some of the small

effects are robust such as ER, C. comes (CC), and D. longicatena (DL) (𝜋𝑖 > 0.7). However,

all other interaction effects, such as AC:EL or AC:CA, fail to demonstrate stability across

multiple subsamples.

3.2 Application of interaction modeling on relative microbiome

data

3.2.1 Feasibility study of accurate interaction detection on semi-synthetic rela-

tive microbiome data

In this section, we generate semi-synthetic data to demonstrate the ability of the sparse

quadratic log-contrast model (sparse qlc), defined in 8 and 15, to accurately detect interaction

effects in relative microbiome data.

We elucidate the conditions under which accurate estimation is feasible by varying the degree

of sparsity of the interaction features and the level of noise present in the data. In the

semi-synthetic scenario, we leverage real-world relative microbial count data derived from

16S rRNA sequencing, 𝐴 ∈ R𝑛×𝑝+ , to generate 𝑆 synthetic outcomes 𝑦𝑠 ∈ R𝑛 for 𝑠 = 1, . . . , 𝑆.

The generation of synthetic outcomes from real data ensures that all inherent distribution

properties of the dataset are retained.

In the first simulation, our goal is to understand how the sparsity level of an interaction

feature affects the accuracy of the estimates. We use a subset of the data of the American

Gut Project [57], processed in [16], comprising a selection of 𝑝 = 50 OTUs, ranging from

dense to sparse, and 𝑛 = 300 subsamples (see Fig. 3b). We define 𝑆 = 5 semi-synthetic

scenarios, where 𝑦𝑠 ∈ R𝑛 for 𝑠 = 1, ..., 𝑆 is given as the sum over a sparse linear combination
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Fig 3. Semi-synthetic simulation setup for varying feature sparsity levels. a, Simulation
setup for generating a synthetic outcome 𝑦𝑠 for 𝑠 = 1, ..., 𝑆 based on the quadratic
log-contrast model formulation. b, Heatmap of the OTU table carrying compositional
information for a subset of 𝑝 = 50 OTUs from the American Gut cohort sorted by sparsity in
descending order. Non-zero main effects contributing to each of the 𝑆 = 5 semi-synthetic
scenarios (light blue) and features contributing to the non-zero interaction effect in model
scenario 𝑠 for 𝑠 = 1, ..., 𝑆 (dark blue) are highlighted. c, Kendall’s pairwise correlations 𝜏
between features that have non-zero effects in the models 𝑠 = 1, ..., 𝑆. They should be as
uncorrelated as possible (|𝜏 | < .2) to eliminate effects of correlated features.

of main and interaction effects in 𝐴 ∈ R𝑛×𝑝+ according to model formulation 8 (see Fig. 3a).

To account for the zeros in the data when building log-ratios we add a pseudo count of one

to each entry in 𝐴, such that 𝐴 := 𝐴 + 1. Each outcome is characterized by a fixed intercept

term 𝛽∗0 = 10, three non-zero main effects (𝛽1 = 10, 𝛽2 = 20, and 𝛽3 = −30), and a noise term

𝜖∗ = 𝑐1 ·N (0, 1), with 𝑐1 = 10. Moreover, each outcome 𝑦𝑠 for 𝑠 = 1, ..., 𝑆 is characterized by a

unique non-zero interaction effect Θ∗
𝑗 𝑘 = 3 between two features 𝐴 𝑗 and 𝐴𝑘 for 𝑗 = 1, ..., 𝑝 − 1

and 𝑘 = 𝑗 + 1, ..., 𝑝 which varies across interaction features of different sparsity levels, namely,

36% (f7:f8, 𝑠 = 1), 52% (f15:f16, 𝑠 = 2), 67% (f29:f30, 𝑠 = 3), 74% (f39:f40, 𝑠 = 4), and 88%

(f49:f50, 𝑠 = 5) zero entries (see Fig. 3b). To avoid undesired correlation effects between the

predictive features in the model, we ensure that the interaction features are uncorrelated

(absolute Kendall’s pairwise correlation |𝜏 | < 0.2) with the main effects (see Fig. 3c). By
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fitting the sparse qlc model to the semi-synthetic data, we demonstrate that as interaction

features become sparser, the accuracy of feature estimates with comparably small effect sizes

(here Θ∗
𝑗 𝑘 = 3) diminishes (see Tab. 1). Our simulations show that, while very sparse features

with small true nonzero estimates are still selected by the sparse quadratic log-contrast model,

they tend to be underestimated and are accompanied by many spuriously selected features

with estimates of similar magnitude (see also Fig. S1).

Table 1. Median and Variance of the estimation error of the interaction coefficient√︃
(Θ∗

𝑗 𝑘 − Θ̂ 𝑗 𝑘 )2 for 𝑆 = 5 semi-synthetic scenarios.

Sparsity interaction feature

36% 52% 67% 74% 88%
(f7:f8) (f15:f16) (f29:f30) (f39:f40) (f49:f50)

Median estimation error 0.15 0.30 0.82 0.87 1.78
Variance estimation error 0.04 0.09 1.15 0.21 1.22

In a second simulation, we investigate the impact of noise in the data on the accurate

estimation of main and interaction effects. Again, we utilize a subset of the data from the

American Gut Project [57], preprocessed as described in [16]. In contrast to the previous

scenario, our objective is to evaluate the influence of noise while mitigating the effects of

sparsity. To achieve this, we aggregate the data at the phylum level which is the highest

taxonomic level with 𝑝 = 10 phyla. We generate 𝐿 = 4 synthetic outcomes 𝑦𝑙 , 𝑙 = 1, ..., 𝐿

according to model formulation 8 by fixing main and interaction effects, while allowing the

noise levels to vary. We fix the intercept term at 𝛽∗0 = 10, assign six non-zero main effects

that sum up to zero to the first six features as 𝛽∗ = (10, 20, 30,−10,−20,−30, 0, . . . , 0) ∈ R𝑝,

and introduce three non-zero interaction effects (between 𝐴1 and 𝐴3, 𝐴8 and 𝐴10, and 𝐴9

and 𝐴10) as Θ∗ = 10 · 11:3, 8:10, 9:10 ∈ R𝑝×𝑝. The noise terms 𝜖∗𝑙 follow a normal distribution

with mean 0 and variance 1 with that is multiplied by a constant factor 𝑐𝑙 , 𝑙 = 1, . . . , 𝐿, given

by 𝑐 = (10, 100, 200, 500)𝑇 , that varies the noise level. Thus, 𝜖∗𝑙 = 𝑐𝑙 · N (0, 1). Consequently,
the synthetic outcomes 𝑦𝑙 , 𝑙 = 1, ..., 𝐿 are given by

𝑦𝑙 = 𝛽∗0 +
𝑝∑︁
𝑗=1

𝛽∗𝑗 log(𝐴 𝑗 ) +
𝑝−1∑︁
𝑗=1

𝑝∑︁
𝑘= 𝑗+1

Θ∗
𝑗 𝑘 log(𝐴 𝑗/𝐴𝑘 )2 + 𝜖∗𝑙 . (19)

To relate the noise terms to the signal part, we translate the noise levels to signal-to-noise

ratios (SNR) denoted by snr𝑙 for 𝑙 = 1, ..., 𝐿 given by snr = (178.01, 1.78, 0.45, 0.07)𝑇 . We

fit both models, the sparse linear log-contrast model (sparse lc) and the sparse quadratic

log-contrast (sparse qlc), to the newly generated data. Notably, features f2, f4, f5, and f6 show

no contribution to interaction effects in our synthetic example and are accurately estimated

by the (misspecified) sparse lc model (see Fig. 4a and b). However, for the features f1 and f3,
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which both have non-zero main effects as well as a common interaction effect, the sparse lc

model accommodates the positive interaction effect between f1 and f3 within their main effect

estimates, leading to an overestimation of the true positive main effect of f1 (𝛽∗1 = 10) and an

underestimation of the true positive main effect of f3 (𝛽∗3 = 30). Moreover, the sparse lc model

selects f8, f9 and f10 as relevant main effect features despite their lack of true nonzero main

effects, in order to integrate their true underlying interaction effects. In contrast, the sparse

qlc model captures the coefficients accurately. For both models, the overall performance

deteriorates as the SNR decreases (see 𝑅2 values in Fig. 4c and estimation error summary

statistics in Tab. 2). Our simulations indicate that the sparse qlc model outperforms the

sparse lc model when true interaction effects are present, provided that the noise level is not

excessively high or the SNR is not too low (see Fig. 4c). In scenarios where noise levels are

exceptionally high, the interaction model tends to overfit the data (see Fig. 4c, right plot).
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Fig 4. Influence of model misspecification and noise in semi-synthetic scenarios. a, Solution
path for the misspecified main effects model (sparse lc) and the interaction model (sparse
qlc) for the synthetic scenario 𝑙 = 1 with a signal-to-noise ratio (SNR) of 178.01 for one train
test split. b, Estimated coefficients distributions over 10 train test splits corresponding to
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are shown for visualization purposes. c, Comparison of model performance via R squared
(𝑅2) for the main effects model and the interaction effects model on train and test data for
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Table 2. Median and Variance of the estimation error of the interaction coefficient√︃
( [𝛽∗,Θ∗] − [𝛽, Θ̂])2 for 𝐿 = 4 semi-synthetic scenarios with different Signal-to-noise ratios

(SNR).

SNR: 178.01 SNR: 1.78 SNR: 0.45 SNR: 0.07

Median 3.89 38.44 66.96 138.78
Variance 1.74 57.44 362.86 30.35

3.2.2 Interaction modeling on real-world relative microbiome data

Here, we perform sparse interaction modeling on environmental rather than experimental

or host-associated microbiome data, highlighting salinity as a crucial factor in marine

ecosystems. Variations in salinity play a critical role in shaping microbial community diversity

and functionality in marine ecosystems, thereby influencing nutrient dynamics and ecosystem

health [58, 59]. Using the marine data collection from Tara Oceans [60], which includes

relative microbial abundance information derived as metagenomic OTUs (mOTUs) of ocean

surface water and associated environmental covariates, we illustrate how sparse interaction

modeling can substantially improve the predictive performance compared to models linear in

the features. We aggregate the data on family level and learn a sparse quadratic log-contrast

model (sparse qlc) as defined in 15 for ocean salinity from 𝑛 = 136 samples and a subset

of 𝑝 = 30 most abundant families [61] and compare this to the corresponding sparse log

contrast model that is linear in the features (sparse lc). Our comparison over 10 train

test splits shows that modeling interaction effects rather than only main effects not only

improves predictive accuracy (see Fig. 5a), but also allows predicting salinity concentrations

beyond the interval [33.8, 36.6] (see Fig. 5b). The model selects various features that are not

consistently selected among all train test splits and no large main effects. However, it also

identifies strong negative interaction effects between a family without annotation (f55) that

belongs to the order SAR11 clade and the family Sphingomonadaceae as well as between two

families without annotation (f13 and f96) that both belong to the order SAR11 clade. The

negative interactions indicate that the quadratic effect of these groups (high abundances of

both groups) comes with reduced salinity levels. For the families f8 and f60, that are also

both part of SAR11 clade, the model identifies a positive interaction effect for all train test

splits, indicating that the quadratic effect of these families comes with higher salinity levels.

Several studies indicate a potential link between salinity in the ocean and the abundance of

the SAR11 clade [62, 63, 64, 65]. Our findings suggest that interactions among subtypes of

the SAR11 clade and between SAR11 clade families and other families may play a role in

relation to the salinity level in the ocean.
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Fig 5. Summary plots of the Tara ocean data on family level for salinity prediction. a,
Train and test set R squared 𝑅2 distribution over 10 train test splits for the main effects
sparse log contrast model (SLC) and the all-pairs log-contrast interaction lasso (SLC + int.).
b, Scatterplot between the observed test set outcome 𝑦 (salinity) and the prediction 𝑦 from
the main effects sparse log-contrast model (SLC) and the all-pairs log-contrast interaction
lasso (SLC + int.). c, Distribution of estimated main effect and interaction effect coefficients
in the the all-pairs log-contrast interaction lasso (SLC + int.) over 10 train test splits. Only
features (main or interaction features) with a non-zero mean coefficient are shown. Features
with a non-zero median are bold.

3.3 Abundance information can hold valuable insights beyond

presence-absence information

The interpretation of the relationship between an outcome variable 𝑌 and species abundance

information varies with the different data modalities discussed in this work. When using abso-

lute counts, the effect of the actual abundance value can be derived, whereas presence-absence

data provide insights into the effects of existence. Compositional data offer information on

the impact of proportions between species abundances. While these modalities are typically

analyzed based on availability, it remains unclear how effectively each data modality truly

explains an outcome of interest. Furthermore, it is uncertain whether the same microbial

taxa and interactions between taxa would be identified if another modality was used in the
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prediction task.

To illustrate this, we revisit the example on quantitative microbial abundance information

from the MetaCardis cohort as discussed in Section 3.1. This data can be transformed into

compositions or presence-absence information using 𝐵 = 1𝐴>0, allowing for a comparative

analysis across the three data modalities for predicting the number of antimicrobial resistance

genes (ARGs). We apply the sparse quadratic interaction model for absolute count data

(defined in 3), the sparse quadratic interaction model for presence-absence data (defined in 4),

the sparse quadratic log-contrast model (defined in 8) to the three versions of the abundance

data. In this comparison, we employ the quadratic log-contrast model to analyze the relative

information, as it offers the most straightforward interpretation for such comparisons.

We observe that transforming counts to relative abundances does not substantially affect

the predictive performance, underscoring the importance of both absolute values and their

proportions in describing the number of antimicrobial-resistant genes (ARGs), as shown in Fig.

6a. However, the presence-absence information alone does not adequately explain the number

of ARGs. The genera, Prevotella, Bacteroides, and Escherichia, are identified as important

predictors with consistent signs for the number of ARGs in both absolute counts and relative

count information, as shown in Fig. 6b. This indicates that both the absolute abundance and

the proportions relative to other taxa are significant. Escherichia, which is also part of the

Proteobacteria phylum known to harbor a variety of ARGs [53, 66], and Bacteroides fragilis, a

species within the Bacteroides genus, exhibits high antimicrobial resistance rates and possesses

numerous mechanisms related to antimicrobial resistance [67]. These factors could explain the

effects detected by our model. However, the presence-absence data do not select any of the

main effects. Instead, this model frequently selects a multitude of interaction effects involving

Prevotella. Overall, there is almost no agreement in the interaction effects identified across

the different data modalities. In summary, our findings suggests that abundance information

is overall more informative than presence-absence information and that whether we identify

an interaction between two taxa is highly dependent on the underlying data modality.
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April 28, 2024 22/34



4 Discussion

Identifying predictive and interpretable main and interaction effects between microbial taxa

that can be related to ecological, host-associated or environmental features is a cornerstone

of statistical data analysis of microbiome data. To this end, we have introduced a generic

modeling approach for quadratic interactions, that is further instantiated to accommodate

three distinct data types, in which microbial abundance information typically appears: (i)

quantitative microbiome, (ii) presence-absence information, or (iii) relative count information.

For these three data modalities we introduce a generic optimization problem, that allows

penalized model estimation to estimate parsimonious models, where the number of features 𝑝

(here the microbial taxa) and pairwise interactions often exceeds the number of measurements

𝑛. Our interaction modeling strategy combines existing approaches for sparse interaction

modeling and introduces novel ways of modeling interaction effects in the compositional

setting. In the realm of interpretability, we combine the quadratic interaction modeling

framework with the concept of hierarchical interactions [34] and stability selection [38, 37]

as optional extensions. We introduce three mathematically equivalent ways of modeling

quadratic interactions with relative input data: (a) the alr transformed quadratic model, (b)

the quadratic log-contrast model, and (c) the quadratic log-ratio model. The three models

differ in terms of interpretability, dimensionality, and optimization. In the 𝑝 + 𝑝(𝑝 − 1)/2-
dimensional alr transformed quadratic model, where 𝑝 = 𝑝−1, the interpretation of coefficients

is consistently tied to a reference feature, which is enforced to be part of the model in the

regularized model case. This model can be optimized without constraints on the main effects

and can be flexibly extended to hierarchical interactions. The 𝑝 + 𝑝(𝑝 − 1)/2-dimensional

quadratic log-contrast model requires a zero-sum constraint on the main effects but offers a

more convenient expression that does not require the assignment of a reference feature. In this

model, each main effect is interpreted with respect to all other features. The 2 · 𝑝(𝑝 − 1)/2-
dimensional quadratic log-ratio model does not require a constraint on the main effect

coefficients in the optimization, as this property is automatically met, and allows for the

interpretation of the relative effects between all pairs of features. Notably, the interpretation

of the interaction coefficients in both the quadratic log-contrast model and the quadratic

log-ratio model are identical. Although the log-contrast model in the linear case enjoys the

clear advantage of lower dimensionality compared to the log-ratio model, this distinction

becomes less relevant when introducing interactions. Hence, the primary criterion for selecting

between the models should be based on the preferred interpretation.

We demonstrate the broad applicability of our framework by analyzing microbial data

covering all three data modalities across various ecosystems, including synthetic microbial

communities, human gut microbiomes, and marine microbial ecosystems. We show how

quadratic models can improve the predictive performance compared to linear models on

real-world data and illustrate how main and interaction effects can be robustly estimated

by integrating hierarchical interaction modeling and stability selection. Notably, using a
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synthetic community dataset from [24], we identified a strong inhibition of butyrate production

by A. caccae when D. piger is present. We demonstrate that this is the only robust and

consequently relevant combinatorial effect within this community. Additionally, we generate

semi-synthetic data to demonstrate the ability of the sparse quadratic interaction model

for relative microbiome data to accurately detect interaction effects. Based on this, we

showcase how sparse an interaction feature can be in order to achieve an accurate estimation

in our model. Further, we demonstrate, for varying noise levels, how a misspecified main

effects model tends to inaccurately estimate effects when true interactions are present.

Finally, we perform a comparative analysis of the quadratic interaction models for the three

data modalities discussed in this study, demonstrating that absolute microbial counts and

compositions achieve similarly strong predictive performance when predicting the number

of antimicrobial resistance genes (ARGs). In contrast, transforming abundance data into

presence-absence information results in a decline in predictive accuracy. Our analysis suggests

that the identified (main and) interaction effects highly depend on the underlying data type.

Moreover, the identified effects of individual genera and interactions between them are an

interesting finding in themselves. Many of the relevant features correspond to the definition

of enterotypes [68], as they were defined for this specific data in [69], suggesting a potential

link between enterotypes and ARGs.

As more and larger data sets become available, our models can be extended to higher-order

interactions or more complex, arbitrary non-linear effects. Moreover, our results suggest that

different data modalities carry different information, and it might be meaningful to include

multiple layers of information in statistical prediction tasks with interaction effects.

In summary, we believe that our framework and its implementation in R provide a valuable

tool to study robust interaction effects in microbiome data of different modalities and distinct

ecosystems, ranging from synthetic communities and community function studies in microbial

ecology to observational microbiome data linking the microbiome to the host or environment.
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Supplementary information

Binary encoding of covariates in regression models

Whether to encode the input data in a regression model as 𝐵 ∈ {0, 1}𝑛×𝑝 or as 𝐵 ∈ {−1, 1}𝑛×𝑝
has an impact on the interpretations of the model coefficients. In the main effects model

case with 𝑝 = 1, for 𝐵 ∈ {0, 1}𝑛×𝑝, the outcome 𝑌 would be given by

𝑌 =

{
𝛽0 if 𝐵1 = 0

𝛽0 + 𝛽1 if 𝐵1 = 1.

The interpretation of 𝛽0 in this case is the effect of ’absence’ and the interpretation of 𝛽1 is

the difference between the effect of ’presence’ and the effect of ’absence’. The interaction

model, illustrated for 𝑝 = 2, is given by

𝑌 =




𝛽0 if 𝐵1 = 0 and 𝐵2 = 0

𝛽0 + 𝛽1 if 𝐵1 = 1 and 𝐵2 = 0

𝛽0 + 𝛽2 if 𝐵1 = 0 and 𝐵2 = 1

𝛽0 + 𝛽1 + 𝛽2 + Θ12 if 𝐵1 = 1 and 𝐵2 = 1.

Here, 𝛽0 is the effect of co-absence, and 𝛽 𝑗 is the effect of the difference of co-absence and

presence of 𝐵 𝑗 , for 𝑗 = 1, 2. The interaction term Θ12 is the additional effect when both

features are 1.

If 𝐵 ∈ {−1, 1}𝑛×𝑝, the outcome 𝑌 in the main effects model is given by

𝑌 =

{
𝛽0 − 𝛽1 if 𝐵1 = −1
𝛽0 + 𝛽1 if 𝐵1 = 1.

The interpretation here is that 𝛽0 is the mean effect of the two group means, and 2𝛽1 is the

difference of the two conditions in mean.

In the interaction model 𝑌 is given by

𝑌 =




𝛽0 − 𝛽1 − 𝛽2 + Θ12 if 𝐵1 = −1 and 𝐵2 = −1
𝛽0 + 𝛽1 − 𝛽2 − Θ12 if 𝐵1 = 1 and 𝐵2 = −1
𝛽0 − 𝛽1 + 𝛽2 − Θ12 if 𝐵1 = −1 and 𝐵2 = 1

𝛽0 + 𝛽1 + 𝛽2 + Θ12 if 𝐵 𝑗 = 1 and 𝐵𝑘 = 1.

Now, 𝛽0 represents the mean of the four group means (if the design is completely balanced

this is the overall mean). The main effect coefficients 𝛽 𝑗 , 𝑗 ∈ {1, 2} are the average difference

effects between the two conditions the respective feature can take. The interaction effect
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2Θ 𝑗 𝑘 explains the difference between the two conditions when either both features are present

or absent and when only one of the two features is present.

Moreover, there exists a linear transformation between the coefficients of both encodings.

We denote all coefficients in the 0 and 1 encoding as 𝛽 and the coefficients in the -1 and

1 encoding as 𝛽. The transformation between both encodings in the quadratic interaction

model for 𝑝 = 2 is given by

𝛽0 = 𝛽0 − 𝛽1 − 𝛽2 + Θ12

𝛽1 = 2(𝛽1 − Θ12)
𝛽2 = 2(𝛽2 − Θ12)

Θ̃12 = 4Θ12.

For 𝑝 ≥ 2 this can be translated to a general form as by

𝛽0 = 𝛽0 −
𝑝∑︁
𝑗=1

𝛽 𝑗 +
𝑝−1∑︁
𝑗=1

𝑝∑︁
𝑘= 𝑗+1

Θ 𝑗 𝑘

𝛽 𝑗 = 2𝛽 𝑗 − 2

𝑝∑︁
𝑘=1
𝑘≠ 𝑗

Θ 𝑗 𝑘 , for 𝑗 = 1, ..., 𝑝

Θ̃ 𝑗 𝑘 = 4Θ 𝑗 𝑘 , for 𝑗 = 1, ..., 𝑝 − 1, 𝑘 = 𝑗 + 1, ..., 𝑝.

The transformation from one encoding to the other can be derived by replacing the input

matrix in the model according to this equation: 𝐵{−1,1} = 2𝐵{0,1} − 1.

Alr transformed model versus constrained log contrast model

Main effects only:

𝐴𝐿𝑅 =
𝑝−1∑︁
𝑗=1

𝛽 𝑗 log
𝑋 𝑗

𝑋𝑝
=

𝑝−1∑︁
𝑗=1

𝛽 𝑗 log 𝑋 𝑗 −
(
𝑝−1∑︁
𝑗=1

𝛽 𝑗

)
log 𝑋𝑝

Thus, we can define 𝛽𝑝 := −
𝑝−1∑︁
𝑗=1

𝛽 𝑗 and then write this as

𝑝∑︁
𝑗=1

𝛽 𝑗 log 𝑋 𝑗 s.t.

𝑝∑︁
𝑗=1

𝛽 𝑗 = 0,

which corresponds to the log contrast model.

Model with interactions:
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𝐴𝐿𝑅 =
𝑝−1∑︁
𝑗=1

𝛽 𝑗 log
𝑋 𝑗

𝑋𝑝
+

∑︁
1≤ 𝑗 ,𝑘≤𝑝

Θ 𝑗 𝑘 log
𝑋 𝑗

𝑋𝑝
log

𝑋𝑘

𝑋𝑝

=
𝑝−1∑︁
𝑗=1

𝛽 𝑗 log 𝑋 𝑗 +
(
−

𝑝−1∑︁
𝑗=1

𝛽 𝑗

)
log 𝑋𝑝

+
∑︁

1≤ 𝑗<𝑘<𝑝

Θ 𝑗 𝑘

(
log 𝑋 𝑗 log 𝑋𝑘 − log 𝑋 𝑗 log 𝑋𝑝 − log 𝑋𝑘 log 𝑋𝑝 + log2 𝑋𝑝

)

=
𝑝∑︁
𝑗=1

𝛽 𝑗 log 𝑋 𝑗 (taking
𝑝∑︁
𝑗=1

𝛽 𝑗 := 0)

+
∑︁

1≤ 𝑗 ,𝑘≤𝑝
Θ 𝑗 𝑘 log 𝑋 𝑗 log 𝑋𝑘 − 2 log 𝑋𝑝

𝑝−1∑︁
𝑗=1

(
𝑝−1∑︁
𝑘=1

Θ 𝑗 𝑘

)
log 𝑋 𝑗 + ©­«

∑︁
𝑗 ,𝑘

Θ 𝑗 𝑘
ª®¬
log2 𝑋𝑝

For 𝑗 < 𝑝,Θ 𝑗 𝑝 = Θ𝑝 𝑗 := −
𝑝−1∑︁
𝑘=1

Θ 𝑗 𝑘

For Θ𝑝𝑝 :=
∑︁

1≤ 𝑗 ,𝑘≤𝑝
𝜃 𝑗 𝑘 .

Note:

𝑝∑︁
𝑗=1

Θ 𝑗 𝑝 =
𝑝−1∑︁
𝑗=1

(
−

𝑝−1∑︁
𝑘=1

Θ 𝑗 𝑘

)
+ ©­«

∑︁
1≤ 𝑗 ,𝑘<𝑝

Θ 𝑗 𝑘
ª®¬
= 0
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simulation setups for varying feature sparsity levels.
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A statistical framework for robust drug interaction estimation with a
high-content screening cell painting approach

Mara Stadler, Erwin Kupczyk, Lance Bucket, Xin Zhan, Christian L. Müller

Introduction

High Content Screening (HCS) generates large quantities of cell morphological data (e.g.,
nucleus size or cell shape) derived from microscopy images under various chemical conditions
or drug combinations [1], making it a popular tool for drug discovery [2]. The morphological
features are typically presented as summary statistics across multiple single cells [3]. A key
question includes how certain drugs and combinations of drugs influence the morphology
of cells. Not all morphological features may carry relevant information, and some might be
redundant.
In this study, we develop a combinatorial drug design involving 20 distinct compounds
across 408 experiments to analyze cell morphological features within HCS experiments.
From this data, a generic computational framework is developed to examine stable drug
interaction effects. This framework incorporates a robustified version of hierarchical interaction
modeling, combined with stability-based model selection from [4]. Instead of reducing the
feature space of morphological features before conducting further statistical analyses, as
suggested in previous studies [5, 6, 7], the framework presented in this study examines both
main and interaction effects across all features and subsequently employs a post-estimation
clustering approach. For each of the inferred clusters, prototypical morphological features
are statistically determined after being associated with the combinatorial drug design. In
summary, this contribution introduces a generalizable computational tool (available at
https://github.com/marastadler/Drug-interactions-HCS) that uncovers combinatorial
drug effects and efficiently reduces the morphological feature space in HCS studies.

Materials and methods

Robust hierarchical modeling

Our objective is to predict characteristics that describe the morphology of single cells given
as 𝑝2 = 68 summary statistics over multiple cells derived from HCS cell painting, denoted by
(𝑌𝑖)1≤𝑖≤𝑝2 , based on a binary combinatorial design of 𝑝1 = 20 compounds (𝐵 𝑗 )1≤ 𝑗≤𝑝1 across
𝑛 = 408 experiments (see Fig. 1).
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Fig 1. a, Heatmap representing the experimental design with 𝑝1 = 20 compounds across
𝑛 = 408 experiments. b, Heatmap representing how often compounds co-occur within the
same experiment.

Utilizing the binary design matrix 𝐵, the interaction model for revealing the additive effects
of compounds on a morphological feature 𝑦 = 𝑌𝑖 ∈ R𝑛, 𝑖 = 1, ..., 𝑝2, is represented by the linear
model

𝑦 = 𝛽0 +
𝑝1∑︁
𝑗=1

𝛽 𝑗𝐵 𝑗 + 𝜖, (1)

where 𝛽0 ∈ R𝑛 is a feature-specific intercept, 𝛽 𝑗 is the effect of compound 𝑗 on the 𝑖th
morphological feature 𝑦, and 𝜖 models the noise component.
We extend the linear model by incorporating all pairwise interactions among compounds.
For each morphological feature represented as 𝑦 = 𝑌𝑖, 𝑖 = 1, ..., 𝑝2, the fundamental model is
expressed as follows

𝑦 = 𝛽0 +
𝑝1∑︁
𝑗=1

𝛽 𝑗𝐵 𝑗 + 1

2

𝑝1∑︁
𝑗=1

𝑝1∑︁
𝑘=1

Θ 𝑗 𝑘𝐵 𝑗𝐵𝑘 + 𝜖, (2)

with Θ 𝑗 𝑘 denoting the interaction effect between compound 𝑗 and 𝑘. The sign of the
interaction effect, Θ 𝑗 𝑘 , facilitates the characterization of compound interplay. For instance, a
positive interaction coefficient Θ 𝑗 𝑘 > 0 implies that compounds 𝑗 and 𝑘 exhibit a synergistic
binding effect when both 𝛽 𝑗 > 0 and 𝛽𝑘 > 0. To derive parsimonious models, we employ
regularized maximum-likelihood estimation with ℓ1-norm (lasso) penalization [8] on the linear
and interaction coefficients. The objective is to minimize the log-likelihood function of the

model, denoted as 𝑙 (𝛽0, 𝛽,Θ) =


𝑦 − 𝛽0 − 𝐵𝛽 − 1

2𝐵Θ𝐵𝑇


2
2
. The lasso problem for all pairs is

formulated as follows:

min𝛽0,𝛽,Θ 𝑙 (𝛽0, 𝛽,Θ) + 𝜆 ∥𝛽∥1 +
𝜆

2
∥Θ∥1 , (3)

Here, 𝜆 > 0 serves as a tuning parameter, regulating the sparsity levels of the coefficients
𝛽 and Θ, respectively. To enhance interpretability and adhere to the statistical principle of
weak hierarchy, we allow for the presence of an interaction in the model only if at least one
associated linear effect is also included [9]. Mathematically, this weak hierarchy principle is
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expressed as
Θ̂ 𝑗 𝑘 ≠ 0 ⇒ 𝛽 𝑗 ≠ 0 or 𝛽𝑘 ≠ 0,

signifying that interaction effects are present only if either one of the linear effects or both enter
the model. This constraint is implemented through a hierarchical interaction optimization
problem

min𝛽,Θ 𝑙 (𝛽0, 𝛽,Θ) + 𝜆 ∥𝛽∥1 +
𝜆

2
∥Θ∥1

s.t.


Θ 𝑗




1
≤ |𝛽 𝑗 | .

(4)

To address the non-convex nature of the problem in (4), we adopt the convex relaxation
proposed by [9] and utilize the efficient implementation provided by the R package hierNet [10]
(v1.9). Employing hierNet, we model each morphological feature 𝑦 = 𝑌𝑖, where 𝑖 = 1, ..., 𝑝2,
with hierarchical interactions. In addition to reducing the number of spurious interaction
effects, the weak hierarchy constraint introduces the concept of “practical sparsity” favoring
models that effectively “reuse” measured variables.

Robust learning with Huber loss

In this section, we introduce a method to improve the robustness of each outcome 𝑦 = 𝑌𝑖,
𝑖 = 1, ..., 𝑝2, in a regression model. The Huber loss function, first introduced in [11], serves as
a robust alternative to the squared error loss (L2). It is widely used in (penalized) regression
analysis because of its resistance to outliers [12]. The function merges the L2 loss for smaller
residuals with an absolute loss (L1) for larger residuals, reducing the impact of outliers on
the estimation of parameters. The convex nature of the Huber loss ensures the presence
of a unique minimum, which is beneficial for optimization challenges in statistical learning.
In order to improve the robustness within the hierarchical interaction modeling framework,
we incorporate the Huber loss as a robust alternative. The formulation of the Huber loss
function, defined for 𝑟 = 𝑙 (𝛽0, 𝛽,Θ)1/2, is expressed as

𝑙Huber(𝛽0, 𝛽,Θ, 𝛿) =
{
1
2𝑟

2 for |𝑟 | ≤ 𝛿,

𝛿( |𝑟 | − 1
2𝛿) otherwise,

(5)

where 𝛿 is an adjustable parameter that dictates the shift from quadratic (L2) to linear (L1)
behavior in the loss function [11]. This Huber loss can be seamlessly integrated into the
interaction modeling approach, replacing the L2 loss in the optimization framework.

Stability-based Model Selection for Hierarchical Interactions

A major challenge in penalized regression lies in determining an appropriate regularization
parameter 𝜆. This parameter balances the sparsity (i.e., interpretability) of the model
coefficients with the out-of-sample predictive performance of the model [13, 14]. A standard
technique to determine an optimal 𝜆 involves cross-validation [9] as well as Information Criteria
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such as the Akaike Information Criterion (AIC) and the extended Bayesian Information
Criterion (EBIC) [15]. While these approaches tend to select more predictors than necessary
[15], we follow [4] and incorporate the principle of stability [16]. Specifically, we introduce
stability selection [17] as a method to detect a stable set of predictive main and interaction
effects based on a certain selection method (e.g., the 𝑘-largest features). In regression modeling,
stability selection iteratively fits sparse models from 𝑏 random subsamples of fixed size (e.g.,
𝑛𝑠 = ⌊𝑛/2⌋). This allows defining so-called selection probabilities 𝜋 ∈ [0, 1] 𝑝1+𝑝1 (𝑝1−1)/2 that
describe the frequency of all selected features across all subsamples. Ultimately, the features
above a certain threshold 𝜋thr ∈ [0, 1] define the set of predictors in the final regression model.
Here, we employ complementary pairs stability selection (CPSS) [18] which is a variant
of stability selection. CPSS draws subsamples as complementary pairs of samples {1, ...𝑛}.
This approach proves particularly advantageous when dealing with unbalanced experimental
designs and limited sample sizes, ensuring that individual samples are evaluated equally often.
As default, we use Λ as the internal 𝜆-path in [10], 𝜋thr = .6, 𝑘 = 15, and 𝑏 = 50, resulting in
100 subsamples.

Consistent feature reduction

The analysis of high-dimensional single-cell level microscopy data obtained through High-
Content Screening (HCS) encounters challenges due to the vast number of morphological
features. Various strategies have been suggested to address this issue and streamline the
analysis of cellular phenotypes in HCS datasets. These approaches encompass techniques such
as factor analysis, correlation elimination, and interactive selection, all aimed at reducing the
multitude of parameters associated with the data [19]. Moreover, multiple benchmarking
studies for feature selection methods for compressing image information in HCS have been
performed [6, 20].
Our statistical interaction-detection framework operates on a feature-wise basis, which
ensures that the outcomes remain independent of the initial set of morphological features
under analysis. This independence provides the flexibility to conduct the analysis on all
available morphological features without the need to reduce the feature space prior to the
analysis. Instead, we introduce a post-estimation clustering strategy. This strategy performs
hierarchical clustering with prototypes via minimax linkage, as introduced by [21]. We
perform the clustering on a common feature effect matrix that combines all main and
interaction effects for each morphological feature 𝑌𝑖, 𝑖 = 1, ..., 𝑝2. This matrix is given by
[𝛽, Θ̂] ∈ R𝑝1+𝑝1 (𝑝1−1)/2×𝑝2 . The clustering approach structures the morphological features
based on their identified responses to individual and pairwise drug effects. It also assigns
prototypical features to each cluster that best represent the cluster, providing a condensed
view of the results.

Results

Our interaction modeling strategy reveals that certain cell morphological features respond
similarly to both individual and combinatorial drug effects, suggesting redundancy in the
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features analyzed. In Fig. 2, we present a clustered representation of the estimated main
effects 𝛽 (left) and interaction effects Θ̂ (right) using hierarchical clustering with prototypes
via minimax linkage. Each cluster is represented by a prototypical morphological feature,
highlighted with an asterisk (*), providing a condensed view of the data.
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Fig 2. Clustered heatmap representation of estimated main effects 𝛽 (left) and interaction
effects Θ̂ (right). Each row represents a cell morphological feature 𝑌𝑖, 𝑖 = 1, ..., 𝑝2, derived
from the interaction model under a weak hierarchy with a robust Huber loss function. Only
features (columns) with at least one non-zero effect are displayed. Prototypical features for
each cluster are highlighted with an asterisk (*).

In Fig. 3, we visualize the results through scatterplots that contrast the individual effects,
𝛽 𝑗 and 𝛽𝑘 , with their corresponding interaction effects, Θ̂ 𝑗 𝑘 . While labeling all dots is
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impracticable, this joint representation provides an overall impression, indicating that large
main effects of the same sign tend to exhibit antagonistic interaction effects. Furthermore,
certain prototypical features, obtained from the hierarchical clustering approach, and their
corresponding interaction effects are labeled.
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Fig 3. Scatterplot of drug effects on features describing cellular morphology with unspecific
linear effects 𝛽 𝑗 and 𝛽𝑘 on the 𝑥- and 𝑦-axes, and the corresponding interaction effect Θ̂ 𝑗 𝑘

represented by color. Some prototypical morphological features are labeled for an illustration.
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Decoding chromatin states by proteomic 
profiling of nucleosome readers

Saulius Lukauskas1,2,3,17, Andrey Tvardovskiy1,17, Nhuong V. Nguyen2,4,17, Mara Stadler1,5,6, 
Peter Faull2,7,15, Tina Ravnsborg8, Bihter Özdemir Aygenli1, Scarlett Dornauer1, Helen Flynn7, 
Rik G. H. Lindeboom9,10, Teresa K. Barth11,16, Kevin Brockers1, Stefanie M. Hauck11, 
Michiel Vermeulen9,10, Ambrosius P. Snijders7, Christian L. Müller5,6,12, Peter A. DiMaggio3, 
Ole N. Jensen8, Robert Schneider1,13,14 & Till Bartke1,2,4 ✉

DNA and histone modifications combine into characteristic patterns that demarcate 
functional regions of the genome1,2. While many ‘readers’ of individual modifications 
have been described3–5, how chromatin states comprising composite modification 
signatures, histone variants and internucleosomal linker DNA are interpreted is a major 
open question. Here we use a multidimensional proteomics strategy to systematically 
examine the interaction of around 2,000 nuclear proteins with over 80 modified 
dinucleosomes representing promoter, enhancer and heterochromatin states. By 
deconvoluting complex nucleosome-binding profiles into networks of co-regulated 
proteins and distinct nucleosomal features driving protein recruitment or exclusion, 
we show comprehensively how chromatin states are decoded by chromatin readers. 
We find highly distinctive binding responses to different features, many factors that 
recognize multiple features, and that nucleosomal modifications and linker DNA 
operate largely independently in regulating protein binding to chromatin. Our online 
resource, the Modification Atlas of Regulation by Chromatin States (MARCS), provides 
in-depth analysis tools to engage with our results and advance the discovery of 
fundamental principles of genome regulation by chromatin states.

Almost all genetic material of eukaryotic cells is stored in the nucleus 
in the form of chromatin, a nucleoprotein complex comprising DNA, 
histones and other structural and regulatory factors. DNA and histones 
carry chemical modifications that have central roles in chromatin regu-
lation by either directly affecting chromatin structure or by recruiting 
reader proteins that mediate downstream events through specialized 
binding domains4,6. Chromatin modifications rarely occur in isolation 
but exist in specific combinations on histones or nucleosomes, often 
also involving histone variants7–12. As these combinations are highly 
correlated and predictable13,14, they form the basis for the definitions 
of ‘chromatin states’ that are used to annotate functional regions in 
the genome such as enhancers, promoters, gene bodies and hetero-
chromatin1,2.

Most chromatin regulators contain several modification-binding 
domains, indicating that recognizing multiple modifications is an inte-
gral function of many nuclear proteins15. However, although readers of 
individual modifications are often well understood3–5, only few factors 
recognizing multiple modifications are known16–24. Thus, how complex 

combinatorial modification patterns underlying chromatin states are 
interpreted is largely unclear.

To obtain a comprehensive understanding of how chromatin readers 
decode different chromatin states, we have implemented a multidimen-
sional mass spectrometry (MS)-based chromatin profiling strategy 
combining large-scale nucleosome affinity purification25 and chromatin 
immunoprecipitation (ChIP)–MS approaches with computational 
methods for the integrative analysis of high volumes of proteomics and 
next-generation sequencing (NGS) data. We performed over 80 affinity 
purification experiments with semisynthetic dinucleosomes contain-
ing modification signatures and DNA linkers representing promoter, 
enhancer or heterochromatin states1,10,26, and identified close to 2,000 
nucleosome-interacting proteins, including transcription, replication, 
remodelling and DNA repair factors. Systematically quantifying their 
binding to the different modification states enabled the discovery of 
co-regulated proteins and complex chromatin modification read-outs 
driven by particular nucleosomal features, thereby revealing basic 
principles of how chromatin readers decode the chromatin landscape.
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To make our data easily accessible, we have developed computational 
tools to analyse and visualize the nucleosome-binding data and we 
have implemented them in the interactive online resource MARCS 
(https://marcs.helmholtz-munich.de/). Our results bridge the gap 
between chromatin states and chromatin readers, and we anticipate 
that MARCS will become a valuable resource to drive future chromatin 
research forward as numerous other observations emerge.

Proteomic profiling of chromatin readers
To systematically profile the interactomes of chromatin modifications 
in the nucleosomal context, we performed SILAC nucleosome affinity 
purification (SNAP)25. We assembled nucleosomes from biotinylated 
DNA and histone octamers containing site-specifically modified 
histones H3.1 and H4 prepared by native chemical ligation27 (Fig. 1a) 
and used them in forward and reverse SILAC nucleosome pull-down 
experiments in HeLa S3 cell nuclear extracts (Fig. 1b and Extended Data 

Fig. 1a). The label swap enables unbiased identification of proteins that 
are reproducibly either recruited or excluded by the modification(s). 
Moreover, the SILAC heavy/light (H/L) ratios also indicate a relative 
strength of recruitment or exclusion of a protein by the modifications 
(Fig. 1c). After optimizing our SNAP methodology (Supplementary 
Information) for a large-scale comparison of interactomes of different 
chromatin states, we used single-end biotinylated dinucleosomes in 
all SNAP experiments.

To understand how distinct chromatin states marked by combi
nations of modifications are read by binding proteins, we created a 
library of nucleosomes incorporating biologically relevant modifica-
tion signatures, including mono- and tri-methylation of lysine 4 of 
histone H3 (H3K4me1/3), di- and tri-methylation of lysines 9 and 27 
of histone H3 (H3K9me2/3 and H3K27me2/3), di- and tri-methylation 
of lysine 20 of histone H4 (H4K20me2/3), varying degrees of acetyla-
tion of lysines (Kac), the histone variant H2A.Z or CpG-methylated 
DNA. This design of the nucleosome library enabled us to capture the 
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are shown in Extended Data Fig. 1b–d. The dagger symbols (†) indicate proteins 
that are highlighted in Extended Data Fig. 1b–e.
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interactomes of major repressive and activating chromatin states 
(Fig. 1d), including enhancer, promoter and different heterochromatin 
states. A detailed list of modified histones, octamers and nucleosomes 
and corresponding quality controls is provided in the Supplementary 
Information.

In total we performed SILAC-linked affinity purifications with 55 
dinucleosomes. The forward and reverse experiments were generally 
very reproducible, and we achieved high detection coverage for most 
of the identified proteins. After correction for batch effects and impu-
tation of missing values (Supplementary Information), we catalogued 
the responses of 1,915 proteins to the various modification states (Sup-
plementary Table 1), covering a large part of the known chromatin 
proteome. Collectively, the SNAP experiments not only characterize 
protein binding to the nucleosomal modifications but also offer system-
atic insights into the behaviour of chromatin readers through analysis 
of the changes in the H/L ratios across the entire dataset.

MARCS maps chromatin-binding responses
Comparing the log2-transformed H/L ratios of individual proteins 
across SNAP experiments revealed characteristic nucleosome-binding 
behaviours (Extended Data Fig. 1b–d). To facilitate the analysis and 
exploration of many SNAP experiments (Extended Data Fig. 1e), we 
implemented the interactive online visualization resource MARCS 
(https://marcs.helmholtz-munich.de).

Figure 1d,e shows an exemplary set of heat maps generated using 
MARCS. The clustered heat map of all proteins is provided in Sup-
plementary Table 2. Our data capture a broad range of responses by 
chromatin readers to repressive and activating modification states and 
thereby reveal two principle modes of interaction: simple responses 
to single modifications as exemplified by the recruitment of MECP2  
or exclusion of KDM2B by DNA methylation (Fig. 1e); and complex  
binding patterns indicating binding to multiple modifications or syn
ergistic responses as illustrated by the origin recognition complex 
(ORC) that shows recruitment to H3K9, H3K27 or H4K20 methyla-
tions, with further stimulation by DNA methylation (ORC2 in Fig. 1e).  
Importantly, while these examples constitute internal controls by  
consistently showing known and expected binding behaviours, our 
broad and unbiased profiling of chromatin states also enables the  
identification of interactions with modified nucleosomes in new con-
texts. For example, we find that the INO80 chromatin remodelling 
complex28 and polycomb repressive complex 1 (PRC1)29 are enriched 
on nucleosomes displaying active modification signatures, includ-
ing acetylations of the histone H3 and H4 N-terminal tails (INO80B 
for INO80 in Fig. 1e; CBX4 and CBX8 for PRC1 in Fig. 1e and Extended 
Data Fig. 2a,b).

Unbiased prediction of binding features
Inspection of the heat maps further revealed that many proteins exhibit 
broad nucleosome binding responses that cannot be explained by one 
single feature, that is, a particular histone modification, DNA meth-
ylation or the H2A.Z variant alone. To describe such complex binding 
behaviours, we deconvoluted the SNAP binding profiles into individual 
nucleosomal features driving these associations. We achieved this by 
comparing log2[H/L ratio] values between related nucleosomes that 
differ by only one single feature. For example, four pairs of dinucle-
osomes are informative of the effect of H3K4me3 on protein binding 
(Fig. 2a). A consistent increase or decrease in the log2[H/L ratio] across 
these nucleosome pairs can be attributed only to H3K4me3, irrespec-
tive of other modifications that the chromatin reader may recognize. 
Repeatedly sampling this effect across multiple nucleosome pairs, in 
addition to the H3K4me3 dinucleosome-purification experiment itself 
(Extended Data Fig. 3a), enables statistical evaluation and calculation 
of a ‘feature effect estimate’ expressed as the H3K4me3-dependent 

change in the log2[H/L ratio] for a particular protein (Fig. 2b). This way, 
we were able to resolve the responses of chromatin readers to 15 dif-
ferent modification features resulting from 82 pairs of nucleosomes 
(Fig. 2b, Extended Data Figs. 3b–d and 5a and Supplementary Table 3). 
The feature effect estimates enable us to quantitatively describe the 
chromatin-binding behaviours of several hundred proteins and pro-
vide a breakdown of complex binding profiles into a set of key features 
that either positively or negatively regulate their association with the 
modified nucleosomes (Extended Data Fig. 2c,d). We have implemented 
this decomposition of binding profiles into ‘chromatin feature motifs’ 
in the MARCS online resource. Importantly, an integrative analysis of 
public ENCODE30 ChIP followed by sequencing (ChIP–seq) datasets 
covering a subset of identified nucleosome-interacting proteins and 
relevant chromatin features demonstrates that the binding behaviours 
observed in our in vitro dinucleosome system recapitulate the binding 
behaviours found in cellular chromatin (Extended Data Fig. 4a–j and 
Supplementary Table 4).

Notably, the number of proteins responding to each of the 15 fea-
tures is highly variable, with euchromatic features such as H3ac or 
H4ac recruiting or excluding many more proteins than heterochro-
matic ones such as H3K9me2/3 or H3K27me2/3 (Fig. 2c). However, 
this might be biased by the extract preparation method, which pref-
erentially releases euchromatic proteins. Furthermore, many proteins 
are regulated by more than one feature (Fig. 2d,e) indicating that they 
either respond to multiple modifications independently or recognize 
composite modification signatures. Clustering of individual protein 
binding behaviours revealed that they can be grouped into 40 major 
binding responses, largely defined by multisubunit protein com-
plexes (Fig. 2e and Supplementary Table 5). For example, multiple 
factors such as the INO80, MLL3/4, NuA4 or TFIID complexes show 
highly specific responses to the different ‘promoter state’ features 
H3K4me3, H3ac, H4ac and H2A.Z. Whereas binding of, for example, 
the INO80 remodeller28 is stimulated by H2A.Z in addition to H3 and 
H4 acetylation (Extended Data Fig. 5a–c), the NuA4 histone acetyl-
transferase complex responds similarly to H3 and H4 acetylation, 
but not H2A.Z (Fig. 2e). This complex regulation of INO80 by a H3ac/
H4ac–H2A.Z axis was not directly apparent from the original SNAP data 
(Extended Data Fig. 5d), illustrating how the feature effect estimates 
can be used to decode nucleosome-binding determinants across entire  
chromatin states.

Absence of distinctive H3K4me1 readers
Another notable result from the feature effect analysis was the dif-
ferential binding of proteins to H3K4 methylations (Fig. 3a). For the 
promoter mark H3K4me3, we identified 45 strongly recruited pro-
teins (positive effect to log2[H/L ratio] ≥ 1 at a false-discovery rate 
(FDR) of 1%), including known H3K4me3 readers such as TFIID31 and 
PHF832, and 31 strongly excluded proteins (Fig. 2b and Supplementary 
Table 3), such as polycomb repressive complex 2 (PRC2)33. By con-
trast, the enhancer mark H3K4me1 enriched only one protein, BRPF3 
(Extended Data Fig. 3c). Consistent with these findings, our integrative 
ChIP–seq data analysis revealed no proteins showing strong associa-
tion with H3K4me1, while many proteins preferentially localized to 
H3K4me3-marked genomic loci (Extended Data Fig. 4c,d). This was 
further supported by a label-free quantitative ChIP–MS analysis of 
H3K4me1- and H3K4me3-enriched mononucleosomes (Extended 
Data Fig. 6a–c). Although many proteins were significantly enriched 
in both H3K4me1 and H3K4me3 ChIPs compared with bulk nucleosome 
purifications, the vast majority of these proteins preferentially associ-
ated with H3K4me3- but not H3K4me1-modified chromatin (Extended 
Data Fig. 6d–h and Supplementary Table 6). This suggests the absence 
of a distinctive H3K4me1 interactome, supporting the notion that 
H3K4me1 is not a main driver of protein recruitment to enhancer  
chromatin states.
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MARCS recovers protein interaction networks
Closer analysis of binding profiles of protein complexes indicated that 
their subunits showed highly similar binding behaviours (for example, 
the H2A.Z-responsive INO80, SRCAP and NSL complexes; Extended 

Data Fig. 5d), underscoring that their native compositions remained 
intact during the affinity purifications. This prompted us to recon-
struct a network of proteins co-regulated by similar chromatin states 
and use this to predict protein–protein interactions. To this end, we 
trained and tested several network inference algorithms (Extended 
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Data Fig. 7a) against BioGRID34. In this analysis, the context-likelihood 
of relatedness (CLR) algorithm35,36 performed best based on the high-
est area under the precision-recall curve (Extended Data Fig. 7b). 
CLR also scored interactions reported by multiple publications 
and validated by co-crystal structures and co-purifications highest 
(Extended Data Fig. 7c,d), confirming the reliability of the predicted  
network.

Within the resulting network (Supplementary Table 7), key chro-
matin regulatory complexes formed clusters (Extended Data Fig. 7e) 
that, at increased stringencies, resolved into separate complexes and 
high-confidence binary interactions (Extended Data Fig. 8). Impor-
tantly, the normalized mutual information (MI) estimates between pairs 
of proteins in our integrative ChIP–seq analysis increased in line with 
increasing confidence of the predicted interactions (Extended Data 
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Fig. 3 | Differential binding of proteins to H3K4 methylation and H3/H4 
acetylation states. a, Comparison of H3K4me3- versus H3K4me1-responsive 
proteins. H3K4me3- or H3K4me1-dependent changes in the log2[H/L ratio] are 
plotted on the x and y axes, respectively. Proteins with statistically significant 
estimates (limma, two-sided, Benjamini–Hochberg-adjusted FDR ≤ 0.01) are 
circled with a grey border. The grey area marks ±0.2 radians away from the x = y 
line. Selected protein complexes are highlighted. While H3K4me1 recruits only 
BRPF3 but no other interactors, it still excludes, for example, the PRC2 complex, 
albeit not as strongly as H3K4me3. b, CLR-predicted network overlayed with 
chromatin feature effects. The heat maps reveal the degree and specificity of 
protein recruitment or exclusion by the different features. Protein complexes 
with statistically significant regulation (CAMERA, FDR ≤ 0.01, median 
effect ≥ 0.3; Supplementary Table 8) were annotated for each feature after 
manual curation. A zoomable version is provided in the MARCS resource.  

c, Comparison of proteins responding to H3 versus H4 acetylation. Changes in 
the log2[H/L ratio] attributable to H3ac or H4ac are plotted on the x and y axes, 
respectively. Data representation as in a. Proteins are coloured by the difference 
between their H3ac and H4ac responses. BAF and CHRAC complex subunits  
are highlighted with coloured borders and labels. d, The preference of protein 
complexes for H3 or H4 acetylation. Markers indicate the median effect of  
the H3ac versus the H4ac feature across all complex subunits with protein 
response measurements (the number of measurements per complex/feature  
is shown in Supplementary Fig. 1). The error bars represent the empirical 95% 
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samples of subunit effects, accounting for their variance. The coloured bars 
highlight the difference between these median estimates for H3ac and H4ac. 
Complexes are ordered from H3ac to H4ac preference. The asterisks denote 
estimates for exclusive complex subunits.
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Fig. 7f), indicating that the CLR-predicted network correctly enriches 
in vivo chromatin interactions. We leverage the identified local protein 
interactions to implement similarity predictions in the MARCS resource 
and augment these with a curated list of protein complexes (Supple-
mentary Table 8), incorporating information from other resources 
such as EpiFactors37 and the Complex Portal38.

The CLR algorithm, being based on MI, treats mutually exclusive 
interactions similarly to correlated ones. Overlaying the chromatin 
feature effect estimates for each protein onto the network reveals how 
their arrangement into tight subnetworks is driven by the chromatin 

modification responses (Fig. 3b). Among other regulations, these  
data reveal differential binding of many factors to H3 and H4 acety
lations, as different subnetworks show distinct binding responses  
to H3K27ac, H4K16ac, and the combined H3K9acK14ac, H3ac and 
H4ac features, suggesting a finely orchestrated regulation of active 
chromatin states by differential acetylation. Whereas, for example, 
the CHRAC chromatin remodelling complex shows preferential bind-
ing to H4ac, BAF (SWI/SNF) remodellers show a strong preference  
for H3ac (Fig. 3c,d), mainly driven by H3K9acK14ac (Fig. 3b). Fur
thermore, while many proteins respond to multiple acetylations in 
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Fig. 4 | Nucleosomal modifications and linker DNA constitute orthogonal 
routes of protein engagement with chromatin. a, Schematic of 
dinucleosomes used in label-free MS-based pull-downs for evaluating the 
effect of linker DNA length and sequence on protein binding to active (right) 
and repressive (left) chromatin states. b, Clustered heat map depicting protein 
binding responses to dinucleosomes incorporating different combinations  
of 200 bp scrambled DNA or SV40 promoter sequence-based linkers and 
promoter PTMs (H3K4me3K9acK14acK18acK23acK27ac in combination  
with H4K5acK8acK12acK16acK20me2 and H2A.Z). Data are shown as the 
log2-transformed fold change (log2[FC]) in the normalized protein abundances 
compared with unmodified dinucleosomes with a 50 bp linker. c, Comparison 
of H3K9me3-binding responses on dinucleosomes with 35 bp and 50 bp 
linkers. Proteins responding to H3K9me3, linker length or both were 
determined using limma statistics and are highlighted in red, blue or purple, 
respectively. Only binding responses fulfilling the following two criteria are 

depicted: (1) log2[FC] > 1 or log2[FC] < −1 compared with unmodified 
dinucleosomes with 50 bp linker; (2) Benjamini–Hochberg-adjusted P ≤ 0.05. 
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indicated in dark grey. The smaller datapoints indicate response estimates 
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d, Comparison of H3K27me3-binding responses on dinucleosomes with 35 bp 
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the H3 and H4 tails, only few factors respond to H3K27ac or H4K16ac 
alone (Fig. 3b). This breakdown of the SNAP data into local interaction  
networks of co-regulated proteins and their responses to specific  
chromatin features provides important insights into how chromatin 
states are decoded by chromatin readers.

Modifications and linkers act independently
Apart from covalent modifications, characteristic features of chromatin 
states also include linker DNA length, typically ranging from 35–55 bp 
in most chromatin domains39 to over 200 bp in nucleosome-depleted 
regions (NDRs). To investigate the effects of linker DNA on chromatin 
recognition by nuclear proteins, we performed an additional set of 
affinity purifications using dinucleosomes incorporating different 
DNA linkers (Fig. 4a and Supplementary Information). Notably, the 
binding of heterochromatin as well as active promoter modification 
readers was generally not affected by variations in linker length nor 
linker sequence (Fig. 4b–e, Extended Data Fig. 9a–g and Supplementary 
Table 9), highlighting the robustness of the protein binding responses 
captured in MARCS. Likewise, the binding of sequence-specific tran-
scription factors recognizing DNA motifs in the 200 bp long SV40 
promoter linker was insensitive to the active promoter modifications 
on the adjacent nucleosomes (Fig. 4f,g and Extended Data Fig. 9d,g). 

Similarly, incorporating a 200 bp long SV40 enhancer linker had no 
prominent effect on H3K4me1 and H3K4me1K27ac enhancer state 
readout (Extended Data Fig. 10a–c and Supplementary Table 9), and 
transcription factor recognition of the SV40 enhancer sequence was  
not affected by the H3 modifications (Extended Data Fig. 10d,e). Nucleo-
somal modifications and DNA linkers therefore appear to act largely 
independently in recruiting proteins to chromatin. Notably, many 
proteins, including multiple spliceosome subunits, showed dimin-
ished binding when increasing the linker length from 50 to 200 bp, 
regardless of the linker sequence or modification status of the adjacent 
nucleosomes (Fig. 4b and Extended Data Figs. 9l,m,o and 10a,f–h), 
underscoring the regulatory potential of nucleosome spacing on 
chromatin engagement irrespective of the underlying modification  
landscape.

Multivalent chromatin engagement by INO80
Our combined analyses can be used to identify chromatin binding 
behaviours and nuclear regulators with unknown functions. As a proof 
of principle, we selected INO80, an ATP-dependent nucleosome remod-
eller and exchange factor for the histone variant H2A.Z that is involved 
in transcription, replication and DNA repair28, for which several inter-
esting observations emerged from our data (Extended Data Fig. 5d). 
First, our high-confidence CLR network predicted an interaction with 
transforming growth factor beta regulator 1 (TBRG1), a putative tumour 
suppressor and p53 activator40 (Fig. 5a and Extended Data Fig. 8). Con-
sequently, we were able to co-purify TBRG1 together with INO80 in 
co-immunoprecipitation (co-IP) experiments from INO80B-V5 knock-in 
cell lines (Fig. 5b and Extended Data Fig. 5e–h). Label-free MS-based 
estimation of the TBRG1:INO80B ratio indicated that TBRG1 is present 
in the complex at substoichiometric levels comparable to the regula-
tory subunits MCRS1, INO80D and YY1 (Fig. 5c).
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Fig. 5 | The INO80 complex recognizes a multivalent nucleosome- 
modification signature. a, CLR-predicted TBRG1–INO80 interaction.  
TBRG1–INO80 interactions were reported in several screens48–50 and deposited 
at BioGRID but never validated. b, TBRG1 interacts with INO80. Volcano plot  
of proteins that are significantly enriched (t-test, two-sided, Benjamini–
Hochberg-adjusted FDR ≤ 0.05) in n = 3 biologically independent INO80B-V5 
immunoprecipitations (Extended Data Fig. 5h) followed by label-free MS.  
c, Composition of the INO80 complex. The relative stoichiometries between 
TBRG1 and INO80 were calculated using quantitative MS data from the 
INO80B-V5 immunoprecipitation experiments shown in b. n = 3. Data are the 
mean ± s.d. of the stoichiometry values. d, Features driving the INO80 
nucleosome-binding response. Individual effect estimates (change in log2[H/L 
ratio]) for INO80-exclusive subunits are shown as dots (estimate significantly 
non-zero, limma, two-sided, Benjamini–Hochberg-adjusted FDR ≤ 0.01) or 
crosses (estimate not statistically significant). The bars highlight the median 
effect across all complex subunits with protein response measurements (n = 11, 
except for DNA methylation, H3K27ac, H3K9me2 and H3K27me2, for which 
n = 1 and no estimate was derived). The error bars represent the empirical 95% 
CI of this median effect estimated from 100,000 random samples of subunit 
effects, accounting for their variance. The bold font indicates features with 
enrichments greater than expected by chance (CAMERA, Benjamini–Hochberg- 
adjusted FDR ≤ 0.01; Supplementary Table 8). e, Targeted dinucleosome pull- 
downs confirm INO80 binding to nucleosomes containing hyperacetylated H3 
(H3ac), H4 (H4ac) and/or H2A.Z. Binding was detected by immunoblotting 
against INO80B and ACTR5. TBRG1 follows the INO80-binding pattern.  
The HeLa S3 cell nuclear extract used was a mixture of three independent 
preparations. Different amounts of the mixed extract were loaded as inputs for 
the different immunoblots. Experiments were independently repeated three 
times with similar results. Unmod., unmodified. f, Quantitative label-free  
LC–MS-based analysis of histone modifications and H2A.Z in mononucleosomes 
co-purified with ACTR5 from MNase-digested HeLa cell chromatin. The relative 
PTM or H2A.Z abundance over input chromatin is plotted as the log2[FC] for 
n = 2 independent biological experiments.
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Second, while the INO80 complex was unresponsive to variations 

in the linker DNA (Fig. 4e–g and Extended Data Fig. 9c,d,f,g), our fea-
ture effect estimates predicted binding to a multivalent nucleosomal 
modification signature consisting of acetylations in the H3 and H4 
N-terminal tails and the histone variant H2A.Z (Fig. 5d and Extended 
Data Fig. 5b,c). Confirming our prediction, we found in targeted 
pull-downs (Fig. 5e) that H3ac had a small positive effect on INO80 
recruitment, which was more pronounced in the case of H4ac. Notably, 
while no effect of H2A.Z alone was detectable by western blotting, the 
presence of H2A.Z greatly enhanced INO80 binding when combined 
with H4ac, and to a lesser extent with H3ac (Fig. 5e). Consistent with 
the in vitro results, mononucleosomes co-purified with INO80 from 
micrococcal nuclease (MNase)-digested HeLa chromatin through 
the subunit ACTR5 were enriched in H4ac and H3ac as well as H2A.Z 
(Fig. 5f and Extended Data Fig. 5i–k). These results confirm that the 
INO80 remodelling complex indeed binds to nucleosomes decorated 
by the predicted multivalent chromatin modification signature in 
human cells and suggest a role of histone acetylation and H2A.Z in 
stimulating INO80 recruitment to specific genomic loci (Extended  
Data Fig. 5l).

These independent experimental validations highlight the reliability 
of our analyses and predictions, and underscore the value of our data 
to identify previously undescribed protein interactions and complex 
binding events involving the concerted interplay between multiple 
chromatin modification features.

Discussion
Here we have combined large-scale quantitative nucleosome affin-
ity purification approaches and computational analysis methods to 
understand how chromatin states are read and interpreted by nuclear 
machineries. Our approach has enabled us to delineate direct effects 
of composite modification signatures of promoter, enhancer and 
heterochromatin states on chromatin engagement by several hun-
dred chromatin readers and to uncover interconnected networks of 
nuclear proteins targeting similar chromatin states. Deconvoluting 
the responses of chromatin factors to 15 different modification fea-
tures unravels how complex modification signatures are sensed by 
chromatin-binding proteins. Combining these responses to individual 
modification features into modification response profiles, akin to 
DNA-binding-motif logos of transcription factors41, enables the com-
prehensive prediction of chromatin regulators that recognize complex 
modification patterns. Similarly, it enables the systematic identification 
of nucleosomal features modulating the binding of various nuclear 
proteins to their genomic target loci. Predicted responses to multiple 
features point towards a synergistic interplay between the components, 
as we show for the INO80 remodeller (Fig. 5e,f).

While an interplay between distinct nucleosomal modifications is 
clearly visible for many proteins, it generally seems not to involve linker 
DNA as we observe no apparent synergy even between active modifi-
cations and NDRs often coupled in vivo. However, this might reflect 
the static nature of the interactions in our pull-downs, in which the 
absence of ATP and the presence of HDAC inhibitors prevent enzymatic 
activities that are known to be involved in highly dynamic regulatory 
circuits, such as nucleosome remodelling and rapid histone acetyla-
tion turnover. In the case of multistep enzymatic processes, such as 
chromatin remodelling by INO80, the reported interactions might 
therefore reflect particular intermediate states of a dynamic reaction 
cycle, probably representing one of the first engagement steps of the 
complex with chromatin. Likewise, although we saw no prominent 
effects of different linkers on protein binding to modifications and vice 
versa, a dynamic interplay between the two cannot be excluded. The 
testable transcription-factor-binding sites in the linkers were located 
distant from the nucleosome-bound DNA regions, and histone modi-
fications were unlikely to directly modulate their accessibility. In the 

presence of ATP, nucleosomal modifications can potentially modulate 
chromatin remodelling activities that could in turn expose nucleoso-
mal DNA sequences, therefore facilitating, for example, the binding of 
pioneer transcription factors42 thereby enabling the establishment or 
maintenance of NDRs.

Notably, modifications that are characteristic of distinct chromatin 
states vary greatly in their regulatory potential, as promoter-associated 
H3K4me3 and hyperacetylated H3 and H4 tails affect the binding 
of many nuclear factors, while enhancer-associated H3K4me1 and 
H3K27ac appear largely inert in targeting proteins to chromatin. Con-
sistent with previous findings43,44, this suggests that modifications 
found at enhancers may act, for example, by preventing the binding 
of repressive factors to the underlying regulatory loci45, rather than by 
directly recruiting proteins.

Our study unifies two complementary views of chromatin—the 
modification-centric view that defines chromatin states based on chro-
matin marks1,2, and the protein-centric view that defines the chromatin 
states by their protein constituents46. By combining both aspects, our 
experiments reveal major principles of how complex modification 
patterns define and regulate functional chromatin states. Our data 
are easily accessible through the interactive online resource MARCS 
(https://marcs.helmholtz-munich.de) with the aim to serve as a plat-
form for both hypothesis generation and validation, and thereby act  
as a catalyst for future chromatin research. We encourage research-
ers to thoroughly explore the data as there are many discoveries to  
be made.
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Methods

Experimental procedures
Preparation of recombinant canonical histones. Recombinant  
human canonical histone proteins were expressed in Escherichia coli 
BL21(DE3)-CodonPlus-RIL cells (Agilent Technologies) from pET21b(+) 
(Novagen) vectors and purified by denaturing gel filtration and 
ion-exchange chromatography as previously described25,51.

Preparation of recombinant histone H2A.Z. A codon-optimized 
sequence encoding human H2A.Z (H2AFZ, UniProtKB: P0C0S5) was 
purchased from GenScript and cloned into the NdeI/XhoI sites of 
the pET24a(+) vector (Novagen). H2A.Z was then expressed in E. coli 
BL21(DE3)-CodonPlus-RIL cells (Agilent Technologies) and purified as 
previously described for canonical H2A25.

Preparation of truncated histones for native chemical ligations. 
Truncated human H3Δ1–31T32C protein for ligations of modified 
histone H3 was expressed in E. coli BL21(DE3)-CodonPlus-RIL cells 
(Agilent Technologies) and purified as previously described52. Trun-
cated human H4Δ1–28I29C protein for ligations of modified his-
tone H4 was expressed from pET24b(+) vectors (Novagen) in E. coli 
BL21(DE3)-CodonPlus-RIL cells (Agilent Technologies). The insoluble 
protein was extracted from inclusion bodies with unfolding buffer 
(20 mM Tris (pH 7.5), 7 M guanidine hydrochloride, and 100 mM  
dithiothreitol (DTT)) for 1 h at room temperature, and the cleared  
supernatant was loaded onto a Sephacryl S-200 gel filtration column 
(Cytiva) in SAU-1000 buffer (20 mM sodium acetate (pH 5.2), 7 M urea, 
1 M NaCl, and 1 mM ethylenediaminetetraacetic acid (EDTA)) without 
any reducing agents. Positive fractions were combined and further 
purified by reversed-phase chromatography. Truncated H3Δ1–31T32C 
was purified over a Resource RPC column (Cytiva) using a gradient of 
0–65% B (buffer A: 0.1% trifluoroacetic acid in water; B: 90% acetoni-
trile, 0.1% trifluoroacetic acid) over 20 column volumes. Truncated 
H4Δ1–28I29C was purified over a PerkinElmer Aquapore RP-300 (C8) 
column (250 mm × 4.6 mm inner diameter) using a gradient of 0–65% 
B (buffer A: 0.1% trifluoroacetic acid in water; B: 90% acetonitrile, 0.1% 
trifluoroacetic acid) over 20 column volumes. The fractions contain-
ing pure H3Δ1–31T32C or H4Δ1–28I29C were pooled and lyophilized.

Preparation of modified histone H3 and histone H4 by native chemi-
cal ligation. For the preparation of modified histone H3, N-terminal 
H3 peptides (amino acids 1–31) were ligated to truncated H3Δ1–31T32C 
and, for the preparation of modified histone H4, N-terminal H4 pep-
tides (amino acids 1–28) were ligated to truncated H4Δ1–28I29C using 
native chemical ligation. All peptides contained a C-terminal benzyl 
thioester. All histone H4 peptides were N-terminally acetylated. Liga-
tions were performed in 550 μl of degassed ligation buffer (200 mM 
KPO4, 2 mM EDTA, 6 M guanidine hydrochloride) containing 1 mg of 
modified/unmodified histone tail thioester peptide (purchased from 
Cambridge Peptides or Almac Sciences), 4 mg of truncated histone, 
20 mg 4-mercaptophenylacetic acid and 25 mg Tris(2-carboxyethyl)
phosphine as reducing agent at a pH of 7.5. The reactions were incu-
bated overnight at 40 °C and quenched by addition of 60 μl 1 M DTT 
and 700 μl 0.5% acetic acid. After precipitation clearance by centrifu-
gation, the ligation reactions were directly loaded and purified onto 
a reversed-phase chromatography column (PerkinElmer Aquapore 
RP-300 (C8) 250 mm × 4.6 mm inner diameter). Modified histone H3 
was purified using a gradient of 45–55% B (buffer A: 0.1% trifluoroacetic 
acid in water; B: 90% acetonitrile, 0.1% trifluoroacetic acid) over 10 
column volumes. Modified histone H4 was purified using a gradi-
ent of 35–45% B (buffer A: 0.1% trifluoroacetic acid in water; B: 90%  
acetonitrile, 0.1% trifluoroacetic acid) over 10 column volumes. Positive 
fractions containing ligated full-length histone H3 or histone H4 were 
then combined and lyophilized.

Nucleosome assembly. Histone octamers were refolded from the puri-
fied histones and assembled into nucleosomes with biotinylated DNA 
through salt deposition dialysis as previously described25,51. Biotinylated 
nucleosomal DNAs containing either one (mononucleosomes) or two 
601 nucleosome-positioning sequences47 separated by a 50-base-pair 
(bp) linker (dinucleosomes), or four 601 nucleosome-positioning seq
uences (tetranucleosomes), were prepared as described previously25. 
CpG-methylated DNA was prepared using the M.SssI methyltrans-
ferase and complete methylation was confirmed by restriction digest 
(Supplementary Information). Dinucleosomes and tetranucleosomes 
were assembled in the presence of mouse mammary tumour virus A 
(MMTVA) competitor DNA (prepared in the same way as 601 DNA) 
and a slight excess of octamers as described for longer chromatin 
arrays to ensure saturation of the 601 repeats53. The reconstituted 
nucleosomes were then immobilized on streptavidin Sepharose High 
Performance beads (Cytiva) through the biotinylated DNA, washed to 
remove MMTVA competitor DNA and MMTVA nucleosomes (in the case 
of dinucleosomes and tetranucleosomes), and directly used for SILAC 
or label-free nucleosome affinity purifications. Correct assembly and 
immobilization of nucleosomes was verified by native polyacrylamide 
gel electrophoresis (Supplementary Information). Nucleosomes for 
pull-downs in which only modifications on histone H3 were tested 
were assembled with octamers containing recombinant histone H4 
purified from E. coli instead of ligated H4. Likewise, nucleosomes for 
pull-downs in which only modifications on histone H4 were tested con-
tained recombinant H3 and not ligated histone H3. Matched unmodi-
fied control nucleosomes were assembled with unmodified ligated H3 
and recombinant H4, or recombinant H3 and unmodified ligated H4 
accordingly. Nucleosomes containing only CpG methylation (H27M) 
were assembled with ligated unmodified H3 and recombinant H4, and 
nucleosomes containing only H2A.Z (H36) and no other modifications 
were assembled with recombinant (and therefore unmodified) H3 and 
H4 produced in E. coli.

Generation of 601 dinucleosomes incorporating different linker 
DNAs. Plasmid constructs for the preparation of biotinylated 601 dinu-
cleosome DNAs containing different linker lengths (35 bp, 40 bp, 45 bp, 
50 bp and 55 bp linkers) between the two 601 nucleosome-positioning 
sequences were generated by annealing forward and reverse primers 
of corresponding length and ligating them into pUC19-di601_NcoI/
NheI_5xGal4 (pTB891, gene synthesis by Genscript) digested with  
NcoI and NheI restriction enzymes (Thermo Fisher Scientific), thereby 
exchanging the ‘5×Gal4 linker’ against the different linker fragments. 
Plasmid constructs for the preparation of biotinylated 601 dinucleo-
some DNAs containing 200 bp linkers consisting of either the SV40 
enhancer or the SV40 promoter were generated by PCR amplification 
of the SV40 enhancer and promoter sequences from pGL3-control  
(Promega) and cloning the resulting fragments into the vector back-
bone of pUC19-di601_NcoI/NheI_5xGal4 through NcoI and NheI, thereby  
exchanging the ‘5×Gal4 linker’ against the 200 bp SV40 enhancer  
or promoter sequences. For all of the constructs, the dinucleosome 
sequences were then amplified from one copy to eight copies per  
plasmid as described previously25,51.

The biotinylated 601 dinucleosome DNAs containing 200 bp link-
ers with randomized DNA sequences were generated from a library 
of single-stranded 200 bp scrambled linker oligonucleotides (cus-
tom synthesis by Biolegio) containing 192 bp of randomized DNA 
sequence flanked by 5′ NcoI and 3′ NheI restriction sites and 5′ bGHR 
and 3′ pCIfor primer-binding sites. The single-stranded oligo was  
converted to double-stranded DNA by annealing it to the pCIfor  
primer (Sigma-Aldrich) and performing a primer extension of pCIfor. 
The primer extensions were performed using Taq DNA polymerase  
in a 96-well plate format with 96 × 50 µl reactions. Each 50 µl reac-
tion contained 1 µg of the 200 bp scrambled linker oligonucleotide 
(250 nM), 340 ng pCIfor primer (1 µM, fourfold molar excess over 



the 200 bp scrambled linker oligonucleotide), 200 µM dNTPs and 
2.5 U Taq polymerase (New England Biolabs) in 1× ThermoPol buffer 
(New England Biolabs). Using a thermocycler, the oligonucleotides 
were denatured for 5 min at 95 °C, annealed for 1 min at 58 °C and the 
primer extension reaction was then allowed to proceed for 5 min at 
68 °C. The reactions were pooled and the remaining single-stranded 
DNA was removed by direct addition of 2,000 U of exonuclease I  
(New England Biolabs) per ml reaction volume and incubation for 
30 min at 37 °C. The resulting double-stranded DNA was purified 
using the QIAquick PCR purification kit (Qiagen) according to the 
manufacturer’s instructions (20× columns, total yield of 75 µg in 1 ml 
buffer EB). The double-stranded 200 bp scrambled linker DNAs were 
digested with NcoI and NheI (Thermo Fisher Scientific) using 5 µl of 
FastDigest enzyme per µg DNA, concentrated using the QIAquick PCR 
purification kit (10× columns, total elution volume of 500 µl buffer 
EB) and separated by 2.5% agarose gel electrophoresis. The 200 bp 
band containing the scrambled linker fragments was excised from 
the gel and purified using the QIAquick gel extraction kit (Qiagen) 
according to the manufacturer’s instructions (eight columns, total 
yield of 11.64 µg in 300 µl buffer EB). The purified NcoI/NheI-digested 
200 bp scrambled linker fragments were subsequently ligated into the 
NcoI/NheI-digested, dephosphorylated (Quick CIP, New England Bio-
labs) and agarose-gel-purified vector backbone of pUC19-di601_NcoI/
NheI_5×Gal4, thereby exchanging the ‘5×Gal4 linker’ against the library 
of 200 bp scrambled linker fragments. Ligations were assembled using 
50 µg of NcoI/NheI-linearized pUC19-di601 vector backbone, 11.64 µg 
of NcoI/NheI-digested 200 bp scrambled linker inserts (approximately 
3.5-fold molar excess of inserts over the 3 kb vector backbone) and 
200 µl (400,000 cohesive end units) of T4 DNA Ligase (New England 
Biolabs) in a total volume of 4 ml of 1× T4 DNA ligase reaction buffer, 
and incubated overnight at 16 °C. After the ligation, ATP was added to 
the reaction to a final concentration of 1 mM and unligated linear DNA 
was digested by addition of 1,000 U of exonuclease V (New England 
Biolabs) and incubation for 50 min at 37 °C. Circular plasmid DNA that 
was protected from the exonuclease V digestion was then purified and 
concentrated using the QIAquick PCR purification kit (10 columns,  
elution in 30 µl buffer EB per column). The total yield of ligated circular 
plasmid DNA was 6.5 µg in 280 µl. The ligated plasmids represent a 
library of pUC19 vectors in which each vector contains one copy of a 
601 dinucleosome DNA each incorporating a different 200 bp linker 
of random sequence between the two 601 nucleosome-positioning 
sequences. The plasmid library was amplified by electroporation into 
10-beta electrocompetent E. coli cells (New England Biolabs) according 
to the manufacturer’s instructions using 2 µl (47 ng) of library DNA 
and 25 µl of competent cells per electroporation. Cells were recov-
ered in 1 ml of outgrowth medium and selected on 24.5 cm2 BioAssay 
LBAmp-agar plates (Corning). Serial dilutions were plated to determine 
the transformation efficiency and complexity of the library. In total, 
>108 independent clones were obtained from 24 electroporations. The 
colonies were gently scraped off the plates in liquid LB medium and 
plasmid DNA was isolated using the NucleoBond PC 10000 Giga-prep 
kit (Macherey-Nagel). The total yield of plasmid DNA from 24 plates 
was 16 mg. In total, 20 clones were picked from a high-dilution plate 
and sequenced to verify the correct length and random composition 
of the 200 bp linker sequences.

For preparing the different biotinylated dinucleosome DNAs the 
pUC19 601 dinucleosome plasmid constructs were first digested with 
EcoRV, ethanol-precipitated and then further digested with EcoRI (New 
England Biolabs) to liberate the dinucleosome DNAs. After another 
ethanol precipitation, the EcoRI overhangs were filled in with dATP 
and biotin-11-dUTP (Yorkshire Bioscience) using Klenow (3′→5′ exo−) 
polymerase (New England Biolabs). The biotinylated dinucleosome 
DNAs were again concentrated by ethanol precipitation, separated 
from the pUC19 vector DNA by preparative agarose gel electrophoresis 
and then purified from the excised gel slices using the NucleoSpin gel 

extraction Maxi kit (Macherey-Nagel). Biotinylation and the purity of 
the dinucleosome DNAs were verified by depletion with streptavidin 
Sepharose High Performance beads (Cytiva) and agarose gel electro-
phoresis of the inputs and supernatants (Supplementary Information). 
Dinucleosomes were then assembled in the presence of MMTVA com-
petitor DNA as described above.

Eukaryotic tissue culture. HeLa S3 cells (ATCC, CCL-2.2) cells were 
obtained from the Cancer Research UK Clare Hall Laboratories Cell 
Services Facility and maintained in suspension culture at 37 °C under 
5% CO2 in RPMI 1640 medium. HeLa S3 cells were authenticated by mor-
phology on the basis of their ability to grow both in suspension culture 
and as round spherical cells in adhesion culture. A HeLa Kyoto BAC cell 
line expressing the C-terminal localization and affinity purification 
(LAP)-tagged INO80 subunit ACTR548 was a gift from M. Mann (Max 
Planck Institute of Biochemistry). Cells were cultured at 37 °C under 
5% CO2 in Dulbecco’s modified Eagle’s medium (DMEM) containing 
4.5 mg ml−1 glucose, 10% fetal calf serum, 1% penicillin–streptomycin  
and 1% l-glutamine and validated by immunoprecipitation and immu
noblotting against the tagged ACTR5. MCF-7 cells (ATCC, HTB-22) were 
obtained from the Cell Services Facility of the IGBMC. Cells were cul-
tured at 37 °C under 5% CO2 in DMEM containing 4.5 mg ml−1 glucose, 
10% fetal calf serum, 1 mM sodium pyruvate, 1% penicillin–streptomycin 
and 1% l-glutamine and authenticated by morphology and by regu-
larly testing the induction of oestrogen-responsive genes by quantita-
tive PCR with gene-specific primers or global RNA-sequencing after 
17β-estradiol treatment. IMR90 human fibroblasts were purchased 
directly from ATCC (CCL-186) and cultured at 37 °C under 5% CO2 in 
DMEM containing 4.5 mg ml−1 glucose, 10% fetal calf serum, 1 mM 
sodium pyruvate, 1% penicillin–streptomycin and 1% l-glutamine. 
Cells were authenticated by morphology and only maintained for a 
limited number of passages. All of the cell lines were tested and were  
mycoplasma free.

SNAP. SILAC-labelled nuclear extracts were prepared from HeLa S3 cells 
as previously described25. The isotopically light (R0K0) or heavy (R10K8) 
nuclear extracts were mixes of three independently prepared nuclear 
extracts. For each pull-down, nucleosomes corresponding to 12.5 μg 
of octamer were immobilized on 10 μl streptavidin Sepharose High 
Performance beads (Cytiva) in the final reconstitution buffer (10 mM 
Tris (pH 7.5), 250 mM KCl, 1 mM EDTA and 1 mM DTT; supplemented 
with 0.1% NP-40) and then rotated with 0.5 mg HeLa S3 SILAC-labelled 
nuclear extract in 1 ml of SNAP buffer (20 mM HEPES (pH 7.9), 150 mM 
NaCl, 0.2 mM EDTA, 10% glycerol) supplemented with 0.1% NP-40, 1 mM 
DTT and protease inhibitor cocktail (Roche) for 4 h at 4 °C. Nucleosome 
pull-downs with acetylated histones and the corresponding unmodified 
control pull-downs were supplemented with HDAC inhibitors (5 mM  
sodium butyrate (Sigma-Aldrich, B5887) and 250 nM TSA (Sigma- 
Aldrich, T1952)) to prevent removal of the acetyl modifications. After 
two washes with 1 ml SNAP buffer + 0.1% NP-40 and then two washes with 
1 ml SNAP buffer without NP-40, the beads from both SILAC pull-downs 
(modified and unmodified control nucleosome) were pooled. The  
supernatant was completely removed, and bound proteins were eluted 
by on-bead digestion (see below).

Label-free nucleosome affinity purifications. Nuclear extracts were 
prepared from HeLa S3 cells as previously described25 except that cells 
were cultured with 10% regular fetal calf serum and no isotopically 
labelled amino acids were used. Unlabelled nuclear extracts were a 
mix of three independently prepared nuclear extracts. Nucleosome 
pull-downs were performed in the same manner as described above 
for SNAP, except for the bead washing and protein elution steps, which 
were performed as follows: after incubation with nuclear extracts, 
beads with immobilized nucleosomes were washed three times with 
1 ml SNAP buffer + 0.1% NP-40, the supernatant was completely removed 
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and bound proteins were eluted by boiling the beads in 50 µl Laemmli 
sample buffer containing 1% SDS at 95 °C for 5 min. A 20 µl protein  
aliquot was then digested with trypsin using a filter-aided sample prepa-
ration (FASP) protocol and analysed using liquid chromatography– 
mass spectrometry (LC–MS) as described below.

Cross-linking ChIP for MS analysis. IMR90 human fibroblasts 
were cultured as described above. Cells were washed three times 
with PBS and cross-linked on the plate with 1.25 µM ethylene glycol 
bis(succinimidyl succinate) (EGS) and 0.75 µM disuccinimidyl glutar-
ate in PBS for 30 min at room temperature. After the first cross-linking 
reaction, cells were washed twice with PBS and cross-linked with 1% 
formaldehyde in PBS at room temperature for 10 min. Cross-linking 
reactions were quenched by the addition of glycine solution in PBS to a 
final concentration of 125 mM and incubation at room temperature for 
5 min. Cells were then washed three times with ice-cold PBS, collected 
by scraping and pelleted by centrifugation (1,000g, 5 min, 4 °C). Cells 
were lysed in a hypotonic buffer (10 mM Tris (pH 7.6), 5 mM NaCl, 1.5 mM 
MgCl2) supplemented with 0.1% NP-40, protease inhibitor cocktail 
(Roche), 10 mM sodium butyrate and 1 mM DTT using a Dounce homog-
enizer as described previously25. Nuclei were pelleted by centrifugation 
(3,000g, 5 min, 4 °C), washed in hypotonic buffer supplemented with 
300 mM NaCl and pelleted again (3,000g, 5 min, 4 °C). Nuclei were 
resuspended in nuclear lysis buffer (15 mM Tris (pH 7.6), 10% glycerol, 
1% SDS) and incubated for 5 min on ice. Chromatin was pelleted by 
centrifugation (5,000g, 5 min, 4 °C), washed in chromatin wash buffer 
(15 mM Tris (pH 7.6), 300 mM NaCl, 1.5 mM MgCl2, 0.5% NP-40, 0.5% 
Triton X-100), pelleted again (5,000g, 5 min, 4 °C) and resuspended 
in ChIP buffer (20 mM Tris (pH 7.6), 150 mM NaCl, 2 mM EDTA, 1% Tri-
ton X-100, 0.01% SDS) supplemented with protease inhibitor cocktail 
(Roche) and 10 mM sodium butyrate. DNA was fragmented to an aver-
age size of 150–300 bp by sonication (Qsonica, Q800R2, 70% amp, 
10 s off, 10 s on, 40 min active sonication time, 4 °C). Chromatin debris 
was pelleted by centrifugation (16,000g, 10 min, 4 °C). Then, 25 µl of 
supernatant was used for DNA purification to check the average DNA 
fragment size and another 25 µl supernatant aliquot was transferred 
to a fresh tube, de-cross-linked as described below, and stored at 4 °C 
until it was later used as the input sample for histone PTM analysis to 
define the average levels of core histone PTMs in bulk chromatin. For 
DNA purification, the sample was mixed 1:1 with 2× de-cross-linking 
buffer (20 mM Tris (pH 7.6), 600 mM NaCl, 2% SDS) and incubated at 
65 °C overnight. The next day, proteinase K was added and the mixture 
was incubated at 37 °C for 2 h. DNA was purified using the QIAquick 
PCR purification kit (Qiagen) and eluted in RNase/DNase-free water. 
RNase A was added and the mixture was incubated at 37 °C for 1 h. DNA 
was resolved on an agarose gel and visualized with ethidium bromide.  
Approximately 0.2 mg chromatin (as measured by DNA content) was  
used for each ChIP reaction with the following antibodies: anti-H3K4me1 
(Abcam, ab8895), anti-H3K4me3 (Millipore, 17-614), anti-H3 (Active 
motif, 39163), anti-H4 (Abcam, ab31830). For H3K4me3 ChIP reac-
tions, 0.6 mg chromatin was used. To boost the identification of H3K4 
methylation-state-specific protein interactors, H3 and H4 ChIPs were 
performed using chromatin inputs partially depleted in H3K4me1- and 
H3K4me3-modified nucleosomes and co-bound protein factors. Speci
fically, H3K4me1 and H3K4me3 ChIPs were performed first, then the 
chromatin inputs used for the H3K4me1 and H3K4me3 ChIPs were com-
bined and subsequently used for H3 and H4 ChIPs. This aimed to shift 
the composition of the bulk chromatin-associated proteome measured 
in H3 and H4 control ChIPs towards regions devoid of H3K4me1 and 
H3K4me3. The antibody–chromatin mixture was incubated overnight 
on a rotation wheel (25 rpm) at 4 °C. Antibodies were captured using 
a 1:1 mixture of protein A and protein G Dynabeads (Thermo Fisher 
Scientific) for 2 h at 4 °C while rotating on a rotation wheel (25 rpm); 
40 µl of bead mixture was used per ChIP sample. Beads were washed 
three times with ice-cold ChIP buffer and twice with ice-cold ChIP buffer 

supplemented with NaCl to a final concentration of 500 mM. Antibod-
ies and co-bound chromatin were eluted by boiling the beads in 30 µl 
of Laemmli sample buffer containing 1% SDS and supplemented with 
300 mM NaCl for 10 min at 95 °C. The eluate was transferred to a fresh 
tube and incubated in a thermomixer at 65 °C and 500 rpm for 12 h. 
For the histone PTM proteomic analysis, eluted proteins as well as the 
input samples (see above) were resolved on a 4–20% polyacrylamide 
gel (Novex WedgeWell Tris-Glycin-Minigel, Invitrogen), histone bands 
were excised, in-gel derivatized, digested with trypsin and processed for 
LC–MS analysis as described below. For the identification and quanti-
fication of co-purified chromatin proteins, a 10 µl aliquot of the eluted 
proteins in Laemmli sample buffer was processed for trypsin digestion 
using a FASP protocol and analysed using LC–MS as described below.

Native chromatin immunoprecipitations for MS analysis. The HeLa 
Kyoto BAC cell line expressing the C-terminal LAP-tagged INO80 subu-
nit ACTR548 was cultured as described above. Cells were collected by 
trypsinization and were washed three times with ice-cold PBS. Nuclei 
were isolated using a Dounce homogenizer under hypotonic conditions 
in the presence of 0.1% NP-40 as described previously25. Nuclei were 
resuspended in ice-cold MNase digestion buffer (10 mM Tris (pH 7.6), 
15 mM NaCl, 60 mM KCl, 0.1% NP-40) supplemented with protease 
inhibitor cocktail (Roche) and 10 mM sodium butyrate, and MNase was 
added at a proportion of 150 U per approximately 20 × 106 nuclei. The 
nucleus suspension was transferred to a thermomixer and, after 2 min 
incubation at 37 °C and 400 rpm, CaCl2 was added to a final concentra-
tion of 1.5 mM and the mixture was incubated at 37 °C for another 6 min. 
The MNase digestion was stopped by the addition of EDTA to a final 
concentration of 10 mM. The mixture was then diluted 1:1 with ice-cold 
2× SNAP buffer (30 mM HEPES (pH 7.8), 300 mM NaCl, 0.1% NP-40, 20% 
glycerol, 0.4 mM EDTA) supplemented with protease inhibitor cocktail 
(Roche) and 10 mM sodium butyrate. The samples were rotated on a  
rotation wheel for 45 min at 4 °C and further incubated in a thermo-
mixer at 4 °C and 1,000 rpm for another 15 min. Nuclear debris was 
pelleted by centrifugation (16,000g, 10 min, 4 °C). The resulting super-
natants were transferred to fresh 1.5 ml low-protein-binding Eppendorf 
tubes and used for the purification of nucleosomes bound to the INO80 
complex as described below. To determine the efficiency of the MNase 
digestion, the pellets containing the insoluble chromatin fraction were 
resuspended in 1× supernatant volume of SNAP buffer, supplemented 
with proteinase K, and incubated at 37 °C overnight. In parallel, 25 µl 
aliquots of the supernatants were transferred to fresh tubes, supple-
mented with proteinase K and incubated at 37 °C overnight. After pro-
teins were digested with proteinase K, DNA was extracted using the 
QIAquick PCR purification kit (Qiagen) and eluted in RNase/DNase-free 
water. RNase A was added, and the mixtures were incubated at 37 °C 
for 1 h. The DNA was then resolved on an agarose gel and visualized 
with ethidium bromide. For each sample, another 25 µl aliquot of the 
supernatant was transferred to a fresh tube and subsequently used as 
the input sample to define average histone modification levels on bulk 
chromatin. For the purification of nucleosomes bound to the INO80 
complex, 25 µl of GFP-Trap Agarose beads (ChromoTek) were added 
to MNase-digested supernatants and the mixture was incubated on 
a rotation wheel (25 rpm) overnight at 4 °C. The beads were pelleted 
by centrifugation (250g, 3 min, 4 °C), followed by two washes with 
ice-cold SNAP buffer and one wash with SNAP buffer supplemented 
with NaCl to the final concentration of 200 mM. The supernatant was 
completely discarded and the beads were resuspended in 40 µl of SNAP 
buffer supplemented with 1 µg of 3C protease (Sigma-Aldrich). The 
mixture was then incubated for 8 h at 4 °C. The beads were pelleted 
by centrifugation, and the supernatant was transferred to a fresh tube, 
mixed with Laemmli sample buffer and boiled at 95 °C for 5 min. To iden-
tify histone PTMs of INO80-bound nucleosomes the immunopurified 
proteins and input samples were resolved on a 4–20% polyacrylamide 
gel (Novex WedgeWell Tris-Glycin-Minigel, Invitrogen), histone bands 



were excised, in-gel derivatized, digested with trypsin and analysed 
using LC–MS as described below.

CRISPR–Cas9-mediated endogenous protein tagging. The core 
INO80 complex subunit INO80B was endogenously tagged at its 
C-terminus with a V5 epitope in the MCF-7 cell line using the tagging 
strategy described previously54. Specifically, 1 day before transfection, 
MCF-7 cells were seeded onto 24-well plates at approximately 1.0 × 105 
cells per well in 500 µl of low-glucose DMEM medium supplemented 
with 10% FBS, 1 mM glutamine and 100 μg ml−1 penicillin–streptomycin. 
On the day of transfection, 25 µl of Opti-MEM medium was added to a 
1.5 ml sterile Eppendorf tube, followed by the addition of 1,250 ng of 
TrueCut Cas9 Protein v2 nuclease (Invitrogen) and 240 ng of two-piece 
gRNA (crRNA:tracrRNA duplex) generated by annealing crRNA (IDT) 
and tracrRNA (IDT) according to the manufacturer’s instructions. After 
mixing briefly by vortexing, 1 µl Cas9 Plus reagent was added to the 
solution containing Cas9 protein and gRNA. The mixture was incubated 
at 25 °C for 5 min to allow the formation of Cas9 ribonucleoprotein 
particles (RNPs). For co-delivery of homology donor DNA, 800 ng 
of single-stranded DNA oligonucleotide (IDT) was added to the Cas9 
RNPs at this point. Meanwhile, 25 µl Opti-MEM medium was added to 
a separate sterile Eppendorf tube, followed by the addition of 1.5 µl of 
Lipofectamine CRISPRMAX. After briefly vortexing, the Lipofectamine 
CRISPRMAX solution was incubated at 25 °C for approximately 5 min. 
After incubation, the Cas9 RNPs were then added to the Lipofectamine 
CRISPRMAX solution. The mixture was incubated at 25 °C for 10–15 min 
to form Cas9 RNPs and Lipofectamine CRISPRMAX complexes and then 
added to the cells. At 48 h after transfection, the cells were collected 
by trypsination and seeded in 96-well plates at 1 cell per well. After 
reaching 60–80% confluency, the cells were trypsinized and split 1:1 
into two 96-well plates where the first plate was used for immunofluo-
rescence screening with monoclonal mouse anti-V5 primary antibodies 
(eBioscience, TCM5 14-6796-82, 1:250) and Alexa-Fluor-488-coupled 
anti-mouse IgGs as secondary antibodies ( Jackson ImmunoResearch 
Laboratories, 715-545-150, 1:333), and the second plate was used for the 
subsequent expansion and further testing of V5-positive clones. The 
immunofluorescence screen for V5-positive clones was performed as 
previously described54.

Co-IP. Approximately 1.0 × 107 MCF-7 WT or INO80B-V5 cells were used 
for nuclear extract preparations as described previously25. The nuclear 
extract was diluted with IP buffer (20 mM HEPES (pH 7.9), 50 mM NaCl, 
0.2 mM EDTA, 5% glycerol, 0.1% NP-40, 1 mM DTT and protease inhibitor 
cocktail (Roche)) to a final protein concentration of around 1 µg µl−1 
and a NaCl concentration of 160 mM and subsequently cleared by cen-
trifugation at 20,000g for 10 min at 4 °C. Then, 1 ml of cleared nuclear 
extract was mixed with 5 μl of anti-V5 antibodies (Abcam, ab15828) and 
incubated on a rotating wheel over night at 4 °C. The next day, 20 µl of 
a 1:1 mixture of protein A and protein G Dynabeads (Invitrogen) were 
added to the sample followed by 1 h incubation on a rotation wheel at 
4 °C. Magnetic beads were washed three times with the IP buffer con-
taining 150 mM NaCl. Co-immunoprecipitated proteins were eluted 
from the beads by boiling in 20 µl of Laemmli sample buffer for 5 min 
at 95 °C. Eluted proteins were subsequently used for immunoblotting 
and LC–MS experiments (IP–MS). For LC–MS analysis, proteins were 
digested with trypsin using a FASP protocol as described below.

Protein detection by immunoblotting. Proteins were separated by 
SDS–PAGE and blotted onto nitrocellulose membranes (0.45 µm, Ther-
mo Fisher Scientific) using a Bio-Rad PROTEAN mini-gel and blotting 
system. Antibodies were diluted in TBST + 5% milk (25 mM Tris (pH 7.5), 
137 mM NaCl, 2.7 mM KCl, 0.2% Tween-20, 5% non-fat dry milk). The 
following primary antibodies were used for immunoblots: anti-V5 
tag (eBioscience, TCM5 14-6796-82, 1:1,000), anti-INO80 (Abcam, 
ab118787, 1:2,000), anti-INO80B (Santa Cruz (E-3), sc-390009, 1:1,000), 

anti-ACTR5 (GeneTex, GTX80453, 1:1,000), anti-TBRG1 (Santa Cruz 
(D-9), sc-515620, 1:1,000), anti-H3K4me3 (Millipore, 17-614, 1:2,000), 
anti-H4 (Abcam, ab31830, 1 µg ml−1), anti-H4ac (pan-acetyl) (Active  
Motif, 39967, 1:1,000), anti-CBX4 (Cell Signaling Technology, E6L7X 
30559, 1:1,000), anti-CBX8 (Santa Cruz (C-3), sc-374332, 1:1,000), 
anti-H2B (Abcam, ab1790, 1:1,000), anti-H2A.Z (Abcam, ab4174, 
1:1,000). Immunoblot images were acquired by CCD camera using the 
Bio-Rad ChemiDoc Touch Imaging System running Image Lab Touch 
Software (v.2.3.0.07).

MS methods
Sample preparation for MS. On-bead digestion and peptide puri-
fication for SNAP samples. The beads were resuspended in 50 μl of 
elution buffer (2 M urea, 100 mM Tris (pH 7.5), 10 mM DTT) and incu-
bated on a shaker (1,000 rpm) at 25 °C for 20 min. Iodoacetamide 
(Sigma-Aldrich, I1149) was added to a final concentration of 50 mM 
and the sample was incubated on a shaker (1,000 rpm) at 25 °C in the 
dark for 10 min. After digestion with 0.3 μg trypsin (Promega V5113) 
for 2 h on a thermo shaker (1,000 rpm) at 25 °C, the supernatant was 
transferred to a new tube and was further digested with 0.1 μg trypsin 
overnight at 25 °C. The digestion was stopped by adding 5.5 μl of 10% 
trifluoroacetic acid. Eluted peptides were purified on C18 stage-tips 
(Glygen 10-200 μl TopTips) according to the manufacturer’s instruc-
tions and dried using a SpeedVac.
FASP of label-free proteomics samples. Filter-aided sample prep-
aration was performed as described previously52. In brief, 10–20 µl 
aliquots of protein mixtures in 1% SDS Laemmli sample buffer were 
diluted with 200 µl of 100 mM triethylammonium bicarbonate buffer 
(TEAB; pH 8.5). For protein reduction, 1 µl of 1 M DTT was added to each 
sample and the samples were incubated at 60 °C for 30 min. After cool-
ing the samples to room temperature, 300 µl of freshly prepared UA 
buffer (8 M urea in 100 mM TEAB (pH 8.5)) was added to each sample. 
Proteins were alkylated by the addition of 10 µl of 300 mM iodaceta-
mide solution and subsequent incubation for 30 min at room tem-
perature in the dark. The samples were then concentrated to dryness 
in a 30 kDa cut-off centrifugal spin filter unit (Millipore), and washed 
three times with 200 µl UA buffer and twice with 200 µl of 50 mM 
TEAB (pH 8.5). Then, 40 µl of a 50 ng µl−1 trypsin solution in 50 mM 
TEAB (pH 8.5) was added to each sample and protein digestion was 
performed overnight at 37 °C. Peptides were centrifuged through the 
filter, and the collected flow through was acidified by the addition of 
trifluoroacetic acid to a final concentration of 0.5% (v/v). About 300 ng 
of the tryptic peptide mixtures was then used for LC–MS analysis as  
described below.
Histone sample preparation for proteomics analysis. Histone 
proteins were prepared for LC–MS analysis using a hybrid chemical 
derivatization protocol adopted for in-gel sample preparation. In 
brief, proteins were resolved on 4–20% polyacrylamide gels (Novex 
WedgeWell Tris-Glycin-Minigel, Invitrogen) followed by Coomassie 
staining. Histone protein bands were excised from the gel and destained 
in a destaining buffer (100 mM triethylammonium bicarbonate in 50% 
acetonitrile). After destaining, the gel pieces were dehydrated with 
200 μl of 100% acetonitrile for 10 min at room temperature after which 
acetonitrile was discarded. Propionylation solution was prepared by 
mixing 50 mM TEAB (pH 8.5) and freshly prepared 1% (v/v) propionic 
anhydride solution in water at a 100:1 ratio. Immediately after prepara-
tion, 100 µl of propionylation solution was added to the dehydrated 
gel pieces followed by 10 min incubation at room temperature. The 
propionylation reaction was quenched by the addition of 10 μl of 80 mM 
hydroxylamine and subsequent incubation for 20 min at room tem-
perature. The propionylation solution was discarded and gel pieces 
were dehydrated with 200 μl of 100% acetonitrile for 10 min at room 
temperature. After this, the acetonitrile solution was discarded and 
20 μl of 50 ng µl−1 trypsin solution in 100 mM TEAB (pH 8.5) was added. 
Trypsin digestion was performed overnight at 37 °C. The next day, 
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50 μl of 100 mM TEAB (pH 8.5) solution was added to each sample fol-
lowed by 30 min incubation in a thermo shaker (37 °C, 1,500 rpm). A 1% 
(v/v) solution of phenyl isocyanate in acetonitrile was freshly prepared 
and 15 μl added to each sample and incubated for 60 min at 37 °C. The 
samples were acidified by the addition of 24 μl 1% trifluoroacetic acid. 
Peptides were desalted with C18 spin columns (Thermo Fisher Scien-
tific) according to the manufacturer’s instructions, dried in a speed-vac, 
resuspended in 50 μl 0.1% trifluoroacetic acid and subsequently used 
for LC–MS analysis.

LC–MS-based proteomics measurements. MS analysis of SNAP 
samples. SNAP samples were processed and analysed by LC–MS 
on a Q-Exactive mass spectrometer (Thermo Fisher Scientific) as 
described previously55. In brief, the samples were loaded at 8 μl min−1 
onto a trap column (Thermo Fisher Scientific, Acclaim PepMap 100; 
100 μm internal diameter, 2 cm length, C18 reversed-phase material, 
5 μm diameter beads and 100 Å pore size) in 2% acetonitrile and 0.1% 
trifluoroacetic acid. Each of the samples was loaded twice, providing 
two technical replicates. Peptides were eluted on line to an analyti-
cal column (Thermo Fisher Scientific, Acclaim PepMap RSLC; 75 μm 
internal diameter, 25 cm length, C18 reversed-phase material, 2 μm 
diameter beads and 100 Å pore size) and separated using a flow rate of 
250 nl min−1 and the following gradient conditions: initial 5 min with 4% 
buffer B; a 90 min gradient of 4–25% B; a 30 min gradient of 25–45% B; a 
1 min gradient 45–90% B; and finally 15 min isocratic at 100% B before 
returning to the starting conditions for a 15 min equilibration (buffer 
A: 2% acetonitrile and 0.1% formic acid in water; B: 80% acetonitrile 
and 0.1% formic acid). The Q-Exactive instrument acquired full-scan 
survey spectra (m/z 300–1,650) at 70,000 resolution. An automatic 
gain control target value of 3 × 106 and a maximum injection time of 
20 ms were used. The top 10 most abundant multiply charged ions were 
selected in a data-dependent manner, fragmented by higher-energy 
collision-induced dissociation, and data were collected over the range 
200–2,000 m/z at 17,500 resolution. An automatic gain control target 
value of 1 × 105 with a maximum injection time of 120 ms was used. A 
dynamic exclusion time of 30 s was enabled.
MS analysis of label-free proteomics samples. LC–MS/MS analysis 
of label-free nucleosome pull-downs and ChIP–MS proteomics sam-
ples was performed on the Q-Exactive HF mass spectrometer (Thermo 
Fisher Scientific) coupled in-line to a nanoEasy LC (Thermo Fisher Sci-
entific). The samples were loaded in solvent A (0.1% formic acid) on 
a two-column set-up consisting of a 3.5 cm, 100 µm inner diameter 
pre-column packed with Reprosil-Pur 120 C18-AQ (5 µm; Dr. Maisch) 
and an 18 cm, 75 µm inner diameter analytical column packed with 
Reprosil-Pur 120 C18-AQ (3 µm; Dr. Maisch). A gradient of solvent B (95% 
acetonitrile, 0.1% formic acid) was applied at a flow rate of 250 nl min−1 as 
follows: 3% to 25% B in 90 min; 25% to 45% B in 30 min; 45% to 100% B in 
3 min; and 100% B in 8 min. MS was obtained at a resolution of 120,000 
and MS/MS as top 15 at a resolution of 15,000 and with a dynamic exclu-
sion of 30 s. The maximum injection time was set to 100 ms for both MS 
and MS/MS and only peptides of charge state 2, 3 and 4 were selected 
for MS/MS.

LC–MS/MS analysis of INO80-V5 IP–MS samples was performed on 
the Q-Exactive HF mass spectrometer (Thermo Fisher Scientific) cou-
pled to a nano-RSLC (Ultimate 3000, Dionex). In brief, the samples were 
automatically loaded onto a nano trap column (300 µm inner diameter 
× 5 mm, packed with Acclaim PepMap100 C18, 5 µm, 100 Å; LC Packings) 
before separation by reversed-phase chromatography (HSS-T3 M-class 
column, 25 cm, Waters) in a 95 min nonlinear gradient from 3 to 40% 
acetonitrile in 0.1% formic acid at a flow rate of 250 nl min−1. Eluted 
peptides were analysed using the Q-Exactive HF mass spectrometer 
equipped with a nano-flex ionization source. Full scan MS spectra (m/z 
300–1,500) and MS/MS fragment spectra were acquired in the Orbitrap 
with a resolution of 60,000 or 15,000, respectively, with maximum 
injection times of 50 ms each. Up to ten most intense ions were selected 

for higher-energy collisional dissociation fragmentation depending 
on signal intensity. Dynamic exclusion was set for 30 s.
MS analysis of histone samples. For LC–MS analysis of modified his-
tone proteins, the acidified histone peptide digests were analysed 
on the Q-Exactive HF mass spectrometer (Thermo Fisher Scientific) 
coupled in-line to a nanoEasy LC (Thermo Fisher Scientific). In brief, 
the samples were automatically loaded onto an in-house packed 2 cm 
100 µm inner diameter C18 pre-column with buffer A (0.1% formic acid) 
and then eluted and separated on an in-house packed Reprosil-Pur 
120 C18-AQ (3 µm; Dr. Maisch) analytical column (20 cm × 75 µm inner 
diameter) using a 35 min linear gradient from 0% to 40% buffer B (90% 
acetonitrile, 0.1% formic acid). Full scan MS spectra (m/z 300–1,000) 
and MS/MS fragment spectra were acquired in the Orbitrap with a reso-
lution of 120,000 or 15,000, respectively, with maximum injection 
times of 50 ms each. Up to the 20 most intense ions were selected for 
higher-energy collisional dissociation fragmentation depending on 
signal intensity. Dynamic exclusion was disabled.

MS RAW data search and quantification. Analysis of SNAP MS data. 
Protein abundances were quantified from the Q-Exactive raw data 
files using MaxQuant (v.1.5.2.8)56 against the UniProt UP000005640 
canonical proteome (downloaded in September 2016) using 2-plex 
labelling (Arg0/Lys0 and Arg10/Lys8). The search was performed 
allowing for fixed carbamidomethyl modification of cysteine resi-
dues and variable oxidation of methionine residues and acetylation of 
amino termini. The minimum peptide length was set to 7. All raw files 
resulting from the forward and reverse pull-downs, including techni-
cal replicates for each nucleosome tested, were processed together 
using the ‘match between runs’ feature. H/L ratios were computed in 
advanced ratio computation mode, with the minimal ratio and peptide 
count set to 1. The corresponding mqpar.xml file is deposited along 
with the proteomics data. Initial trial experiments with mono-, di- and 
tetra-nucleosomes (Supplementary Information) were quantified 
separately by MaxQuant v.1.5.1.0 against the December 2015 version 
of UniProt proteome with more stringent settings requiring at least 
two peptides for ratio estimation.
Analysis of label-free MS data. Protein identification and quantifica-
tion was performed using Proteome Discoverer v.2.5 (Thermo Fisher 
Scientific). Data were searched against the human Swiss-Prot database 
using Mascot57 as the search engine, with a precursor mass tolerance of 
5 ppm and a fragment mass tolerance of 0.05 Da. Two missed cleavages 
were allowed for trypsin and carbamidomethylation of cysteine was 
set as a static modification, while oxidation of methionine was set as 
dynamic. Label-free quantification was achieved as match between 
runs by using the Minora Feature Detector, the Feature Mapper and 
the Precursor Ions Quantifier. The maximum retention time shift for 
chromatographic alignment was set to 2 min and the retention time 
tolerance for mapping features was set to 1 min. Peptide quantification 
was performed as the peak area normalized to the total peptide amount 
and protein quantification as the average of the top three unique  
peptides.
Analysis of histone MS data. For the identification and quantification 
of histone PTMs in ChIP–MS samples and the quality control of recom-
binantly produced modified histone proteins, MS raw data files were 
manually analysed using Skyline (v.20.1.0.31)58. In brief, a list of unmodi-
fied as well as differentially modified histone H3 and H4 peptides was 
manually compiled and used to evaluate the modification status of 
histones in each sample. All lysine residues not bearing acetylation 
or methylation were considered to be propionylated and all peptide 
N termini were considered to be modified with phenyl isocyanate. 
MS1 filtering was set to include 3 isotope peaks and the MS1 resolving 
power was set at 120,000. MS2 resolving power was set at 15,000. For 
each modified histone peptide, the relative abundance was estimated 
by dividing its peak area by the sum of the areas corresponding to all 
of the observed forms of that peptide (that is, all peptides sharing the 



same amino acid sequence). The relative abundance of histone vari-
ant H2A.Z was estimated by dividing the sum of peak areas of unique 
H2A.Z peptides (that is, only present in H2A.Z but not in any other H2A 
variants) by the sum of peak areas of all unique peptides corresponding 
to histones H2A, H2B and H2A.Z.

Data postprocessing and bioinformatic analyses
Data postprocessing. Postprocessing of SNAP MS data. MaxQuant 
proteinGroups entries marked as ‘potential contaminant’, ‘reverse’ or 
‘only identified by site’ were removed from the datasets analysed. The 
SILAC H/L ratios for each of the remaining entries were converted to 
a log2 scale. In initial trial experiments (Supplementary Information), 
the median and first and third quartiles log2[H/L ratio] values were 
estimated in all experiments individually, treating forward and reverse 
experiments separately. Proteins were assumed to be significantly 
enriched if they fell 1.5× the interquartile range away from first and 
third quartiles for both forward and reverse experiments, matching 
the box plots. The data for the main set of experiments were addition-
ally annotated with up to date (as of 30 July 2019) metadata that were 
downloaded from the mygene.info API service59 based on the IDs in the 
‘Majority Protein ID’ column. Protein identifiers were assigned read-
able counterparts on the basis of the associated gene names. Duplicate 
entries were enumerated in parentheses (for example, SMARCA (1) and 
SMARCA (2)), assigning lower numbers to entries with a higher Max-
Quant score. Common prefixes of the gene names were collapsed (for 
example, SMAD[2,3,9]) for brevity. The principal direction of the data 
spread (that is, the direction of enrichment) in each of the pull-downs 
was estimated by determining the first principal component of the data 
in the top-left and bottom-right quadrants of the forward and reverse 
log2[H/L ratio] plot. The estimate was adjusted by re-evaluating the 
principal direction after removing outlier points ±2 s.d. away from the 
median in the second principal direction. Protein-specific variation 
in the second principal direction across pull-down experiments was 
adjusted to zero to correct systemic heavy and light cell population 
batch effects resulting from different abundances of proteins in the 
nuclear extracts from the H/L cell populations or different labelling 
efficiencies of proteins with the heavy-labelled amino acids. In cases 
in which either the forward or the reverse H/L ratio was measured for 
the protein (9.13% of ratio pairs), but not both, the missing ratio was 
imputed by projecting the measured ratio to the estimated princi-
pal enrichment line. In six cases (0.01%) in which the estimated H/L 
ratio was infinite as protein intensity could have been measured in the 
modified nucleosome, but not in the unmodified nucleosome, the ratio 
was imputed to the maximum ratio identified in the particular SNAP 
experiment. All other missing H/L ratios were imputed to zero (24.27%). 
Five proteins of which the forward and reverse H/L ratios were equal 
to zero in all of the experiments were removed. The resulting data for 
each of the pull-down experiments were then further rotated so the 
estimated principal direction of variation lays exactly on the ideal 45° 
diagonal, so the reverse ratio on average equals the negative of the 
forward one. For visualizations and computational analyses, the sign 
of the reverse experiment was flipped to be on the same scale as the  
forward one.
Postprocessing of cross-linked H3K4me1 and H3K4me3 ChIP–MS 
data. Protein abundances obtained from H3K4me1 and H3K4me3 
cross-linking-ChIP–MS experiments were converted to log2 scale, treat-
ing zero abundances as missing data. The data were normalized to ten 
histone proteins observed in the data: H2AC20, H2AC21, H2AW, H2AZ2, 
H2BC4, H2BU1, H3-2, H4C1, MACROH2A1 and MACROH2A2. Specifically, 
we calculated the average log2-transformed abundance for the histone 
proteins in each of the experiments, and calculated the residuals (that 
is, log2-transformed abundances minus the average (M value)) for the 
histone proteins. The data were normalized by subtracting the median 
of these residuals for each of the samples, so that the median M value 
of the normalized data for the histone proteins remains approximately 

zero across experiments. The normalized data were then further filtered 
to include only proteins that were detected in at least two replicates 
of at least one experiment.

We used limma60 to estimate the log2[FC] values between H3K4me3 
and controls (H3 and H4), H3K4me1 and controls, and H3K4me3 and 
H3K4me1. Specifically, we used a zero-intercept means model encod-
ing one parameter for each experiment (H3, H4, H3K4me1, H3K4me3), 
and analysed the contrasts between protein abundance in H3K4me1/3 
experiments and the average abundance of H3 and H4 (for example, 
(H3 + H4)/2), as well as a contrast between H3K4me3 and H3K4me1. The 
analysis was run using the default parameters of limma (v.3.50.1), with 
the addition of ‘robust=True’ in the ‘eBayes’ step, hypothesis testing was 
performed using the default settings, assuming zero log2[FC] under the 
null hypothesis. P values were corrected using the Benjamini–Hochberg 
procedure, and significance was assumed at an FDR of 0.05.

In some cases, the contrasts could not be estimated due to missing 
data. This frequently happened when proteins were detected in one of 
the experiments, but not in controls (or vice versa). In these cases, we 
imputed such log2[FC] estimates with infinities (positive and negative). 
Moreover, whenever it was possible to estimate the H3 or H4 controls, 
but not both, we imputed the log2[FC] estimates using one of such 
controls only. The imputed estimates are clearly flagged in the data and 
figures. Estimates based only on single data points (that is, an observed 
abundance in one of the three replicates only) are flagged as well.

To be able to link the ChIP–MS data with MARCS feature effect esti-
mates, we mapped the ChIP–MS proteins to their MARCS counterparts 
through their accession numbers and gene names. The cases in which 
one ChIP–MS protein mapped to multiple proteins in the MARCS data-
set were resolved by assigning the feature effect estimate with the 
lowest P-value estimate across all of the matched identifiers.

To obtain association statistics, we performed a Mann–Whitney 
U-test, comparing the imputed ChIP–MS log2[FC] estimates of proteins 
strongly recruited to or excluded by a MARCS feature to the imputed 
log2[FC] estimates of other proteins detected in both MARCS and ChIP–
MS data. Only the groups with at least five proteins were tested. For 
visualization purposes, we computed the mean log2[FC] estimates in 
each of the groups, and their respective differences. For this purpose, 
we assumed the infinities to be equal to the maximum finite log2[FC] 
plus a small number.
Postprocessing of variable-linker nucleosome pull-down data. 
Label-free MS quantification datasets for the short linker nucleosome, 
long linker SV40 promoter nucleosome and long linker SV40 enhancer 
nucleosome affinity-purification experiments were analysed indepen-
dently. The protein abundances were converted to a log2 scale, treating 
zero intensities as missing values. The data were normalized using the 
abundances of HIST1H4A and HIST2H2BF histones (short linkers) or 
H4C1 and H2BC12 histones (long linkers) as described in the H3K4me1/3 
cross-linking-ChIP–MS methods.

For each set of experiments, we used a zero-intercept means model 
in limma and hand-crafted contrasts to measure two types of effects 
on protein binding to dinucleosomes: (1) modification-specific effects, 
that is, the log2-transformed FC in protein abundance between modi-
fied nucleosome and unmodified nucleosome, given a specific linker 
of certain length, for example, log2[H3K27me3 with 50 bp linker] ver-
sus log2[unmodified with 50 bp linker], as well as (2) linker-specific 
effects, that is, the log2-transformed FC in protein abundance between 
two different linkers, given a certain nucleosome modification, for 
example, log2[H3K27me3 with 55 bp linker] versus log2[H3K27me3 
with 50 bp linker]. Owing to the large number of missing values, the 
second replicate of the H3K27me3 experiment with 35 bp linker was 
excluded from the analysis. Only proteins that had at least two values 
in at least one condition were analysed.

The analysis was run using the default parameters of limma (v.3.50.1), 
using the ‘robust=True’ parameter in the ‘eBayes’ step. P values were 
corrected using the Benjamini–Hochberg procedure, assuming 
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significance at an FDR of 0.05. In addition to this, significant estimates 
were considered to be ‘strong’ if the absolute log2[FC] was greater than 1.

As in the H3K4me1/3 cross-linking-ChIP–MS experiment, we imputed 
contrasts that could not be estimated from the data using the follow-
ing heuristics: proteins detected in one of the conditions, but not the 
other, received either infinite enrichments or infinite depletions. Such 
imputed estimates were flagged in the data, together with estimates 
based on single data points.

To aid the data visualization, we divided the proteins into three groups 
on the basis of the effects of the modifications and linkers on dinucleo-
some binding in the different analyses: (1) modification-responsive 
proteins, that is, proteins that have a significant and strong response 
to a modification signature in at least one of the linkers visualized; (2) 
linker-responsive proteins, that is, proteins with a significant and strong 
response to the linker in either modified or unmodified nucleosomes; 
and (3) proteins that respond to both, that is, satisfy conditions (1) and 
(2) simultaneously.
Postprocessing of endogenous INO80B-V5 IP–MS data. For analysis 
of INO80B-V5 IP-MS data, only proteins identified based on three or 
more unique peptides were considered. The quantified MS1 protein 
abundances were normalized to the IGHG1 abundance. Differential 
enrichment analysis was performed using a two-tailed t-test. P values 
were adjusted for multiple comparisons using the Benjamini–Hochberg 
method. The protein stoichiometry was determined using MS1-based 
label-free quantification61. Specifically, protein abundances were calcu-
lated as the mean of MS1 intensities of all unique peptides identified for 
the protein. To assess the stoichiometry of INO80 complex subunits, 
the abundance of each subunit (mean of unique MS1 peptide intensi-
ties) was divided by the abundance of INO80B (mean of unique INO80B 
MS1 peptide intensities) used as a bait in co-IP complex purification 
experiments.

Decoupling of the effects of individual modification features  
(SNAP dataset). Pairs of nucleosomes differing by a single modification 
only were identified by arranging the nucleosomes into a directed graph 
of which the edges track the difference by one modification, including 
self-informative nucleosomes that contain only one chromatin feature 
(for example, H3K4me3). H3K9acK14ac, full acetylation on histone H3 
(H3K9acK14acK18acK23acK27ac), H4K5acK12ac and fully acetylated 
H4 (H4K5acK8acK12acK16ac) were treated as single modification. 
Only chromatin features that have two or more informative nucleo-
some pairs, and therefore an independent experimental replicate, 
were analysed. As each pull-down consists of a forward and reverse 
experiment, this results in at least four experimental measurements, 
enabling a robust statistical analysis. Moreover, a feature effect esti-
mate was computed only for proteins that have at least one nucleosome 
pair with no imputed data.

The relationship between nucleosomes was modelled in limma using 
the following formula: ‘~ 0 + edge + ptm’. Here the ‘edge’ parameter 
tracks edges in the directional graph and ptm captures the direction 
of the edge and is set to one at the endpoint that contains the target 
feature and zero at the other. This expression allows the baseline effect 
of a nucleosome pair to be captured by the ‘edge’ parameter allowing 
the ‘ptm’ parameter to measure the change of the effect caused by 
the modification feature (that is, a PTM, histone H2A.Z or DNA meth-
ylation). Self-evident purifications were assigned no edge coefficient. 
Limma was run with robust empirical Bayes, with weights set to number 
of unique peptides detected plus one. Significance was assumed at 
Benjamini–Hochberg-adjusted FDR of 0.01.

Significant responses were additionally labelled as strong if their 
parameter estimates were greater than or equal to 1. For the proteins 
that respond strongly to at least one feature, the collective modifica-
tion response profiles across all features were clustered. The clustering 
was performed using protoclust62 (v.1.6.3) under cosine distance. The 
dendrogram corresponds to Minimax Hierarchical Linkage. In cases in 

which no estimate for the effect could be made, for clustering purposes 
the values were imputed using three nearest neighbours (bnstruct 
package63). The resulting dendrogram was divided into 40 flat clusters 
that were annotated with their respective prototype protein in Fig. 2e 
and Supplementary Table 5.

The joint response of protein complexes to chromatin features 
was analysed using CAMERA64. Only complexes with 3–40 members 
(inclusive) were analysed. Significance was assumed at a Benjamini–
Hochberg-adjusted FDR of 0.01. Whenever possible, the enrichment 
of both the whole protein complex, and the enrichment of only the 
exclusive subunits of the complex, not including subunits shared 
with other complexes, was tested. The median effect of chromatin 
features on protein complexes was estimated from 100,000 ran-
dom samples from the effect distributions of individual subunits. 
The median, as well as the empirical 95% confidence interval (CI)  
is reported.

Network inference (SNAP dataset). We used the network inference 
algorithms ARACNE, MRNET and CLR implemented in the minet 
package36 to infer the protein–protein interaction networks in an 
unsupervised manner, using only the 1,915 × 110 matrix of processed 
log2-transformed heavy/light ratios of identified proteins as the input. 
The algorithms were configured to use Miller-Madow (mi.mm) esti-
mator for MI and the equal width discretization strategy with the bin 
number set to 10. In addition to the algorithms above, the performance 
of the MI metric on its own (without subjecting it to network algorithms) 
was also evaluated (network RAW-MI).

In addition to the MI-based methods above, we have benchmarked 
the networks defined by the interprotein correlation matrix computed 
both naively (CORR) or using Ledoit–Wolf shrinkage (CORR-LW)65. 
These networks were built by assuming the adjacency between the 
nodes to be equal to the corresponding entry in the correlation matrix. 
Negative values in the correlation matrix were avoided by adding one 
to each of the entries and dividing the result by two.

The inferred networks were evaluated against the BioGRID database34 
(release 3.5.174) after training. BioGRID entries were linked with our 
identifiers through Entrez identifiers downloaded previously through 
the mygene.info API service59. Networks were evaluated by computing 
their precision (fraction of predicted edges in the network that were 
also in the BioGRID database) and recall (fraction of edges in BioGRID 
database that were predicted by the network) at multiple stringency 
levels. We used the scaled truncated area under precision and recall 
curve (auPRC) statistic66, which combines the multiple precision/
recall estimates into a single score as our primary metric. As we did 
not anticipate a full recovery of BioGRID interactions by our networks 
and therefore wanted to trade higher precision for lower recall, we did 
not consider any threshold settings with a recall of greater than 0.2 for 
the evaluation of the algorithms. Interactions with histone proteins, 
as well as self-interactions (either homodimers in BioGRID or interac-
tions between two proteins with the same gene name) were excluded 
from the evaluation.

To produce the inferred networks described in the paper, we noted 
that the scores of the CLR algorithm can be converted to P values by 
noting that for the CLR scoring function s i j z z( , ) = max(0, ) + max(0, )i j

2 2  
where zi and zj are assumed to follow standard normal distribution 
under the null hypothesis35,36, the P values under null can be expressed 
as P s i j x e( ( , ) ≥ > 0) = (2 × erfc( ) + )x x1
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− /22

. Where erfc is the comple-
mentary error function. Adjusting those computed P values for mul-
tiple hypothesis testing using the Benjamini–Hochberg procedure 
(that is, converting them to a q value) enabled us to pick a set of intui-
tive thresholds to produce the networks presented in the paper.

Networks at different adjusted q-value thresholds were drawn using 
the Force Atlas 2 algorithm in gephi67 and adjusted manually. Only 
proteins with at least five non-zero values were drawn. Isolated nodes 
(connected components with size of 1) were not drawn. Network nodes 



were either coloured by communities (Louvain algorithm68 imple-
mented in the Python-Louvain package) or overlaid by the colour-coded 
chromatin response estimates (see the ‘Decoupling of the effects of 
individual modification features (SNAP dataset)’ section above). In 
the network projection plots, the names of protein complexes were 
annotated manually on the basis of protein complexes that were sig-
nificantly regulated by the chromatin modification (as reported by the 
CAMERA procedure), and had empirically estimated median effects of 
at least 0.3. Expert judgement was used to disambiguate complexes 
with a high number of shared subunits, as well as to determine which 
labels to exclude to reduce crowding. Protein complexes that did not 
form tight clusters in the network were not annotated.

An additional high confidence network was generated for protein 
interaction predictions by selecting a network threshold at which 70% 
precision was achieved. BioGRID interactions that were not predicted 
by the algorithm (false negatives) were added to the network plot. The 
network was visualized using cytoscape69. Network node labels and 
annotations were added to the network manually. Both high-confidence 
and standard network interaction predictions are provided in Sup-
plementary Table 7.

Curation of protein complex list (SNAP dataset). A curated protein 
complex list was seeded with complexes downloaded from the EBI 
complex portal version 19 July 2019 (ref. 38) and the EpiFactors database 
(obtained on 29 July 2019)37. Protein members of the complexes that 
were not detected in our experiments were filtered out. Only complexes 
with at least two protein subunits left after filtering were retained, 
merging protein complexes that became indistinguishable (that is, had 
the same subunits) after filtering. Protein complex annotations from 
the databases that were substantially similar (for example, variants 
of protein complexes defined by redundant adapter proteins) were 
merged together based on manual review. Missing annotations from 
the databases were added manually based on the review of the inferred  
protein network and corresponding literature. In some cases, the  
entries were also augmented with data from CORUM70 and UniProt71. 
Where possible, protein complexes were renamed manually to match 
the canonical designations. All sources of annotations were recorded 
and are available in Supplementary Table 8.

Integration of MARCS with ChIP–seq data. For joint MARCS and 
ChIP–seq analysis, the relevant ENCODE30 ChIP–seq, DNase-seq and 
ATAC–seq datasets for the K562 cell line were downloaded together  
with the chromatin state predictions from ROADMAP1. We next  
divided the hg38 reference genome, excluding blacklisted regions72 and 
chromosome Y, into a set of non-overlapping 1,000-bp-wide bins and 
marked the bins containing peaks from each of the NGS datasets. We 
have assumed each of the genomic bins to be independent and identi-
cally distributed and therefore modelled the presence or absence of 
a given peak as a Bernoulli event. For a given pair of NGS datasets, we 
therefore computed their joint distribution by counting the bins for 
which both datasets are co-present, co-absent and mutually exclusive 
(both ways). A pseudocount of 100 was added to avoid zeroes and to 
smooth the probability estimates. This joint distribution enabled us 
to compute the MI between two NGS datasets, which is equivalent 
to the Kullback–Leibler divergence from the joint distribution under 
independence. To obtain an interpretable statistic that measures the 
fraction of information about A that can be predicted by knowing B, the 
MI was divided by the Shannon entropy (H) of one of the two datasets:  
U(A,B) = MI(A,B)/H(A). We frequently refer to this ratio as fraction of 
entropy of A explained by B or, simply, the normalized MI. As a con-
vention, we use this to measure the fractional entropy of a protein 
(for example, PHF8) NGS experiment that the knowledge of a chro-
matin feature (such as H3K4me3) NGS experiment provides, for exam
ple, U(PHF8, H3K4me3) = MI(PHF8, H3K4me3)/H(PHF8) (Extended  
Data Fig. 4a).

We next compared these normalized MI estimates for each of the 
MARCS-identified proteins for which ENCODE ChIP–seq data were avail-
able in K562 cells. For each of the MARCS chromatin features, and for 
each of the ChIP–seq chromatin features, we measured whether the pro-
teins predicted to be strongly recruited or strongly excluded by MARCS 
feature had significantly higher or lower uncertainty coefficients, when 
compared to proteins neither strongly recruited nor strongly excluded, 
or proteins identified in MARCS for which we had no MARCS feature 
effect estimates at all. For these comparisons, we used a Mann–Whitney 
U-test (two-sided) and Benjamini–Hochberg correction. For the ben-
efit of visualization we also computed the differences between mean 
log2-normalized MI estimates for MARCS-feature-associated proteins 
and others. In cases in which proteins had multiple ChIP–seq replicates, 
we used the harmonic average of their normalized MI coefficients for 
the analysis. We treated replicates of chromatin feature ChIP–seq analy-
ses independently. In cases in which one ChIP–seq protein mapped 
to multiple MARCS proteins, we used the chromatin feature effect 
estimates from the proteins with the lowest P value.

As an additional similarity metric to the normalized MI statistic 
described above, we computed the Kendall correlation between the 
peak heights (as defined by the column 7 signalValue in the ‘narrowPeak’ 
and ‘broadPeak’ file formats) for genomic bins for which the peaks were 
co-present. This metric is used in Extended Data Fig. 4e–j.

For verification of the network analysis results in Extended Data 
Fig. 7f, we divided each pair of proteins for which ChIP–seq data were 
available into groups based on the confidence of inferred interactions 
from the MARCS-based network analysis. In the case of multiple map-
pings to MARCS, the highest-confidence outcome was chosen. For 
each such pairs, we computed the symmetric variant of normalized MI 
statistic: Usym(A,B) = (2MI(A,B))/(H(A) + H(B)), based on their ChIP–seq 
datasets. The statistics of replicate experiments were averaged har-
monically. A one-sided Mann–Whitney U-test was used to test whether 
the distribution of symmetric normalized MI coefficients is statistically 
different across the MARCS confidence levels (Bonferroni correction).

Statistics
The details of quantification and statistical analyses are described in 
detail in the Methods. Where appropriate, the necessary information 
is also described in the figure legend.

Reporting summary
Further information on research design is available in the Nature  
Portfolio Reporting Summary linked to this article.

Data availability
Gel raw data for the immunoblots shown in Fig. 5e and Extended Data 
Figs. 2b and 5g,h,j and a graph source data table providing the num-
ber of feature effect estimate measurements for the H3ac and H4ac 
features for each of the protein complexes displayed in the bar graph 
in Fig. 3d are provided in Supplementary Fig. 1. The MS data have been 
deposited at the ProteomeXchange Consortium via the PRIDE73 partner 
repository (https://www.ebi.ac.uk/pride/) under the following identi-
fiers: SILAC dinucleosome-purification experiments (PXD018966; the 
H4K20me2 samples from this experiment were previously deposited 
with identifier PXD009281 as part of ref. 55); H3K4me1 and H3K4me3 
ChIP–MS (analysis of histone PTMs; PXD042224); H3K4me1 and 
H3K4me3 ChIP–MS (analysis of co-purified proteins; PXD042826); 
label-free dinucleosome-purification experiments with 200 bp SV40 
promoter linker (PXD041835); label-free dinucleosome-purification 
experiments with 200 bp SV40 enhancer linker (PXD041443); 
label-free dinucleosome-purification experiments with short link-
ers and heterochromatic PTMs (PXD042368); IP–MS analysis of the 
human INO80 complex composition and interactome (PXD020712); 
ChIP–MS analysis of histone PTMs co-purified with the human INO80 
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complex (PXD042210); analysis of the effect of native chemical liga-
tion on protein binding (PXD042390); MS analysis of ligated and 
recombinant human histones H3 and H4 (PXD020773); analysis of 
the stability of nucleosomal modifications during affinity purification 
in nuclear extract (PXD042823). Moreover, the SILAC nucleosome 
affinity purification data presented in this publication are available 
in an interactive format online (https://marcs.helmholtz-munich.de). 
The following public databases were used for data analyses in this 
study: BioGRID34 (https://thebiogrid.org/); CORUM70 (https://mips.
helmholtz-muenchen.de/corum/); Complex portal38 (https://www.ebi.
ac.uk/complexportal/home); ENCODE30 (https://www.encodeproject.
org/); EpiFactors37 (http://epifactors.autosome.ru/); Mygene.info59 
(https://mygene.info/); UniProt/Swiss-Prot71 (https://www.uniprot.
org). A detailed list of ENCODE datasets used for the integration of 
MARCS with ChIP–seq data, including ENCODE accession numbers, is 
provided in Supplementary Table 4. A list of key resources and reagents 
used in this study is provided in Supplementary Table 10 and the Sup-
plementary Information.

Code availability
The source code developed for this study for data processing and 
analyses (https://github.com/lukauskas/publications-lukauskas-20
24-marcs) and for the interactive web interface (https://github.com/
lukauskas/marcs) are available at GitHub. Detailed information about 
software used in this manuscript is provided in the ‘key resources table’ 
in Supplementary Table 10 and the Supplementary Information.
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