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1. Introduction 
 

 

1.1 The brain 
 

Throughout much of human history, the true purpose and function of the brain remained 
shrouded in mystery. One of the earliest theories regarding the brain's role came from Aristotle, who 
viewed the brain as a secondary organ that primarily functioned to cool the heart and allowed for the 
circulation of spirits. Interestingly, he also introduced the concept of the sensus communis, which 
eventually became known as "common sense". Essentially, Aristotle believed that all of our 
intellectual knowledge originated from our sensory experiences, stating that "There is nothing in the 
intellect that is not in the senses". Despite the advancements made in modern neuroscience, 
Aristotle's early theories on the brain and cognition remain a testament to the complex and enduring 
history of human understanding. Starting with the Roman doctor Galen, who observed that the brain 
was linked decisively to behaviour (and thus assigning the “seat of the soul” to the brain), many others 
followed and, step-by-step, described the brain more accurately, to what we have today. 

We are now privileged to reliably consider the nervous system to be the only organised 
biological structure that deals exclusively with information, be it collecting, processing or exchanging 
it with the outer environment or the inner parts of the organism. While information exchange and 
processing exists in almost all kinds of tissue or cells, we could also find other functions of that tissue: 
the heart has its own signal generating mechanisms, but it also pumps blood into the circulatory 
system, the glands cells have intricate tuning mechanisms, but they also secrete different substances 
needed to carry out tasks. The nervous system can be safely regarded as the only “information for the 
sake of information” type. This specialized separation of tasks and responsibilities within an organism 
allows for better performance and a better outcome in terms of survival and fitness. 

Michelangelo, Creation of Adam, 1508-1512. 
Frank Lynn Meshberger, M.D proposed that the painting may be hiding an anatomical depiction of the human brain and that the depicted God is 

superimposed on the emotional side of the brain, the limbic system. 450 
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For living organisms, information needs a physical support in order to be handled. That 
support is, in simple terms, the notion of change. To illustrate this, I will use two equally feasible 
mechanisms, both of which would use particle movement.  

For the first proposition, I will take refer to molecular diffusion, one of the many phenomena derived 
from the physical laws of the universe that we live in. It is the thermal motion of all liquid or gas 
particles at temperatures above absolute zero and in time it leads to equal distribution of particles 
within a given space. If one creates a content gradient between two spaces and then allows passage 
between the two, an equilibrium state will be reached, and we can observe a change between the 
initial and final state. The second proposition would be similar, but in the opposite direction: we can 
initiate the change, starting from a single space with no gradient in which we create a gradient and 
then isolate the extremities accordingly. The end result, again, produces change.  
If we take into account the biological substrate in which change needs to be created, we can see that 
there would be a time difference between the two propositions: the latter simply takes more time to 
happen through molecular machinery. Since time is a scarce resource for living organisms and quick 
action is almost always required, we evolved to use the first example as our underlying means of 
representing information.Neurons, like any other cell type, are circumscribed by a membrane, which 
is specialized in working with change. The membrane is a lipid bilayer that is impermeable for most 
ions and molecules and thus creates and maintains an imbalance in ionic concentrations between the 
inner and outer sides of it. This imbalance is disrupted for brief periods of time,which is then 
interpreted as information. These brief disruptions are called action potentials (APs). This is a 
simplified description of a much more complex process, but it highlights the core principle of how 
information is handled in our nervous system. If the membrane would try to produce imbalance 
starting from equilibrium and use that change as support for information, it would simply take a lot 
more time, during which plenty of actions could happen in the outer or inner environments; most of 
them would be detrimental to the organism. 

Across different modalities like vision, audition, touch, taste or smell, there is a common 
blueprint across all types of neurons. They must generate a sequence of four physiological signals at 
four different anatomical sites – the input signal at the dendrites, the trigger signal at the AIS, the 
conducting signal at the axon and the output signal at the synaptic terminal. By taking these into 
account, we can put forward a model neuron, whose components cater to each type of signal: 
receptive, integrative, long-range transmission and the final secretory component. Overall, it is the 
expression of the dynamic polarization principle, enunciated by Ramón y Cajal 1,2. The pursue of this 
thesis is to describe the known modulation sites in the model neuron and add a further contribution 
to understanding it, operating within the context of auditory pathway research. 

Figure 1. Model neuron 
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The dendrites 
 

The dendrites are structures that serve as receptors and initial processing sites for received 
information. They extend from the cell bodies, forming structures called processes. The nature of the 
input also dictates the ramification degree that these processes have. Dendrites receive synaptic 
inputs on their bodies, dendritic spines or specialized structures that have synapses on them3. All these 
peculiar features come in different flavors, varying widely in terms of local connectivity and the 
molecular signaling necessities. Special imaging techniques showed that the dendritic synaptic 
specialisations come with significant differences in size, localization and internal composition. 
Furthermore, genetic, acquired, environmental and memory-related factors, along with personal 
pathological history across an individual’s life can influence and determine the shape and the 
composition of dendrites and their synaptic connections3.  

Some modern approaches that study the dendrites, the axons and the glial cells started 
showing proof that the conventional model in which the information transmission only happens in the 
cell body-axon-dendrite direction might actually be wrong3-5. The classical understanding was that 
dendrites are a receptor field or structure of the neurons, with axons passing on signals coming from 
the cell body to other neurons, but this has been challenged by modern imaging studies, which show 
atypical functionality, with dendrites acting as an output relay as well. In certain regions of the nervous 
system, the dendrites make reciprocal synapses with other dendrites, having both pre- and post-
synaptic components. All this while axons can act as receptors, forming axo-axonal connections 
throughout the brain. Furthermore, another type of connections, called gap junctions, are found 
between dendrites, axons and glial structures. These serve as bidirectional communication sites 
between adjacent membranes. Despite being less common, the gap junctions, along with the 
connections among pairs of dendrites or axons still play significant roles in making direct 
communication between neural cells and for its modulation3. The dendritic arborizations with a high 
level of complexity can harbour thousands of synapses. The spherical shape of neuronal bodies limits 
their surface available for input connections. The dendrites complement this by massively increasing 
the area without a substantial increase in cell volume. Furthermore, packing this surface as dendritic 
trees enable a compact placement of numerous neurons together and expands the accessibility to 
multiple axons. Despite all this, a fully expanded dendritic tree does not translate to an increased 
synapse density. For example, only about a fifth of the axons that are in direct contact with a dendrite 
of a pyramidal cell in the hippocampus actually make a synapse with that dendrite. The combined 
surface of those synapses only takes about a tenth of the total surface of the dendrites4–6. The imaging 
studies imply that increasing the synaptic connectivity might not be the main purpose of the dendrites 
or any other synaptic specializations (i.e., spines, growths)7–9. 

Neurons situated in the brain stem function as coincidence detectors for auditory information. 
They possess the ability to fire rapidly, generating up to 1000 spikes per second, and operate on a 
timescale ranging from tens to hundreds of microseconds. This remarkable speed is attributed to their 
distinct morphology, synaptic characteristics, and the existence of voltage-sensitive conductance, 
leading to low input resistances and brief time constants. These neurons boast extraordinary temporal 
resolution, making them highly receptive to the morphological and biophysical attributes of dendrites 
and the spatial distribution of synaptic inputs. Octopus cells utilize dendritic filtering to 
counterbalance delays caused by cochlear traveling waves when identifying broadband transient 
sounds. Conversely, the primary cells of the medial superior olivary nucleus rely on dendrites to 
improve the detection of simultaneous inputs from both ears. Octopus cell dendrites extend across 
the tonotopically organized bundle of auditory nerve fibers as they cross the dorsal cochlear nucleus. 
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In mice, these primary branches have a diameter of roughly 4 μm and lengths that range from 100 to 
200 μm. Each mouse octopus cell obtains input from at least 60 auditory nerve fibers, and 
approximately 200 octopus cells receive input from a total of 12,000 fibers. This convergence of inputs 
grants octopus cells an extensive tuning spectrum. 

In contrast, MSO neurons have a bipolar structure, with excitatory inputs from both ipsilateral 
and contralateral sources allocated to the distal ends of their lateral or medial dendritic arbors, 
respectively. Each MSO cell acquires at least two to four similarly and acutely tuned excitatory axons 
on either side. MSO neurons create a sheet on each side, arranging frequency in the dorsoventral 
dimension. It remains uncertain whether there is a systematic mapping of optimal ITDs within the 
nucleus in all mammals. MSO neuron dendrites are comparatively thick, spanning roughly 100 to 200 
μm in length, but exhibit few branches. Glycinergic inhibition, originating from the medial and lateral 
nuclei of the trapezoid body, specifically targets the soma and proximal dendrites. The ability to detect 
minor timing discrepancies is enhanced through a combination of excitatory inputs and inhibition 10–

12. 

Both octopus and MSO cells leverage dendritic morphology to amplify coincidence detection 
in ways that are biologically significant. In octopus cells, dendritic electrotonic filtering counteracts 
traveling wave delays, resulting in the generation of substantial, rapidly ascending summed EPSPs at 
the soma13. Conversely, MSO neurons display more efficient and linear summation of subthreshold 
inputs when distributed across multiple tufts instead of a single tuft14. Additionally, the substantial 
diameter of both octopus and MSO dendrites lowers axial resistance, enabling current flow from 
synapses to the soma and axon, thereby reducing EPSP duration. 

EPSCs in octopus cells, originating from stimulated fibers, rise over approximately 0.5 ms and 
decay with time constants of around 0.7 ms15. Both octopus and MSO cells preserve the timing of fast 
synaptic currents as quickly ascending and descending EPSPs, but noticeable synaptic depression 
occurs during repetitive stimulation15–17. In vivo, responses to a series of clicks at 500 Hz display a 200 
μs latency shift across the initial 10 clicks, likely attributable to synaptic depression18. NMDA receptors 
are present in mature organisms; however, their functional influence diminishes with age due to gKL 
activation by the AMPA component of EPSPs, which speeds up membrane repolarization and conceals 
NMDA receptor-mediated depolarization15,19. In octopus cells of mice, glycinergic and GABAergic 
inhibition are physiologically inconsequential, while accurately timed glycinergic currents from two to 
four robust inputs in MSO cells impact both the position and amplitude of ITD curves10,20,21. 

Neuronal computations rely on their time course. Neurons function as "integrators" when 
their integration time is extended compared to the firing rate, and as "coincidence detectors" when it 
is brief relative to the input firing rate22. Octopus and MSO cells are regarded as some of the most 
accurate coincidence detectors in the brain, as they can identify acoustic information contained in 
microsecond timing differences, which for most neurons falls within the temporal jitter of firing. The 
dendritic structure and biophysical characteristics of these cells bolster their coincidence detection 
abilities. Octopus cells offset cochlear traveling wave delays utilizing their dendrites, while MSO cells 
employ dendrites to refine coincidence detection of inputs from both sides. These cells exhibit an 
extraordinary degree of separation between their somatodendritic and axonal compartments.  

Considering the accuracy needed for proper dendritic functioning within the auditory 
pathway, it is crucial to recognize the significant impact of individual or combined modulation effects 
that might not have notable consequences in other pathways. 
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The axon initial segment 
 

The axon initial segment (AIS), situated at the base of axons, plays a crucial role in generating 
and shaping action potentials before they propagate along the axon. The AIS composition and position 
significantly affect neuronal excitability, which can adapt to developmental and physiological changes. 
Additionally, the axon initial segment is a barrier that separates the somatodendritic and axonal 
compartments23. Contemporary research has shed light on the molecular structure of the AIS and its 
regulation of protein trafficking23,24. 

Relatively recent studies demonstrated how the axon initial segment can express plasticity 
during development25,26, changes in neuronal activity27,28, sensory deprivation25,29, and brain disorders. 
Moreover, the AIS's heterogeneity has been documented across various cell types, brain regions, and 
species28,30. In the auditory system, researchers have examined the AIS structural features on the chick 
brainstem model, in the laminaris and magnocellularis nuclei26,29,31, and saw similar features that were 
previously observed in the mouse MNTB (tonotopy differentiation of the axon initial segment and the 
action potential waveform)32. High-frequency (HF) neurons, with a generally smaller length of the AIS, 
but projecting further from the soma, fired action potentials of a lower amplitude than those neurons 
with low-frequency. During development, the axon initial segment of low- and high-frequency 
neurons shortened26, while in mice, MNTB neurons with a high frequency CF specifically experienced 
AIS adjustments until they became adults. This AIS adjustment in HF neurons influences MNTB spike 
waveforms in both mice and chicks26. Differences in AIS plasticity between chicks and mice could be 
connected to discrepancies in audiograms (2 Hz to 9 kHz, for the chick33 and 4 kHz to 64 kH 
[NO_PRINTED_FORM]for the mouse34), with MNTB being capable of processing sounds of higher 
frequencies in mice and rats than in chicks. The NL in chicks shows a higher resemblance to the MSO 
found in rodents like gerbils that prefer lower frequency sounds34. 

Sound-induced activity shapes axon initial segment development, as seen in congenitally deaf 
mice with longer segments in MNTB high-frequency (HF) neurons. Absent sound input hinders AIS 
shortening, leaving it immature. HF neuron AIS is more adaptable, while low-frequency (LF) neuron 
AIS remains constant. In MNTB's lateral hindbrain (LH) neurons, AIS location adjusts in response to 
sound changes, shifting closer during stimulation and further during deprivation. This shift affects 
neuronal excitability, as seen in hippocampal and pyramidal cells. The distinct responses in various 
brain areas may be due to cell-type or region-specific AIS structural plasticity27,28,35. 

The mammalian brain's structural and functional attributes evolve over time36,37. Studying 
axon initial segment (AIS) regulation across an individual's life can offer insights into key molecules 
and signaling pathways. AIS shortening is observed in the auditory brainstem of chicks, monkey 
prefrontal cortex, and mouse visual cortex during development, before stabilizing25,26,38. In mice, AIS 
length increases until P15, then decreases as eyes open, continuing until P21's cortical ocular 
dominance plasticity onset25. AIS developmental plasticity may relate to individual neuron 
functionality in specific regions25,39. While AIS has a unique range of length and location, its structural 
flexibility may be lost with age, leading to alterations40,41. Aging-related changes differ from 
homeostatic processes aimed at compensating for reduced neuronal activity42,43. In older mice, AIS-
associated ankyrinG, spectrin, and actin levels decrease, potentially shortening AIS and reducing 
NaV1.6 channel expression, thus increasing primary visual cortex neuronal activity41. Sensory input 
decline seems to affect AIS structural stability in the sensory system. However, the relationship 
between AIS morphological changes and neuronal excitability in aging brains remains uncertain. 
Studying molecular mechanisms targeting AIS reorganization during aging could help develop new 
strategies for diseases of the central auditory segment and for physiological hearing loss. 

Contemporary societies with advanced technology expose individuals to heightened sensory 
inputs. Continuous exposure to sounds of varying intensities can influence the growth and 
development patterns of the neurons in the auditory pathway. During development, sound 
stimulation promotes axon initial segment (AIS) shortening but does not modify AIS length in 
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adulthood. AIS structural adaptability in response to sound inputs stays within particular boundaries, 
avoiding excessive shortening32. In both development and adulthood, sound stimulation causes a 
proximal shift of MNTB neurons' AIS. This contradicts findings from experiments using hippocampus 
cell cultures or brain slices where increased neuronal activity results in a distal AIS shift, suggesting 
that sound stimulation's impact on AIS position in the auditory system is cell-specific27,28. This indicates 
that sound stimulation can substantially alter the auditory brain's cellular structures.  

Neuronal excitability in the auditory brainstem is a significant area of interest, specifically 
regarding AIS plasticity's role in modulating it. MNTB neurons' AP amplitude is crucial for their rapid 
spiking properties44, with ion channel location and characteristics believed to be responsible. Research 
indicates that sodium channel positioning in the nerve terminal influences the AP waveform45. 
Computational models suggest that Na channels located nearer to the terminal could produce a larger, 
higher-amplitude AP. Divergent AIS responses to neuronal activity might be influenced by stimulus 
conditions and durations, potentially accounting for discrepancies between studies demonstrating a 
distal axonal shift in increased neuronal activity27,28,32.  

The impact of input-related adaptations in the auditory system, regardless whether it is 
stimulation or deprivatio, that are physiological or homeostatic in nature, is significant for devising 
new techniques and therapies, especially in the modern approach of medicine, with targeted 
strategies against lasting deficits or damage, regardless of age. 

 

The axon and the myelin around it 
 

Action potentials (APs) represent electrical impulses conveyed by axons between neurons in 
a circuit as a reaction to sensory input or in communication between motor neurons and muscles. In 
mammals and various other vertebrates, a substantial proportion of axons are insulated by myelin, 
synthesized by Schwann cells in the peripheral nervous system (PNS) and oligodendrocytes in the 
central nervous system (CNS). Myelin consists of multiple layers of glial membrane that encase axons, 
enhancing transmembrane resistance while minimizing membrane capacitance. While myelinating 
glia were once considered passive entities in nervous system functionality, they are now recognized 
for their numerous active roles. These roles encompass the modulation of axon diameter, the 
management of axonal energy metabolism, and the organization of ion channels at intervals within 
the myelin sheath known as nodes of Ranvier. Myelin's active and passive influences on axons lead to 
higher AP conduction speeds, decreased metabolic needs, and smaller space requirements compared 
to their unmyelinated counterparts. As a result, the existence of myelin and the strategic arrangement 
of ion channels within axons have facilitated the development of sophisticated nervous systems in 
vertebrates. 

In both the central and peripheral nervous systems, glial cells such as oligodendrocytes or 
Schwann cells, respectively, tightly wrap myelin around neuronal axons in a segmented pattern46. 
Myelin is a substance mostly produced in the nervous system of mammals after birth47. This process 
continues during the entire lifespan in order to support and maintain memory and learning as well as 
remyelination after injury. It is a substance rich in lipids, made primarily of proteins (PLP, MBP), 
phospholipids, glycolipids, and cholesterol. 

Myelin plays a crucial role in the nervous system functionality by providing electrical insulation 
for the axon and enabling fast and reliable conduction of action potentials across myelinated axons. 
Furthermore, myelination creates the structural and molecular divisions within the axonal 
compartment: an alternation of myelinated (internodes) and unmyelinated spaces (the nodes of 
Ranvier, with adjacent regions called paranodes and juxtaparanodes)46,48.  
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Myelinating glial cells interact with axons at paranodes, which flank the distal and proximal 
sides of a node, to form axoglial junctions that are required in forming the node and further nodal 
maintenance. Additionally, the regions called paranodes also play a vital role in sustaining conduction 
speeds in the myelinated axons, with even the slightest imbalance of the paranodal junctions having 
a significant slowing effect on the conduction velocities49. The disruptions of axonal domains are an 
important element of several neurological diseases’ pathophysiological pathways. This is yet another 
important argument for furthering research in neuron-glia communication and mechanisms and their 
corresponding pathological implications in nervous tissue diseases. 

The core functionality of the nervous system, regardless if we refer to reflexes, perception, 
sensation, or any processing, relies on the constant interplay of action potentials, the primary means 
of conveying messages and thus information between neurons. This diverse information is encoded 
in action potential frequency as well as the organization and quantity of active neurons within neural 
networks. The synaptic transmission timing and the processing of signals in neural circuitry are 
affected by disruptions of the conduction capabilities of the axons involved. This is particularly 
important because when signals conveyed by different axons reach the same postsynaptic site within 
a very short period of time of each other (miliseconds), temporal summation amplifies the overall 
postsynaptic response. This concurrent input is necessary in tweaking and enhancing action potential 
speeds and for classical conditioning. Besides synaptic transmission, which exhibits plastic changes 
vital for information storage in the brain49,50, the activity itself can have direct impact on the axonal 
conduction through dependent plasticity in neural fibers, myelinated and non-myelinated alike51–53. 

Oligodendrocytes, the central nervous system's glial cells responsible for myelination, can 
myelinate between 10 and 30 axons each. These cells are crucial in the plasticity of axonal conduction 
within myelinated fibers and contribute to the subtle temporal regulation of neuronal activities. The 
white matter plasticity paradigm is supported by the the alterations in speed and excitability of the 
axons, particularly within insulated ones; this paradigm is essential in higher and advanced cognition 
functions and learning54. 

Oligodendrocytes play a key role in regulating conduction speed by creating myelin sheaths 
around axons. Myelinated axon clusters situated beneath the cortex function as connecting cables for 
remote cortical areas, making oligodendrocytes crucial for information processing within the central 
nervous system (CNS)55,56. Lately, there has been growing interest in oligodendrocyte precursor cells 
(OPCs), which possess the capacity to multiply and generate new oligodendrocytes in the adult brain57. 
Additionally, OPCs can substitute or alter the circuitry through synapse-like structures across various 
brain regions58. Neural activity governs OPC proliferation and differentiation, which subsequently 
impacts information processing by adjusting conduction speed. The initial description and 
classification of oligodendrocytes in four groups was made by Pio Del Rio-Hortega. He based his work 
on cell morphology and distribution59. Oligodendrocytes' primary function is to produce myelin 
around axons, controlling conduction velocity in the CNS. Brain white matter is composed of 
myelinated axon bundles that serve as connectors for distant cortical areas, contributing significantly 
to information processing55,56. Recent research has revealed that OPCs, such as NG2 cells, are mobile 
cells capable of proliferating and differentiating into oligodendrocytes within the mature brain60. 
Furthermore, OPCs can form synaptic-like bonds adjacent or in contact with presynaptic terminals as 
part of neuronal circuits58. Studies have shown that high-activity axons are preferentially myelinated, 
probably via distant, localized translation of MBP at the myelinating wraps. This is suggested to 
happen via interactions between oligodendrocytes and axons61. 

Axonal excitability is primarily determined by two factors: the ion channel activity during the 
action potential generating process and maintaining the proper ionic equilibrium that make the action 



 
8 

potential transmission possible62. In myelinated axons, both nodal and internodal ion channels 
contribute to axonal excitability. The threshold current required for evoking an action potential is a 
common tool for measuring axonal excitability in all axons63. Impaired axonal excitability can result in 
suboptimal axonal conduction, leading to altered action potential timing and impaired information 
processing. Various mechanisms regulate axonal excitability, including activity-dependent and 
neurotransmitter-mediated mechanisms. Temporary alterations in axonal excitability, including 
supernormal and subnormal activity states that occur in response to neuronal stimulation, can be 
detected in myelinated and unmyelinated axons within the CNS and PNS. Bucher and Goaillard 
described the innate regulation of the recovery cycle in 2011. In parallel with the intrinsic processes, 
the neurotransmitters and neuromodulators themselves also directly affect the excitability of the 
axons by binding to the corresponding receptors that are found on the surface of the axon65,66. Various 
neurotransmitter receptors, such as those for GABA, acetylcholine, adenosine, serotonin and 
glutamate were identified on axons, further away from either the AIS or the synaptic terminal51,64.  

When action potentials are initiated at a specific point on the axon, they set off a 
depolarization that spreads much like a domino effect. In unmyelinated axons, this propagation occurs 
continuously, whereas in myelinated axons, it takes place through saltatory conduction. To determine 
conduction velocity, which refers to the rate at which the electrical impulse travels along the axon, 
the distance covered by the signal is divided by the time taken to cover that distance. Various factors 
influence conduction velocity, such as the rate at which the membrane depolarizes and reaches the 
threshold, as well as the physical size of the various parts of the axon (the diameter and the length of 
an internode or the area of a node) and the electrical characteristics (the conductance of the axon, 
the capacitance and the conductance of a node) in myelinated fibers65. As spike conduction is essential 
for communication between distinct brain regions, regulating conduction velocity is of paramount 
importance. 

Conduction velocity can fluctuate based on the specific neural area involved. For example, in 
the spinal cord's sensory and motor pathways, maintaining a high conduction velocity is essential for 
the quick recognition of environmental stimuli and prompt motor reactions. In the auditory system, 
the accurate processing of sound source localization is accomplished via synchrony of the action 
potentials, not by having every cell firing at the highest possible speed66. Additionally, conduction 
velocity, together with axon length, influences the conduction delay that coordinates the neuronal 
circuits timings of information exchanges and neuronal temporal coding67. 

For the avian brain, scientists have identified a disparity in conduction speeds for a fiber that 
splits in an ipsi- and contralateral parts. Notably, the contralateral axon branch exhibits a conduction 
velocity that is at least two times faster than that measured in the ipsilateral branch in the same 
neuron68,69. This selective tuning of the velocity aids in surpassing the confinements dictated by axon 
length and makes the binaural coincidence detectors activity possible. Achieving appropriate 
conduction velocities is made possible through localized axon-glia interactions that dictate the 
internode length66. Neuroactive substances can impact not only axonal excitability but also conduction 
velocity. Research by Chida et al.52 revealed that repetitive low-frequency stimulation led to a 
reduction of the conduction velocity in the hippocampus of rats for approximately 30 seconds. 
Although the inactivation of voltage-dependent Na+ channels might contribute to activity-dependent 
modulation of conduction velocity, the study also highlighted the involvement of kainate receptors on 
the length of the axonal surface. Repetitive axonal stimulation may result in excessive glutamate 
release, which then activates GluK1 glutamate receptors on neighboring axons. Moreover, increasing 
evidence show how glia release transmitters and modulators using different methods, and they could 
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these modulators and transmitters can also be released from the axonal body through vesicles or non-
vesicular pathways70–73. 

 

The synaptical terminal 
 

As an action potential arrives at a neuron's terminal, it prompts the release of chemical 
compounds called neurotransmitters from the cell. These molecules are stored in synaptic vesicles, 
subcellular structures that gather at specialized release points known as active zones within axon 
terminals. In order to discharge the neurotransmitter into the synaptic cleft, vesicles approach and 
merge with the neuron's plasma membrane, leading them to rupture in a process referred to as 
exocytosis. Once released, the neurotransmitter acts as the neuron's graded output signal. The 
quantity of neurotransmitter emitted depends on the frequency and number of action potentials 
reaching the presynaptic terminals. The neurotransmitter then traverses the synaptic cleft and 

connects with receptors on the postsynaptic 
neuron, creating a synaptic potential. Whether 
this potential is excitatory or inhibitory relies on 
the specific receptor in the postsynaptic cell, 
rather than the neurotransmitter itself. 
Moreover, identical neurotransmitter substances 
can elicit different responses at various 
receptors. The auditory pathway offers a 
remarkable model for examining synaptic 
transmission, known as the Calyx of Held.  

The distinct structure and substantial size 
of the Calyx of Held synapse are essential for 
conveying sound localization data through rapid 
and accurate synaptic transmission in the 
auditory system. Several changes in anatomy, 
morphology and physiology take place during 
when this structure is developing, and these 
transformations are vital to its functions later on. 
Its considerable size makes the calyx of Held an 
ideal place for performing presynaptic 

electrophysiology measurements that are inaccessible in other, smaller, regular synaptic boutons. This 
exceptional feature has offered invaluable insights into mechanisms of the central neuronal 
transmission, especially for its presynaptic part. We can take ion channels, the examination of 
presynaptic ion channels, neurotransmitter mechanisms, and plasticity as the fields that benefitted 
the most from studying the Calyx of Held. 

Sound localization is a vital sensory function for many animals, depending on accurate and 
specialized neural networks. The calyx of Held synapse is among the various synapses with distinct 
properties that support this processing. Its morphological and electrophysiological features enable 
precise signal information transmission, drawing significant attention. The calyx of Held is made of the 

Figure 2, Multiple examples of the Calyx of Held, 
from AG CKS 
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distal part of a bushy cell neuron from the ventral cochlear nucleus that wraps around a single principle 
neuron in the medial nucleus of the trapezoid body (MNTB)74,75. It experiences swift morphological 
and functional changes before hearing onset76–79 , which occurs around postnatal day 12 (P12) in 
rats80–82. These alterations guarantee rapid and reliable relay of sound localization data. Intriguingly, 
most developmental stages occur before hearing onset in mice, implying that inherent signaling 
mechanisms, rather than sensory activity, guide calyx synapse maturation76,83–85. However, in mice, 
sensory activity may have a more significant influence the developmental process for calyx formation, 
and this suggests that each species’ intrinsic influences of genetic- and activity-dependent elements 
are different86,87. 

This particular synapse operates in an axosomatic manner and is associated with swift and 
efficient synaptic transmission74. The calyceal endzone has numerous active spots, which is precisely 
where neurotransmitter exchange takes place79,88. When a VCN globular-bushy cell fires off a single 
action potential (AP), it can unleash a considerable number of synaptic vesicles that are filled with 
glutamate that drive fast and reliable stimulation of the target neuron from the MNTB89. The strength 
and adaptability of this release mechanism are regulated through calcium influx. The number, 
composition, arrangement of the voltage gated calcium channels (VGCCs) that mediate the influx 
within the active zone have a direct impact on their function76,90–95. 

The calyx of Held possesses distinct structural and functional characteristics that, in 
conjunction with MNTB principal cell properties74,96, makes the auditory information to be relayed 
with a very high degree of precision and accuracy towards the superior processing units97. We can 
safely assume this network as fundamental to the auditory system. 

The MNTB principal cell comes in contact with an unusually extended part of the upstream 
axon – creating a magnified synaptic terminal. The sheer size of the entire complex makes 
electrophysiology studies feasible in an otherwise inaccessible location – the presynaptic terminal. It 
is thus possible to measure calcium currents, vesicle releasing and reuptake mechanisms, and, if 
desired, simultaneous measurements in the principal cell of the MNTB98–102. This unique situation of a 
giant synapse with a 1:1 input-target anatomical layout also makes calcium imaging and calcium 
dynamics studies possible for a single neuronal terminal103–106. Naturally, this also means that the Calyx 
of Held is suitable for studying vesicular mechanisms and molecules that manage exocytosis, like 
synaptotagmins107–110 and the endocytosis that follows for retrieving molecules from the synaptic 
cleft101,111–115. 

The ventral cochlear nucleus (VCN) in adults contains globular bushy cells with large-diameter 
axons (2-3 microns in diameter116) that project to the MNTB on the contralateral side after passing the 
brainstem midline, and form the calyx-type synapses. The general rule is one principal neuron receives 
input from just one calyx, but there is some proof of multiple calyces converging to the same principal 
neuron as well76,117–119. Additionally, there are both excitatory and inhibitory afferents to the MNTB 
neurons that come from unknown sources, with yet unelucidated functions76,119,120. The inhibitory 
effect is thought to be generated in the ipsilateral cochlea and suffer significant changes during 
postnatal development121. The ventral nucleus of the trapezoid body (VNTB) was also shown to be a 
significant provider of glycinergic inhibition for MNTB122. 

As the calyx of Held matures, both its morphology and physiological characteristics undergo 
modifications to ensure rapid and dependable synaptic transmission74,75. During the initial and second 
postnatal weeks, the presynaptic action potential waveform becomes quicker and shorter, which 
decreases release probability and synaptic delays and allows the calyx to fire at high frequencies78. 
These alterations are partly the result of voltage-gated Na and K channels changes during the early 
development stages, with higher channel density, faster K current activation as well as faster 
inactivation and recovery of sodium currents45,123,124. 
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1.2 The auditory pathway 
 

Sound is created through the vibration of an elastic medium, such as air, resulting in 
alternating compressions and rarefactions. In air, the process of sound propagation occurs at a speed 
of approximately 340m/s125. In order to generate these pressure changes, the vibrating sound source 
must exert force on the conductive medium. The overarching role of the auditory system is to 
perceive, interpret and integrate the surrounding auditory landscape. In order to accomplish this, 
several components including the ear and subcortical and cortical auditory pathways with all their 
connections and implications having to work together126. 

Our ears are responsible for capturing the mechanical energy and transmitting it to the 
receptors, where it is processed into electrical signals that can be analyzed by neurons. These three 
functions are carried out by the external ear, middle ear, and inner ear, respectively126. 

The mammalian external ear is primarily comprised of the auricle, a cartilage cup-like 
structure on the lateral sides of the head. The auricle has several functions: similarly to a parabolic 
antenna it aids in collecting sound efficiently and focusing it into the ear canal, or external auditory 
meatus127, and making use of sound features for sound source localization. This, in turn, leads to the 
eardrum or tympanum, with a varying dimension from species to species. The corrugated surface of 
the auricle is particularly adept at collecting sound from specific positions relative to the head and is 
thus not equally effective in capturing sound from all directions. Our ability to compute sound sources, 
particularly on the vertical axis, depends largely on the ability to focus sound that the external ear 
has128. 

The middle ear is a cavity that contains air, and is directly linked to the pharyngeal cavity 
through the Tube of Eustachio. The three ossicles (small bones) in the middle ear vibrate and conduct 
the sound from the tympanic membrane to the cochlea. A curiosity about them is that the first two 
are evolutionary remnants of reptilian ancestors, for whom they served as components of the 
jaw126,127. 

The inner ear is also called the cochlea and it has a coiled structure (that is approximately 9 
mm in diameter in humans) and shaped like a snail's shell. A thin layer of laminar bone covers it the 
temporal bone (the hardest bone in the human body) surrounds it, for protection. The cochlea consists 
of three compartments that are filled with liquid, named scalae, with the scala vestibuli farthest from 
the base and the scala tympani nearest to the cochlear base and the  scala media, which is positioned 
between the other ducts and is delimited by elastic structures, the basilar membrane and the 
Reissner's membrane. These structures play a crucial role in auditory transduction126,127,129. 

The cochlea of therian mammals is a distinctive feature not found in other vertebrates, 
including monotremes. While several hypotheses have been proposed about how the unique shape 
of the cochlea may enhance its function, none have been able to fully explain its origin, other than its 
ability to fit a long structure into a small space127. The cochlea's evolution involved losing the vestibular 
lagenar macula and having an endolymph that is significantly less abundant in Ca2+. The configuration 
and dimensions of the cochlea in different species are influenced by a range of factors, including the 
creature's size, way of life, sound pinpointing, interaction, and echolocation abilities. Before the 
development of the spiral cochlea, bone had permeated the organ of Corti's soft tissues, and the 
emerging laminae probably offered improved mechanical compatibility with the mammalian middle 
ear, ultimately resulting in high-frequency hearing. Simultaneously, the protein prestin evolved, 
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acquiring high-frequency amplification capacities that were later independently enhanced in bats and 
toothed whales126. 

Auditory nerve fibers exit the cochlea and merge with the vestibulocochlear nerve, thus 
forming the eighth cranial nerve. This enters the brain and the auditory fibers relay in the cochlear 
nucleus, which is made of the following parts: the anteroventral cochlear nucleus (AVCN), the 
posteroventral cochlear nucleus (PVCN) and the dorsal cochlear nucleus (DCN). The fibers split into 
two branches: the ascending part towards the AVCN and the descending part towards the PVCN 
initially and terminates in the DCN. In each of the three CN subdivisions, the nerve fiber branches 
establish a multitude of connections with diverse neuron types that vary in their anatomical position, 
structure, cellular functioning, synaptic inputs, and their properties related to time and frequency 
responses126,130,131. 

For instance, the AVCN has spherical and globular bushy cells that form strong excitatory 
synapses from the auditory nerve, known as Endbulbs of Held15. The bushy cells display primary-like 
responses, meaning their firing patterns in response to sound are almost the same as the auditory 
nerve fibers’ that drive them, preserving temporal firing pattern information. Another type of neuron 
found in the AVCN and PVCN are the stellate cells, which receive inputs from several auditory nerve 
fibers and other neuron types132. They exhibit rhythmic bursts as responses to pure tone stimuli 
(chopper), but are unrelated to the tone stimulus frequency. They might not maintain the precise 
timing of incoming spikes; however, they exhibit more refined frequency selectivity and potentially a 
broader dynamic scope. This makes them more apt for encoding the spectral structure of incoming 
signals133. 

The posteroventral cochlear nucleus cells fire a single AP at the beginning of a pure-tone that 
is presented. They are called onset cells and can come in different flavors: stellate or octopus cells. 
These cells receive inputs from more than one auditory fiber, making them have a broad frequency 
tuning. Even if they have very low latency jitter (10s of microseconds), their purpose is not solely to 
mark the beginning of a sound. When stimulated with complex tones, such as two tones played 
together, onset cells mark every beat with an action potential, not just the beginning of the complex 
tone. Therefore, these cells process and offer more information about the complex tones’ temporal 
properties, not just about the onset128,131,133,134. 

By contrast, DCN cells have more complex response patterns (pauser-type) and can be either 
fusiform or pyramidal in shape. They can be inhibited by some frequencies and excited by others, 
indicating a role in detecting spectral contrasts. Additionally, the DCN receives somatosensory input 
from the skin or the outer ear, making their processing even more complex. While cells in the ventral 
cochlear nucleus (VCN) process the sounds’ temporal properties, cells in the DCN deal with spectral 
contrast detection132,135. 

Experts on cochlear nucleus cell physiology further categorize the cells into such as chopper-
transients, onset-lockers, or primary-like with notch, although this is beyond the scope of this thesis. 

The primary cell types of the cochlear nucleus project to various locations within the auditory 
pathway. Eventually, all signals from the CN arrive at the midbrain's primary auditory processing 
center, the IC. Although the majority of stellate and dorsal cochlear nucleus cells project straight in 
the inferior colliculus, the projections coming from the anteroventral cochlear nucleus bushy cells go 
via the brainstem's superior olivary complex (SOC). The olivary nuclei contribute to our spatial 
perception of sound by converging information from both ears. The complex is a cluster of nuclei 
located in the mammalian brainstem that plays a critical role in sound localization in the horizontal 
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plane. It is mainly composed of the medial nucleus of the trapezoid body (MNTB), medial superior 
olive (MSO), lateral superior olive (LSO), the superior paraolivary nucleus (SPN) and the lateral 
lemniscus nuclei134. Globular bushy cells of the VCN project to the MNTB, which converts an excitatory 
input to an inhibitory, glycinergic output targeting all the other nuclei of the SOC- MSO, LSO, SPN, 
VNLL136. Spherical bushy cells provide excitatory input to the ipsilateral LSO and bilateral MSO, while 
octopus cells go contralaterally to the neurons of the contralateral VNLL and the SPN. Some further 
smaller structures like the lateral and the ventral nuclei of the trapezoid body and several periolivary 
nuclei complete the organization of the superior olivary complex in mammals135–137. 

The superior olivary complex is an evolutionary outcome of the need to process information 
about the auditory environment with enough precision and reliability138 and now plays a prominent 
role in auditory processing through two pathways that process horizontal sound source localization. 
The MSO processes interaural time differences (ITDs) and the LSO encodes interaural level differences 
(ILDs). According to the duplex theory, the low-frequency sounds are used for ITDs and high-frequency 
sounds are used for computing ILDs in mammals139. 

The MNTB provides necessary fast glycinergic input for ITD and ILD computations10,12. The 
SPN, although the main target of MNTB inhibition in the auditory brainstem, has not been implicated 
in contributing to sound localization, but rather to the encoding of sounds rhythms, gaps and temporal 
edges140–142. 

Axonal projections from the cochlear and SOC nuclei course through the lateral lemniscus 
fiber tract towards the inferior colliculus (IC), potentially emitting collateral branches to the nuclei in 
the lateral lemniscus. These ascending fibers are almost always crossed, so that the regions in the 
inferior colliculi and the auditory cortices and thalami respond more robustly to sounds coming from 
the opposite ear143. 

The inferior colliculus structure is intricate, with a commissure connecting the right and left 
colliculi, which facilitates additional binaural interplay in the ascending auditory pathway. ICs contain 
many interneurons, which likely perform various operations that are just beginning to be 
understood144–147. The inferior colliculus is further split in subnuclei, with the most prominent being 
the central nucleus (ICC). It gets most of its inputs from the brainstem and one of the adjacent 
structures, the nBIC, projects to the superior colliculus (SC), a gaze control center, to facilitate eye and 
head movements towards novel sounds135,148. The majority axons leaving the IC nuclei go through the 
brachium fiber bundle reaching the medial geniculate body, which is the principal relay for the 
auditory pathway in the thalamus. The MGB is also subdivided into ventral, dorsal, and medial 
nuclei135. Notably, most auditory nuclei have a tonotopic organization, including the CN, SOC, NLL, ICC, 
vMGB, with neurons being anatomically arranged according to their characteristic frequency, with the 
exceptions of lateral, dorsal and brachium nuclei of the IC. Structures in the auditory midbrain that 
display a tonotopic organization are known as "lemniscal," whereas those that do not are referred to 
as "nonlemniscal."135,136,143,148,149 

Most of the fibers coming from the thalamus travel towards the temporal lobes, and reach 
the auditory cortex on each side. This is not exhaustive, as some MGB fibers project to the limbic 
system, which is considered responsible for the affective part of the overall response to sound. The 
auditory cortical fields on both sides are connected via the corpus callosum, by commissural 
connections. This allows for bidirectional informational transfer among the right and left hemispheres. 
In the auditory cortex, stimuli delivered to either ear can influence the discharge patterns of nearly all 
acoustically responsive neurons131,133–135. 
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The auditory cortex is divided into various fields, some of which exhibit clear tonotopic 
organization while others do not. These fields are differentiated not only by their tonotopy but also 
by their anatomical connectivity patterns, physiological characteristics of their neurons, and the 
presence of specific cell markers such as parvalbumin150,151. Up to the thalamic level, the ascending 
auditory pathway appears to be relatively consistent across mammalian species, with some variations 
such as the large intermediate NLL in rats and well-developed LSO in cats. However, the auditory 
cortical fields are organized differently across species, particularly in higher-order areas, leading to 
different names being used to describe them. Therefore, while subcortical auditory structures have 
similar anatomical structures across species, the naming of cortical fields may vary considerably. For 
instance, two primary cortex areas are present in carnivores and primates, they are situated next to 
each other and receive significant input from the thalamus152. However, while in carnivores these are 
called the primary auditory cortex (A1) and the anterior auditory field (AAF)153, in monkeys they are 
known as A1 and R154, but we do not know how comparable they truly are. The posterior auditory field 
in cats also bears certain resemblances to the CL and CM areas in monkeys, however we do not know 
about other species155. Because the cortex is the youngest and most prone to adaptation section of 
the brain, it could exhibit fundamental particularities for different species. For example, echolocating 
bats have several specialized areas in their auditory cortex for processing echo delays and Doppler 
shifts156,157 that do not have an apparent counterpart in the monkey brain. For all mammals though, 
the auditory cortex has a primary area, surrounded by a second-order belt. They are responsible for 
communicating with other advanced cognitive structures, such as the site of short term memory and 
action planning, the prefrontal lobe, or the infratemporal structures that process object recognition 

158,159. As far as we know, we wouldn't be able to recognize the sound of a Formula 1 V10 engine or 
recall the beginning of a spoken sentence when it ends without the involvement of these high-level 
cortical areas. Hence, they are also essential components of the auditory brain. 

A significant number of neurons also convey information in the reverse direction (top-down 
or efferent), starting from the frontal cortex and moving towards the auditory cortex, and then from 
the auditory cortex to every station in the midbrain and thalamus, particularly the medial geniculate 
body and the inferior colliculus135,143,148,149, but also the NLL, SOC, and CN131,136,143. Following this, the 
information is transmitted backwards, with fibers reaching from the superior olivary complex all the 
way to the OHCs or IHCs. This disposition shows how auditory processing involves and requires not 
only feedforward but also feedback circuits at various stages, allowing the system to adapt to the 
unique requirements of diverse environments or circumstances134. 
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1.3 Potassium channels 
 

The neuronal excitability and signal transmission are key requirements for the proper 
functioning of the auditory pathway described in the previous chapter, and the neurons possess an 
extended machinery for achieving this. An important part of it is represented by the voltage-gated 
potassium channels (Kv). These channels are transmembrane proteins that enable potassium ions to 
pass through the cellular membrane when the membrane potential changes. Their activity is 
important for gauging the resting membrane potential, for action potential shaping – and 
consequently the firing frequencies and patterns. 

Groundbreaking work in this field was first done by Hodgkin and Hukley in 1952160, and they 
identified the basis of action potential depolarization: the delayed rectifying potassium currents, but 
the plethora of variants and the complexities of potassium channels were not known or even 
suspected at that time. We know know of about 40 subunit genes in 12 families that contribute to the 
assembly and formation of a wide variety of Kv channels, each with their distinct properties and 
functions161. 

A functional potassium channel is usually made of four α subunits, that could be 
complemented by β subunits or other accessory proteins. The subunits can assemble in various 
combinations for achieving channels with unique properties. The selective permeability for K+ ions is 
achieved through the pore region, which, from a structural point of view, is highly conserved among 
the variants of Kv; this feature is combined with functional diversity that is enabled by other structural 
variations of the channels162. 

The potassium channels classification shows several families that are based on the sequence 
homology and the functional characteristics. The major voltage-gated (Kv) potassium channel families 
that are involved in neural excitability are the Kv1 (Shaker), Kv2 (Shab), Kv3 (Shaw), and Kv4 (Shal). 
Each of these has their own distinct activation/inactivation kinetics, that makes them suitable for 
different roles in neuronal functioning163. 

The auditory brainstem (that was presented in the previous chapter) is an excellent model for 
studying the physiological roles of Kv channels in neurons. In the context of processing information 
for sound localization tasks, the medial nucleus of the trapezoid body (MNTB) receives excitatory input 
from the cochlear nucleus and projects inhibitory output towards several other nuclei – the medial 
and lateral superior olives, the superior paraolivary nucleus and the nuclei of the lateral lemniscus. 
The potassium channels that are involved in this circuitry can be classified as either fast or slow in 
terms of activation and inactivation kinetics or high- or low-voltage-activated97. 

The fast potassium channels are the Kv1 and Kv3. Kv1s are low-voltage-activated, so they 
begin activating at relatively low depolarizations. They exhibit fast activation, but not as fast as the 
Kv3 variants. Their function is to establish the AP firing threshold and to control the excitability of the 
neuron. Their role is to ensure one-to-one fidelity in synaptic transmission, by preventing multiple 
action potentials to form as a response to a single excitatory input due to their slow inactivation 
kinetics. This maintains precise timing and reduces temporal jitter164. The Kv3 channels on the other 
hand are high-voltage-activated, thus requiring a significant depolarization for their activation, which 
occurs during the action potentials. The fast kinetics make them essential for the fast repolarization 
of the AP, which in turn is a requirement for high-frequency firing rates with minimal jitter164,165. 

The more slowly activating potassium channels are the Kv2 and Kv4. Kv2 channels are also 
high-voltage-activated units, but they have slower kinetics. Once they are activated, they remain open 
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for longer and thus contribute to the stabilization of the membrane potential during high-frequency 
firing. In the MNTB, Kv2.2 channels help to hyperpolarize the membrane potential between action 
potentials, a critical requirement for maintaining the sodium channels availability for future APs166. 
Kv4 channels are low-voltage-activated, similar to Kv1, and they generate transient potassium 
currents, known as A-type currents. Their kinetics require prior hyperpolarization to remove the 
steady-state inactivation before they can activate once more. The Kv4 channels influence the neuronal 
excitability by modulating the number of action potentials during depolarization or excitatory 
postsynaptic potentials167. 

Ion channel functioning is important for understanding the various types of synapses in the 
brain, each with their characteristics and roles. For the auditory brainstem, the potassium channels 
play an important role, with Kv3.1 and Kv3.3 being crucial for proper physiological functioning. Part of 
the work for my thesis was to gain more insights on the role of Kv3.3 subunits in synaptic transmission 
in a model auditory synapse, the Calyx of Held. 
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1.4 Semantics, adaptation & (en)coding 
 

As with almost every aspect of 
reality, the devil is in the details. To 
ensure an accurate portrayal of a 
notion, one must pay attention to the 
way information is conveyed. For 
humans (and not only!), semantics is of 
utmost importance. The word 
“semantics” comes from Ancient Greek 
(sēmantikós, "significant") and it refers 
to the study of meaning or truth. Even 
in academic environments, it can often 
happen, without intent, to use terms in 
the wrong way; This can lead to 
confusion and ultimately to more time 
and energy spent clarifying, rather than 
tackling a certain subject of interest. To 
prevent this, I will discuss in this section 
some of the relevant terms for this 
work. 

 

Coding & encoding 
 

There can often be confusion surrounding the terminology used in neuroscience, particularly 
when discussing "coding" and "encoding." To help clarify these terms, Theunissen and Miller provided 
comprehensive definitions and outlined their significance in their study168. Two primary encoding 
approaches exist: Rate encoding, where the conveyed information relates solely to the average spike 
count within the encoding time frame or any weighted average throughout that period, and Temporal 
encoding, in which extra information is associated with certain aspects of the spike pattern's timing 
within the encoding window. Temporal coding, on the other hand, is characterized as the application 
of rate or temporal encoding techniques to represent a fluctuating sensory signal. This approach 
establishes a direct connection between the moment a sensory event occurs and the corresponding 
neural response's timing. In simpler terms, temporal encoding uses time as the syllabus for 
transmitting information, while temporal coding represents the way time is depicted – through 
encoding – in neural codes. 

  

Salvador Dali, A Logician Devil, part of the Divine 
Comedy series. 1963 
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Adaptation 
 

When we come across the notion of “adapting”, we are referring to a biology-specific process, 
in which an organism becomes fitter to its environment. It is one of the evolutionary biology concepts, 
alongside natural selection, inclusive fitness, progress and decent169. Although adaptation is mainly a 
process rather than a feature, for practical reasons, it refers to end results: the features that result 
from the process. If one desires to set apart the two notions, they can use the term “adaptive trait” 
for the product (i.e. function or bodily part) and “adaptation” for the process170–172 Biologist 
Theodosius Dobzhansky gives the following definitions for adaptation: 

1.  Adaptation is the evolutionary process whereby an organism becomes better able to 
live in its habitat or habitats173. 

2.  Adaptedness is the state of being adapted: the degree to which an organism is able 
to live and reproduce in a given set of habitats174 

3.  An adaptive trait is an aspect of the developmental pattern of the organism, which 
enables or enhances the probability of that organism surviving and reproducing175. 

For adaptation to be feasible, it must happen in an organism that is viable while evolving and 
developing. This puts certain requirements on the process, the main being that any genetic or 
phenotypic change must be relatively small, due to the sheer size, complexity and intertwining of the 
developmental systems. This view has been much debated, as “relatively small” could mean rather 
large genetic changes as well – the polyploidy in plants176. 

The sets of adaptive traits keep the organisms alive in their ecological niches. These could 
refer to structure, behaviour or physiology. By structure we mean the bodily traits, such as size, 
covering, etc, while behavioural adaptive traits can be passed on specifically, like instincts, or as the 
inherited ability to learn. A few examples are foraging, sexual behaviours and vocalized 
communication. The physiological adaptive traits make specialized tasks possible: secreting certain 
substances, -tropisms, while also encompassing broader aspects, like body development, maturation, 
homeostasis (i.e. ionic balance, temperature regulation). 

One must keep in mind that similar concepts to adaptation exist and they could be wrongly 
inter-used. Adaptation is different from learning, acclimatization and flexibility. These are changes, 
which are not inherited. Learning means a better behavioural performance output, acclimatization is 
an automatic adjustment in physiology and flexibility is the organism’s capacity to survive various 
environments; all of these happen during the life span of an individual (also in the physiological 
range!). To better illustrate the difference and link between adaptation and other terms, we can think 
about the situation in which a person moves to a high-altitude environment: their breathing and 
fitness are no longer optimal, but if they spend enough time in that environment, acclimatization to 
lowered oxygen pressures occurs, for example though an increased red blood cell production. The 
adaptation product is the ability to acclimatize, not the acclimatization. Some humans would have 
their reproductive rates decline, and they will contribute less to the later generations. In time, and by 
gradual natural selection, all individuals will become adapted to the new environment; it was very 
elegantly shown by observing the performance of high-altitude long-term communities compared to 
the performance of newcomers, despite them having time to acclimatize177. 

We must not forget about the trade-offs of this process: the adaptive traits can be destructive 
on other aspects of life – ostriches can run very fast, but are unable to fly, mammals hair can help 
temperature regulation, but provide a niche for parasites. The overarching goal is  compromising, not 
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perfection – “It is a profound truth that Nature does not know best; that genetical evolution… is a 
story of waste, makeshift, compromise and blunder.” 178 and “Since the phenotype as a whole is the 
target of selection, it is impossible to improve simultaneously all aspects of the phenotype to the same 
degree”169.  

 

Time and the brain 
 

According to physics, our universe has a minimum of four dimensions: three spatial 
dimensions and one temporal dimension. Relativity theory proposes that these dimensions are 
merged into a continuum, with invariants that are neither purely spatial nor purely temporal, but 
rather spatiotemporal measures that combine spatial and temporal coordinates (spacetime intervals). 
Conversely, biology reveals that space and time are experienced differently; while most of our sensory 
organs can directly perceive spatial distances, there is no evidence of direct sensory perception of 
time. 

These two fields of study examine the relationship between observers and the observed from 
complementary perspectives. Physics focuses on the observed, while biology examines the observer. 
It is intriguing that physics treats space and time as nearly equivalent dimensions, whereas biology 
identifies fundamental differences in how biological observers perceive space and time. Therefore, a 
complete understanding of the observer-observed relationship regarding spacetime requires an 
understanding of how biological agents perceive time. 

The brain constructs the perception of time without relying on dedicated receptors, unlike the 
direct links between spatial perception and sensory organization. Although temporal relationships can 
aid spatial perception, the reverse is not necessarily true. Despite this asymmetry, our abstract 
description of spacetime does not differentiate between temporal and spatial dimensions. A rather 
recent study suggests that the perception of "filled" intervals, marked by enduring events, differs from 
"empty" intervals, marked by isolated events179. 

Although the sensory organs do not function like a camera, which is based on capturing a rapid 
succession of still images, the brains still need to resolve temporal features of the incoming stimuli, 
no matter the modality. Due to the nature of our input requirements, the resolution can be either 
high or low. For a fair perspective, we can take smell, vision and hearing for comparison: 
Smell, being a chemical-based process, is on the lower side of the temporal resolution spectrum, with 
mice being able to achieve an up to~40 Hz odour structure discrimination rate180.  
The peak temporal resolution of vision, for example, is ~129 Hz for the peregrine falcon, a raptor bird 
that tracks fast-moving and maneuverable prey181, while for mice it is 15 Hz at best182. 
With hearing, the temporal resolution can be defined as how many changes in the perceived sound 
can happen each second and that rounds up to ~500 Hz, measured through gap detection 
thresholds183,184. 

The particularity of sound is the inherent nature of it: an oscillating value of the pressure in a 
conducting medium. The oscillation values simply translate to sound frequency, and an organism has 
two cutoff values, a low one and a high one, with the hearing range in between. In vertebrates, it can 
be from 16 Hz to more than 100 kHz, with many animals having several orders of magnitude wide 
capabilities (human 20Hz-19kHz, ferret 16 Hz-44kHz, mouse 900Hz-79kHz, porpoise 75Hz-150kHz). 
Although the thought of any kind of neuronal receptor directly being capable of picking up a 
mechanical oscillation of hundreds of thousands of cycles per second is appealing and exotic, the 
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reality is slightly different: the sound transduction is highly dependent of the intrinsic mechanical 
properties of a membrane with which hair cells interact (basilar membrane). Interestingly enough, 
there is a 1-to-1 action signal generation up until ~1-2 kHz, in which mechanical-gated ion channels in 
the hair cells are able to keep up with the oscillations themselves. This phenomenon is called phase 
locking. For the rest of the frequencies, the hair cells rely on the highly localized oscillation properties 
of the corresponding part of the basilar membrane. 

 

1.5 Motivation & objectives of the thesis 
 

The importance of neuronal adaptive traits for fast and accurate information transmission is 
best highlighted in the auditory system. Having a plethora of mechanisms which enable it in the 
mammalian brain, as illustrated in the introduction section of this thesis, could put someone in 
difficulty when choosing their work angle if they wanted to further the knowledge in this field. 
However, previous work of our department and our lab on activity modulation of myelination185 
provided a valuable hint for my starting point. The aim of refining the insights on the contributions of 
myelin to individual sets of conditions had started to take shape and was clearly defined by the 
accepted grant proposal of my PI, Conny Kopp-Scheinpflug. Additionally, through a collaboration with 
Ian Forsythe’s group, we also aimed at looking at how potassium channels influence the same timing 
accuracy in the auditory pathway.  

From there, we were happy to have our objectives established: 

- To assess whether physiological (non-pathological) monaural sensory alterations could be 
a working model for influencing the normal auditory function and establish it as our 
working paradigm. 

- To measure electrophysiological changes induced by our paradigm 
- To describe the anatomy of myelinated fibers in the auditory system, in the context of 

monaural sensory sensory alteration. 
- To investigate invivo electrophysiological characteristics of Kv3.3 potassium channels. 
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2. Chapter 2 – Myelin  
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Ambient sound stimulation tunes axonal conduction velocity 
by regulating radial growth of myelin on an individual, 
axon- by- axon basis

a,b a a a,b a,d
- 

a,1

Adaptive myelination is the emerging concept of tuning axonal conduction velocity to the 
activity within specific neural circuits over time. Sound processing circuits exhibit struc-
tural and functional specifications to process signals with microsecond precision: a time 
scale that is amenable to adjustment in length and thickness of myelin. Increasing activity 
of auditory axons by introducing sound- evoked responses during postnatal development 
enhances myelin thickness, while sensory deprivation prevents such radial growth during 
development. When deprivation occurs during adulthood, myelin thickness was reduced. 
However, it is unclear whether sensory stimulation adjusts myelination in a global fashion 
(whole fiber bundles) or whether such adaptation occurs at the level of individual fibers. 
Using temporary monaural deprivation in mice provided an internal control for a) differen-
tially tracing structural changes in active and deprived fibers and b) for monitoring neural 
activity in response to acoustic stimulation of the control and the deprived ear within the 
same animal. The data show that sound- evoked activity increased the number of myelin 
layers around individual active axons, even when located in mixed bundles of active and 
deprived fibers. Thicker myelination correlated with faster axonal conduction velocity and 
caused shorter auditory brainstem response wave VI- I delays, providing a physiologically 
relevant readout. The lack of global compensation emphasizes the importance of balanced 
sensory experience in both ears throughout the lifespan of an individual.

The development of a bony skull combined with increased brain size during the evolution 
of the vertebrate nervous system required faster axonal conduction velocities than can be 
achieved by a simple increase in axon diameter. The role of myelin in supporting such an 
increase in conduction velocity was originally understood simply as a static physical insu-
lator acting to increase resistance and reduce the time scale of membrane uncharging. 
However, myelinated axons are highly plastic, shaping firing rates, conduction velocity, 
and reducing energy consumption of axonal conduction (1, 2). Thus, myelination is now 
considered an integral part of neuronal processing in the vertebrate brain, but the mech-
anisms underlying activity- dependent myelination are still elusive.

The function of myelin in sensory processing, cognition, and demyelinating neurological 
disorders is predominantly addressed by structural analysis of myelination patterns created 
by the specific sequence of nodes and internodes, as well as by the thickness of the myelin 
sheaths with respect to axon diameter. While the longitudinal pattern of myelin along 
axons is defined by neuronal identity (3, 4) and as such, optimizes the network behavior 
(5, 6), myelin thickness is generally defined by the canonical “g- ratio” (axon diameter/
fiber diameter) with species- specific variations between 0.6 and 0.8 (7, 8). However, both 
myelin thickness and g- ratio change with axonal activity. Increased axonal firing rates 
following sensory maturation, skill learning, or social engagement (9–11) cause thicker 
myelination of the involved axons, while sensory or social deprivation results in thinner 
myelin sheaths (11–13). The mechanisms by which axonal activity levels are communicated 
to myelinating oligodendrocytes and what degree of change in myelin thickness is required 
to achieve a physiological objective are still largely unknown.

During development, increased neural activity regulates myelination (14, 15) via the 
release of soluble axonal factors such as adenosine (16), GABA (17) or glutamate (18), 
which subsequently lead to calcium- transients in nearby myelin sheaths and in the somata 
of myelinating oligodendrocytes. This calcium increase triggers enhanced myelination of 
active axons. Later in development, when myelin sheaths have already formed around 
their axon, activity- dependent calcium- transients were only observed in the myelin sheaths, 
but not in the oligodendrocyte somata (19). Therefore, once most parts of the axon are 
myelinated and vesicle secretion becomes restricted to the synaptic terminal, axon- glia 
communication needs to take a different form.D
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Release of ATP, GABA, or glutamate from synaptic terminals 
or the nodes of Ranvier requires a form of volume transmission 
to reach their receptors on the oligodendrocyte somata. While 
such nonspecific mechanisms would be suitable for homogenous 
fiber tracts where all axons that are myelinated by the same oligo-
dendrocyte are equally active, little is known about whether adap-
tive myelination can occur at the level of individual axons, 
particularly within heterogeneous fiber tracts (20). This gap in 
knowledge most likely arises from the fact that axons within a 
fiber tract often originate from neurons of similar class- specific 
genetic identity, which attracts the same subpopulation of myeli-
nating oligodendrocytes (21), conveys similar activity levels and 
dictates projections to similar targets. Together, this complicates 
the use of genetic markers for pharmaco-  or optogenetics as well 
as input- specific neural activation. One recent study, using elegant 
pharmacogenetics, showed that individual active axons within a 
fiber tract will be preferentially myelinated during development, 
suggesting local axo- glial communication (22).

Here, we take advantage of the auditory system, which allows 
differential sensory stimulation of left-  and right- side neural cir-
cuits. Two monaural fiber tracts were targeted: 1) the auditory 
nerve, formed by axons of spiral ganglion neurons, and 2) the 
trapezoid body (TB), formed by axons of globular bushy cells 
(GBC) which cross the midline and project to nuclei on the oppo-
site side of the brainstem (5, 6, 11). Afferent auditory nerve fibers 
of the spiral ganglion neurons only contain axons arising from the 
same ear; however, within the TB, each bundle could contain 
fibers crossing in one direction only or it could contain a mixture 
of fibers originating from both sides of the head. An answer to 
this dilemma will further our understanding of how oligodendro-
cytes regulate myelination in two ways. First, if all fibers in a 
bundle arise from the same ear and possess similar activity levels, 
soluble factors released by active axons and distributed via volume 
transmission will likely reach oligodendrocyte somata and regulate 
myelination globally for all axons within the same bundle. Second, 
if axons within a bundle arise from different ears and possess dif-
ferent activity levels, a differential, local axon- by- axon regulation 
of myelin might be needed.

Neuronal firing in the auditory pathway consists of spontaneous 
activity and sound- evoked activity, the latter only starting at about 
P10 in mice. A mild and reversible (11) sensory deprivation 
approach was used by raising mice with monaural earplugs between 
P10 and P20. This allows the degree of myelination of individual 
axons within mixed- activity fiber bundles to be measured, while 
additionally creating an internal control by the nonplugged ear to 
assess the physiological significance of adaptive myelination.

Results

Sagittal brainstem sections show that TB fibers are organized in 
bundles, isolated from each other by perpendicularly arranged 
pyramidal tract fibers (Fig. 1C). To test the composition of TB 
fiber bundles, anterograde tracers of different colors (tetramethyl-
rhodamine and biocytin) were injected into the cochlear nucleus 
of the control and the deprived ear (Fig. 1A). Coronal brainstem 
sections show that both tracers labeled TB fibers, approaching 
and crossing the midline from either side of the brain (Fig. 1B). 
Many of the fibers form giant calyx synapses upon targeting the 
medial nucleus of the trapezoid body (MNTB). In addition, 
some cell bodies are retrogradely labeled, consistent with an 
efferent projection of the MNTB to the ipsilateral cochlear 
nucleus (23). Coronal sections were counterstained with CC1, 
a marker commonly used for detecting mature oligodendrocytes 
(24). An 800- μm × 400- μm region of interest was defined left 

and right of the midline in coronal sections and the number of 
CC1- positive cells was counted. The side receiving active input 
contained 778 ± 57 oligodendrocytes/mm2 (n = 3 mice), which 
was not significantly different from the deprived side with 
751 ± 77 oligodendrocytes/mm2 (n = 3 mice; paired t test: 
P = 0.174). There were no signs of membrane blebbing or 
nuclear fragmentation in the CC1- positive cells on either side, 
suggesting that the deprivation did not cause oligodendrocyte 
death (Fig. 1 B, Inset).

Sagittal sections were taken at three positions: near the midline, 
~200 μm lateral to the midline and ~600 μm lateral to the midline 
and the two colors of the tracers were then used to identify control 
or deprived fibers (Fig. 1 D and E). Inspection of eleven monau-
rally deprived, bilaterally traced brains revealed active and deprived 
fibers to form interspersed, salt- and- pepper like patterns within 
each fiber bundle (Fig. 1D). Counterstaining with antibodies 
against myelin basic protein (MBP) showed that not all TB fibers 
were traced via the cochlear nucleus injections (Fig. 1E). Based 
on the circular MBP labeling, axon diameter and myelin thickness 
were assessed by fitting two ellipses to each axon as previously 
described (11). To minimize bias, all axon and myelin measures 
were taken from monochromatic images showing only the MBP 
staining. Each axon was numbered so that it could be identified 
as active, deprived, or nonlabeled upon overlaying the tracing 
colors. Since nonlabeled fibers could potentially originate from 
the active or deprived side, they were disregarded for further 
analysis.

In agreement with Sinclair et al. (11), auditory deprivation insti-
gated fewer large- caliber axons in the trapezoid body, particularly 
at locations further away from the midline (Fig. 1F). GBC axons 
undergo an increase in axon diameter as they approach the calyx 
synapse in the MNTB (6, 11). Sagittal sections taken at ~200 μm 
and ~600 μm from the midline at either side, include the MNTB 
and therefore contain axons that are close to forming calyx syn-
apses. Our data revealed more large- caliber axons in the 200- μm 
and 600- μm sections for the control fibers, but not for the deprived 
fibers, resulting in significantly decreased overall axon diameters. 
Sagittal sections near the midline did not show a difference in axon 
diameter (near midlinecontrol: 1.30 ± 0.45 μm vs. near midlinedeprived: 
1.29 ± 0.50 μm, P ≥ 1.000; 200 μmcontrol: 1.61 ± 0.59 μm vs. 200 
μmdeprived: 1.37 ± 0.39 μm, P ≤ 0.001; 600 μmcontrol: 1.73 ± 0.86 
μm vs. 600 μmdeprived: 1.27 ± 0.54 μm, P ≤ 0.001; n = 1,565 fibers; 
11 mice; one- way repeated measures ANOVA followed by the 
Bonferroni t test; Fig. 1F). In addition to the changes in axon 
diameter, the present data show significantly thicker myelin in 
control compared to deprived fibers at all three locations (near 
midlinecontrol: 0.61 ± 0.19 μm vs. near midlinedeprived: 0.52 ± 0.16 
μm, P ≤ 0.001; 200 μmcontrol: 1.04 ± 0.26 μm vs. 200 μmdeprived: 
0.95 ± 0.16 μm, P ≤ 0.001; 600 μmcontrol: 1.04 ± 0.24 μm vs. 600 
μmdeprived: 0.87 ± 0.17 μm, P ≤ 0.001; n = 1,565 fibers; 11 mice; 
one- way repeated measures ANOVA followed by the Bonferroni 
t test; Fig. 1G). Similar statistical results were achieved when dif-
ferences in axon diameter and myelin thickness were analyzed 
within animals (gray lines in Fig. 1 F and G) or within fiber bun-
dles (black lines in Fig. 1 F and G). The within bundle analysis 
was restricted to bundles containing more than 10 traced fibers of 
both colors to ensure statistical power (axon diametercontrol: 1.43 
± 0.23 μm, axon diameterdeprived: 1.23 ± 0.18 μm, paired t test: 
P = 0.002; myelincontrol: 0.95 ± 0.10 μm, myelindeprived: 0.87 ± 0.08 
μm, paired t test: P = 0.005). Together, these data suggest that 
activity- dependent adaptive myelination occurs on an individual 
fiber basis, even when they arise from neurons of an identical 
cell type, possessing the same target and run within the same 
fiber bundle.D
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Radial growth of myelin is achieved by adding new myelin layers 
starting from the inner tongue. High- magnification electron 
microscopy was used to measure the exact number of myelin layers 
in control and deprived fibers and to test for possible differences 
in individual myelin layer thickness. Since the injected traces were 
not electron- dense, we measured these parameters in the auditory 
nerve, which contains fibers solely from one ear. Cross- sections of 
the proximal auditory nerve from the control and the deprived ear 
were investigated using electron microscopy. Electron micrographs 
revealed individual auditory nerve axons, with inner tongues and 
myelin sheaths (Fig. 2A). Scans of rectangular sections were per-
formed across the myelin sheaths to assess the overall myelin thick-
ness, the number of myelin layers and the thickness of individual 
myelin layers. The regular peaks and troughs of the resulting his-
togram represent the extracellular intraperiod line (IPL, lighter 
shade) and the major dense line (MDL, darker shade), respectively 
(Fig. 2 B–D). Similar to the findings in TB fibers, auditory nerve 
fibers of the active, control ear had significantly thicker myelin 
sheaths (median: 0.205 μm; IQR: 0.175–0.244 μm; n = 42) com-
pared to fibers arising from the deprived ear (median: 0.175 μm; 
IQR: 0.156–0.203 μm; n = 48; Mann–Whitney rank- sum test: 
P = 0.003; Fig. 2E). Recognizing the peak- to- peak distance of the 
scan histograms as one myelin layer, the average number of layers 

was significantly larger on the control side (30.24 ± 7.02; n = 42) 
compared to the deprived side (25.48 ± 6.53; n = 48; two- tailed 
t test: P = 0.001; Fig. 2F). Using the distance between two IPLs 
as a measure of layer thickness, no significant difference was found 
between active and sound- deprived fibers (control median: 4.81 
nm, control IQR: 4.64–5.35 nm; n = 42; deprived median: 4.82 
nm, control IQR: 4.59–5.16 nm; n = 48; Mann–Whitney 
rank- sum test: P = 0.389; Fig. 2 D and G). These results show that 
sound- evoked activity increases the number of myelin layers at 
active auditory axons. There were no signs of myelin swelling or 
degradation on the sound- deprived side, consistent with the 
increase in myelination on the active side being physiological 
rather than representing pathological degradation on the deprived 
side.

It is conceivable that the earplug caused a developmental delay 
in downstream auditory neurons, so four established neurophys-
iological markers of maturation were tested for active and 
sound- deprived neurons (Fig. 3): 1) synaptic delay, 2) pre- , and 
3) postsynaptic action potential (AP) half- width (25) and 4) lack 
of regular bursting of spontaneous activity (26, 27). With respect 
to the monaural earplug, cochlear nucleus neurons activated by 
the control ear send sound- evoked activity through TB fibers, 
across the midline toward their targets in the contralateral superior 
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olivary complex (SOC). In contrast, cochlear nucleus neurons 
receiving input from the ear- plugged ear transmit only spontane-
ous APs along the TB fiber toward their SOC targets. In the SOC, 
neurons of the MNTB receive exclusive excitatory input from 
contralateral cochlear nucleus neurons and as such serve as an ideal 
within- subject control of activity changes following the monaural 
sensory deprivation. Due to the crossed inputs, we refer to MNTB 
neurons contralateral to the control ear as active and vice versa, 
MNTB neurons contralateral to the ear- plugged ear as deprived 
(Fig. 3A). Single- unit activity was recorded from the active and 
deprived MNTB within the same mice immediately following 
earplug removal. MNTB neurons were identified by their excita-
tory response to contralateral sound and the typical complex 
waveform comprising both presynaptic and postsynaptic compo-
nents (28). This was used to obtain the half- width of the pre-  and 
postsynaptic APs as well as the synaptic delay (Fig. 3B). The time 
between the peak and trough of extracellular APs is a recognized 
marker for AP half- width (29, 30). Presynaptic AP half- widths, 
synaptic delays and postsynaptic AP half- widths did not differ 
significantly between active and deprived MNTB neurons 
(preAP- HWactive: median: 0.18 ms; IQR: 0.14–0.19; n = 28; 
preAP- HWdeprived: median: 0.16 ms; IQR: 0.14–0.19 ms; n = 22; 
Mann–Whitney rank- sum test: P = 0.501; Fig. 3C, synaptic delay, 
SDactive: 0.45 ± 0.06 ms; n = 28; SDdeprived: 0.42 ± 0.04 ms; n = 22; 
two- tailed t test: P = 0.091; Fig. 3D and postsynaptic AP 
half- width, postAP- HWactive: median = 0.43 ms, IQR = 0.39–
0.47, n = 28; postAP- HWdeprived: median: 0.45 ms, IQR: 0.37–
0.49 ms, n = 22; Mann–Whitney rank- sum test: P = 0.672; 

Fig. 3E). Regularity of spontaneous firing was quantified by the 
coefficient of variation, which is high (~2) for prehearing activity 
and ~1 for firing activity in post- hearing- onset animals (27). 
Spontaneous activity of MNTB neurons from neither control nor 
deprived side showed any signs of bursting activity (Fig. 3 F and 
G) and their coefficients of correlation clustered around 1 with 
no significant difference between the groups (CVactive: median: 
0.76; IQR: 0.66–0.83; n = 28; CVdeprived: median: 0.79, IQR: 
0.72–0.87; n = 22; Mann–Whitney rank- sum test: P = 0.233; 
Fig. 3H).

Together, the similarity in synaptic delay, AP half- width and 
patterns of spontaneous activity supports the notion that cellular 
and circuit development has not been delayed during the 10- d 
deprivation period. However, thicker myelin of active auditory 
nerve and TB fibers could lead to temporal mismatches in down-
stream binaural processing centers.

Latency differences between auditory brainstem responses 
(ABR) wave IV and wave I serve as a compelling marker for signal 
conduction speed through the auditory brainstem and are known 
to correlate with the extent of myelination of auditory axons in 
rodents (11, 31) and humans (32, 33). Auditory thresholds were 
measured in response to brief broadband sounds (clicks) and were 
compared between the control ear, the closed ear with the earplug 
still in place, and the deprived ear immediately following earplug 
removal (Fig. 4A). Thresholds were elevated by about 47 dB due 
to the earplug, yielding a significant difference in auditory thresh-
olds between the control ear (median: 24 dB SPL, IQR: 22–26 
dB SPL) and the closed ear (median: 68 dB SPL, IQR: 61–80 dB 
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SPL; P ≤ 0.001). Immediately after earplug removal, thresholds 
partially recovered (median: 52 dB SPL, IQR: 46–62 dB SPL;  
P = 0.127; Kruskal–Wallis one- way ANOVA on ranks; n = 22 
ears/11 mice, Fig. 4 A–C). Full recovery of thresholds was observed 
about 25 d after earplug removal in a previous study (11). In the 
present study, ABR measurements were used to assess latency dif-
ferences and relate them to changes in myelination. Since latencies 
of neural responses are negatively correlated to stimulus intensities, 
we corrected for the observed differences in auditory thresholds 
after earplug removal by assessing the latencies 20 dB above the 
respective thresholds of either ear (Fig. 4D). This correction 
resulted in an alignment of ABR waves I, but the latency for ABR 
wave IV was still longer when the deprived ear was stimulated 
(Fig. 4E). The average latency difference (ΔIV- I) revealed a neu-
ronal processing delay of about 458 μs for the sound- deprived ear 
(mediancontrol: 2.82 ms, IQR: 2.62–2.97 ms; mediandeprived: 3.08 
ms, IQR: 3.86–3.62 ms; n = 30 ears; 15 mice; Wilcoxon 
signed- rank test: P ≤ 0.001; Fig. 4F).

Together, these data suggest that the neuronal processing delay 
observed in the ABR recordings following 10 d of sound depri-
vation was caused by an additive change in myelination of fibers 
along the auditory pathway.

There is a broad agreement that ABR wave I corresponds to 
activity entering the cochlear nucleus (CN) and wave IV to activ-
ity of the inferior colliculus (IC). The path length between those 
two nuclei in mice was estimated from coronal brain sections to 
be 9.82 mm. Including these data on adaptive myelination along 

the TB fibers into our reported computational model (11) pro-
vides estimates for the conduction velocity of active and 
sound- deprived fibers (Fig. 4G). The distribution of conduction 
velocity was narrower in the control population, and the median 
conduction velocity of the controls was significantly faster (veloc-
ityactive: median = 4.46 m/s, IQR = 3.78–5.30 m/s, n = 314) 
compared to the deprived ear (velocitydeprived: median = 4.39 m/s, 
IQR = 3.42–5.28, n = 257; Mann–Whitney rank- sum test: P = 
0.047; Fig. 4H). This result was then used to predict how ABR 
latencies would change based on adaptive myelination alone. The 
model shows that the wave ΔIV- I latency in controls was around 
2.5 ms (gray curve in Fig. 4I), assuming each action potential 
would make an alpha function- shaped contribution to the ABR 
with the filter length a of the alpha function taken as 2 ms 
(approximating synaptic currents in the inferior colliculus; ref. 
34). This wave ΔIV- I latency is in accordance with the actual 
ABR measurements (Fig. 4F), validating the model. Assigning the 
peak of wave I as time point zero and using a filter length of 
a = 2 ms (Fig. 4E), the model predicts the peak of wave IV to 
occur 0.355 ms earlier when stimulating the control ear (blue 
curve in Fig. 4I) compared to stimulating the sound- deprived ear 
(orange curve in Fig. 4I). Since the filter length a is not well 
constrained, increasing it to 2.5 ms gave an upper boundary of 
0.45 ms for the wave IV latency- changes (Fig. 4 I, Inset). This 
delay closely approximates the mean wave IV- I differences 
between both ears seen in the ABR measurements of 0.45 ± 0.10 
ms (n = 14), consistent with the temporal mismatch measured at 
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the level of the inferior colliculus after monaural sensory depri-
vation being fully attributed to adaptive myelination.

Discussion

The present study reveals that radial growth of myelin is driven 
by axonal activity rather than being an exclusive product of the 
neuron’s (or oligodendrocyte’s) genetic identity. We show that fiber 
bundles carrying axons originating from the same neuronal cell 
type on either side of the brain form a mosaic of interspersed active 
and passive axons. This raises the question of how individual mye-
linating oligodendrocytes can identify active from passive axons 
in such a mixed population.

One of the main fiber types in the trapezoid body are GBC 
axons. In early postnatal development (long before earplugs were 
inserted in the present study), GBC axons are guided across the 
midline to find their targets in the contralateral MNTB by the 
expression of the receptor tyrosine kinases Ephs and their ephrin 
ligands, a large family of contact- mediated guidance molecules 
(35). Particularly ephrin- A5 is strongly expressed in the MNTB 
and may cause the concentration of axons into bundles within 
600 μm left and right of the midline (36, 37). One might imagine 
that axons growing in the same direction are facilitated in reaching 
their targets by being in bundles. However, as our salt and pepper 
patterns of traced fibers show, each fiber crosses the midline 

without the support of “like- minded neighbors.” The precise tem-
poral pattern of initial myelination at newly formed axons and 
the rate at which myelin sheaths are generated will vary with the 
identity of the neuron and the brain region, with the brainstem 
typically being myelinated earlier than the cortex (38). On initi-
ation, the wrapping of individual axonal segments might be com-
pleted within only a few hours (39), and this process mainly 
determines internodal patterns. In the TB, myelinated axons were 
found as early as postnatal day eight (P8), based on the expression 
of myelin basic protein and electron microscopic visualization of 
myelin sheaths in axonal cross- sections (11, 40).

The ear canal of rodents is still closed with connective tissue at 
P8, preventing the passage of airborne sound. Over this develop-
mental period until the onset of hearing at P10, the cochlea gener-
ates spontaneous activity, which occurs in bursts and propagates 
throughout the auditory system (27, 41). Interestingly, MNTB 
neurons that develop without sound- evoked activity for 10 d also 
change their spontaneous activity from developmental burst- firing 
to mature Poisson- distributed firing, suggesting that the change is 
triggered intrinsically and independently of hearing onset. Therefore, 
the large increase in the number of action potentials due to sound 
stimulation rather than the change in firing pattern likely underlies 
the rapid radial growth of myelin following hearing onset (11).

Earplugs are a widely established method to mimic mild and 
reversible conductive hearing loss (11, 42–46). It is important to 

A
B

C D - 

E F
- G

μ H
I

H a Inset - a

D
ow

nl
oa

de
d 

fro
m

 h
ttp

s:/
/w

w
w

.p
na

s.o
rg

 b
y 

U
ni

ve
rs

ita
et

sb
ib

lio
th

ek
 d

er
 L

M
U

 M
ue

nc
he

n 
on

 Ju
ly

 1
8,

 2
02

4 
fro

m
 IP

 a
dd

re
ss

 2
13

.2
33

.1
08

.2
43

.



7 of 9

point out that reversibility of this hearing loss relates to the 
removal of earplugs and the subsequent restoration of peripheral 
conductive hearing, rather than to central auditory processing, 
which can show persistent adaptations in temporal and spatial 
processing (42, 43, 45, 46). We have employed monaural earplugs 
to prevent the typical increase in neuronal activity that occurs with 
the onset of hearing (27). Blocking the sound- evoked activity 
while maintaining spontaneous firing enables titration of firing 
rates required for normal development of axonal conduction.

Neuronal activity triggers high- frequency calcium transients in 
individual myelin sheaths which subsequently promotes myelin 
sheath elongation (19, 47). Although it is unclear whether radial 
growth of myelin is also promoted by these high- frequency calcium 
transients, both processes depend on axonal activity and require 
local translation of myelin basic protein. The activity- dependent 
local increase in calcium can be caused by either calcium influx 
through calcium channels or by calcium release from intracellular 
stores. To our knowledge, voltage- gated calcium channels have not 
been described in the membrane of myelin sheaths. Therefore, an 
intracellular calcium release via voltage- induced second messenger 
activation, which has been described in neurons, could act as an 
alternative origin of activity- dependent calcium transients (48). One 
mechanism by which axons could communicate their activity levels 
directly to their myelin sheaths would be for action potentials to 
provide the depolarization required to increase intracellular calcium 
and initiate MBP synthesis. The depolarization can be achieved by 
the efflux of potassium ions from highly active axons into the inner 
tongue of myelin via composite channels consisting of a low- voltage 
activated Kv1 channel on the axonal surface and a connexin 29 
hemichannel on the inner tongue of myelin (49). The subsequent 
depolarization of the myelin sheath could then trigger 
calcium- transients and the translation of MBP at the inner tongue 
of individual myelin sheaths. Remote translation of MBP, directly 
at the active axon–myelin sheath interface (50, 51) and away from 
the oligodendrocyte soma, is well recognized and provides the basis 
for an axon- by- axon adaptive myelination process. It is likely that 
such a potassium flux mechanism enables activity- dependent 
fine- tuning of axonal conduction velocity, but is not required for 
general myelination. Connexin- 29 null mutants show no major 
myelination deficits and inconspicuous ABRs (52). As suggested 
by our current results, activity- dependent myelin plasticity taking 
place after the initial myelin formation may lead only to small 
temporal mismatches of about half a millisecond. However, since 
the time window during which spiking activity in the lateral supe-
rior olive is suppressed by MNTB inhibition only lasts a few hun-
dreds of microseconds (53, 54), a ~500- μs delay of the inhibitory 
input will most certainly cause a deficit in the sound localization 
ability. Indeed, deficits in sound localization performance and the 
effects on neural plasticity following temporary monaural occlusion 
by either earplugs or Otis media have been investigated for many 
decades (55, 56). These studies agree that monaural occlusion causes 
an initial deficit in sound localization, which over time is followed 
by adaptive neural plasticity. Our present results add to this body 
of work by showing that the change in myelination is an additional 
factor which contributes to these adaptive processes.

In the present study, we observed increased myelination and 
faster overall processing speed through the auditory brainstem for 
the controls compared to sound- deprived ears. However, the 
earplug- induced delay at each processing stage was small, suggest-
ing compensatory mechanisms. In rats that received earplugs at 
30 d of age, a lasting change in AMPA receptor composition 
toward GluA3 subunits in cochlear nucleus neurons was described, 
a subunit known to be responsible for ultrafast excitatory synaptic 
transmission also at the calyx of Held (42, 57, 58). Even though 

we corrected for earplug- induced differences in auditory thresh-
olds, additional changes or compensations could occur at different 
levels of the auditory pathway. However, the observation that the 
ABR wave IV- I difference between plugged and control sides was 
still nearly 500 μs suggest a large influence of myelination. The 
computational model only considered changes in conduction 
velocity and could still predict at least 75% of the temporal mis-
match based on stronger myelination in the control side. Such a 
temporal mismatch during early days after hearing onset is likely 
to disturb the experience- dependent refinement of the sound 
localization circuit (59).

Materials and Methods

Experiments were approved in accordance with the stipulations of the German 
animal welfare law (Tierschutzgesetz) (ROB- 55.2- 2532.Vet_02- 18- 118). Male 
and female CBA/Ca mice born at the LMU Faculty of Biology vivarium to breeders 
acquired from Charles River laboratories were housed with 12- h light/dark cycles 
and food and water ad libitum.

Depending on normality of the distribution, population average data are given 
by the mean ± SD, or the median and 25 and 75% interquartile ranges (IQR) as 
box edges with full data ranges depicted by individual data points. Accordingly, 
parametric or nonparametric tests were used to determine statistical significance.

Ear Plugging. Small pieces of an “E.A.R Classic II” human foam earplug were 
compressed and inserted into the external auditory meatus before being sealed 
with dental cement (Paladur; Heraeus- Kulzer) at P10 under MMF anesthesia 
(Medetomidin: 0.5 mg/kg BW, Midazolam: 5.0 mg/kg BW, Fentanyl: 0.05 mg/
kg BW). Earplugs were examined daily and replaced every third day to avoid 
uncontrolled loss as the mice grew.

ABRs were recorded in MMF- anesthetized mice, placed on a temperature- 

controlled heating pad (ATC1000, WPI) in a soundproof chamber (Industrial 
Acoustics). Subdermal needle electrodes (Rochester Electro- Medical, Inc.) 
were placed at the vertex of the mouse’s head (reference), ventral to the pinna 
(active), and near the base of the tail (ground). Electrodes were attached to a low- 

impedance headstage (RA4LI, Tucker Davis Technologies: TDT), and a preamplifier 
(RA16PA, TDT; amplification factor: 250) and connected to the auditory processor 
(RZ6, TDT) via optical cables. SPIKE software (Brandon Warren, UW) was used for 
speaker calibration (MF1, TDT), stimulus (100 μs clicks; 10 to 90 dB SPL) genera-
tion and waveforms recording. Thresholds were determined as the sound intensity 
at which at least two peaks could be distinguished in the average (1,000×) ABR 
waveform. When switching between control ear and ear- plugged ear, only the 
active electrode was swapped to the other ear. All other electrodes were kept in 
place during earplug removal. At the end of ABR experiments, animals were either 
kept in anesthesia for subsequent in vivo single- unit recordings or killed with an 
overdose of MMF for tracing and histology experiments.

In Vivo Physiology. MMF- anesthetized mice were placed on a heating pad in 
a soundproof chamber and stabilized in a custom stereotaxic device. A craniot-
omy was performed just anterior to the lambda suture and glass microelectrodes 
(3M KCl; 5 to 20 MΩ) were lowered into the brainstem. A ground electrode was 
placed in the muscle at the base of the neck. Signals were amplified (AM Systems, 
Neuroprobe 1600), filtered (300 to 3,000 Hz; TDT PC1), and sampled (50 kHz) with 
a Fireface UFX audio interface (RME). AudioSpike software (HoerrTech) was used 
to calibrate the multifield magnetic speakers, generate stimuli, and record action 
potentials. Search stimuli to identify auditory nuclei consisted of pure tones (50 
to 100 ms duration, 5 ms rise/fall time) at varying intensity (0 to 90 dB SPL) and 
were presented through short hollow ear bars directly connected to the speakers.

Axon Tracing. P20 mice were killed with an overdose of MMF and intracardially 
perfused with Ringer’s solution containing heparin. Brains were removed from 
the skull into ice- cold ACSF. Crystals of tetramethylrhodamine (TMR, Invitrogen 
D3308) were grown from a 50 to 100% TMR in H2O solution on fine tungsten 
needle tips and stored until used (24 h maximum). Small incisions were made in 
the meninges corresponding to the ventral cochlear nucleus on each side and TMR 
crystals or correspondingly small biocytin (TOCRIS, 3349/ Sigma B4261) crystals 
were inserted. The brains were then incubated for 2 h in carbogenated ACSF at 
room temperature before being fixed in 4% PFA overnight.D

ow
nl

oa
de

d 
fro

m
 h

ttp
s:/

/w
w

w
.p

na
s.o

rg
 b

y 
U

ni
ve

rs
ita

et
sb

ib
lio

th
ek

 d
er

 L
M

U
 M

ue
nc

he
n 

on
 Ju

ly
 1

8,
 2

02
4 

fro
m

 IP
 a

dd
re

ss
 2

13
.2

33
.1

08
.2

43
.



8 of 9

Immunohistochemistry and Confocal Microscopy. Sagittal brainstem sec-
tions (50 μm) including the TB were taken using a vibratome (Leica, VT1200S). 
Immunostaining was carried out as previously described (11) using primary 
MBP antibodies (ab7349 abcam; 1:150) and corresponding secondary anti-
bodies (Alexa- 647 donkey anti- rat, Dianova 712- 605- 150, 1:140; biocytin- 

targeted streptavidin Alexa- 488, Dianova, 016- 540- 084, 1:250). Optical 
sections were acquired with a confocal laser- scanning microscope (TCS SP5- 2, 
Leica Microsystems, Mannheim, Germany) equipped with HCX PL APO CS 20×/
NA0.7 and HCX PL APO Lambda Blue 63×/NA1.4 immersion oil objectives. For 
each optical section, images were collected sequentially for the different fluoro-
phores. 8- bit grayscale images were obtained with ABC pixel sizes of 120 to 
1,520 nm depending on the selected zoom factor and objective. To improve the 
signal- to- noise ratio, images were averaged from three successive scans.

Electron Microscopy. P20 mice were killed with an overdose of MMF and intra-
cardially perfused with Ringer’s solution, followed by 2.5% glutaraldehyde plus 
2% PFA in 0.1% cacodylate buffer (CB) pH 7.0. Brains were removed from the skull 
and postfixed in the same fixative overnight at 4 °C. After washing (3×) in CB, 
control and deprived auditory nerves were dissected and sectioned perpendicular 
to the fiber direction. The tissue blocks were washed (4×) in CB and postfixed 
in 1% OsO4 in CB for 1 to 2 h. After washing and dehydrating in graded series 
of acetone, the tissue was embedded in Spurr’s resin (60). Before ultrathin (70 
nm) sectioning, several semithin (1 μm) sections were cut for light microscopic 
investigation. The ultra- thin sections were collected on formvar- coated copper 

slot grids and stained with uranyl acetate and lead citrate. EM images were taken 
using a FEI Morgagni transmission electron microscope (80 kV, SIS Mega view III 
camera, 1,375 × 1,032 pixels).

Computational Modeling. We used the multicompartmental model of an 
axon developed in previous publications (9, 11) to assess the conduction veloc-
ity of control vs deprived fibers for the dataset collected in the present study. 
Conduction velocities were obtained for measured fibers (Fig. 1 F and G) using the 
geometrically determined pair of parameters, axon radius and myelin thickness, 
and leaving all other parameters unchanged. The ABR was modeled by replacing 
each spike time tn (at the CN for wave I and at the IC for wave IV) by an alpha 
function with parameter a:

ABR(t) = Σn

(
t − tn

)
∕
(

a2
)

exp
[
−
(

t − tn

)
∕a
]
∗
(

t < tn

)
.

Spike times at the CN are assumed to be fully coincident; spike times at the IC are 
derived from the distribution of simulated conduction speeds (Fig. 4H).

Data, Materials, and Software Availability. All study data are included in 
the main text.
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Kv3.3 subunits control presynaptic action 
potential waveform and neurotransmitter 
release at a central excitatory synapse
Amy Richardson1†, Victoria Ciampani1, Mihai Stancu2, Kseniia Bondarenko1‡, 
Sherylanne Newton1§, Joern R Steinert1#, Nadia Pilati3, Bruce P Graham4, 
Conny Kopp- Scheinpflug2, Ian D Forsythe1*

1Auditory Neurophysiology Laboratory, Department of Neuroscience, Psychology 
and Behaviour, College of Life Sciences, University of Leicester, Leicester, United 
Kingdom; 2Division of Neurobiology, Faculty of Biology, Ludwig- Maximilians- 
University, Munich, Germany; 3Autifony S.r.l., Istituto di Ricerca Pediatrica Citta’della 
Speranza, Corso Stati Uniti, Padova, Italy; 4Computing Science and Mathematics, 
Faculty of Natural Sciences, University of Stirling, Stirling, United Kingdom

Summary: Kv3 potassium currents mediate rapid repolarisation of action potentials (APs), 
supporting fast spikes and high repetition rates. Of the four Kv3 gene family members, Kv3.1 and 
Kv3.3 are highly expressed in the auditory brainstem and we exploited this to test for subunit- 
specific roles at the calyx of Held presynaptic terminal in the mouse. Deletion of Kv3.3 (but not 
Kv3.1) reduced presynaptic Kv3 channel immunolabelling, increased presynaptic AP duration and 
facilitated excitatory transmitter release; which in turn enhanced short- term depression during 
high- frequency transmission. The response to sound was delayed in the Kv3.3KO, with higher spon-
taneous and lower evoked firing, thereby reducing signal- to- noise ratio. Computational modelling 
showed that the enhanced EPSC and short- term depression in the Kv3.3KO reflected increased 
vesicle release probability and accelerated activity- dependent vesicle replenishment. We conclude 
that Kv3.3 mediates fast repolarisation for short precise APs, conserving transmission during 
sustained high- frequency activity at this glutamatergic excitatory synapse.

Editor's evaluation
This work shows that Kv3.3 potassium channels play a major role in shaping the presynaptic action 
potential waveform of calyx- type auditory synapses. Mice that lack Kv3.3 showed auditory response 
deficits, including increases of spike latency and jitter. Overall, the study shows the uniquely 
important role for Kv3.3 channels in the fast synaptic transmission between the neurons that 
compute sound localization in mammals.

Introduction
Kv3 voltage- gated potassium currents rapidly repolarise APs and underlie fast- spiking neuronal pheno-
types, enabling high- frequency firing with temporal precision (Rudy and McBain, 2001; Kaczmarek 
and Zhang, 2017). Kv3 channels are expressed throughout the brain including the hippocampus, 
cortex, cerebellum, and auditory brainstem (Weiser et al., 1994; Du et al., 2000; Lien and Jonas, 
2003). They influence dendritic integration (Zagha et al., 2010) and somatic AP waveform (Espinosa 
et al., 2008; Rowan et al., 2014; Choudhury et al., 2020), but Kv3 channels are also located in 
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particular axons, including nodes of Ranvier (Devaux et al., 2003) and synaptic terminals (Schneg-
genburger and Forsythe, 2006).

There are four Kv3 genes (kcnc1- 4) specifying alpha subunits (Kv3.1–3.4) that assemble as tetramers 
(Coetzee et al., 1999; Rudy et al., 1999). The transmembrane domains are generally well conserved 
across subunits, but both the N- and C- terminal domains have diverse sequences, creating distinct 
inactivation kinetics, interaction with cytoskeletal proteins (Blosa et al., 2015; Stevens et al., 2021) 
and regulation by phosphorylation (Macica et al., 2003; Song et al., 2005; Desai et al., 2008). Kv3 
channels display ultra- fast kinetics (Grissmer et al., 1994; Labro et al., 2015) with half- activation at 
positive voltages, making them particularly effective in AP repolarisation (Brew and Forsythe, 1995). 
N- type inactivation is a powerful means of regulating K+ channel activity (Hoshi et al., 1990) and 
inactivation in the Kv3 family is influenced by the subunit(s) expressed and their regulation by protein 
phosphorylation (see Kaczmarek and Zhang, 2017).

Transgenic knockouts of one subunit generally show mild phenotypes, consistent with heteroge-
neous composition of native channels and functional redundancy (Joho et al., 1999; Espinosa et al., 
2001; Joho et al., 2006). Co- expression of Kv3.1 and Kv3.3 has been widely observed in different 
brain regions (Chang et  al., 2007) and we recently showed that principal neurons of the medial 
nucleus of the trapezoid body (MNTB) within the auditory brainstem, have Kv3 channels composed of 
Kv3.1 and Kv3.3 subunits. In the MNTB, in contrast to the lateral superior olive, each subunit type can 
compensate for deletion of the other (Choudhury et al., 2020).

Changes in AP waveform at the synaptic terminal critically control calcium influx and neurotrans-
mitter release (Borst and Sakmann, 1998; Forsythe et al., 1998; Yang et al., 2014), this in turn influ-
ences short- term plasticity (Sakaba and Neher, 2003; Hennig et al., 2008; Neher and Sakaba, 2008; 
Neher, 2017; Lipstein et al., 2021) and presynaptic forms of long term potentiation at mossy fiber 
terminals (Geiger and Jonas, 2000). Indeed, tuning of voltage- gated sodium and potassium channel 
kinetics not only enhances fast signaling, but also increases metabolic efficiency (Hu et al., 2018). In 
the present study, we took advantage of the calyx of Held giant synapse in the MNTB to investigate the 
role of Kv3 subunits at that presynaptic terminal. These binaural auditory nuclei must rapidly integrate 
AP trains transmitted from left and right cochlea with microsecond accuracy (Beiderbeck et al., 2018; 
Joris and Trussell, 2018; Karcz et al., 2011). The region expresses Kv3.1 and Kv3.3 subunits, with 
little or no Kv3.2 and Kv3.4 (Choudhury et al., 2020). This synapse is optimised for speed and fidelity 
(Taschenberger et al., 2002) and is operating at the ‘biophysical limit’ of information processing, in 
that fast conducting axons and giant synapses with nano- domain localisation of P/Q Ca2+ channels, 
combine with postsynaptic expression of fast AMPARs, short postsynaptic membrane time- constants 
and exceptionally rapid APs to enable binaural sound localisation (Schneggenburger and Forsythe, 
2006; Neher and Sakaba, 2008; Joris and Trussell, 2018; Young and Veeraraghavan, 2021).

In this study, we test whether Kv3.1 or Kv3.3 subunits have a specific presynaptic role by examining 
the calyx of Held AP waveform and transmitter release on deletion of either subunit. We show that 
Kv3.3 subunits are localised to the presynaptic terminal and that their deletion increases transmitter 
release. We demonstrate the role of Kv3.3 in enhancing the speed and reliability of brainstem binaural 
auditory processing and conclude that presynaptic Kv3.3 subunits are essential for fast AP repolarisa-
tion at this excitatory synapse.

Results
The experiments reported here were conducted using CBA/CrL wildtype mice or transgenic mice 
backcrossed onto CBA/CrL that lacked either Kv3.3 or Kv3.1 (the genotypes are referred to as WT, 
Kv3.3KO and Kv3.1KO). We previously reported that Kv3.1 and Kv3.3 mRNAs are highly expressed 
in the MNTB, and no compensation for either subunit in the respective knockouts was observed 
(Choudhury et al., 2020). The influence of these deletions was assessed in vivo using extracellular 
recording from the MNTB and in vitro using whole cell patch clamp from the calyx of Held and MNTB 
principal neurons. Additionally, immunohistochemical localisation of Kv3.1 and Kv3.3 was determined 
using expansion microscopy. Together, these methods were applied to determine the contribution 
of Kv3 subunits to the presynaptic AP waveform, to assess the impact on transmitter release and 
determine how this impacts the response to sound. As an additional control, we confirmed that both 
Kv3.1 and Kv3.3 mRNA are present in the cochlear nucleus where globular bushy cells give rise to 
the calyx of Held synaptic terminal. The percent contribution of each subunit gene to the cochlear 
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nucleus Kv3 mRNA was 30.3% ± 9.1% (Kv3.1), 7.7% ± 2.8% (Kv3.2), 52.0% ± 6.0% (Kv3.3), and 10.0% 
± 1.6% (Kv3.4; for data see Figure 1—figure supplement 1 and summary statistics). These values are 
similar to those measured in the MNTB (Choudhury et al., 2020). Additionally, immunohistochemistry 
confirmed that both spiral ganglion neurons and cochlear nucleus have broad neuronal staining for 
Kv3.1 and Kv3.3 and as validated using tissue from knockout mice (Figure 1—figure supplements 2 
and 3).

Kv3 channels contribute to action potential repolarisation at the calyx 
of Held terminal
Previous reports have employed potassium channel blockers (4- aminopyridine or tetraethylammo-
nium) to show that Kv3 currents contribute to fast repolarisation of APs in the MNTB (Forsythe, 1994; 
Brew and Forsythe, 1995; Wang et al., 1998). Low concentrations of extracellular TEA (1 mM) give a 
relatively selective block of Kv3 potassium channels (Johnston et al., 2010). Whole terminal voltage- 
clamp recordings of the calyx terminal revealed an outward current, as shown in the current- voltage 
relations in Figure 1A, with 1 mM TEA blocking 28.7% of the total outward current at a command 
voltage of +10 mV (current amplitude in WT = 9.37 ± 2.6 nA, n=7 calyces; WT+TEA = 6.68±0.9 nA, 
n=6; unpaired t- test, p=0.037; mean ± SD). Injection of depolarising current steps (100 pA, 50ms) 
under current- clamp triggered a single AP in the presynaptic terminal, (Figure 1B) which increased 
in duration on perfusion of 1 mM TEA (Figure 1C; with inset showing ±TEA overlay). In tissue from 
WT mice the mean AP half- width increased from 0.28±0.02ms (control; n=9) to 0.51±0.1ms (n=7) in 
the presence of 1 mM TEA (Figure 1E), supporting the hypothesis that presynaptic Kv3 channels are 
present and contribute to AP repolarisation at the calyx of Held.

AP duration increased in terminals from Kv3.3KO mice, similar to that from WT mice in the pres-
ence of TEA. In contrast, the AP duration recorded from terminals of Kv3.1KOs was comparable 
to WT APs (see Figure  1D and E). AP half- widths increased from 0.28±0.02ms in WT (n=9) and 
0.32±0.02ms Kv3.1KOs (n=5) to 0.43±0.03ms in Kv3.3KO mice (n=6) and 0.51±0.1ms in WT+TEA 
(n=7). This increase in duration at 50% amplitude was accompanied by a slowed rate of AP decay 
in both Kv3.3KO terminals and WT terminals upon perfusion of TEA (Figure 1G, one- way ANOVA, 
Tukey’s post hoc, Kv3.3KO vs WT p=0.0042; TEA vs WT p=0.0016) with no changes in the rising phase 
of the AP (one- way ANOVA, p=0.50; Figure 1H), nor in the resting (input) membrane conductance 
(one- way ANOVA, p=0.56; Figure 1I) or AP threshold (one- way ANOVA, p=0.96; see statistics table). 
Similar significant changes in AP duration were observed at 25% and 75% amplitudes for deletion of 
Kv3.3, but deletion of Kv3.1 did not significantly change AP duration at 25%, 50%, or 75% amplitude 
(see Figure 1—figure supplement 4). This suggests that Kv3.3 subunits are of most importance for 
presynaptic Kv3 channels and fast AP repolarisation . Despite the lack of a significant increase in action 
potential duration measured in Kv3.1KOs, the rate of decay was significantly slowed from 99±20 mV/
ms (n=10) to 66±16 mV/ms (n=5; one- way ANOVA, Tukey’s post hoc, p=0.02), consistent with Kv3.1 
having a secondary role in presynaptic AP repolarisation, as might be expected from their localisa-
tion at axonal nodes of Ranvier (Devaux et al., 2003) and potential to form heteromers with Kv3.3 
subunits.

Immunohistochemical localisation shows that presynaptic Kv3 channels 
require the presence of a Kv3.3 subunit
Since Kv3 channels are present in both the presynaptic calyx of Held and the postsynaptic MNTB 
neuron, conventional fluorescence immunohistochemistry fails to resolve any differential localisation 
of particular subunits in the presynaptic or postsynaptic membranes. An additional complication is 
that few studies have localised both Kv3.1 and Kv3.3 subunits, most focus on imaging one subunit 
(usually Kv3.1). Electron microscopic studies demonstrated that Kv3.1b is present in the membrane 
of the non- release face of the calyx of Held (Elezgarai et al., 2003), while Wu et al., 2021 show that 
Kv3.3 is present at the release face of the calyx. Kv3.3 has also been demonstrated at terminals in the 
medial vestibular nucleus (Brooke et al., 2010) at the neuromuscular junction (Brooke et al., 2004) 
and in hippocampal mossy fibers (Chang et al., 2007). Hence, there is histological evidence for Kv3.1 
and Kv3.3 at specific presynaptic terminals, but they are not universally expressed at all synaptic 
terminals.
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Figure 1. Presynaptic AP duration is increased by TEA or Kv3.3 deletion. (A) Current- Voltage (I–V) relationship for potassium currents in the calyx of 
Held terminal of WT mice (P10–P12) in control (black; n=7 terminals, 4 mice) and TEA, 1 mM (red, n=6 terminals, 5 mice; HP = –70 mV). Inset (top): 
Example current traces in response to voltage command of +10 mV step (grey box in IV) in WT (black) and WT +1 mM TEA (red). Scale bars = 5 nA and 
20ms. Inset (lower): Bar graph of mean currents ± SD, measured on step depolarisation to +10 mV (from HP –70 mV) ±1 mM TEA. Outward Currents are 
significantly reduced by TEA (student’s t- test, unpaired, P=0.0386). (B) WT calyx AP (black trace) evoked by 100 pA step current injection; inset - diagram 
of recording configuration. (C) WT calyx AP in the presence of TEA (1 mM, red trace); inset – overlaid WT APs ±TEA (red) as indicated by dotted box 
(grey) around APs in B and C. (D) Representative AP traces from calyx terminals of WT (black), Kv3.3KO (blue), and Kv3.1KO (orange); double arrows 
indicate the half- width of WT AP. AP threshold is indicated by the grey dashed line. (E) AP half- width measured as time difference between rise and 
decay phases at 50% maximal amplitude. Half- width is significantly increased in TEA and in Kv3.3KO; N is individual terminals: WT N=9 from 6 animals; 
TEA = 7 from 5 mice; Kv3.3KO = 6 from 3 mice and Kv3.1KO = 5 from 3 mice. (F) AP amplitude, (G) AP Decay slope, (H) AP rise slope (10–90%) and 
(I) membrane resistance for calyceal recordings. Average data presented as mean ± SD. Statistical test (parts E- I) were one- way ANOVAs and Tukey’s 
post hoc for multiple comparisons, with significant Ps indicated on the graph.

The online version of this article includes the following source data and figure supplement(s) for figure 1:

Source data 1. Relates to Figure 1.

Figure supplement 1. WT mRNA Levels for Kcnc family genes in the cochlear nucleus which show a similar pattern of expression to those measured 
previously for the MNTB (Choudhury et al., 2020).

Figure supplement 1—source data 1. Relates to Figure 1—figure supplement 1.

Figure supplement 2. Kv3.1 and Kv3.3 immunoreactivity in the cochlear nucleus of CBA WT mice.

Figure supplement 3. Kv3.1 and Kv3.3 are present in spiral ganglion neurons of CBA WT mice.

Figure 1 continued on next page
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Capitalising on using KO- validated antibodies (Choudhury et al., 2020 Figure 1—figure supple-
ment 3), we have employed protein- retention expansion microscopy (Asano et al., 2018) to increase 
resolution and gain more precision in localising Kv3.1 and Kv3.3 subunits at the calyx of Held synaptic 
terminal. The technique employs a hydrogel to expand the tissue by ~4.5 x prior to confocal imaging. 
We compared the location of Kv3 subunits in the three genotypes: antibodies targeting Kv3.3 were 
employed in the Kv3.1KO, antibodies against Kv3.1 were used in tissues from the Kv3.3KO and both 
Kv3.1 and Kv3.3 antibodies were employed in WT tissue. This experiment asks whether either Kv3.1 or 
Kv3.3 subunits are necessary and sufficient to enable presynaptic localisation of Kv3 channels. Synaptic 
release sites were identified using bassoon antibodies (Chen et al., 2013) to label the presynaptic 
specialisation and the results are shown in Figure 2.

In Figure 2, the two quadrants on the left show Kv3.3 staining (in the Kv3.1KO above, and WT, 
below) and the two right quadrants show Kv3.1 staining (in the Kv3.3KO above, and WT, below) in 
yellow. All sections are co- stained with bassoon (purple). Each quadrant shows single optical sections 
from three different MNTB neuron/calyx pairs shown at lower magnification in the respective top row. 
Kv3.3 staining was clearly present in the presynaptic terminal profiles surrounding each of the 3 MNTB 
neurons which lacked Kv3.1 (Figure 2A1–C1). In contrast, Kv3.1 labelling (from the Kv3.3KO tissue) 
showed little evidence of presynaptic labelling (Figure 2D1–F1). As a positive control, Kv3.1 labelling 
was robust in the postsynaptic membrane; and indeed Kv3.3 is also clearly present in the postsynaptic 
membrane. Each neuron in rows 1 and 4 has two synaptic profiles indicated by the orange and green 
arrowheads, each of these synapses are shown enlarged below their neuron of origin in rows 2 and 3 
and rows 5 and 6, respectively. Similar labelling profiles are observed in the WT tissue (lower quad-
rants of Figure 2A4–F4). As for the KO tissue, two examples of WT presynaptic profiles are indicated 
by the coloured arrows and their enlargement shown below each principal neuron. The Kv3.3 anti-
body staining was clearly observed in the presynaptic membrane on the non- release face of the WT 
synapse (for example see Figure 2B2 and C3, A6) and in some image sections the release face of the 
synapse, between bassoon labelling (see Figure 2C3, B5 and A6) was clear. It was hard to visualise 
presynaptic membrane staining with the Kv3.1 antibody in the Kv3.3KO tissue (Figure 2D2, E3 and 
F2); but some Kv3.1- stained membrane profiles were observed on the non- release face in the WT 
tissue (Figure 2E5, E6 and F6).

While the calyceal Kv3.3 staining in the WT is similar to that in the Kv3.1KO, the levels of Kv3.1 
staining in the WT are higher (than in the Kv3.3KO) consistent with the hypothesis that Kv3.1 may gain 
access to the presynaptic compartment through heteromeric assembly with Kv3.3 subunits. This data 
shows that while both Kv3.1 and Kv3.3 subunits are present in the postsynaptic soma membrane, only 
Kv3.3 subunits are required to achieve trafficking of Kv3 channels to the presynaptic terminal; and 
there is some evidence that the presence of Kv3.3 permits access of Kv3.1 subunits to the terminal, 
while both Kv3.1 and Kv3.3 were localised to the postsynaptic plasma membrane in the WT tissue.

Deletion of Kv3.3 subunits increases calyceal-evoked EPSC amplitude
Transmitter release crucially depends on depolarisation of the presynaptic membrane and consequent 
calcium influx. Since Kv3 channels are present and involved in calyceal AP repolarisation, we assessed 
the physiological impact of each Kv3 subunit on transmitter release, and compared this to WT and 
to transmitter release following pharmacological block of presynaptic Kv3 channels using 1 mM TEA.

Whole cell patch recordings under voltage- clamp (HP = –40 mV, to inactivate voltage- gated Na+ 
channels) were made from MNTB neurons possessing an intact calyx, in tissue from mice of each 
genotype and in the presence of 1 mM TEA. This allows comparison of the EPSC amplitude in four 
conditions: where Kv3 channels are intact (WT) and where they lack Kv3.1 or Kv3.3, and finally with 
all presynaptic Kv3 channels blocked (TEA). Unitary calyceal EPSCs were evoked in MNTB principal 
neurons as shown in Figure 3A and F. The global average for each condition and the unitary mean 
evoked EPSCs are overlaid from each genotype in Figure 3F. The dashed grey line shows the WT 
mean amplitude for comparison. The calyceal EPSCs recorded from Kv3.3KO mice were of larger peak 

Figure supplement 4. Repolarisation of the presynaptic AP is slowed during the entire length of the downstroke in the presence of 1 mM TEA and in 
Kv3.3KOs.

Figure supplement 4—source data 1. Relates to Figure 1—figure supplement 4.

Figure 1 continued
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Figure 2. Protein- retention Expansion Microscopy (proExM) with confocal fluorescence imaging shows that Kv3.3 subunits are present in calyx of Held 
presynaptic terminal membrane. Individual images are identified in rows 1–6 and columns A- F, as indicated by the central labels. Four quadrants of 9 
images are shown, each 3 × 3 matrix is from the named genotype and stained as specified in the title of each quadrant. The top row of each quadrant 
(rows 1 and 4) are single optical sections from 3 different MNTB neurons, in which their calyceal synaptic profiles are labelled with bassoon (purple) 
and co- labelled with either Kv3.1 or Kv3.3 antibodies (yellow): from Kv3.1KO and stained for Kv3.3 (A1- C1); the Kv3.3KO stained for Kv3.1 (D1- F1); WT 
stained for Kv3.3 (A4- C4); WT stained for Kv3.1 (D4- F4). In each MNTB neuron (rows 1 & 4) two synaptic regions of interest (ROI) containing bassoon are 
indicated by the red and green arrowheads. These magnified ROIs are displayed below (in rows 2+3 or 5+6) bordered by the same colour, respectively. 
The neuronal compartments are labelled: ‘post’ – postsynaptic; ‘pre’ – presynaptic; ‘term’ – synaptic terminal. In each image, the dark grey arrows point 
to presynaptic Kv3 labelling, and the white arrows point to postsynaptic Kv3 labelling. Scale bars are indicated for each row in column A (5 μm in rows 1 
and 4: 1 μm in rows 2,3,5, and 6). Tissue was used from mice aged P28- P30.
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amplitude and longer lasting compared to WT or Kv3.1KOs, consistent with increased transmitter 
release from the calyx of Held in the Kv3.3KO.

The data for EPSC peak amplitude, rise- time, decay tau and charge are plotted in Figure 3B–E, 
respectively, for each genotype. EPSC amplitudes were similar in WT and Kv3.1KO, –13±2 nA (n=21) 
and –14±2 nA (n=17), respectively; but increased significantly in the Kv3.3KO to –18±5 nA (n=21; 
one- way ANOVA, Tukey’s post hoc, Kv3.3KO vs WT, p=0.0001; Kv3.3KO vs Kv3.1KO p=0.0005). The 
decay tau for the EPSCs in the Kv3.3KO slowed to 0.23±0.06ms (n=21) compared to 0.17±0.04ms 

Figure 3. Kv3.3 deletion increases EPSC amplitude and occludes block by TEA. (A) Superimposed calyceal EPSCs generated from each genotype (age 
P21- P25): wildtype (WT; black), Kv3.3KO (blue), and Kv3.1KO mice (orange). Thin lines show traces from individual neurons (each is mean of 5 EPSCs) 
with thick line showing the population mean for each genotype. Grey dashed line indicates the average WT amplitude; N=WT, 22 neurons (11 mice); 
Kv3.3KO, 22 neurons (10 mice); Kv3.1KO, 17 neurons (8 mice). Inset shows recording and stimulation configuration. (B) EPSC amplitude increased in the 
Kv3.3KO. (C) EPSC rise time (10–90%) no difference was found between groups (one- way ANOVA, p=0.1576). (D) EPSC decay tau and (E) EPSC total 
charge were increased in the Kv3.3KO relative to WT. (F) EPSC traces from WT, Kv3.3KO, and Kv3.1KO mice, before and after the addition of 1 mM 
TEA. (Centre): EPSC amplitudes recorded before and after perfusion of TEA (1 mM); n=WT, 9 neurons (7 mice); Kv3.3KO, 6 neurons (3 mice); Kv3.1KO, 5 
neurons (3 mice). (G) Increase in EPSC amplitude by 1 mM TEA. (H). The amplitude increase induced by TEA was significantly reduced in Kv3.3KO mice 
compared to WT. Average data presented as mean ± SD; statistics was using one- way ANOVA with Tukey’s post hoc for multiple comparisons. Kruskal- 
Wallis ANOVA with Dunn’s multiple corrections was used to compare change to EPSC amplitude in TEA due to a non- gaussian distribution in WT.

The online version of this article includes the following source data and figure supplement(s) for figure 3:

Source data 1. Relates to Figure 3.

Figure supplement 1. mEPSCs recorded from Kv3.3KO mice have a decreased amplitude.

Figure supplement 1—source data 1. Relates to Figure 3—figure supplement 1.
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in WT (n=21; one- way ANOVA, Tukey’s post hoc, p=0.0012). The total charge of EPSCs in Kv3.3KOs 
increased to –10±4 nC (n=21) compared to –6±1 nC and –7±2 nC in WT (n=21) and Kv3.1KOs (n=17), 
respectively (one- way ANOVA, Tukey’s post hoc; Kv3.3KO vs WT, p=0.0001; Kv3.3KO vs Kv3.1KO 
p=0.0007). No change of EPSC rise time was observed in either KO (one- way ANOVA, p=0.1918). 
Examination of miniature EPSCs in postsynaptic MNTB neurons from each genotype (Figure 3—figure 
supplement 1) showed no difference in the mEPSC frequency, rise- time or decay tau. There was a 
small significant decrease in quantal amplitude in the Kv3.3KO relative to WT, but no change in the 
Kv3.1KO. This contrasts with the increased amplitude of the evoked EPSCs in the Kv3.3KO measured 
here, and perhaps reflects an opposing change in synaptic scaling due to the larger transmitter release 
induced in the Kv3.3KO (Tatavarty et al., 2013).

The increased EPSC amplitude observed in Kv3.3KOs suggests that Kv3.3 subunits are major 
contributors to repolarisation of the presynaptic terminal. If Kv3.3 subunits dominate presynaptic Kv3 
channels, then blocking presynaptic Kv3 channels with TEA will have a lesser effect on EPSCs from the 
Kv3.3KO. To test this hypothesis, we compared the effect of 1 mM TEA on EPSC amplitude from each 
of the three genotypes (Figure 3F–H). Indeed, blocking Kv3 channels with TEA had a much smaller 
effect on EPSC amplitude in the Kv3.3 KO compared to WT and Kv3.1 KO. TEA increased EPSC 
amplitude to 160% ± 33% (n=8) in WT, compared to 114% ± 6% (n=6) in Kv3.3KO (Kruskal- Wallis, 
Dunn’s multiple comparison, p=0.0031). The EPSC amplitude in the Kv3.1KO (136% ± 11%, n=4) was 
not significantly different from WT (Kruskal- Wallis, Dunn’s multiple comparison p=0.99). This result is 
consistent with dominance of presynaptic repolarisation by channels containing Kv3.3.

Enhanced short-term depression in Kv3.3KO
The calyx of Held/MNTB synapse is capable of sustained transmission at firing frequencies of around 
300 Hz in vivo (Kopp- Scheinpflug et al., 2008) (also see Figure 8), encoding information about sound 
stimuli for binaural integration with high temporal precision. Indeed, the calyx of Held giant synapse 
can sustain short AP bursts with peak firing rates of up to 1000 Hz, in vitro (Kim et al., 2013) for a 
few milliseconds. Clearly, the increased transmitter release observed in the Kv3.3KO (Figure 3) has 
consequences for maintenance of EPSC amplitude during repetitive firing, in that vesicle recycling 
and priming must rapidly replace docked vesicles if transmitter release is to be maintained for the 
duration of the high frequency train. Repetitive stimulation shows that the evoked EPSC amplitude 
declines during a stimulus train until rates of vesicle priming are in equilibrium with the rate of trans-
mitter release for a given stimulus frequency. To assess repetitive transmitter release in each of the 
genotypes we evoked EPSCs over a range of frequencies from 100 to 600 Hz (with each stimulus train 
lasting 800ms).

Whole- cell patch recordings from voltage- clamped MNTB neurons (HP = –40 mV) were conducted 
in which calyceal EPSC trains were evoked at 100 Hz, 200 Hz, or 600 Hz. Each train was repeated 
three times, with a resting interval of 30 s between repetitions of stimuli trains. The EPSC amplitudes 
during the trains were compared in MNTB neurons of each genotype: WT (black), Kv3.3KO (blue) 
and Kv3.1KO (orange) mice. The first EPSC amplitude in trains delivered to the calyx/MNTB from 
the Kv3.3KO mouse was of larger amplitude than observed in WT or in the Kv3.1KO and subsequent 
EPSCs showed a larger short- term depression. In Figure 4A–C a matrix of EPSC trains are plotted 
with the same stimulus frequency in each row for each genotype. The inset traces show the first 3 
EPSCs and the last 3 EPSCs in each train, with the black arrow heads indicating the WT amplitude for 
comparison across genotypes.

Paired pulse ratio (PPR) was significantly decreased in the Kv3.3KO compared to both WT and 
Kv3.1KO at 100 Hz, 200 Hz, and 600 Hz, with mean PPR (EPSC2/EPSC1) plotted in Figure 4D (left 
column). This enhanced depression of EPSC amplitude was maintained for the duration of the train 
shown in comparison with the 80th EPSC in the train (EPSC80/EPSC1; Figure 4D, right column; Table 1).

The mean data, normalized to the amplitude of the first EPSC, is plotted for each genotype at the 
stated stimulus frequency: Figure 4E–G (100–600 Hz). There are two key parameters plotted below 
each depression curve: first, the short- term depression decay time- constant (Decay Tau, defined as 
the rate at which the EPSC amplitude equilibrates to the new steady- state amplitude at each stim-
ulus frequency); and second, amplitude at steady- state (the amplitude of the new steady- state EPSC 
during the train, relative to EPSC1). The Kv3.3KO consistently showed the fastest rate of short- term 
depression, compared to WT and Kv3.1KOs; this was highly significant at 100 Hz and 200 Hz (Table 1).
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Figure 4. Evoked EPSC short- term depression is faster and more pronounced in the Kv3.3KO. (A,B,C) Example MNTB EPSC trains (800ms) on 
stimulation at (A) 100, (B) 200 or (C) 600 Hz for WT (left, black), Kv3.3KO (middle, blue), and Kv3.1KO (right, orange) mice (aged P21- P25). Each trace 
shows an average of 5 trials from a single neuron with stimulus artefacts removed for clarity. Lower insets: The first and last three EPSC traces are shown 
below each train. Black arrows show EPSC amplitudes from the WT mouse (left). Vertical grey arrows indicate multiple, asynchronous responses in the 
final EPSCs of Kv3.3KO traces. (D) Paired- pulse ratios for EPSC2/EPSC1 (left) and EPSC80/EPSC1 (right) generated in response to 100 Hz (top), 200 Hz 
(middle), and 600 Hz (bottom); in each case the ratio is significantly decreased in Kv3.3KO with respect to WT. For 100 Hz - WT: N=21 cells (11 mice); 
Kv3.3KO: N=21 (10 mice); Kv3.1KO: N=17 (8 mice); for 200 and 600 Hz - WT: N=10 (6 mice); Kv3.3KO: N=9 (4 mice); Kv3.1KO: N=5 (3 mice). Data shows 
mean ± SD and statistical significance estimated by one- way ANOVAs with Tukey’s post hoc for multiple comparisons or Kruskal- Wallis with Dunn’s 
multiple comparison (EPSC80/EPSC1 at 100 and 200 Hz due to non- gaussian data distributions), significant P values given on the respective graphs. (E, 
F, G) Normalised EPSCs, short- term depression is faster and larger in Kv3.3KO mice (compared to WT and Kv3.1KO mice) (E) 100 Hz F: 200 Hz G: 600 Hz. 
The rate of EPSC depression is plotted as a single exponential tau (lower left) and normalised EPSC amplitudes at steady- state are plotted (lower right) 
for each genotype and stimulus frequency. N numbers are presented in brackets on normalised EPSC amplitude graphs (and are the same neurons as 

Figure 4 continued on next page
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This trend continued so that during stimuli at 600 Hz (Figure 4G), a further increase in the rate of 
short- term depression was observed; again, this was most marked in EPSC trains from the Kv3.3KO 
compared to both WT and Kv3.1KO. The decay time- constant for short- term depression was 6±1ms 
for Kv3.3KOs (n=8), 11±2ms for WT (n=10) and 20±13ms for Kv3.1KOs (n=5; Table 1).

Following short- term depression, the ‘steady- state’ EPSC amplitude was achieved after 20–40 
evoked responses (Figure 4E, F and G; lower right graph). This reflects the net equilibrium achieved 
under control of four key presynaptic parameters: probability of transmitter release, the rate of AP 
stimulation, the rate of vesicle replenishment at the release sites and the size of the vesicle pool 
(see modelling section below). In young animals, postsynaptic AMPAR desensitisation can also play 
a role in short- term depression, but this is a minor contribution at mature synapses and physiological 
temperatures, as employed here (Taschenberger et al., 2002; Wong et al., 2003). At all frequencies, 
EPSCs from the Kv3.3KO mice showed lower amplitude steady- state values in comparison to WT; 
while the Kv3.1KO data was either the same or greater than WT (Figure 4E, Table 1).

used in D). One- way ANOVAs with Tukey’s post hoc for multiple comparison correction were used to test significance, p values reported on graphs. All 
data plotted as mean ± SD, except in graphs of normalised EPSC amplitudes (E, F, and G, top) where data is plotted as mean ± SEM for clarity.

The online version of this article includes the following source data for figure 4:

Source data 1. Relates to Figure 4.

Figure 4 continued

Table 1. Short- term depression was accelerated and enhanced in mice lacking Kv3.3.
Values shown are for parameters measured from data presented in Figure 3 for WT, Kv3.3KO and Kv3.1KO genotypes at 100 Hz 
to 600 Hz range. Paired pulse depression of EPSC responses recorded in MNTB neurons (EPSC2/EPSC1) was increased in Kv3.3 KO 
animals during high frequency stimulation of the calyx. The increased depression was maintained throughout the stimulation train 
(EPSC80/EPSC1) across all frequencies. The rate of short term- depression in EPSC amplitudes during EPSC trains (duration 800ms), 
measured as short- term depression (STD) decay tau was significantly increased in Kv3.3 KOs at 100 and 200 Hz compared to WT. This 
STD was more severe in mice lacking Kv3.3, as shown by decreased normalized steady- state EPSC amplitudes compared to WT. STD 
tau and steady state amplitudes were measured using a single exponential fit to normalized EPSC amplitudes throughout the 800ms 
stimulation trains. n=number of neurons. Values in bold are significantly different to WT (see statistics table for more detail). Data 
represented as mean ± SD.

WT Kv3.3KO Kv3.1KO

100 Hz

EPSC2/EPSC1 Ratio 0.90±0.04 (n=21) 0.75±0.08 (n=21) 0.92±0.06 (n=17)

EPSC80/EPSC1 Ratio 0.45±0.13 (n=21) 0.32±0.08 (n=21) 0.55±0.19 (n=17)

STD tau (ms) 41±7 (n=21) 24±5 (n=21) 45±2 (n=17)

Norm. steady- state amp 0.4±0.1 (n=21) 0.3±0.08 (n=21) 0.6±0.2 (n=17)

200 Hz

EPSC2/EPSC1 Ratio 0.90±0.03 (n=10) 0.71±0.1 (n=9) 0.93±0.05 (n=5)

EPSC80/EPSC1 Ratio 0.34±0.10 (n=10) 0.22±0.03 (n=9) 0.56±0.20 (n=5)

STD tau (ms) 25±6 (n=10) 13±4 (n=9) 33±5 (n=5)

Norm. steady- state amp 0.3±0.10 (n=10) 0.2±0.03 (n=9) 0.5±0.1 (n=5)

400 Hz

EPSC2/EPSC1 Ratio 0.91±0.06 (n=8) 0.68±0.10 (n=9) 0.91±0.15 (n=6)

EPSC80/EPSC1 Ratio 0.25±0.19 (n=8) 0.1±0.02 (n=9) 0.18±0.042 (n=6)

STD tau (ms) 7±5 (n=7) 3±1 (n=6) 5±2 (n=4)

Norm. steady- state amp 0.26±0.12 (n=6) 0.12±0.04 (n=7) 0.12±0.04 (n=3)

600 Hz

EPSC2/EPSC1 Ratio 0.8±0.08 (n=10) 0.7±0.1 (n=8) 0.9±0.07 (n=5)

EPSC80/EPSC1 Ratio 0.15±0.04 (n=10) 0.09±0.01 (n=8) 0.16±0.07 (n=5)

STD tau (ms) 11±2 (n=10) 6±1 (n=8) 20±13 (n=5)

Norm. steady- state amp 0.11±0.03 (n=10) 0.07±0.01 (n=8) 0.11±0.02 (n=5)
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Kv3.3 deletion accelerated a fast component of recovery from short-
term depression
Presynaptic spike broadening has previously been shown to enhance vesicle recycling during repeti-
tive stimulation trains (Wang and Kaczmarek, 1998) due to enhanced calcium- dependent recovery. 
An increase in the rate of recovery of the evoked EPSC following short- term depression (Figure 5) 
could indicate changes in vesicle recycling. In WT animals the EPSC was depressed to around 40% 
on stimulation at 100 Hz (Figure 4E), increasing to 90% depression for 600 Hz (Figure 4G). Three 
example conditioning traces are shown in Figure 5A–C for each genotype. On ceasing stimulation, 
the depressed EPSC recovered back to control amplitudes over a time- course of 30 s (Figure 5A–C, 
recovery). The recovery phase was measured by presenting stimuli at intervals of: 50, 100, 200, 500 
ms, and 1, 2, 5, 10, 20, and 30 s after the end of the conditioning train. Each recovery curve was 

Figure 5. Recovery from short- term depression is accelerated on deletion of Kv3.3. (A) WT (black),(B) Kv3.3KO (blue),(C) Kv3.1KO (orange). A 
representative example is shown for each genotype. A conditioning train of 100 Hz (800ms duration) evoked EPSCs displaying short- term depression. 
The recovery was estimated by delivery of single stimuli at intervals following the conditioning train (50ms, 100ms, 500ms, 1 s, 2 s, 5 s, 10 s, 20 s, 
and 30 s. Recovery intervals not to scale).(D) The mean EPSC amplitude during the recovery is plotted for each genotype (mean ± SD. WT, black; 
Kv3.3KO, blue; Kv3.1KO, orange) over the 30 s recovery period. The mean amplitude at the end of the conditioning train, from which the recovery 
starts, is shown by the respective coloured arrow. A double exponential was fit to each individual recovery curve and the mean curve is plotted for the 
respective genotype. Values are plotted as raw data and mean ± SD in E- G; N values from part D also apply here. (E) The percent contribution of the 
fast component is similar between genotypes. (F) The fast time- constant significantly accelerated from 0.4 s in WT to 0.2 s in the Kv3.3KO. (G) The slow 
time- constant at around 5 s was unchanged between genotypes.

The online version of this article includes the following source data for figure 5:

Source data 1. ,Relates to Figure 5.
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repeated 3 times and the mean EPSC amplitudes plotted over the 30 s period (Figure 5D) and fit 
with a double exponential. The fast time- constant contributed around half of the recovery amplitude 
and this did not differ significantly between the three genotypes (Figure 5E). The fast time- constant 
was significantly accelerated in the Kv3.3KO compared to WT and Kv3.1KO (0.2±0.2 s in Kv3.3KO; 
0.45±0.2 s in WT and 0.4±0.2 s in the Kv3.1KO; Figure 5F, p=0.025). The slow time- constant was 
5±3 s in WT, and was similar to both Kv3.1KO and Kv3.3KO (Figure 5G). The enhanced fast recovery 
rate is consistent with an activity- dependent component of vesicle recycling as observed previously on 
blocking presynaptic Kv3 channels at the calyx of Held (Wang and Kaczmarek, 1998) and as recently 
attributed to Ca2+- phospholipid- dependent vesicle priming (Lipstein et al., 2021) via Munc13- 1.

Computational model of transmitter release
The magnitudes and rates of EPSC depression and recovery following synaptic train stimulation 
provided constraints in refining a computational model of transmitter release and vesicle recycling at 
the calyx of Held (Graham et al., 2004). A simple model of transmission at the calyx of Held, based 
on transmitter release and recycling was employed as set out in Figure 6A, equations 1- 3. It included 
activity- dependent vesicle recycling (Graham et al., 2004; Billups et al., 2005; Lucas et al., 2018) 
and parameters were fit across the range of stimulus frequencies (100–600 Hz) for the WT and the 
Kv3.3KO mouse. The model possessed a readily releasable pool (RRP; normalized size n), from which 
vesicles undergo evoked exocytosis with a release probability (Pv), following each AP and are recy-
cled with a time- constant r. A basal rate of recycling (large time- constant b) is accelerated to an 
activity- dependent rate (smaller time- constant h) on invasion of an AP, and relaxed back to b with a 
time- constant of d. The table in Figure 6B shows that the dominant change in the model parameters 
between WT and Kv3.3KO, was an increase in the probability of vesicular release (Pv) from 0.13 in 
WT to 0.266 in the Kv3.3KO. There was also evidence for an increase in activity- dependent recycling, 
with a 20% acceleration of the replenishment rate (smaller h in Kv3.3KO). The fit of the model to 
the mean experimental data (± SEM) is shown for the short- term depression and the recovery curves 
(WT: Figure  6C–D; Kv3.3KO: Figure  6E–F). This model showed that the physiologically observed 
changes in short- term depression and recycling could be fit across the range of stimuli rates with only 
two parameter changes in the Kv3.3KO: a dramatically increased Pv and a modest decrease in the 
activity- dependent vesicle recycling time- constant h (higher recycling rate), both of which are attrib-
utable to the raised calcium influx during the presynaptic AP (see Neher and Sakaba, 2008; Young 
and Veeraraghavan, 2021).

Integration of EPSCs in generating APs in the postsynaptic MNTB 
neuron
A key physiological question is the extent to which presynaptic Kv3.3 influences AP firing of the MNTB 
neuron in response to trains of synaptic stimuli, since most auditory stimuli will be trains rather than 
single APs. This was addressed in two experiments: first in an in vitro slice study comparing the AP 
firing of MNTB neurons in response to synaptic stimulation over a range of frequencies and across the 
genotypes (Figure 7) and then through an in vivo study of the response of MNTB neurons to sound- 
evoked inputs, focusing on the Kv3.3KO and WT genotypes (Figure 8).

The first question was how does MNTB AP firing in response to a train of synaptic inputs change 
on deletion of Kv3.1 and Kv3.3? The initial observation was that MNTB AP output in response to 
high frequency calyceal EPSC input, declines with both Kv3.1 and Kv3.3 deletion (Figure 7A) when 
measured over the whole train (WT: 52.49% ± 8.15%, n=5; Kv3.3KO: 29.8% ± 10.43%, n=7; Kv3.1KO: 
36.29% ± 11.12%, n=6; Kv3.3KO vs WT p=0.0044, Kv3.1KO vs WT p=0.046, one- way ANOVA, Tukey’s 
post hoc). But closer inspection reveals three phases of AP firing to evoked trains of calyceal synaptic 
responses as illustrated in Figure 7B. This shows MNTB EPSPs/APs during an 800ms 600 Hz train in 
a WT mouse. In Phase I (green trace, Figure 7B) which predominates at the start of each train, every 
evoked EPSP triggered one MNTB AP: so the MNTB output matched the calyx input. Firing then tran-
sitioned to Phase II (blue trace, Figure 7B) after around 6–9 stimuli, where EPSPs often failed to evoke 
an AP, and the MNTB AP firing becomes chaotic, unpredictable and poorly transmits the timing infor-
mation contained within the presynaptic AP train. In Phase III (black trace, Figure 7B): the EPSP had 
undergone short- term depression and approached a ‘steady- state’ amplitude; now the MNTB neuron 
fired APs to alternate EPSPs. At frequencies up to 200 Hz the duration of Phase I was essentially 
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Figure 6. Kv3.3 deletion increases release probability and speeds a fast component of vesicle recycling, based on computational modelling. (A) Model 
illustration: Vesicles are released from the readily releasable pool (RRP; normalized size n) with a probability Pv; the RRP is replenished with the recycling 
time- constant tr. In the absence of APs r = b – the background replenishment time- constant, which decreases (accelerates) to h following a 
presynaptic AP, and decays back to b with a time- constant d. Model parameters were fit to WT data for evoked EPSC trains (100–600 Hz) and their 
100 Hz recovery curves. Schematic created with BioRender.com. (B) Table showing the model parameters for fitting WT and Kv3.3KO data. Increasing 
Pv from 0.13 to 0.266 and accelerating h from 66.9 to 52.2 were sufficient to fit the changes observed on Kv3.3 deletion. (C) WT - EPSC amplitude 
data (mean ± SEM) during the conditioning train (100, 200, and 600 Hz, grey) are plotted with superimposed model prediction curves (black). (D) WT 

Figure 6 continued on next page
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identical across the three genotypes (Figure 7C), all showed 100% firing throughout the train; then 
from 300  Hz and above, the Phase I duration declined dramatically for all genotypes. Genotype- 
specific limitations were observed at the highest frequencies. Figure 7D shows the relative duration 
of each phase for 600 Hz EPSP trains (as a % of the train duration). There were no differences in the 
duration of Phase I, while Phase II and III were of variable duration. At 600 Hz stimulation frequency, 
the latency to the start of Phase II was 34.3±12.3ms for WT (n=10), 25±8ms for Kv3.3KO (n=6) and 
26±14ms for Kv3.1KO (n=5). The latency for Phase III was similar in WT and Kv3.1KO (510±224ms and 
597±251ms, respectively) but in the Kv3.3KO only 1 out of 6 calyx/MNTB pairs briefly entered Phase 
III firing (Kv3.3KO vs WT Phase II p=0.0135, Phase III p=0.02, two- way ANOVA, Tukey’s post hoc). 
This is consistent with the idea that presynaptic Kv3.3 and hence fast presynaptic APs, serve a role in 
maintaining information transmission across the synapse during high frequency firing, when short APs 
conserve resources, and slow the rate of short- term depression.

Large magnitude Kv3 currents in postsynaptic MNTB neurons demonstrably assists in transmis-
sion of timing information (Song et al., 2005). Kv3 has little impact on the resting MNTB neuron 
membrane time- constant or AP firing threshold (induced by current injection through the pipette) 
and these are essentially identical in the three genotypes (Choudhury et al., 2020), which was also 
confirmed here (Figure 7i). However, in the Kv3.1KO, calyceal stimulation evoked a sustained depo-
larisation (in addition to EPSPs) at frequencies above 100 Hz (Figure 7E). The mean amplitude of 
this depolarising plateau potential during the train is plotted against stimulus frequency for each 
genotype (Figure 7F). Although all genotypes exhibited this plateau depolarisation at 600 Hz, it was 
significantly larger for the Kv3.1KO at frequencies above 100 Hz (Figure 7F). In contrast, Kv3.3KOs 
showed a reduced plateau potential at frequencies above 300  Hz, reaching significance only at 
600 Hz (Figure 7F; two- way ANOVA, Tukey’s post hoc). This was also observed as a decaying depo-
larisation at the end of the train (Figure 7G), with the time to half- decay plotted in Figure 7H (WT: 
2.79±1.73ms, n=7: Kv3.3KO: 1.89±0.92ms, n=6: Kv3.1KO: 15.96±8.59ms, n=8: Kv3.1KO vs WT p=0. 
000553, one- way ANOVA, Tukey’s post hoc). In WT and Kv3.3KO genotypes, this decay was similar to 
the postsynaptic membrane time- constant, but in the Kv3.1KO, non- synchronous spontaneous EPSPs 
were observed. The EPSC decay time constants for all genotypes were essentially identical, consistent 
with no change in glutamate receptor expression (WT: 2.74±1.26ms, n=8; Kv3.3KO: 3.1±0.87ms, n=8; 
Kv3.1KO: 3.54±0.9ms, n=6). This plateau depolarisation caused increased depolarisation block of APs 
and thereby undermined our ability to examine AP firing physiology in the Kv3.1KO. Therefore, in vivo 
experiments focused on comparison of the WT and Kv3.3KO genotypes, which did not exhibit this 
postsynaptic epi- phenomenon.

Kv3.3 increases precision and signal-to-noise ratios in MNTB response 
to sound
The prolonged presynaptic AP duration and increased transmitter release observed here in the 
Kv3.3KO, shows that the calyx has a specific need for Kv3.3 channels. So, what is the impact of presyn-
aptic Kv3.3 on brainstem auditory processing in the MNTB?

Behaviourally, the Kv3.3KO mouse is as sensitive to sound as the WT in that Auditory Brainstem 
Response (ABR) thresholds were similar in 6- month- old WT and Kv3.3KO mice, with no statistical 
difference across a wide frequency range (see summary statistics, unpaired t- test with Holm-Šídák’s 
test for multiple comparisons). However, further analysis of the ABR waveform showed significant 
deficits in Wave IV at 6 months which were not apparent in recordings taken at 1 month of age. We 
have previously demonstrated that a developmental ‘knockout’ of the MNTB impacts ABR Wave III 
(Jalabi et al., 2013), so the decrease in Wave IV reflects changes in downstream areas of the auditory 

100 Hz: Recovery of the EPSC (mean ± SEM) over 30 s. Inset shows data and fit for the first 3 s. Model fit is the superimposed black line. Horizontal 
arrow indicates EPSC amplitude at the end of the conditioning train. (E )Kv3.3KO: EPSC amplitude data (mean ± SEM) during the conditioning trains are 
plotted (blue) with superimposed model prediction curves (black). (F) Kv3.3KO 100 Hz: Recovery of the EPSC amplitude (mean ± SEM) over 30 s. Inset 
shows data and fit for the first 3 s. Model fit is the superimposed line. Horizontal arrow indicates EPSC amplitude at the end of the conditioning train.

The online version of this article includes the following source data for figure 6:

Source data 1. Relates to Figure 6.

Figure 6 continued
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Figure 7. Kv3.3 deletion reduced ability to sustain MNTB AP firing at high frequencies. (A) Percent firing success of MNTB neurons for 600 Hz calyceal 
stimulation is reduced for both Kv3.3KO and Kv3.1KO.(B) A representative AP train recorded for an MNTB neuron in response to 600 Hz synaptic 
stimulation lasting 800ms. Three phases of input:output firing defined: Phase I (green) 1:1 AP firing calyx:MNTB for each EPSC is prevalent early in the 
train. Phase II (dark blue) follows phase I where some EPSCs drop below threshold, and AP firing becomes less probable and chaotic. Phase III (black) 

Figure 7 continued on next page
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brainstem and is being characterized as part of another study. Here, we used the opportunity to 
examine auditory processing in the MNTB in vivo using extracellular recordings from WT and Kv3.3KO 
mice during sound stimulation. This data was non- gaussian and summary statistics are presented as 
median, and quartile values (in square brackets).

Extracellular MNTB single unit recordings exhibited a typical complex waveform, comprised of a 
presynaptic and a postsynaptic component (Figure 8A; Kopp- Scheinpflug et al., 2003). The time 
between the peak and trough of extracellular APs is a compelling marker for AP halfwidth (Ritzau- Jost 
et al., 2021) and confirmed our results of the presynaptic patch clamp recordings. AP halfwidth of 
the presynaptic AP (preAP) was significantly longer in Kv3.3KOs (0.25ms [0.16; 0.31]; n=13) compared 
to WT recordings (0.17ms [0.16; 0.19]; n=20; Figure 8B; Mann- Whitney Rank Sum Test: p=0.036). 
Synaptic delays as measured by peak- to- peak times in the complex waveform were also significantly 
prolonged in Kv3.3KOs (0.56ms [0.45; 0.70]; n=13) compared to WT controls (0.44ms [0.41; 0.49]; 
n=20; Figure 8C; n=13; Mann- Whitney Rank Sum Test: p=0.013). While changes in presynaptic AP 
duration and synaptic delay may predominantly affect temporal processing, the prolonged postsyn-
aptic AP duration observed in the Kv3.3KOs (0.64ms [0.29; 0.46]; n=13; Figure 8D) might influence 
high- frequency firing abilities (WT: 0.36ms [0.48; 0.82]; n=20; Mann- Whitney Rank Sum Test: p≤0.001).

Temporal processing was tested by presenting suprathreshold sound stimuli at the neurons’ char-
acteristic frequency in 6–8 months old mice and comparing WT and Kv3.3KO strains. MNTB neurons 
in WT responded with a phasic- tonic firing pattern (Figure 8E and F) with short latencies (3.44ms 
[3.01; 4.21]; n=25; Figure 8I and J) and minimal jitter (0.18ms [0.09; 0.51]; n=18; Figure 8I and K). In 
contrast, Kv3.3KO neurons were slower to respond to sound with first spike latencies of 4.06ms [3.01; 
4.21] (n=25; Mann- Whitney Rank Sum Test: p=0.015; Figure 8I and J) and showed larger temporal 
variability (0.92ms [0.56; 1.50]; n=18; Mann- Whitney Rank Sum Test: p=0.001; Figure 8I and K). This 
increased onset jitter contributed to the reduced magnitude of the phasic component in the peri- 
stimulus time histogram in Kv3.3KO neurons (Figure  8F arrows). The inability to fire high instan-
taneous rates at sound onset was accompanied by a shift in the average inter- spike intervals from 
2.16ms [1.48; 3.57] (n=22) in the WT to 3.10ms [2.49; 4.19] (n=18) in the Kv3.3KO (Mann- Whitney 
Rank Sum Test: p≤0.001; Figure 8G). Indeed, comparing peak firing rates during the first 10ms of 
the sound- evoked response revealed significantly lower rates in Kv3.3KOs (240 Hz [180; 280]; n=18) 
compared to WTs (350 Hz [200; 425]; n=22; Mann- Whitney Rank Sum Test: p=0.003; Figure 8H). In 
contrast to the reduced sound- evoked firing rates, an increase in spontaneous firing was observed in 
the Kv3.3KOs (Kv3.3KO: 40 Hz [19.3; 62.0]; n=19) compared to WT controls (16.5 Hz [4.5; 42.8]; n=24; 
Mann- Whitney Rank Sum Test: p=0.044; Figure  8L). Together, these combined changes caused a 
significant reduction in signal- to- noise ratio in the Kv3.3KO (2.77 [2.04; 3.99]; n=14) compared to WT 
controls (9.70 [4.38; 40.95]; n=18; Mann- Whitney Rank Sum Test: p=0.001; Figure 8M).

MNTB AP firing becomes regular again but is now firing to alternate input EPSCs, restoring information transmission. Expanded sections (boxed) of 
each phase of AP firing are shown below the full trace, APs are indicated by ‘*’ and EPSPs that are below threshold are indicated by ‘.’. (C) Phase I 
duration across stimulation frequencies (100–600 Hz) for each genotype (WT, black; Kv3.3KO, blue; Kv3.1KO, orange): Phase I firing lasts throughout 
the train at frequencies up to 300 Hz but declines to only a few milliseconds at 600 Hz synaptic stimulation, but there were no significant differences 
between the genotypes. (D) The time spent in each phase for 600 Hz stimulation train (with each genotype indicated by the same colours as in C). The 
MNTB neuron is unable to maintain Phase I and Phase II dominates for each genotype. However, Phase III is only achieved briefly on 1 of 6 observations 
in the Kv3.3KO.(E) A sustained depolarized plateau was also observed, in the MNTB AP trains, as indicated by the shaded regions in this data from 
300 Hz, and was particularly large the Kv3.1KO. (F) The amplitude of the depolarisation plateau increased in magnitude with stimulation frequency for 
each genotype, but was significantly larger in the Kv3.1KO at all frequencies above 100 Hz. (G) A slowly decaying depolarisation following the end of the 
synaptic train, as shown for representative traces from each genotype. (H) This decaying depolarisation is quantified as the time to half- decay and was 
significantly longer in the Kv3.1KO compared to WT in a 300 Hz AP train. (I) The postsynaptic MNTB neuron membrane time constant was unchanged 
across all genotypes (genotype: WT, black; Kv3.3KO, blue; Kv3.1KO, orange).

The online version of this article includes the following source data for figure 7:

Source data 1. Relates to Figure 7.

Figure 7 continued
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Discussion
Neurotransmitter release is triggered by calcium influx through voltage- gated calcium channels and is 
highly influenced by the presynaptic AP waveform. Deletion of Kv3.3 subunits increased presynaptic 
AP duration and transmitter release, enhancing short- term depression on repetitive stimulation. In 
contrast, deletion of Kv3.1 had little effect on the presynaptic AP or transmitter release. Expansion 
microscopy was used to enhance resolution in imaging presynaptic compartments and showed local-
isation of Kv3.3 subunits to the presynaptic membrane. These observations are consistent with a 
computational model of transmitter release in which Kv3.3 deletion increased vesicle release proba-
bility by twofold and to a lesser degree accelerated fast vesicle replenishment. This is consistent with 

Figure 8. Presynaptic Kv3.3 accelerates the brainstem response to sound and improves timing and signal- to- noise ratio. (A) Extracellular recording 
from Calyx/MNTB in vivo shows complex APs (presynaptic and postsynaptic) from WT (black) and Kv3.3KO (blue) mice in response to sound; overlay of 
APs (right) shows delayed and longer APs in the KO. (B, C, D) Presynaptic AP half- width, synaptic delay and postsynaptic AP half- width are all longer 
in the Kv3.3KO (blue) than WT (black).(E) Raster display of MNTB AP response to sound (20 trials, 100ms duration) and spontaneous firing for both WT 
(black, upper) and Kv3.3KO (blue, lower). (F, G, H) Peri Stimulus Time Histogram (PSTH) of the evoked APs (grand avg. over all neurons, 1ms bins) show 
reduced peak firing rates (F, black arrow) due to longer interspike intervals (ISIs) and increased jitter (I, K) in the Kv3.3KO (blue) and the peak (0–10ms of 
the response) firing rate is significantly reduced. (I, J, K) Expansion of first 20ms of the Raster plot shows increased first spike latency and jitter (latency 
SD) in the Kv3.3KO (blue). (L, M) The mean spontaneous firing rate was higher in the Kv3.3KO (blue) and overall, these changes degraded signal- to- 
noise ratio in Kv3.3KO (blue) relative to WT (black). Data is presented as median and inter- quartiles. p Values calculated using Mann- Whitney Rank Sum 
Test and statistically significant values displayed on each graph.

The online version of this article includes the following source data for figure 8:

Source data 1. Relates to Figure 8.
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increased calcium influx and activity- dependent facilitation of recycling. The enhanced short- term 
depression of synaptic responses increased latency jitter and reduced postsynaptic AP firing (output) 
at high frequencies in the Kv3.3KO. In vivo this manifests as reduced temporal fidelity and firing rates 
in the binaural auditory circuit in response to sound, whilst spontaneous AP firing increased in the 
Kv3.3KO. We conclude that presynaptic Kv3 channels require one (or more) Kv3.3 subunits to achieve 
presynaptic targeting for fast and temporally precise transmitter release at this excitatory synapse.

On deletion of Kv3.3, synaptic transmission at the calyx of Held showed accelerated recovery 
from short- term depression, along with increased presynaptic AP duration and increased transmitter 
release from WT mice of a similar age. The magnitude and fast kinetics of Kv3 channels guarantee 
fast repolarisation and generate a fast afterhyperpolarisation (Brew and Forsythe, 1995; Figure 1B, 
here) which in concert with a resurgent Na+ current (Kim et al., 2010; Lewis and Raman, 2014) maxi-
mizes the availability of voltage- gated Na+ channels to maintain short APs during sustained firing, as 
also observed in vivo (Sierksma and Borst, 2017). Our results on transmitter release are consistent 
with enhanced activity- dependent vesicle recycling in the absence of Kv3.3, as a consequence of 
the increased AP duration and calcium influx (Neher and Sakaba, 2008; Yang et al., 2014; Lipstein 
et al., 2021). Our modelling indicates that the increase in transmitter release is primarily an increase 
in vesicle release probability (and subsequent short- term depression) but an acceleration of vesicle 
recycling also contributes.

Changes in auditory processing over development
A key design element of this study was that each experiment compared mice of similar age against the 
three genotypes (WT, Kv3.3KO, and Kv3.1KO) all of which were on the same CBA background strain. 
Thus, variance contributed by the developmental stage was minimized within each experiment and 
the significant changes therefore related to the absence or presence of the Kv3 subunits under study. 
The range of animal ages used in this study (in different experiments) shows that Kv3.3 is relevant 
across development. Nevertheless, auditory responses are maturing, particularly around the onset of 
acoustically evoked activity (P12) in the mouse. The calyx of Held undergoes a range of developmental 
changes that foster temporally accurate transmission (Borst and Soria van Hoeve, 2012). Presynaptic 
calcium channels shift from N to P/Q type (Iwasaki et al., 2000), myelination induces developmental 
and activity- dependent changes (Kim et  al., 2013; Sinclair et  al., 2017) and similar adaptations 
favouring high- frequency firing are occurring in neonatal rat pups (Sierksma and Borst, 2017). The 
AP time- course accelerates (Taschenberger and von Gersdorff, 2000) with increased expression of 
Nav1.6 (Leão et al., 2005) which in turn influences activation of the voltage- gated calcium channels 
(Borst and Sakmann, 1998) and hence the efficacy of transmitter release (Yang and Wang, 2006). 
Presynaptic Kv currents also increase (Nakamura and Takahashi, 2007) with the major change being 
before hearing onset (and little change from P13 to P20). At the post- synaptic membrane, a concur-
rent switch to fast time- course GluA4- flop dominated AMPAR- mediated EPSCs (Barnes- Davies and 
Forsythe, 1995; Geiger et al., 1995; Yang et al., 2011) with developmental refinement in GluA2, 
reducing calcium permeability (Lujan et al., 2019) and a decrease in AMPAR desensitisation, further 
enhance transmission fidelity (Taschenberger et al., 2002; Wong et al., 2003). The present study 
interrogates the role of Kv3 subunits over a wide age range, from a relatively immature calyx (P10- P12) 
to mature adult (6 months old) and despite the inevitable developmental changes during this period, 
Kv3.3 remains crucial in shaping the presynaptic AP waveform and neurotransmitter release at the 
calyx. An increase in Kv3 expression with age may actually amplify the deficits observed in Kv3.3KOs 
at later developmental stages however this study shows that even with a small deficiency in Kv3.3 
expression in young Kv3.3KO animals, there are drastic consequences at the synapse.

Kv3 channel subunit composition
Knowledge of Kv channel subunit composition, interactions and precise location within identified 
neurons is key to understanding their extensive physiological roles in controlling neuronal excitability 
(Trimmer, 2015). Kv channel building is regulated by the N- terminal tetramerisation domain (T1) (Li 
et al., 1992) to favour assembly of ‘dimers of dimers’ (Tu and Deutsch, 1999) usually from subunits 
within the same Kv family. Although early studies suggested otherwise, Kv3 subunits do not co- as-
semble with the accessory subunit gene families (Kv5, Kv6, Kv8, and Kv9) (Bocksteins et al., 2014), 
so Kv3 channels are likely composed of four Kv3 alpha subunits. Frequent co- expression of Kv3 
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subunits in the same neurons suggest functional channels could exist as heteromers, indeed coimmu-
noprecipitation has revealed interactions of Kv3.1b with Kv3.4a and Kv3.2 in globus pallidus neurons 
(Baranauskas et al., 2003; Hernández- Pineda et al., 1999), and with Kv3.3 in the cerebellum (Chang 
et al., 2007) but homomeric assemblies of Kv3.3 subunits could also form presynaptic Kv3 channels. 
The data reported here suggests that presynaptic Kv3 channels at the calyx of Held require an obliga-
tory Kv3.3 subunit, since TEA (which will block all Kv3 heteromers) showed little effect on transmission 
in the Kv3.3KO. This result also implies that Kv3.1 does not have a directive or independent role in the 
terminal and while heteromers with Kv3.3 may occur, Kv3.1 is certainly not required for Kv3.3 localisa-
tion to the presynaptic membrane.

Could other Kv3 subunits contribute to presynaptic Kv3 channels here 
at the calyx or at other synapses?
Excitatory synaptic boutons, including hippocampal mossy fiber terminals (Alle et al., 2011), cere-
bellar mossy fiber terminals (Ritzau- Jost et  al., 2014) and small neocortical boutons (Ritzau- Jost 
et al., 2021) show pharmacological evidence for presynaptic Kv3. Inhibitory interneurons also possess 
presynaptic Kv3 channels, including cerebellar basket cell terminals (Southan and Robertson, 2000) 
and stellate cell axons (Rowan et al., 2016), with the latter being identified as Kv3.4. However, it 
is difficult to exclude a role for Kv3.3 at this site since the Kv3 antagonist BDS is not specific for 
Kv3.4, having similar actions on Kv3.1 and Kv3.2; and should also block Kv3.3 subunits on the basis 
of sequence homology in the putative BDS binding site (Yeung et al., 2005). It seems unlikely that 
Kv3.4 (or Kv3.2) subunits have a directive (or independent) role in trafficking Kv3 channels to the calyx 
terminal, since the mRNA levels for these subunits was very low in the MNTB and VCN. However, if 
there were effective translation and assembly of Kv3.4 (or Kv3.2) into calyx Kv3 channels, then TEA 
should have enhanced transmitter release in the Kv3.3KO, but TEA potentiation of transmission was 
occluded in the Kv3.3KO.

In contrast to Kv3.1 and Kv3.2, early studies of recombinant Kv3.3 showed N- type (ball- peptide) 
inactivation, as originally described for Kv1 potassium channels (Hoshi et al., 1990). We conclude here 
that Kv3.3 is a principal component of presynaptic Kv3 channels but we observe little or no inactivation 
of the presynaptic Kv3 current. There are multiple explanations for this lack of inactivation. The degree 
of Kv3 inactivation varies between different expression systems (Rudy et al., 1999), perhaps due to 
there being two methionine start codons. Mammals lack a well- defined Kozak consensus sequence 
for the first, favouring initiation at the second methionine, thereby excluding the N- terminal peptide 
(Fernandez et al., 2003). Alternatively, endogenous PKC phosphorylation of N- terminal Kv3.3 could 
occlude the N- type inactivation (Desai et al., 2008). Also, little or no inactivation was observed in the 
postsynaptic Kv3.3 channel (Choudhury et al., 2020). Given this lack of inactivating current observed 
at the calyx, it is unlikely that Kv3.4 subunits are present in this terminal. Further to this, in recombinant 
co- expression studies, Kv3.3 and Kv3.4 did not readily form heteromers, but instead formed distinct 
currents with differing kinetics in the same cells (Richardson, Forsythe and Pilati, unpublished observa-
tions) suggesting that heteromeric channels composed of these subunits are unlikely.

In terminals that exhibit inactivation of presynaptic potassium currents, this has important phys-
iological implications for transmitter release, especially during sustained high- frequency AP firing. 
Repetitive activation during AP trains would cause cumulative Kv3 inactivation and progressively slows 
AP repolarisation. This can generate a form of activity- dependent short- term potentiation where 
increasing AP duration potentiates transmitter release, as occurs at mossy fiber terminals (Geiger and 
Jonas, 2000). During sustained high- frequency AP firing at the calyx, the longer AP duration induced 
by an inactivating Kv3 would risk earlier transmission failure, with faster depletion of vesicles and 
inactivation of the presynaptic sodium channels. The physiological end- point for an inactivating Kv3 
would be similar to that measured for the Kv3.3KO. Hence, the minimal inactivation of the presynaptic 
Kv3 current at the calyx of Held enables transmission to be sustained for longer, at higher firing rates 
and greater accuracy.

Do interactions with the cytoskeleton dictate Kv3 localisation or 
function?
Proximity of K+ channels have powerful influences on the local voltage and therefore in control of 
other voltage- gated ion channels. The data reported here demonstrates an ionic role for Kv3.3 in 
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the presynaptic terminal but stabilisation in any compartment will require non- ionic interactions with 
components of the cytoskeleton. The permutations and complexity of channel subunit assembly opti-
mize function through subunit- specific localisation (Trimmer, 2015) involving trafficking, insertion, 
phosphorylation, and stabilisation of channel complexes. Indeed, a general scaffolding interaction 
is essential for intrinsic plasticity where insertion into key sites of excitability (axon initial segments, 
nodes of Ranvier, heminodes and synaptic terminals) will control hyper- excitability (Steinert et al., 
2011) and calcium overload. There is a well- established role for ankyrin- G in axonal targeting of Kv3.1b 
(Xu et al., 2007) and for clustering of sodium and potassium channels at the initial segment (Pan 
et al., 2006). Ankyrin- R binds and stabilizes Kv3.1b in fast spiking interneuron somatic membranes 
and nodes of Ranvier; and crosslinks Kv3.3 via spectrin to the cytoskeleton in Purkinje neurons, which 
aids their survival (Stevens et al., 2021; Stevens et al., 2022). This interaction of both subunits with 
ankyrin- R would explain the inability of the MNTB neuron soma to differentiate or partition channels 
composed of Kv3.1b or Kv3.3 subunits (Choudhury et al., 2020) so that each subunit type could 
largely compensate for the absence of the other within the soma. Presynaptic stabilisation of Kv3.3 
however, is unlikely to be through ankyrin- R alone, as this mechanism would not discriminate between 
the subunits.

Another possibility is that Kv3.3 inactivation is suppressed by the C- terminus associating with 
Hax1 (Blosa et al., 2015) to bind the Kv3.3 N- Terminal ball peptide and modulate the actin network. 
However, as in the WT, the calyceal outward currents reported in Zhang et al., 2016 were an order of 
magnitude smaller than observed here or elsewhere. Additionally, the presynaptic K+ currents from a 
Kv3.3KO calyx were similar magnitude to WT (Figure S4: Zhang et al., 2016). Based on association 
with the actin cytoskeleton, deletion of Kv3.3 was proposed to inhibit endocytosis in the calyx synaptic 
terminal by this non- ionic mechanism (Wu et al., 2021). However, the Wu et al., 2021 study does 
not test for the possibility of a simultaneous ionic mechanism or for a change in the presynaptic AP 
waveform on deletion or mutation of Kv3.3. With the evidence reported here, it is clear that Kv3.3 
does have an ionic role at the calyx of Held. Our observations on EPSCs and modelling of short- term 
depression show that Kv3.3 deletion increases transmitter release and accelerates a fast sub- second 
component of activity- dependent recycling (Figure  5F, inset) following conditioning stimulation. 
Although this contrasts with the slowing of endocytosis observed in Wu et al., 2021 our observations 
are over a much shorter time- course and measure EPSC amplitude, rather than presynaptic capaci-
tance. Future experiments will determine what part of the endocytosis capacitive changes result from 
direct or indirect ionic mechanisms versus non- ionic mechanisms.

Relevance of Kv3.3 to mechanisms of sound localisation
The kinetics of Kv3 channels is fast enough to generate a rapid afterhyperpolarisation following the 
AP, which maximises the driving force for calcium influx and promotes recovery of voltage- gated 
sodium and calcium channels from inactivation. Short duration APs permit high firing rates by mini-
mising the absolute refractory period, thus Kv3 enables well- timed high- frequency AP trains and when 
input firing rates exceed the refractory limit, neurons expressing Kv3 readily switch to firing on alter-
nate input spikes (Song et al., 2005). In this study, we evoked MNTB neuron AP firing in response to 
presynaptic stimulation and asked how effective was the input/output relationship across a range of 
firing frequencies from 100 to 600 Hz in each genotype. Although there was little difference at low 
firing frequencies, at the highest frequencies only the first few presynaptic APs generate postsynaptic 
APs with 1:1 fidelity (Phase I) before entering a chaotic phase (Phase II) with many failures, which 
resolves later in the train into precise firing but to alternate stimuli (Phase III). In the absence of Kv3.3 
the MNTB firing passed into Phase II but did not converge into Phase III firing, consistent with the idea 
that presynaptic Kv3.3 improved stability of synaptic transmission.

Integration of information from both ears for the purpose of sound localisation requires high 
temporal accuracy for bilateral transmission of auditory APs from each cochlea to the superior olivary 
complex (Tollin, 2003; Joris and Trussell, 2018). This is facilitated by Kv3 channels within specific 
neurons, from cell bodies, axons, synaptic terminals and across the neural network. In vivo extra-
cellular recording from the MNTB measures simultaneously the presynaptic calyx and postsynaptic 
MNTB single unit APs. Accurate transmission of AP timing was compromised in the Kv3.3KO, and 
the peak firing rate was reduced. Additionally, spontaneous AP firing was elevated (with respect to 
WT animals), likely reflecting hyper- excitability upstream in the auditory pathway, with Kv3.3 being 
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expressed in spiral ganglion (Kim et al., 2020) and the globular bushy cells (Li et al., 2001; Cao 
et al., 2007) which give rise to the calyx of Held. The use of anesthetic for our in vivo study may 
affect auditory processing, but comparison with multiple other studies in mice and gerbil and using a 
range of different anesthetics showed that the synaptic delay measured in this study was favourably 
comparable to these other studies: ketamine/xylazine in mouse: 0.40ms (Blosa et al., 2015), 0.46ms 
(Kopp- Scheinpflug et al., 2003), 0.50ms (Lorteije et al., 2009) ketamine/xylazine in gerbil: 0.44ms 
(Tolnai et al., 2009). This narrow distribution of synaptic delays with different anesthesia suggests 
that the effect of anesthesia on synaptic delay is negligible compared to the effect of deleting Kv3.3.

Kv3.3 physiology, dysfunction, and disease
Immunohistochemical studies have localized Kv3.3 subunits to many different synaptic terminals across 
the brain, from spiral ganglion afferent processes (Kim et al., 2020), medial vestibular nuclei (Brooke 
et  al., 2010), cerebellar dentate nucleus (Alonso- Espinaco et  al., 2008), parallel fiber synapses 
(Puente et al., 2010), posterior thalamic nucleus (Chang et al., 2007), and the neuromuscular junc-
tion (Brooke et al., 2004). It is interesting to consider why Kv3.3 is present at some synaptic terminals, 
but not all. One hypothesis is that presynaptic Kv3.3 would enhance resource and energy conservation 
during high frequency firing, but more importantly it will support the physiological mechanisms as a 
synapse evolves from a microdomain to a nanodomain architecture for exocytosis (Meinrenken et al., 
2003; Young and Veeraraghavan, 2021) by constraining presynaptic calcium influx.

Disease mutations associated with Kv3.3, such as spinocerebellar ataxia type 13 (SCA13) cause 
multiple neurological defects, which from the evidence reported here could include aberrant 
neurotransmitter release in addition to postsynaptic excitability changes. In the case of the SCA13 
mutation R420H (Middlebrooks et al., 2013), the observations made here support the hypothesis 
that SCA13 disrupts the physiological process of interaural level discrimination by reducing the gain 
and signal to noise ratio, thereby undermining sound source localisation (Tollin, 2003). The current 
study suggests several areas for further investigation of presynaptic potassium conductances: First, 
the contribution of ionic and non- ionic mechanisms is now recognized for Kv3 and their relative 
contribution to cytoskeleton and physiology can be elucidated. Second, it is necessary to determine 
which spliced- variants or potassium channel beta subunits/accessory proteins are expressed and how 
subunit phosphorylation contributes to the physiology. Third, while Kv3.3 can be clearly resolved on 
the non- release face of the terminal, the resolution on the release face is not sufficient to unambigu-
ously distinguish between the pre- and post- synaptic membranes, but in order to avoid depolarisation 
by [K+]o accumulation, one would predict minimal potassium efflux into the synaptic cleft. Fourth, 
Kv3 currents do not mediate all the presynaptic potassium current and other Kvs operating at more 
negative voltage activation ranges, such as Kv1 (Geiger and Jonas, 2000; Dodson et al., 2003) or 
Kv7 (Zhang et al., 2022) are likely to contribute to terminal threshold, excitability and AP waveform.

The combinatorial potential of Kv3 channel subunits gives rise to a spectrum of physiological roles 
in fast- spiking neurons (Choudhury et al., 2020) and interneurons (Chang et al., 2007). The pre- 
and postsynaptic studies conducted here at the calyx of Held/MNTB neuron clearly show that Kv3.3 
subunits are critical for presynaptic localisation of Kv3 channels mediating fast AP repolarisation. They 
contribute to improved temporal accuracy and conservation of presynaptic resources during high- 
frequency firing. Together these results suggest a general role for Kv3.3 in raising the biophysical 
‘speed limit’ for information transmission at fast synapses, especially during intense synaptic activity.

Materials and methods

 Continued on next page

Key resources table 

Reagent type 
(species) or 
resource Designation Source or reference Identifiers Additional information

Genetic reagent (M. 
musculus) CBA/Crl Charles River Strain code: 609 Leicester breeding colony
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Reagent type 
(species) or 
resource Designation Source or reference Identifiers Additional information

Genetic reagent (M. 
musculus)

Kv3.1 knockout mouse on CBA 
back- ground
(Kv3.1KO)

Ho et al, PNAS 94, 
1533–1,538. 1997. CBA/CaCrl.Kcnc1tm1Joho/UoL

Strain originally created on 129/
SV background and backcrossed 
onto CBA for >10 generations at 
the Preclinical Research Facility – 
University of Leicester

Genetic reagent (M. 
musculus)

Kv3.3 knockout mouse on CBA 
back- ground
(Kv3.3KO)

Espinosa et al., J 
Neurosci 21, 6657–
6,665. 2001 CBA/CaCrl. Kcnc3tm1Echa/UoL

Strain was originally created 
on C57BL/6 background and 
backcrossed onto CBA for >10 
generations at the Preclinical 
Research Facility – University of 
Leicester

Commercial assay 
or kit

Illumina NextSeq500 High 
Output Illumina FC- 404–2002 Used for Cochlear Nucleus

Chemical 
compound, drug Strychnine hydrochloride

Sigma Aldrich 
(MERCK) S8753- 25G (0.5 μM)

Chemical 
compound, drug Tetraethylammonium

Sigma Aldrich 
(MERCK) 86614–25 G (1 mM)

Chemical 
compound, drug Fentanyl Janssen 6,001 (0.05 mg/kg)

Chemical 
compound, drug Midazolam B Braun 17206034 (5.0 mg/kg)

Chemical 
compound, drug Medetomidine Vetoquil GmbH Domitor (0.5 mg/kg)

Antibody
Anti- Kv3.1b
(rabbit polyclonal) Alomone APC- 014 (1:1000)

Antibody
Anti- Kv3.3
(mouse monoclonal) Neuromab 75–354 (1:3000)

Antibody
Alexafluor488 Goat anti- rabbit
(Goat polyclonal) Thermofisher A- 11008 (1:1000)

Antibody
Alexafluor546 Goat anti- mouse
(Goat polyclonal) Thermofisher A- 11003 (1:1000)

Antibody Anti- Kv3.1b (rabbit polyclonal) Synaptic systems
242 003
(Lot# 1–2) (1:300)

Antibody Anti- Kv3.3 (rabbit polyclonal) Alomone
APC- 102
(Lot# APC 102AN0502) (1:300)

Antibody
Anti- Bassoon (mouse 
monoclonal) Synaptic systems

141 111
(Lot# 1–2) (1:300)

Antibody
Alexafluor488 Goat anti- mouse 
(goat polyclonal) Invitrogen

A11001
(Lot# 21 40660) (1:300)

Antibody
Alexafluor546 Goat anti- rabbit 
(goat polyclonal) Invitrogen

A11010
(Lot# 21 89179) (1:300)

Software, algorithm Graphpad Prism 9.0.2 Graphpad RRID:SCR _002798

Software, algorithm pClamp 10 software suite Molecular Devices RRID:SCR _011323

Software, algorithm Zen Blue, 3.1 Zeiss RRID:SCR _013672

Software, algorithm
ABR Averager
(Custom)

Wellcome Trust 
Sanger Institute

Software, algorithm AudioSpike HoerrTech https://audiospike.hz-ol.de/

Software, algorithm MATLAB R2010a Mathworks RRID:SCR_001622

 Continued

 Continued on next page
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Reagent type 
(species) or 
resource Designation Source or reference Identifiers Additional information

Software, algorithm Fiji NIH ImageJ RRID:SCR_002285

Other
Custom concentric bipolar 
stimulating electrodes FHC CBASD75

Other Borosilicate glass capillaries WPI GC150F- 7.5

 Continued

Experiments were conducted in accordance with the Animals (Scientific Procedures) Act UK 1986 
and as revised by the European Directive 2010/63/EU on the protection of animals used for scientific 
purposes. All procedures were approved by national oversight bodies (UK Home Office, or Bavarian 
district government, ROB- 55.2–2532.Vet_02- 18- 1183) and the local animal research ethics review 
committees.

Experiments were conducted on CBA/Crl mice (wildtype, WT) and knockouts were backcrossed 
for 10 generations onto this CBA/Crl background (Choudhury et al., 2020). PCR genotyping was 
done from ear notch samples made at P10. Mice were housed and breeding colonies maintained at 
the preclinical research facility (PRF) at the University of Leicester, subject to a normal 12 hr light/dark 
cycle and with free access to food and water (ad libitum). Both male and female animals were used in 
experiments with ages ranging from P10- 25 for electrophysiology to 6 months of age for in vivo and 
auditory brainstem response (ABR) recordings.

mRNA sequencing
Mice were killed by decapitation and brainstems were removed into ‘RNA Later’ stabilisation solution 
(Invitrogen, Cat# AM7020), before dissection to isolate both cochlear nuclei. Tissue from 3 CBA/
Crl mice were pooled into 9 individual samples (27 mice total) before phenol extraction to isolate 
RNA. RNA purity, integrity, and concentration was assessed by UV- Vis spectroscopy (Nanodrop 8000) 
and capillary electrophoresis (Agilent Bioanalyzer 2000). Samples with RIN (RNA integrity)<7 were 
discarded. cDNA libraries were constructed using the NEBNext Ultra Directional RNA Library Prep 
Kit for Illumina sequencing performed using the Illumina NextSeq500 High Output (v2, 150 cycles) kit 
and the Illumina NextSeq500. Analysis of sequencing data was performed using Illumina Basespace. 
Using FastQC toolkit (Babraham Bioinformatics) total reads were trimmed of low- quality reads (Q<20), 
poly- A/T tails >10 bp, and adapter sequences before alignment to the mm10 (GRCM387) mouse 
genome (Ensembl) using TopHat2. Output values represented as Fragments per kilobase of transcript 
per million mapped reads (FPKM).

Electrophysiology
In vitro brain slice preparation
Mice were killed by decapitation, the brainstem removed and placed into ice- cold artificial cerebro-
spinal fluid aCSF, oxygenated with 95%O2/5%CO2, containing (in mM): sucrose (250), KCl (2.5), NaHCO3 
(26), NaH2PO4 (1.25), D- Glucose (10), ascorbic acid (0.5) MgCl2 (4), and CaCl2 (0.1). For presynaptic 
recordings, 100-μm- thick transverse slices or 250-μm- thick slices for postsynaptic recordings were 
prepared in a pre- cooled chamber using a Leica VT1200S vibratome. Slices were allowed to recover 
for 1 hr at 37 °C in normal aCSF (Choudhury et al., 2020), continually bubbled with 95%O2/5%CO2 
and subsequently allowed to passively cool to room temperature. The aCSF (310 mOsm) contained 
(in mM): NaCl (125), NaHCO3 (26), D- Glucose (10), KCl (2.5), myo- inositol (3), NaH2PO4 (1.25), sodium 
pyruvate (1), ascorbic acid (0.5), MgCl2 (1), and CaCl2 (2). Recordings from brain slices were conducted 
at a temperature of 35±1°C.

Presynaptic recordings
Mice aged P10- P12 were used for presynaptic calyx recordings. For each experiment, slices were 
placed in a recording chamber of a Nikon E600FN upright microscope and cells visualized with a 60 x 
DIC water- immersion objective (Lucas et al., 2018). Slices were continuously perfused with normal 
aCSF saturated with 95%O2/5%CO2, (as above), heated to 35 °C±1, at a rate of 1 ml/min. Whole- cell 
patch recordings were made using thick- walled borosilicate capillaries (1.5 mm OD, 0.86 mm ID) with 
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a resistance of 4–6 MΩ, filled with an internal solution composed of (in mM): KGluconate (97.5), KCl 
(32.5), HEPES (40), EGTA (0.2), MgCl2 (1), K2ATP (2.2), Na2GTP (0.3), pH adjusted to 7.2 with KOH 
(295 mOsm). Calyces were identified visually, appearing as a second membrane profile around an 
MNTB principal neuron (Billups and Forsythe, 2002a; Billups et al., 2002b) using Differential Inter-
ference Contrast (DIC) optics. Presynaptic recordings were confirmed here through the total absence 
of spontaneous miniature synaptic events. (In 40 terminals 0 miniature synaptic events were observed 
in each 16 s calyceal recording (n=40) vs 10±7 events per second when recording from MNTB prin-
cipal neuron; n=9, mice aged P10- P12). If any single spontaneous synaptic event was observed in a 
presynaptic recording, this data set was excluded. Additional criteria for calyceal recordings were 
that APs had a pronounced depolarising after- depolarisation potential (DAP, Borst et  al., 1995; 
Dodson et al., 2003; Kim et al., 2010), a high membrane input resistance, a fast IH current (Cuttle 
et al., 2001) as opposed to a slow IH in the postsynaptic MNTB neuron (Kopp- Scheinpflug et al., 
2015) and a resting membrane potential of around –70 mV, compared to –60 mV for postsynaptic 
neurons.

Recordings were made with a Multiclamp 700A amplifier (Molecular Devices), 1322A digidata (Axon 
Instruments) and pClamp 10 software (Molecular Devices) for acquisition and analysis. Electrode and 
cell capacitance were compensated and series resistances were corrected, with recordings discarded 
when series resistances reached >20 MΩ before compensation. All recordings were compensated by 
70%. Signals were digitized at 100 kHz and filtered at 10 kHz. The stated voltages were not corrected 
for a liquid junction potential of 11 mV.

Current- voltage relationships were generated in voltage- clamp over a range of command voltages 
from –110 mV to +30 mV in 10 mV incremental steps. Steps were 150 ms in duration and separated 
by 1 s intervals. Action potentials measured in current- clamp were generated using short depolarising 
current steps (50 pA increments) of 50 ms duration, the first (threshold) evoked action potential was 
analyzed. Pipette capacitance was neutralized and the bridge balanced. Hyperpolarising current steps 
(–50 pA, 150 ms) were used to determine membrane resistance. For both voltage and current clamp 
experiments, voltage or current commands were from –70 mV.

Postsynaptic recordings
The same experimental setup as described above was used for postsynaptic recordings. Borosili-
cate glass pipettes (2.5–3.5 MΩ resistance) were filled with a solution containing (in mM) KGluconate 
(120), KCl (10), HEPES (40), EGTA (0.2), MgCl2 (1), K2ATP (2.2). Electrode and cell capacitance were 
compensated and series resistances were corrected, with recordings discarded when series resis-
tances reached >10 MΩ (before compensation) or changed by >10% during the recording. All record-
ings were compensated by 70%, signals were digitized at 100 kHz and filtered at 10 kHz.

Mice aged P20- P27 were used for studying synaptic physiology. Axons giving rise to the calyx 
terminal were stimulated using a concentric bipolar electrode (FHC, inc #CBAD75S) placed at the 
midline of a brainstem slice, controlled by a constant voltage stimulator box (DS2A, Digitimer) trig-
gered by the pClamp 10 software. Axons were subjected to low- frequency stimulation (0.3 Hz) in 
order to determine the threshold for generating evoked excitatory postsynaptic currents (EPSCs) after 
which stimulation trains of 5 × 100, (separated by 20 s intervals), 200 and 600 Hz for 800ms separated 
by 30 s intervals were applied. Time was allowed for the internal patch solution to equilibrate (5 min) 
before stimulation trains were applied. EPSC recordings were conducted from a holding potential of 
–40 mV (to inactivate voltage- gated sodium channels) and inhibitory transmission blocked by adding 
0.5 μM strychnine hydrochloride to external aCSF.

Postsynaptic recordings of action potential trains at high frequencies
Current clamp recordings were made from MNTB neurons stimulated presynaptically with a bipolar 
concentric electrode (FHC, inc #CBAD75S). Trains of 0.1 ms stimuli of variable voltages (3–15 V) were 
delivered to the presynaptic axon at 100, 200, 300, 400, and 600 Hz using a constant voltage stimu-
lation box (DS2A, Digitimer) triggered by the pClamp10 software. Evoked responses were recorded 
from the postsynaptic neuron under current clamp, with resting membrane potentials adjusted to 
–60 mV. Stimulation trains of the duration of 800 ms at the different frequencies were repeated 3 times 
and separated by 20 s intervals to allow for recovery.
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Voltage and current-clamp analysis
Electrophysiology analysis was conducted using Clampfit 10 software (Molecular Devices). Current 
amplitudes were measured as the steady- state current towards the end of the 150 ms voltage step. 
Presynaptic action potentials were analyzed using the threshold detection function. The threshold was 
set to the voltage of action potential activation and the relative amplitude defined as the difference 
between voltage at the peak and voltage at the threshold. Half- width is defined as the time delay 
between upstroke and downstroke at half- maximal amplitude. Rise and decay slopes were measured 
from 10% to 90% of peak amplitude.

Single excitatory postsynaptic currents were analyzed using the threshold detection function in 
pClamp. Baseline was defined as the resting current before stimulation. The threshold for detection 
was set to twice the standard deviation of the noise level. Peak amplitudes were defined as the differ-
ence between the current at the peak and the current at the baseline. Rise times were measured from 
10% to 90% of the peak and decay taus were measured by fitting an exponential curve on the decay 
phase from 90% of the peak value. Charge was measured as the area under the curve, between the 
peak and baseline.

EPSC trains were analyzed by normalising each response to the first response in the train then 
fitting a single exponential to normalized amplitudes of responses and extracting the decay tau and 
steady- state amplitudes of the exponential fit to define the rate at which responses underwent short- 
term depression and the extent to which they depressed. mEPSCs were analyzed using template 
detection. A template of mEPSC kinetics was created by manually selecting 20 mEPSCs. This was then 
used for automatic detection of mEPSCs in all files.

Immunofluorescence
Immunohistochemistry was conducted using similar methods to those reported in Choudhury et al., 
2020. Briefly, mice aged 28 days were killed by decapitation and the brainstem dissected and imme-
diately snap frozen in OCT before cutting at 12 μm transverse slices on a cryostat. Sections were 
mounted on poly- L- Lysine (Sigma Aldrich P8920) coated glass slides. For brainstem sections, tissues 
were removed and post- fixed with 4% PFA for 10 min at 4  °C. Antigen retrieval was achieved by 
incubating fixed tissues in a 10 mM Citrate buffer for 20 min at 85–90°C. For the cochlea both inner 
ears were dissected and fixed by perfusion at the round and oval window with 4% PFA in 1xPBS + 
0.1% TritonX- 100 (PBST), followed by overnight submersion in fixative at 4 °C. Cochlea sections were 
cut from whole tissues decalcified for 72 hr at 4 °C in 4% EDTA, cryoprotected with 30% sucrose, 
then embedded in OCT before sectioning at 12  μm on a cryostat and mounted on poly- L- Lysine 
(Sigma Aldrich P8920) glass slides. Antigen retrieval was achieved by 5 min incubation in 1% SDS 
prior to staining. Low- affinity binding was blocked using 10% Normal Goat Serum +1% BSA in PBST 
(‘blocking solution’) for 1 hr at room temperature. Afterwards primary antibodies for Kv3.1b (Rabbit, 
Alomone APC- 014, 1:1000) and Kv3.3 (Mouse, Neuromab 75–354, 1:3000) were diluted in blocking 
solution and incubated overnight at 4 °C. Following 3 × 10 min washes in PBST, sections were incu-
bated for 2 hours at room temperature with the appropriate secondary antibodies diluted 1:1000 in 
blocking solution (AF488 Goat Anti- Rabbit, A- 11008; AF546, Goat Anti- Mouse, A- 11003, Thermo 
Fisher). Slides were washed 3 × 20 min in PBST before cover slipping with hard- set mounting medium 
(Vectashield, H- 1400) and stored at 4 °C. Slides were imaged using Leica DM 2500 and image analysis 
performed using Fiji software. The same observations were made in at least 3 animals for WT and 2 
animals for each KOs.

Protein retention expansion microscopy (proExM)
Mice aged P28- P30 were killed by decapitation, their brain dissected and brainstem sectioned to 
obtain transverse slices of 100 μm thickness. Tissue from three animals per genotype was used for 
each investigation. Free- floating brain slices underwent fixation (PBST, 4% PFA, 4 °C, 15 min), and 
then washed in PBST (3 × 10 min). A tissue blocking stage (RT, 1 h) was used to minimize low affinity 
binding with 1% BSA +10% Normal Goat Serum (Vector Laboratories S- 1000) in PBST (‘blocking solu-
tion’). Free floating slices were incubated with the primary antibodies in a petri dish: Anti- Kv3.1b 
rabbit (Synaptic Systems 242 003 Lot# 1–2, polyclonal), or Anti- Kv3.3 rabbit (Alomone APC- 102 Lot# 
APC102AN0502, polyclonal), and Bassoon mouse Cl179H11 (Synaptic Systems 141 111 Lot# 1–2, 
monoclonal), diluted in blocking solution (1:300 for all primary Abs) and incubated overnight at room 
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temperature on a shaker. The slices were washed 3 × 10 min in PBST, and incubated with the respec-
tive secondary antibodies (AF488 goat anti- mouse IgG, 1:300 Invitrogen A11001, Lot# 2140660; 
AF546 goat anti- rabbit IgG, 1:300 Invitrogen A11010, Lot# 2189179) for 2 hr at room temperature 
on a shaker. Slices were washed 3 × 10 min in PBST and incubated with 0.1 mg/ml 6-((acryloyl)amino) 
hexanoic acid (AcX) solution in PBS overnight with no shaking, followed by 2 × 15 min wash in PBS. 
The slices were then ‘gelled’ and the gels digested according to the proExM protocol for intact tissues 
(basic protocol 2, Asano et al., 2018). The digested gels were expanded in ddH2O water for 3 × 
20 min for same- day imaging or stored at 4 °C in the dark in PBS for later use. For imaging, gels were 
transferred to 35 mm glass- bottom petri dishes with a sealed lid, previously coated with poly- L- Lysine 
(Sigma Aldrich P8920). Fluorescence imaging was conducted using a Zeiss LSM 980 Airyscan 2 micro-
scope and images were processed using ZEN 3.1 (blue edition) and Fiji software. Controls for non- 
specific immunostaining of the secondary antibodies (incubations without the primary antibody, data 
not shown), and pre- incubation of each primary antibody with the corresponding antigenic peptide 
(blocking peptide) were conducted as part of the antibody validation procedure. Immunostaining with 
Kv3.1b and Kv3.3 primary antibodies was confirmed as absent in the corresponding knockout tissues.

In vivo physiology
Adult (6–8 month) Kv3.3 knockout mice of either sex (n=5) and five age- matched CBA wild type mice 
were anesthetized with a subcutaneous injection of 0.01 ml/g MMF (0.5 mg/kg body weight Medeto-
midine, 5.0 mg/kg body weight Midazolam and 0.05 mg/kg body weight Fentanyl). They were placed 
on a temperature- controlled heating pad (WPI: ATC 1000) in a soundproof chamber (Industrial Acous-
tics). Depth of anesthesia was measured using the toe pinch reflex and animals responding were given 
supplemental MMF at 1/3 the initial dose. The mice were stabilized in a custom stereotaxic device. An 
incision was made at the top of the skull, followed by a craniotomy just anterior to the lambda suture 
intersection. The skull was tilted to provide access to the auditory brainstem. A ground electrode was 
placed in the muscle at the base of the neck. Glass microelectrodes were pulled from glass capillaries 
so that the resistance was 5–20 MΩ when filled with 3 M KCl solution. Signals were amplified (AM 
Systems, Neuroprobe 1600), filtered (300–3000  Hz; Tucker- Davis- Technologies PC1) and recorded 
(~50 kHz sampling rate) with a Fireface UFX audio interface (RME). AudioSpike software (HoerrTech) 
was used to calibrate the multi- field magnetic speakers, generate stimuli and record action potentials. 
Stimuli consisted of pure tones (50–100 ms duration, 5ms rise/fall time) at varying intensity (0–90 dB 
SPL) and were presented through hollow ear bars connected to the speakers with Tygon tubing. 
PSTHs were assessed at characteristic frequency (CF) and 80 dB SPL. MNTB neurons were identified 
by their excitatory response to contralateral sound stimulation and their typical complex waveform 
(Kopp- Scheinpflug et al., 2003), consisting of a presynaptic potential (preAP), a synaptic delay (SD) 
and a postsynaptic potential (AP).

Auditory-evoked brainstem response
ABR equipment set- up and recordings have previously been described in detail in Ingham et al., 
2011. Briefly, mice were anesthetized with fentanyl (0.04 mg/kg), midazolam (4 mg/kg), and mede-
tomidine (0.4  mg/kg) by intraperitoneal injection. Animals were placed on a heated mat inside a 
sound- attenuated chamber, and electrodes were inserted sub- dermally; below the right pinnae, into 
the muscle mass below the left ear, and at the cranial vertex. ABR responses were collected, ampli-
fied, and averaged using the TDT System3 (Tucker Davies Technology) in conjunction with custom 
‘Averager’ software, provided by the Wellcome Trust Sanger Institute. Binaural stimuli were delivered 
in the form of a 0.1ms broadband click. All stimuli were presented in 5 dB SPL rising steps to 95 dB 
SPL, and responses were averaged 512 times per step. Recordings were averaged over a 20ms period 
with a 300–3000 Hz bandwidth filter and a gain of 25,000  x. Wave amplitude and latencies were 
analyzed using the Auditory Wave Analysis Python script developed by Bradley Buran (Eaton- Peabody 
Laboratory), and calculated as the difference between peak and valley (μV) and time to wave peak (s), 
respectively.

Computation model
A simple model with activity- dependent vesicle recycling (Graham et al., 2004; Billups et al., 2005; 
Lucas et al., 2018) was used. In the model, vesicles in a releasable pool of normalized size n may 
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release with a fixed probability P=Pv on the arrival of a presynaptic action potential at time s to 
give an EPSC amplitude proportional to np (equ. 3). Vesicles in this releasable pool are replenished 
up to the maximum normalised pool size of n=1 at a rate r from an infinite reserve pool (equ. 1). 
In the absence of presynaptic action potentials, replenishment proceeds at a constant background 
rate (time constant b). Following a presynaptic action potential, the replenishment rate is instanta-
neously raised to a higher rate, h (equ. 2b) which then decays back to the background rate with time 
constant d (equ. 2 a). The model equations are:
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The model is implemented in Matlab. Differential equations are solved by simple forward Euler 
integration.

Statistics
Statistical analysis of the in vitro data was performed in Graphpad Prism V7 unless otherwise spec-
ified. Data were tested for a normal gaussian distribution using a Shapiro- Wilk normality test and 
parametric (one- way ANOVA) or non- parametric tests (Kruksal- Wallis ANOVA) applied as appro-
priate. Multiple comparisons were corrected for using Tukey’s multiple comparisons test or Dunn’s 
multiple comparison test post- hoc and a p value of<0.05 was taken as significant. The statistical tests 
applied are noted in the figure legends and corresponding text. Data is represented as mean ± SD 
unless otherwise stated. In vivo data are presented as medians and inter- quartiles in text numbers and 
figures in addition to individual data points. Statistical analyses of the in vivo data were performed 
with SigmaStat/SigmaPlot. Normality was tested by the Shapiro- Wilk Test. Comparisons between 
data sets were made using parametric tests for normally distributed data (two- tailed Student’s t- test 
for comparing two groups) and when the normality assumption was violated, a non- parametric test 
(Mann- Whitney Rank Sum Test) was used.
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4. Discussion & further directions 
 

 

 

 

 

 

The main findings of this thesis directly address mechanisms of neuronal processing in the 
lower auditory pathway, in the mammalian brainstem. The Stancu et al. paper demonstrates how 
auditory activity directly influences myelination on an individual axonal basis, which could yield 
significant meaning for future research in neuroplasticity and sensorial processing. The discrete 
myelination points towards an adaptive response to the environment, so future effort could be 
directed towards exploring the potential of sensory stimulation in treating demyelinating diseases 
when combined with conventional therapies. Another key point of the study is the importance of well-
balanced sensorial experience for the development and optimal neuronal functioning. It opens the 
gate to the question whether altered sensory input has a long-lasting effect on cognitive and sensory 
processing capabilities of the central nervous system. Further investigation of molecular and signaling 
pathways that are involved in the activity-dependent myelination could further shed more light on 
potential therapeutic targets for pharmacological targeting and could further advance our 
understanding of the dynamic nature of myelin plasticity. 

The Richardson et al. paper offers perspectives on the roles of the Kv3.3 potassium channels in 
auditory processing. It clearly shows how these are essential for maintaining a precise synchronization 
and for a high-fidelity signal transmission at the Calyx of Held synapse. This has major implications in 

Kandinsky, Composition 8, 1923 
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temporal auditory processing and sound localization mechanisms. Future research on these potassium 
channels could yield further results in other sensory and neuronal circuits, which would point towards 
common mechanisms that form the basis precise encoding in different modalities. Furthermore, 
understanding the developmental timeline and the factors that influence the expression of Kv3.3 
channels could help building therapeutic strategies for auditory processing or sound localization 
disorders, with potential applications also for neurodevelopment studies and auditory rehabilitation. 

Both papers show the importance of speed, accuracy and fidelity in auditory processing. While 
the adaptive traits that make very fast and reliable neuronal signal generation and transmission 
possible are intricate, interesting and can be fascinating on their own, we should put another step 
forward and try to question the overall framework in which the entire ensamble takes place. The 
overarching purpose of the nervous system, as previously mentioned, is to deal with information, 
regardless of its type, origin or final destination or purpose. At the same time, we must keep in mind 
that any individual neural system is, by nature, a limited-resource setup. For the living organisms, 
efficient energy use is found everywhere, from molecular mechanisms to whole organ assemblies. 

The auditory pathway is an exceptional model to study these limitations and their 
consequences, because it functions at the very limit of physical neuronal AP generation and 
conduction speeds, in a sustained and reliable manner. 
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4.1 Efficient coding 
 

The signals the neurons generate and use for conveying information were strongly proposed 
to be part of an elegant modus operandi of the brain called Efficient Coding, where the adaptive traits 
for temporal coding play a crucial role. 

Efficient coding, a concept in information theory, pertains to the transmission or storage of 
data while minimizing the use of resources, energy, and time. This notion was first developed at the 
Bell Telephone Labs, from the 1920s to the 1950s. The key people involved were Ralph Hartley, Harry 
Nyquist, and Claude Shannon186. Information theory aided their company in reducing telegram and 
telephone transmission expenses by offering a quantitative framework for assessing emerging 
telecommunications technology. The objective was to devise a system that guaranteed dependable 
message transmission and storage. 

According to the source coding theorem, efficient encoding schemes are characterized by the 
average number of bits employed to transmit messages, approaching the entropy of the source187–190. 
Efficient codes aim to use the least number of bits by eliminating predictable information, minimizing 
redundancy, adapting to environmental statistics and maximizing information transmission. The 
efficient coding hypothesis posits that the brain's sensory processing should adapt to stimuli coming 
from the environment, with neural cells from the visual and auditory systems finely-tuned to encode 
images or sounds found in nature. Research has revealed if you compile filters that are optimal for 
representing naturalistic images, they would be highly similar the V1 cells’ receptive fields. Similarly, 
optimizing a network for encoding natural sounds yields filters analogous to the inner ear’s cochlear 
filtering. This principle suggests that activity in the neurons would mirror the environment’s statistical 
structure of inputs and optimize representational abilities. In achieving these requirements, the 
neuronal code should be sparse and non-redundant, capturing the full spectrum of variability in signal 
structure while remaining as concise as possible along pertinent dimensions. 

To test this principle, researchers developed artificial codes optimized based on specific 
limitations for optimal naturalistic sound representation. The resulting codes were compared to 
experimental neuron spiking data in the auditory pathway and, assuming sparse responses and 
examining a library of sounds, researchers created spectro-temporal filters exhibiting diverse spectro-
temporal relations that aligned with the observed diversity in the auditory pathway191. Further looking 
at speech sounds and other naturalistic examples and analyzing their independent components 
identified a link between tuning center frequency and bandwidth, predicting overrepresentation 
when overexposing a tone's frequency. Experiments found this was found to be true for neurons in 
the A1192. The need for restraining the code used for representing naturalistic sounds led to having 
neurons that respond to a single or multiple frequencies, similar to the ones found in the primate 
auditory cortex193. Having the restraint (sparseness) and scaling down the input (divisive normalization 
in a neuron network) led to observing highly similar firing patterns to the ones found in the auditory 
pathway194. If there is an additional set of neural connectivity added to the pipeline, the result is the 
non-uniform distribution of spatial tuning experimentally observed for mammals195. 

Vocalizations represent a fascinating subject in auditory neuroscience, with con-specific 
vocalizations being especially pertinent to auditory communication. The natural vocalizations are a 
special target for auditory processing in many species, with neurons in the cortex having elevated 
tuning capabilities for them196–200. Encoding vocalizations at a higher information rate is achievable 
when their statistical properties remain constant201. Predictive models for auditory processing have 
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shown improved accuracy in forecasting activity in the primary auditory cortex when stimuli consist 
of sounds exhibiting the statistical structure of con-specific vocalizations202.  

The principles for efficient coding could be applied for speech perception as well. Listeners 
are better at discriminating speech when this is done through vocoders with filters that follow the 
efficient coding principles in comparison with simple linear or cochleotopic filtering203. Another very 
important finding is the scale-invariance property of speech perception that was observed in adults204–

208, children209,210, and newborn babies211 because it shows that despite the ongoing changes caused 
by aging, the system is capable of maintaining the same level of output. It is to be noted however that 
the amount of compression that the system can tolerate is about a third of the original duration; with 
this being regarded as evidence for a multi-level time scale framework for processing speech, that is 
made to represent the building blocks of verbalizations – phrase/syllable/phoneme212–214. 

A further development and more refined iteration of the Efficient Coding paradigm is the 
Active Efficient Coding or Adaptive Efficient Coding, depending on various authors and slight variations 
in the definition215,216. To maintain the general line of this work, I will choose and use the term Active 
Efficient Coding, to keep any overlap at bay. 

 

4.2 Active efficient coding 
 

In the realm of perception, the primary goal of sensory processing within the brain is to 
facilitate precise judgments and behavioral reactions based on neural mechanisms. However, due to 
the ever-changing nature of sensory environments, the brain must possess the capability to analyze 
signals in an adaptable and appropriate fashion. A significant challenge arises when the statistics of 
natural environments undergo rapid and extensive shifts. For example, transitioning from a 
boisterous, crowded bar to a tranquil restroom or from a well-lit area to a dimly lit room may involve 
considerable changes in loudness, brightness, and other statistical properties that represent each 
environment's distinct features. To manage these fluctuations, which may surpass the range of 
stimulus values that can be encoded through firing rate variations, sensory neurons modify their 
sensitivity or tuning characteristics in a compensatory fashion217,218. This process, referred to as active 
coding, permits these neurons to convey information to downstream targets more effectively, thereby 
enhancing our capacity to identify faces, understand speech, and execute other tasks across a broad 
array of environmental conditions. 

Neural circuits involved in sound localization exemplify experience-dependent plasticity. The 
physical separation of ears results in interaural disparities in sound intensity and arrival time, while 
monaural spectral cues are produced as sounds enter the visible external ear on the head's side. These 
cues vary with the sound source's orientation relative to the head, and this association alters as the 
head expands during development219–223. Obstructing one ear in young animals can also provoke 
compensatory changes in auditory spatial processing within the brain, preserving normal localization 
accuracy224–229. Furthermore, spatially incongruent visual information can elicit corresponding changes 
in the spatial tuning in the barn owl optic tectum230 and its mammalian equivalent, the superior 
colliculus231. This cross-modal plasticity culminates in the emergence of topographically aligned maps 
of auditory and visual space during development230,231. Although this feature can be advantageous, it 
may also give rise to systematic errors in auditory localization232. 

These findings underscore the functional importance of experience-dependent plasticity 
during early development, allowing the brain to calibrate itself and optimize sensory inputs varying 
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based on individual anatomical disparities. The ability to adapt to altered sensory cues is not confined 
to early development but persists into adulthood. In the context of spatial hearing, adults can rapidly 
learn to localize sounds accurately despite atypical binaural cues233–238. 

Over shorter timeframes, auditory neurons' tuning characteristics are influenced by the 
behavioral context in which sounds are introduced. They emphasize specific stimulus attributes 
pertinent to the task at hand191,239–241. This implies that auditory processing is constantly fine-tuned 
during active listening to optimize the processing of attention-capturing features, thus enhancing 
sound detection and discrimination242. Neuronal stimulus selectivity also flexibly shifts during the 
acquisition and reversal of conditioned behavioral responses243–245 and is frequently linked to training-
induced enhancements in discrimination that facilitate perceptual learning246–248. Adjustable and 
plastic processes in the brain are essential for successful auditory rehabilitation in individuals using 
hearing aids and cochlear implants. The brain's adaptability to the unique inputs provided by these 
devices enables users to incorporate and maximize their hearing aids249–253. Similarly, the brain's 
reactive plasticity plays a critical role in recuperating from other types of central nervous system 
damage or illness250. 

Grasping the mechanisms of neural plasticity in flexible, healthy, and maladaptive scenarios is 
crucial for devising efficient interventions for auditory rehabilitation and managing conditions such as 
tinnitus and hyperacusis253,254. A variable firing rate is a fundamental aspect of sensory neurons, where 
they react to a steady stimulus by reducing impulses over time. This occurrence was first documented 
in studies on cat plantar digital nerves responding to tactile stimuli on the toe255, and was later 
recognized in a variety of sensory systems. Sensory neurons usually possess a limited scope of stimulus 
intensities they can encode, referred to as their dynamic range. Proactive firing-rate adaptations 
protect these neurons from being overloaded and their responses from reaching saturation upon 
encountering a novel stimulus within their dynamic range. This adaptability indicates that neurons are 
more receptive to new or short-lived stimuli than to continuous background stimulation. At the 
perceptual level, modifying firing rates can lead to decreased sensitivity to an ongoing stimulus. For 
instance, in vision, this happens when a bright light is observed for a prolonged duration, followed by 
a brief aftereffect once the light is removed256. Physiologically suitable adjustments and flexibility are 
vital for sensory processing, ensuring the brain can efficiently discern between significant sensory 
input alterations and trivial background noise. 

A modifiable firing rate can also be found in auditory nerve fibers, which are crucial for relaying 
auditory information from the inner ear to the auditory brainstem257. Within the cochlea, the basilar 
membrane's mechanical properties distinguish various sound frequency components, with higher 
frequency tones causing maximum vibration at the cochlea's base and lower frequencies at its apex. 
The basilar membrane supports the organ of Corti, which houses two types of mechanosensory 
receptor cells, inner and outer hair cells, organized in rows along the cochlea. The majority of auditory 
nerve fibers each connects to a single inner hair cell and display comparable frequency tuning, 
mirroring their placement along the cochlea. An adjustable firing rate initially emerges in these 
auditory nerve fibers, averting their responses from reaching saturation by decreasing the impulses 
generated by a constant stimulus over time257–259. As a result, neurons exhibit greater sensitivity to 
novel or fleeting stimuli than constant background stimuli. It is crucial to recognize that the adjustment 
observed in auditory nerve fibers represents only the initial phase of intricate auditory information 
processing taking place in the brain. As auditory signals traverse the auditory pathway, they 
experience more complex processing involving higher-order neurons, culminating in the perception 
of intricate auditory stimuli, such as speech and music. 
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Based on electrophysiological observations across diverse animal species, a continuous tone 
within an auditory nerve fiber's responsive frequency range prompts a swift surge in action potential 
firing rates, peaking shortly after stimulus onset. This is then followed by a rapid decrease within the 
initial milliseconds, eventually stabilizing. Upon sound cessation, spike frequency momentarily dips 
below the baseline or innate firing rate. This firing pattern adeptly conveys rapid fluctuations in sound 
intensity, characteristic of many natural sounds, while filtering out superfluous information. In the 
avian auditory nerve, noise increases in rate coding as the response wanes during adaptation, yet 
spike timing precision is maintained, highlighting the potential significance of conveying neural signals 
to the brain with high temporal fidelity via afferent auditory fibers 260. 

Adaptive firing-rates can result from various factors: neuronal intrinsic ion channel properties, 
modifications in its synaptic inputs, or upstream property changes of neurons217. Sensitivity to change 
is crucial for the conversion process executed by hair cells within the auditory and vestibular systems 
of the inner ear260. In these sensory cells, external stimuli like sound waves or head movements/tilts 
shift stereocilia or hair bundles, leading to fluctuations in the tension of tip links connecting 
neighboring stereocilia rows. This regulates the opening of mechanoelectrical transduction channels, 
subsequently causing graduated shifts in membrane potential, primarily through potassium ion influx. 

Numerous studies have shown that when the hair bundle is persistently deflected toward the 
tallest stereocilia, mechanoelectrical transduction channels open and then close, resulting in a 
decreasing initial inward current. Low-frequency hair cells, such as those in the vestibular regions of 
the inner ear or the basilar papilla, exhibit both fast and slow mechanisms for this type of 
responsiveness. However, transducer activity in mammalian auditory hair cells differs from that in 
nonmammalian species260,261. Sound-evoked receptor potentials recorded from mammalian inner hair 
cells are too sustained to account for the responsive change in the auditory nerve262,263. Instead, 
synaptic depression occurs at ribbon synapses that link hair cells and afferent nerve fibers, suggesting 
this change primarily results from synaptic fatigue264–266. Although differences in the time constants of 
firing-rate changes have been reported in the auditory higher processing levels, these differences 
likely reflect the added contribution of intrinsic and network properties267–269. 

To process ever-changing real-world stimuli, sensory systems have evolved various forms of 
responsiveness to shifting stimulus statistics. Initially studied in the visual system270, this phenomenon 
is now acknowledged as a fundamental aspect of general sensory information processing. 
Comprehending these mechanisms holds significant theoretical implications for the efficient and 
robust representation of sensory information in the brain. In the auditory system, responsiveness to 
changing stimulus statistics has been extensively studied, especially at early sensory processing levels. 
One example is adjusting to the mean sound level, demonstrated in the auditory nerve and other 
levels of the auditory pathway271,272. However, more complex forms of responsive change to stimulus 
statistics are also present at higher processing levels. 

In summary, these distinct forms of continuous fine-tuning in the auditory system are believed 
to serve various functions in sound perception and contribute to the efficient representation of 
auditory information in the brain. By adjusting firing activity to the changing statistical properties of 
sounds, the auditory system can process complex sounds more effectively, which may be particularly 
crucial in natural environments where sounds can be highly variable. 
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4.3 Predictive coding 
 

Another branching of the efficient coding theory deals with an extra refinement in the overall 
efficiency of the computational system. It is intuitive to assume that if predictions can be made 
through detecting certain patterns, then the energy performance and final outcome would be 
improved.  

The predictive coding theory stands as a broad and influential model for comprehending 
neural function, aiming to shed light on the brain's interpretation of the world273. Though it has 
recently garnered more attention, various foundational notions have their roots in earlier academic 
literature. For example, Neisser274 presented the perceptual cycle concept during cognitive 
psychology's infancy, which can be considered a forerunner to predictive coding. This in turn provides 
persuasive justifications for a range of subjects, such as neuroanatomy275, electrophysiology276 and 
psychology277 when it is used as a physical support for Bayesian theories of higher brain functions. 
Initially implemented in the visual system, the predictive coding's application has broadened to 
encompass auditory system investigations273,278–281. 

Predictive coding naturally arises from efficient coding principles, especially regarding the 
processing of sequential or autocorrelated data. This insinuates that the brain's neural codes are 
configured to minimize the information needed to represent a specific dataset while preserving its 
essential aspects. This feat is accomplished by taking advantage of correlations and patterns within 
the data, allowing the brain to encode information efficiently without omitting crucial details. 
Nevertheless, a neural code's efficiency relies on the statistical distribution of the data being encoded. 
For instance, the statistical distribution differences could render a code efficient for one situation, but 
completely crippled for another. This points towards an optimization of the codes to the surroundings, 
with a continuous adaptation for keeping up with changes in the environment. These adjustments can 
occur at multiple levels of neural processing, from singular neurons to intricate networks. Efficient 
encoding of sequential data mandates that the brain learns the sequence's order and the timing 
between events. This is essential because the brain needs to predict upcoming events to encode the 
data accurately. Indeed, the ability to forecast future occurrences is thus a byproduct of efficient 
coding in the circuitry, without a specific framework for representational purposes186. In summary, 
predictive coding is an intrinsic result of efficient coding principles, specifically in relation to processing 
sequential or autocorrelated data.  

The theory posits that substantial energy savings are achievable, but reaching these savings 
demands an understanding of sensory input distributions, even including the layout of inputs and 
outputs. However, learning these relevant distributions often surpasses conventional efficient coding 
theory's scope. While neural structures facilitating efficient coding can develop over generations282, 
or over the course of a life, through specific learning algorithms (self- or un-supervised)283–286, the 
phrase "predictive coding" introduces some semantic uncertainty, as it might refer to particular 
unsupervised learning algorithms that don't necessarily align with Shannon's efficient coding 
formalism275,276,287–291. Furthermore, the general agreement is that the predictive functions are 
cortical, throughout developmental stages, learning processes, and efficient coding performed by the 
neurons285,292–296. In this framework, predictive coding refers to a method for encoding and 
compressing data from specific distributions and modalities to promote energy efficiency. 

Mismatch negativity (MMN) is an event-related potential (ERP) automatically initiated by a 
noticeable change in auditory stimulation. As a widely studied marker of auditory deviance detection, 
MMN can be measured from the human scalp. Generated using the classic oddball paradigm, MMN 
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involves rare acoustic events (deviant stimuli) randomly mixed with frequently repeating sounds 
(standard stimuli297). This deviance-specific auditory ERP component persists during sleep298, 
anesthesia299,300, coma301, and is detectable in newborns302,303. MMN has evolved to identify deviances 
within complex sequences governed by abstract rules304–308 and is believed to support higher-order 
cognitive functions309 like attention310,311 and memory312,313. MMN disruptions are found in various 
conditions such as schizophrenia314–319, Parkinson's and Alzheimer's diseases320–325, autism spectrum 
disorders326–328, and language impairments329,330, making it a vital tool in cognitive and clinical 
neuroscience with potential diagnostic applications312,331–336. 

Many animal species display deviance-detection processes similar to human MMN. Certain 
neurons in auditory pathways exhibit reduced responses to repetitive standard sounds but react to 
unexpected deviant sounds. This adaptation is a subtype of plasticity and is called stimulus-specific 
adaptation or SSA. The SSA index measures the change in a neuron's firing rate responding to a deviant 
stimulus. SSA neurons are present in non-lemniscal sections of the auditory midbrain337–343 and 
thalamus344–347, and primary348–352 and secondary353,354 auditory cortex areas. SSA is proposed as a 
neural correlate for the deviance-detection mechanism355, with population activity summation leading 
to an MMN signal on the scalp356. This has encouraged research that aimed to connect microscopic 
(SSA) and macroscopic (MMN) aspects of deviance detection by studying anatomy, internal 
biochemical clockwork and stimulus-specific adaptation dynamics356–359. 

The predictive coding theory posits that perception results from merging environmental 
sensory input with internal model predictions275,360,361. The system anticipates input based on previous 
events, minimizing errors by consistently updating the model. Recurrent interactions among 
processing levels in individual volumes or clusters reduce errors. These levels in turn creates their 
characteristic model that would represent the input and transmit top-down predictions to account for 
input without reprocessing362. The merging of inputs and predictions forms a multilevel sensory 
representation, allowing for perception with minimal resources. However, if predictions don't align 
with input, first-level neuronal populations signal prediction errors to higher levels, prioritizing 
processing of unpredicted features, similar to true deviance detection. The levels therefore 
communicate back and forth for silencing the erroneous signal, signifying optimized perceptual 
encoding362. 

Optimal perceptual representation across increasingly complex processing levels necessitates 
a balance between expectations and predictions of the neural circuits and this balance would involving 
short-term synaptic plasticity. Neuronal input mechanisms like synaptic depression, facilitation, and 
inhibition have varying effects on different parts of a neuron's dendritic tree, boosting postsynaptic 
sensitivity in deviance-detection neurons exhibiting SSA363. As a result, when repetitive stimuli align 
with top-down inputs, bottom-up influences are weakened due to reduced postsynaptic 
responsiveness to recurring sensory inputs, as suggested by the adaptation hypothesis. However, 
adaptation primarily accounts for repetition suppression in deviance detection360,364–367, which refers 
to a diminished representation of a certain characteristic, such as frequency or intensity in auditory 
stimulation341. 

This theory states that the brain encodes regularities of varying complexity across multiple 
processing levels, so when a stimulus adheres to a recognized regularity, it doesn't require new 
representation, resulting in dampened responses and conserved processing resources. This automatic 
expectation suppression368–372 serves as a functional characteristic of perceptual representations 
upheld by a neuronal population's processing network. Automatic expectation suppression operates 
as a series of filters for redundant information throughout hierarchical processing levels. Repetition 
suppression, the most basic form of expectation suppression, can be attributed to adaptation. Lower 
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levels of the processing hierarchy can locally represent less resource-demanding regularities, like the 
repetition of a physical attribute, through suppression. However, as processing levels accumulate 
iteratively, higher regions may extract increasingly intricate stimulus patterns and abstract 
relationships, as demonstrated in MMN studies. 

The act of interpreting stimuli involves recognizing patterns and identifying deviations from 
those patterns. Predictive coding theory posits that as more input aligns with established 
representations, the reliability and potency of the perceptual model increase, resulting in a more 
robust suppression of responses triggered by conforming inputs. However, when input strays away 
from the recognized pattern, the predictive expectation will fail. Both output intensity and delay of 
the signal responsible for detecting discrepancies should correspond to the level of deviation and the 
certainty linked to the perceptual model. This idea is backed by studies on mismatch negativity (MMN) 
in humans 332 and stimulus-specific adaptation (SSA) in animals355. 

To identify deviations, a standard for consistency is required281. This benchmark is the 
overarching signal produced by an input which breaches the pattern produced within a specific 
processing pathway segment. Deviance detection encompasses two procedures: aligning afferent 
information with the circuit’s pattern, resulting in expectation suppression, and the liberation of 
neuronal responses from suppression and the transmission of prediction errors to subsequent 
processing stages when a divergent event does not align with expectations. Interaction between 
hierarchical processing levels enables distinct predictive responses from varying circuits, primarily 
reliant on how these networks encode information. 

Research on MMN and SSA supports the notion that predictive coding can explain and connect 
the three fundamental concepts of deviance detection, expectation suppression, and prediction error. 
The brain can be conceptualized as a prediction mechanism, and this framework has successfully 
integrated perception and cognitive neuroscience. Numerous research teams have embraced the 
predictive coding approach and integrated it into their investigations, leading to enhanced 
comprehension of auditory scene analysis, deviance detection, and sound attention279–281,364,373,374. 
The stimulus firing train model adjusts in response to changing stimuli, with synaptic connectivity's 
plastic alterations and conduction velocity changes facilitating the adaptation process.364.  
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My core training as a 
medical doctor makes it 
natural to try and have an 
overview of the impact that 
my work could have for 
helping patients. I will provide 
an outline of two medical 
subjects of particular interest, 
in which temporal coding 
mechanisms are crucial for 
positive outcomes. 

 

4.4 Cochlear implants 
 

Cochlear implants 
(CIs) represent a 
groundbreaking development 
in neural prosthetics, enabling 
those with severe hearing 
impairments to regain their 
sense of sound. CIs function 
by electrically stimulating the 
cochlear nerve, where the 
health of spiral ganglion 
neurons (SGNs) significantly 
influences their effectiveness. 
Factors such as the duration 
and cause of hearing loss375–

378, which are associated with 
neural integrity, play a crucial 
role in predicting CI 

outcomes. However, establishing a direct connection between these factors and SGN integrity in 
humans has been challenging. Post-mortem examinations have disclosed a substantial decrease in 
SGN cell bodies in older individuals, mainly in the cochlea’s base. This reduction is more pronounced 
when both inner and outer hair cells are missing. Further indirect evidence supports the notion that 
SGN integrity is vital for CI outcomes379. Patients with non-syndromic deafness that leaves SGNs intact 
typically experience better CI outcomes than those with genetic or infectious origins that result in 
nerve damage380. 

Studies have indicated that sensorineural deafness can prompt sudden and progressive 
alterations in the structure and functionality of SGNs in both humans and animals381,382. These changes 
encompass axonal demyelination and a reduction in the number of myelin lamellae383, which may 
deteriorate over time. The myelin loss occurs first in the SGN periphery, which is then followed by 
central segment and ends with the complete cell destruction381. Recent research observed a decrease 
in myelin sheath count and an altered myelin thickness arrangement in rats exposed to deafening 
acoustic levels, suggesting that SGN structural integrity is negatively impacted by deafness. Although 

Gustav Klimt, Medizin, 1897; Colorized photo;  
Painting was destroyed in a fire at Schloss Immendorf caused by retreating troops on 8 May 1945. 
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no studies have directly explored the relationship between SGN myelination and human auditory 
behavior, some cases have documented temporary hearing impairments in patients with autoimmune 
demyelinating disorders who suffer from fever-related deafness due to elevated core body 
temperatures. These instances underscore the critical function of myelination in the auditory nerve 
system384. 

The majority of individuals with bilateral, post-lingual deafness who receive cochlear implants 
experience some enhancement in speech recognition and quality of life. However, the degree of 
improvement varies significantly among individuals. Some achieve nearly flawless performance on 
speech recognition tasks, while others show less progress.375,376,385. Binaural hearing tasks, such as 
localizing sound sources, can be particularly challenging for those with bilateral implants, even when 
incorporating advanced techniques like temporal fine structure information coding, electrode pitch-
matching, and device synchronization386,387. Pre- and peri-operative factors only partially account for 
this variability in cochlear implant outcomes375. 

To better comprehend the connection between anatomical and electrophysiological neural 
changes in hearing loss, computational models of the cochlear implant electrode-neuron interface can 
be employed. These could shed light on the variability that was seen in how humans benefit from 
cochlear implants, as not every patient has the same level of improvement. While previous studies 
have utilized analytical models to investigate myelination and current spread through fibers388–390, 
these models are limited as they can only reveal electrotonic effects and cannot predict 
suprathreshold fiber behavior or account for stochasticity introduced by small ion channel 
populations391–393. Recently, point-process models that are empirically derived are increasingly 
employed for studying the activity elicited by stimuli from outside the cell. They can mimic the 
electrophysiology of individual neuronal units from real life organisms and also carry the information 
needed for the modulation of the action potential amplitude394. Moreover, they have been expanded 
to create the initiation of action potentials from the central nervous system as well as the peripheral 
one. This allows the duplication of what is seen in cat neurons, namely the activity evoked by 
monophasic stimuli that have opposing polarities395,396. However, these models are difficult to 
interpret due to their empirical nature, making it challenging to predict the way different variables 
change in disease paradigms. Additionally, the current data scarcity on rheobase exploration in 
chronic deafness models in animals makes it difficult to construct such phenomenological models. 
Accurate delivery of neural responses to individual pulses from cochlear implants is essential for 
encoding fine temporal information, especially temporal pitch coding and interaural time differences. 
However, pathologies that cause changes in the latency of single-pulse responses can hinder the 
quality of conveyed information. Even minor changes in myelin integrity can substantially alter the 
timing of stimulus-induced action potentials, significantly affecting behavior. Although phonetically 
relevant temporal information in speech usually exceeds 20 milliseconds397,398, the auditory system 
can detect disparities of tens of microseconds between the left and right ears to localize sounds399,400. 

When demyelination impacts a minimum of first ten peripheral nodes, the AP initiation delay 
increases when elicited through polarized electric pulses. This increase in latency is proportional to 
how much the axon was impacted as well as to how much myelin was lost, causing a drop in 
conduction capabilities for the affected axons. The links between the responses characteristics and 
myelination states are different throughout various pulse polarities, with special implications for bi-
phasic pulses. In healthy fibers and those with limited demyelination, both cathodic-first (CF) and 
anodic-first (AF) stimulations elicits comparable thresholding and latency with respect to cathodic 
monophasic stimuli401. However, for axons experiencing more severe and extensive demyelination, 
the response properties turn more like the anodic monophasic stimuli and it happens because of the 
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demyelination of the fiber area typically activated by cathodic polarity pulses, with the central part 
that is depolarized by anodic pulses being left untouched. This causes sharp alterations at the location 
of action potential generation401. Consequently, the shift in relative phase sensitivity notably alters 
response timing402. 

To ensure cochlear implant users have access to the interaural time differences (ITDs) needed 
for precise lateralization judgments, it is critical to accurately encode the timing of individual pulses. 
Individuals with normal hearing can quickly utilize ITDs, with onset ITDs being especially significant for 
this purpose403–405. However, the employment of biphasic pulses in contemporary implants might lead 
to diminished temporal precision, with latency effects more pronounced for AF pulses than CF pulses. 
Despite the necessity for precise timing in transmitting accurate timing details, the modern CI 
technologies rely on high rates of sampling and pulses to enhance verbalization acquisition. As a result, 
it is crucial to explore various myelin patterns in both single units and circuits that are involved in 
processing speech input.  

Post-deafness, several structural changes in auditory nerve fibers have been identified, such 
as increased internodes, altered axonal and paranodal diameters and the length of juxtaparanodes383. 
However, it remains unclear whether changes in internode length occur and whether these changes 
occur independently or in a coordinated manner due to a common underlying mechanism. Recent 
studies have suggested the possibility of complex interactions between structural changes, as focal 
axonal swelling was found to change the transmission speeds with intact myelination patterns406. 
Nonetheless, it remains uncertain whether internode length changes occur, and if they arise 
independently or in coordination due to a shared underlying mechanism. Recent research has 
indicated the potential for intricate interactions between structural changes, as even without 
internodal myelination loss, focal axonal swelling was discovered to affect conduction velocity407. 
Furthermore, submyelin vacuolization has been observed in deafened guinea pigs that occur quicker 
than myelin thinning seen in other species, implying species-specific pathological progression407. It is 
also plausible that ion channel alterations (distribution patterns, expression), either compensatory or 
pathological, could alter the electrical properties of spiral ganglion neurons, significantly impacting 
action potential initiation and propagation. These are comparable to alterations seen in the visual 
system in monocular deficiencies models408. 

Temporal auditory processing deficits can significantly impact patients with cochlear implants, 
this being proof of the critical role of temporal processing in auditory perception. These deficiencies 
can then develop into full-blown impairments in rapid sound changes, such as the ones present in 
speech – the basis of an efficient communication system in the modern society.  

 

4.5 Dyslexia 
 

The implications however extend beyond the auditory perception and are especially relevant 
in understanding dyslexia as a multi-sensory disease. Although traditionally regarded through the 
framework of phonological processing deficits, recent research has shown adjacent impact in other 
modalities as well, with visual processing being the best example – a proof of more complex, 
multimodal disease. Some individuals struggle with visual attention and processing, which impact 
reading and language acquisition and use.  

Developmental dyslexia embodies a complex neurodevelopmental disorder influenced by an 
array of factors. This condition emerges from the interplay of phonological processing difficulties and 
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subtle sensory impairments, primarily in the auditory domain, leading to the challenges experienced 
by those with dyslexia. Present-day research aims to unravel the intricate relationships between these 
factors and their impact on reading ability. A notable area of investigation concerns the link between 
auditory processing deficits and the development of phonological awareness409–411. As a crucial 
precursor to learning to read, it involves the capability of manipulating sound structures inherent to 
language412–414. Auditory processing deficits can impede the growth of phonological awareness, 
resulting in the reading difficulties characteristic of dyslexia. 

A focal point for research is the neuroanatomical basis of dyslexia. Employing structural and 
functional neuroimaging techniques, scientists have consistently observed alterations, which include 
atypical activation in left temporoparietal and occipitotemporal regions, which are vital for reading 
and phonological processing, as well as irregularities in the structure and function of white matter 
tracts connecting these areas415,416. The specific nature of these alterations and their influence on the 
complex processes underlying reading abilities are still under investigation. It is likely that a 
combination of factors, rather than a single deficit, contributes to the development of dyslexia. 

Emerging research suggests that ion channel function abnormalities may be involved in 
dyslexia, leading to disrupted neuronal communication. This disruption could impair cognitive 
processing, affecting language and reading skills417,418. Potassium channels, in particular, have 
garnered attention in dyslexia research. Genetic variations in potassium channel-encoding genes, such 
as KCNJ2 and KCNQ2, have been linked to dyslexia419,420. These potassium channels are crucial for 
maintaining resting membrane potential and repolarizing cells after an action potential. Dysfunction 
in these channels can result in abnormal firing patterns of neurons, which might explain the atypical 
brain activity observed in individuals with dyslexia 421. Voltage-gated calcium channels have also been 
implicated in dyslexia. Variations in the CACNA1C gene, which encodes a subunit of a voltage-gated 
calcium channel, have been associated with dyslexia in specific populations422. Further research is 
essential to delineate the mechanisms and roles of ion channels in the pathophysiology of this 
disorder. 

Recent studies in the field of dyslexia have revealed that changes in myelination could be a 
contributing factor to the neural mechanisms associated with this condition416,423. Diffusion tensor 
imaging has been employed in studying axon tract organization in dyslexic brains. Findings consistently 
demonstrate a decrease in fractional anisotropy (FA), indicating abnormal myelination or axonal 
reorganization in crucial language and reading networks415,424,425. Notably, decreased FA has been 
detected in the left temporo-parietal and occipito-temporal regions, which are vital for phonological 
processing and reading426,427. Such white matter changes may interfere with the connectivity between 
different brain areas, resulting in phonological processing difficulties and subsequent reading 
problems. One study suggested that targeted interventions could potentially repair white matter 
disruptions: after an intensive reading session, children with dyslexia showed increased FA in the left 
hemisphere white matter tracts related to reading. 

In another study, children with dyslexia who underwent a 6-month reading intervention 
demonstrated improvements in reading and phonological skills, along with increased FA in the left 
arcuate fasciculus, a white matter tract connecting language-related cortical regions428. These results 
emphasize the potential for brain plasticity in dyslexia and stress the importance of early identification 
and targeted intervention to encourage more typical myelination and connectivity patterns, ultimately 
enhancing reading outcomes for individuals with dyslexia.  

Besides auditory and phonological aspects, attentional deficits have been suggested to play a 
role in dyslexia429–431. Individuals with dyslexia often exhibit impaired visual attention, which can 
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obstruct the development of effective reading techniques432,433. Attentional deficits may also 
aggravate auditory processing difficulties, as the ability to selectively focus on relevant speech sounds 
amidst background noise is crucial for developing phonological awareness and reading abilities434,435. 
Consequently, understanding the relationship between attention, auditory processing, and 
phonological awareness is essential for devising targeted interventions for those with dyslexia. 

A further review shows how dyslexic people have problems with the visual attention span 
(VAS), showing a decreased visual attention, rather than a short-term memory verbal deficit. Dyslexic 
individuals rate poorer than average readers in tasks that require parallel processing of multiple visual 
elements, regardless of the stimuli being verbal or non-verbal. This points towards a deficit in the 
endogenous attention system, which is linked to the dorsal attentional area of the brain436. 

Considering the complex nature of dyslexia, intervention strategies should be comprehensive 
and adapted to each individual's specific strengths and weaknesses. Successful interventions typically 
involve phonics-based instruction, multisensory teaching approaches, and targeted training in 
auditory processing and attentional skills437,438. Early identification and intervention are vital, as they 
can lead to significant improvements in reading competency and overall academic achievement439,440. 
Continued research into the neuropsychological, neuroanatomical, and attentional mechanisms of 
dyslexia will aid in developing more effective assessment tools and therapeutic strategies, ultimately 
improving the quality of life and educational outcomes for those affected by this condition.  

4.6  Hearing loss and tinnitus 

As an experiment, and to show limitations, these paragraphs were generated using ChatGPT. 
There are no references available except for a few in the last paragraph, which I modified. 

The prompt that was used was “Write in scientific review style, 4-5 of paragraphs on the 
mechanisms of hearing loss and tinnitus”. The information provided was correct 
(impressive!), after being verified on an individual basis. Naturally, it does not have profound, 
in-depth information or analysis, but it suffices as an overview of the matter. 

Hearing loss is a widespread issue affecting individuals of all ages, from infants to the elderly. 
This impairment has extensive effects on multiple aspects of life, including children's speech and 
language development and the social and professional challenges faced by adults. The auditory system 
consists of a complex network of elements that cooperate to enable hearing. Hearing loss can stem 
from problems in any part of this auditory circuit. While much emphasis has been placed on the 
peripheral part of the auditory pathway, particularly the cochlea, recent research has broadened its 
scope to examine central network issues as well. 

Numerous studies on mice, rats, and guinea pigs have shown that moderate noise exposure 
can lead to hidden hearing loss (HHL). These investigations indicate that moderate noise exposures, 
such as 100 dB sound pressure level (SPL) for two hours in mice, result in acute yet temporary changes 
in auditory thresholds (ABR, CAP, and DPOAE) that recover within days or weeks. Notably, these 
temporary threshold shifts (TTSs) happen without hair cell loss. However, even after threshold 
recovery, cochlear responses to suprathreshold sound levels are significantly modified. For instance, 
the first peak's amplitude in the ABR waveform (ABR peak I) is reduced, in line with a decrease in the 
number of auditory nerve (AN) fibers activated by the sound and/or a decline in their firing rate or 
synchrony. 
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While earlier studies primarily focused on the effects of continuous noise, recent discoveries 
suggest that a single blast exposure might also cause HHL in animals and humans. The diminished 
neural responses linked to noise-induced HHL are expected to influence the encoding of temporal and 
intensity characteristics of suprathreshold sounds and impair the ability to perceive sounds in complex 
listening situations, such as those with background noise. This hypothesis was examined in rats with 
HHL after being exposed to 109-dB SPL octave band noise, resulting in TTS and lasting reductions in 
ABR peak I amplitudes. Although thresholds recuperated within two weeks, behavioral tests of the 
exposed rats displayed poorer performance in a hearing test involving background noise. 

Comprehending the effects of HHL and its association with various factors, including noise 
exposure and auditory system components, is essential for devising efficient prevention and 
treatment methods. As research on central network issues progresses, scientists will develop a more 
holistic understanding of hearing loss and its impact on the lives of those affected. This knowledge will 
contribute to the formation of public health policies, workplace rules, and personal practices aimed 
at safeguarding hearing and minimizing hearing loss consequences on speech, language, and social 
interactions. Several recent papers have not found significant correlations between prior noise 
exposure, electrophysiological measures associated with HHL, and perceptual hearing ability441–446. 
Moreover, investigations in which small negative correlations were identified between reported noise 
exposure and ABR peak I amplitudes often failed to establish a clear relationship with expected 
perceptual dysfunction447,448. This lack of correlation may indicate the necessity to study synaptic and 
transmission models in higher auditory pathway stations, beginning with the brainstem and reaching 
all the way to the cortex. Numerous factors may underlie the discordant studies relating noise and 
HHL, including inaccuracies in self-reporting of lifetime noise exposure, potential confounding effects 
of age and central auditory system compensation mechanisms, and the impact of different underlying 
mechanisms on physiological and behavioral measures of hearing. 

 

5. Conclusion 
 

The two papers that constitute the main body of my thesis (Richardson et al. and Stancu et 
al.) study the auditory system’s capacity to process sound with high fidelity and efficiency. This is 
essential, as described above, for the correct communication and perception. The findings offer critical 
insights about the mechanisms that improve and make auditory processing possible. They both adhere 
to the efficient coding theorem, which state stat sensory systems optimise the encoding of 
environmental information using minimal resources, while maximising information transfer. 

If we look at optimizing the neuronal resources, the adaptive myelination study shows how 
auditory input during critical developmental periods contributes to the myelination of individual axons 
in the lower auditory pathway. This myelination process makes high conduction velocity possible and 
therefore reduces neuronal AP latencies to an absolute minimum for the mammalian brain, which in 
turn leads to higher temporal precision – a prerequisite of efficient coding. Furthermore, differential 
myelination, in which oligodendrocytes selectively myelinate axons according to their levels of activity 
proves that the auditory system efficiently allocates resources for information conduction. 

The synaptic transmission is another location in which resources are used efficiently. The Richardson 
et al. study shows how the lack of Kv3.3 channels in the presynaptic terminal in auditory brainstem 
neurons causes an elevated neurotransmitter release that not only doesn’t improve the system 
performance, but on the contrary, it causes a loss in the rapid and accurate firing abilities. This role is 
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also in line with the principle of efficient coding theorem of using minimal resources for obtaining 
maximal performance. 

 Redundancy is another major concern in efficient and predictive coding. The myelination 
attributes that are proven in the PNAS paper show that resources in the system are not wasted on less 
active or inactive pathways, thereby reducing redundancy. By doing this, the system ensures that each 
neuronal signaling transmits unique and significant information about the auditory environment. 
Similarly, the precise signaling at the synapse reduces or abolishes the need for redundant firing when 
conveying auditory information. 

 A particularly compelling argument the two papers make is regarding the maximization of 
information transmission. By definition, the higher the conduction velocity, the more room there is 
for information. Discrete myelination was shown to contribute to this directly, without losing the 
temporal resolution of auditory signals. This trait is exceptionally important for processing complex 
sounds, such as speech and music, where precise synchronization is essential for correct perception 
and interpretation. An analog of appropriate myelination is the role of Kv3.3 channels, without which 
the system would be flooded with delayed synaptic transmissions and reduced signal-to-noise ratios. 

 Adapting to the informational statistics of the environment is particularly showed through the 
discrete manner of myelination of more or less active axons, on an individual basis. Should the 
environment be auditory rich or less so, the myelination patterns would follow. High levels of activity 
cause thicker myelin, which ensures the system remains highly receptive in auditory rich scenarios 
while sensory deprivation leads to thinner myelin sheaths, conserving resources in less demanding 
environments. Similarly, the auditory rich environment demands the presence of Kv3.3 for processing, 
although further studies would have to be conducted in order to determine whether altering the level 
of input in Kv3.3 deficient models changes the response capabilities of the system. 

 Energy efficiency is a linked consequence of proper myelination and synaptic mechanisms 
integrity. By ensuring proper insulation and high-fidelity synaptic transmission, the system is overall 
conserving energy resources, which we need to keep in mind are already stretched to the physiological 
capabilities in the auditory system. 

The brain manages to process a vast array of diverse inputs for generating output with as little 
functional loss as possible. The neurons are the core entities that make this possible by playing a 
critical role in performing complex computational tasks. This requires integrating synaptic inputs in a 
non-linear manner and generating electrical action potentials or spikes449. This process is driven 
through a multitude of entities and properties - passive membrane properties, geometrical 
distribution, and neurons’ currents. Still, this would not be the case if only the individual properties 
would be taken into account. An equivalent of this would be an orchestra of musicians each playing a 
different composition or severely out of pace and tempo. This would render higher functions like 
memory retrieval, strategic planning and taking decisions impossible449. This would result in noise and 
a lack of meaningful information, making it difficult for the brain to process and understand the 
information. Instead, the brain employs a complex network of interconnected neurons that work in 
concert to generate coherent outputs. These circuits function by integrating and processing 
information from various sources and using this information to modulate the activity of individual 
neurons. Additionally, these circuits exhibit plasticity, which allows them to reorganize and adjust to 
changes in the environment or in response to learning. Thus, the ability of the brain to process an 
array of different types of inputs with as little functional failure, in order to produce relevant outputs 
is a result of the coordinated and adjustable functioning of interconnected neural circuits. This allows 
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for the efficient processing and interpretation of information, enabling complex cognitive processes 
to occur. 

My thesis’ line of work shows that the brain's operational capacity is supported by the timely 
coincident and cooperative activity of neuronal ensembles, which are in a continuous reshaping and 
adjusting process. This is achieved through a variety of mechanisms, which I called adaptive traits, that 
impact all stages of signal generation and processing. 
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