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1. Introduction

Michelangelo, Creation of Adam, 1508-1512.
Frank Lynn Meshberger, M.D proposed that the painting may be hiding an anatomical depiction of the human brain and that the depicted God is
superimposed on the emotional side of the brain, the limbic system. 450

1.1 The brain

Throughout much of human history, the true purpose and function of the brain remained
shrouded in mystery. One of the earliest theories regarding the brain's role came from Aristotle, who
viewed the brain as a secondary organ that primarily functioned to cool the heart and allowed for the
circulation of spirits. Interestingly, he also introduced the concept of the sensus communis, which
eventually became known as "common sense". Essentially, Aristotle believed that all of our
intellectual knowledge originated from our sensory experiences, stating that "There is nothing in the
intellect that is not in the senses". Despite the advancements made in modern neuroscience,
Aristotle's early theories on the brain and cognition remain a testament to the complex and enduring
history of human understanding. Starting with the Roman doctor Galen, who observed that the brain
was linked decisively to behaviour (and thus assigning the “seat of the soul” to the brain), many others
followed and, step-by-step, described the brain more accurately, to what we have today.

We are now privileged to reliably consider the nervous system to be the only organised
biological structure that deals exclusively with information, be it collecting, processing or exchanging
it with the outer environment or the inner parts of the organism. While information exchange and
processing exists in almost all kinds of tissue or cells, we could also find other functions of that tissue:
the heart has its own signal generating mechanisms, but it also pumps blood into the circulatory
system, the glands cells have intricate tuning mechanisms, but they also secrete different substances
needed to carry out tasks. The nervous system can be safely regarded as the only “information for the
sake of information” type. This specialized separation of tasks and responsibilities within an organism
allows for better performance and a better outcome in terms of survival and fitness.




For living organisms, information needs a physical support in order to be handled. That
support is, in simple terms, the notion of change. To illustrate this, | will use two equally feasible
mechanisms, both of which would use particle movement.

For the first proposition, | will take refer to molecular diffusion, one of the many phenomena derived
from the physical laws of the universe that we live in. It is the thermal motion of all liquid or gas
particles at temperatures above absolute zero and in time it leads to equal distribution of particles
within a given space. If one creates a content gradient between two spaces and then allows passage
between the two, an equilibrium state will be reached, and we can observe a change between the
initial and final state. The second proposition would be similar, but in the opposite direction: we can
initiate the change, starting from a single space with no gradient in which we create a gradient and
then isolate the extremities accordingly. The end result, again, produces change.

If we take into account the biological substrate in which change needs to be created, we can see that
there would be a time difference between the two propositions: the latter simply takes more time to
happen through molecular machinery. Since time is a scarce resource for living organisms and quick
action is almost always required, we evolved to use the first example as our underlying means of
representing information.Neurons, like any other cell type, are circumscribed by a membrane, which
is specialized in working with change. The membrane is a lipid bilayer that is impermeable for most
ions and molecules and thus creates and maintains an imbalance in ionic concentrations between the
inner and outer sides of it. This imbalance is disrupted for brief periods of time,which is then
interpreted as information. These brief disruptions are called action potentials (APs). This is a
simplified description of a much more complex process, but it highlights the core principle of how
information is handled in our nervous system. If the membrane would try to produce imbalance
starting from equilibrium and use that change as support for information, it would simply take a lot
more time, during which plenty of actions could happen in the outer or inner environments; most of
them would be detrimental to the organism.

Across different modalities like vision, audition, touch, taste or smell, there is a common
blueprint across all types of neurons. They must generate a sequence of four physiological signals at
four different anatomical sites — the input signal at the dendrites, the trigger signal at the AIS, the
conducting signal at the axon and the output signal at the synaptic terminal. By taking these into
account, we can put forward a model neuron, whose components cater to each type of signal:
receptive, integrative, long-range transmission and the final secretory component. Overall, it is the
expression of the dynamic polarization principle, enunciated by Ramén y Cajal 2. The pursue of this
thesis is to describe the known modulation sites in the model neuron and add a further contribution
to understanding it, operating within the context of auditory pathway research.

- Als " . .
Dendrites Axon Initial Segment Axon and Myelin Synaptic terminal

Figure 1. Model neuron




The dendrites

The dendrites are structures that serve as receptors and initial processing sites for received
information. They extend from the cell bodies, forming structures called processes. The nature of the
input also dictates the ramification degree that these processes have. Dendrites receive synaptic
inputs on their bodies, dendritic spines or specialized structures that have synapses on them?3. All these
peculiar features come in different flavors, varying widely in terms of local connectivity and the
molecular signaling necessities. Special imaging techniques showed that the dendritic synaptic
specialisations come with significant differences in size, localization and internal composition.
Furthermore, genetic, acquired, environmental and memory-related factors, along with personal
pathological history across an individual’s life can influence and determine the shape and the
composition of dendrites and their synaptic connections>.

Some modern approaches that study the dendrites, the axons and the glial cells started
showing proof that the conventional model in which the information transmission only happens in the
cell body-axon-dendrite direction might actually be wrong®®. The classical understanding was that
dendrites are a receptor field or structure of the neurons, with axons passing on signals coming from
the cell body to other neurons, but this has been challenged by modern imaging studies, which show
atypical functionality, with dendrites acting as an output relay as well. In certain regions of the nervous
system, the dendrites make reciprocal synapses with other dendrites, having both pre- and post-
synaptic components. All this while axons can act as receptors, forming axo-axonal connections
throughout the brain. Furthermore, another type of connections, called gap junctions, are found
between dendrites, axons and glial structures. These serve as bidirectional communication sites
between adjacent membranes. Despite being less common, the gap junctions, along with the
connections among pairs of dendrites or axons still play significant roles in making direct
communication between neural cells and for its modulation®. The dendritic arborizations with a high
level of complexity can harbour thousands of synapses. The spherical shape of neuronal bodies limits
their surface available for input connections. The dendrites complement this by massively increasing
the area without a substantial increase in cell volume. Furthermore, packing this surface as dendritic
trees enable a compact placement of numerous neurons together and expands the accessibility to
multiple axons. Despite all this, a fully expanded dendritic tree does not translate to an increased
synapse density. For example, only about a fifth of the axons that are in direct contact with a dendrite
of a pyramidal cell in the hippocampus actually make a synapse with that dendrite. The combined
surface of those synapses only takes about a tenth of the total surface of the dendrites*®. The imaging
studies imply that increasing the synaptic connectivity might not be the main purpose of the dendrites
or any other synaptic specializations (i.e., spines, growths)”™>.

Neurons situated in the brain stem function as coincidence detectors for auditory information.
They possess the ability to fire rapidly, generating up to 1000 spikes per second, and operate on a
timescale ranging from tens to hundreds of microseconds. This remarkable speed is attributed to their
distinct morphology, synaptic characteristics, and the existence of voltage-sensitive conductance,
leading to low input resistances and brief time constants. These neurons boast extraordinary temporal
resolution, making them highly receptive to the morphological and biophysical attributes of dendrites
and the spatial distribution of synaptic inputs. Octopus cells utilize dendritic filtering to
counterbalance delays caused by cochlear traveling waves when identifying broadband transient
sounds. Conversely, the primary cells of the medial superior olivary nucleus rely on dendrites to
improve the detection of simultaneous inputs from both ears. Octopus cell dendrites extend across
the tonotopically organized bundle of auditory nerve fibers as they cross the dorsal cochlear nucleus.




In mice, these primary branches have a diameter of roughly 4 um and lengths that range from 100 to
200 pm. Each mouse octopus cell obtains input from at least 60 auditory nerve fibers, and
approximately 200 octopus cells receive input from a total of 12,000 fibers. This convergence of inputs
grants octopus cells an extensive tuning spectrum.

In contrast, MSO neurons have a bipolar structure, with excitatory inputs from both ipsilateral
and contralateral sources allocated to the distal ends of their lateral or medial dendritic arbors,
respectively. Each MSO cell acquires at least two to four similarly and acutely tuned excitatory axons
on either side. MSO neurons create a sheet on each side, arranging frequency in the dorsoventral
dimension. It remains uncertain whether there is a systematic mapping of optimal ITDs within the
nucleus in all mammals. MSO neuron dendrites are comparatively thick, spanning roughly 100 to 200
um in length, but exhibit few branches. Glycinergic inhibition, originating from the medial and lateral
nuclei of the trapezoid body, specifically targets the soma and proximal dendrites. The ability to detect

minor timing discrepancies is enhanced through a combination of excitatory inputs and inhibition 1%
12

Both octopus and MSO cells leverage dendritic morphology to amplify coincidence detection
in ways that are biologically significant. In octopus cells, dendritic electrotonic filtering counteracts
traveling wave delays, resulting in the generation of substantial, rapidly ascending summed EPSPs at
the soma?3. Conversely, MSO neurons display more efficient and linear summation of subthreshold
inputs when distributed across multiple tufts instead of a single tuft'®. Additionally, the substantial
diameter of both octopus and MSO dendrites lowers axial resistance, enabling current flow from
synapses to the soma and axon, thereby reducing EPSP duration.

EPSCs in octopus cells, originating from stimulated fibers, rise over approximately 0.5 ms and
decay with time constants of around 0.7 ms?®. Both octopus and MSO cells preserve the timing of fast
synaptic currents as quickly ascending and descending EPSPs, but noticeable synaptic depression
occurs during repetitive stimulation®>*. In vivo, responses to a series of clicks at 500 Hz display a 200
us latency shift across the initial 10 clicks, likely attributable to synaptic depression®. NMDA receptors
are present in mature organisms; however, their functional influence diminishes with age due to gkL
activation by the AMPA component of EPSPs, which speeds up membrane repolarization and conceals
NMDA receptor-mediated depolarization'>!°. In octopus cells of mice, glycinergic and GABAergic
inhibition are physiologically inconsequential, while accurately timed glycinergic currents from two to
four robust inputs in MSO cells impact both the position and amplitude of ITD curves!®2021,

Neuronal computations rely on their time course. Neurons function as "integrators" when
their integration time is extended compared to the firing rate, and as "coincidence detectors" when it
is brief relative to the input firing rate??. Octopus and MSO cells are regarded as some of the most
accurate coincidence detectors in the brain, as they can identify acoustic information contained in
microsecond timing differences, which for most neurons falls within the temporal jitter of firing. The
dendritic structure and biophysical characteristics of these cells bolster their coincidence detection
abilities. Octopus cells offset cochlear traveling wave delays utilizing their dendrites, while MSO cells
employ dendrites to refine coincidence detection of inputs from both sides. These cells exhibit an
extraordinary degree of separation between their somatodendritic and axonal compartments.

Considering the accuracy needed for proper dendritic functioning within the auditory
pathway, it is crucial to recognize the significant impact of individual or combined modulation effects
that might not have notable consequences in other pathways.




The axon initial segment

The axon initial segment (AIS), situated at the base of axons, plays a crucial role in generating
and shaping action potentials before they propagate along the axon. The AIS composition and position
significantly affect neuronal excitability, which can adapt to developmental and physiological changes.
Additionally, the axon initial segment is a barrier that separates the somatodendritic and axonal
compartments®. Contemporary research has shed light on the molecular structure of the AIS and its
regulation of protein trafficking?*%*.

Relatively recent studies demonstrated how the axon initial segment can express plasticity
during development?>2¢, changes in neuronal activity?’?¢, sensory deprivation?2°, and brain disorders.
Moreover, the AlS's heterogeneity has been documented across various cell types, brain regions, and
species®3°, In the auditory system, researchers have examined the AlS structural features on the chick
brainstem model, in the laminaris and magnocellularis nuclei?®2?%3!, and saw similar features that were
previously observed in the mouse MNTB (tonotopy differentiation of the axon initial segment and the
action potential waveform)32. High-frequency (HF) neurons, with a generally smaller length of the AlS,
but projecting further from the soma, fired action potentials of a lower amplitude than those neurons
with low-frequency. During development, the axon initial segment of low- and high-frequency
neurons shortened?®, while in mice, MNTB neurons with a high frequency CF specifically experienced
AIS adjustments until they became adults. This AIS adjustment in HF neurons influences MNTB spike
waveforms in both mice and chicks?®. Differences in AlS plasticity between chicks and mice could be
connected to discrepancies in audiograms (2 Hz to 9 kHz, for the chick® and 4 kHz to 64 kH
[NO_PRINTED_FORM]for the mouse®*), with MNTB being capable of processing sounds of higher
frequencies in mice and rats than in chicks. The NL in chicks shows a higher resemblance to the MSO
found in rodents like gerbils that prefer lower frequency sounds®*.

Sound-induced activity shapes axon initial segment development, as seen in congenitally deaf
mice with longer segments in MNTB high-frequency (HF) neurons. Absent sound input hinders AIS
shortening, leaving it immature. HF neuron AIS is more adaptable, while low-frequency (LF) neuron
AIS remains constant. In MNTB's lateral hindbrain (LH) neurons, AlS location adjusts in response to
sound changes, shifting closer during stimulation and further during deprivation. This shift affects
neuronal excitability, as seen in hippocampal and pyramidal cells. The distinct responses in various
brain areas may be due to cell-type or region-specific AlS structural plasticity?”-2%%,

The mammalian brain's structural and functional attributes evolve over time3®%’. Studying
axon initial segment (AIS) regulation across an individual's life can offer insights into key molecules
and signaling pathways. AIS shortening is observed in the auditory brainstem of chicks, monkey
prefrontal cortex, and mouse visual cortex during development, before stabilizing?>?%38, In mice, AIS
length increases until P15, then decreases as eyes open, continuing until P21's cortical ocular
dominance plasticity onset?®. AIS developmental plasticity may relate to individual neuron
functionality in specific regions®3°. While AIS has a unique range of length and location, its structural
flexibility may be lost with age, leading to alterations*®**l. Aging-related changes differ from
homeostatic processes aimed at compensating for reduced neuronal activity*>*. In older mice, AIS-
associated ankyrinG, spectrin, and actin levels decrease, potentially shortening AIS and reducing
NaV1.6 channel expression, thus increasing primary visual cortex neuronal activity*'. Sensory input
decline seems to affect AIS structural stability in the sensory system. However, the relationship
between AIS morphological changes and neuronal excitability in aging brains remains uncertain.
Studying molecular mechanisms targeting AIS reorganization during aging could help develop new
strategies for diseases of the central auditory segment and for physiological hearing loss.

Contemporary societies with advanced technology expose individuals to heightened sensory
inputs. Continuous exposure to sounds of varying intensities can influence the growth and
development patterns of the neurons in the auditory pathway. During development, sound
stimulation promotes axon initial segment (AIS) shortening but does not modify AIS length in




adulthood. AlIS structural adaptability in response to sound inputs stays within particular boundaries,
avoiding excessive shortening®2. In both development and adulthood, sound stimulation causes a
proximal shift of MNTB neurons' AlS. This contradicts findings from experiments using hippocampus
cell cultures or brain slices where increased neuronal activity results in a distal AlS shift, suggesting
that sound stimulation's impact on AlS position in the auditory system is cell-specific?”-?8. This indicates
that sound stimulation can substantially alter the auditory brain's cellular structures.

Neuronal excitability in the auditory brainstem is a significant area of interest, specifically
regarding AlS plasticity's role in modulating it. MNTB neurons' AP amplitude is crucial for their rapid
spiking properties*, with ion channel location and characteristics believed to be responsible. Research
indicates that sodium channel positioning in the nerve terminal influences the AP waveform®.
Computational models suggest that Na channels located nearer to the terminal could produce a larger,
higher-amplitude AP. Divergent AIS responses to neuronal activity might be influenced by stimulus
conditions and durations, potentially accounting for discrepancies between studies demonstrating a
distal axonal shift in increased neuronal activity?”-232,

The impact of input-related adaptations in the auditory system, regardless whether it is
stimulation or deprivatio, that are physiological or homeostatic in nature, is significant for devising
new techniques and therapies, especially in the modern approach of medicine, with targeted
strategies against lasting deficits or damage, regardless of age.

The axon and the myelin around it

Action potentials (APs) represent electrical impulses conveyed by axons between neurons in
a circuit as a reaction to sensory input or in communication between motor neurons and muscles. In
mammals and various other vertebrates, a substantial proportion of axons are insulated by myelin,
synthesized by Schwann cells in the peripheral nervous system (PNS) and oligodendrocytes in the
central nervous system (CNS). Myelin consists of multiple layers of glial membrane that encase axons,
enhancing transmembrane resistance while minimizing membrane capacitance. While myelinating
glia were once considered passive entities in nervous system functionality, they are now recognized
for their numerous active roles. These roles encompass the modulation of axon diameter, the
management of axonal energy metabolism, and the organization of ion channels at intervals within
the myelin sheath known as nodes of Ranvier. Myelin's active and passive influences on axons lead to
higher AP conduction speeds, decreased metabolic needs, and smaller space requirements compared
to their unmyelinated counterparts. As a result, the existence of myelin and the strategic arrangement
of ion channels within axons have facilitated the development of sophisticated nervous systems in
vertebrates.

In both the central and peripheral nervous systems, glial cells such as oligodendrocytes or
Schwann cells, respectively, tightly wrap myelin around neuronal axons in a segmented pattern®.
Myelin is a substance mostly produced in the nervous system of mammals after birth*’. This process
continues during the entire lifespan in order to support and maintain memory and learning as well as
remyelination after injury. It is a substance rich in lipids, made primarily of proteins (PLP, MBP),
phospholipids, glycolipids, and cholesterol.

Myelin plays a crucial role in the nervous system functionality by providing electrical insulation
for the axon and enabling fast and reliable conduction of action potentials across myelinated axons.
Furthermore, myelination creates the structural and molecular divisions within the axonal
compartment: an alternation of myelinated (internodes) and unmyelinated spaces (the nodes of
Ranvier, with adjacent regions called paranodes and juxtaparanodes)®¢48,




Myelinating glial cells interact with axons at paranodes, which flank the distal and proximal
sides of a node, to form axoglial junctions that are required in forming the node and further nodal
maintenance. Additionally, the regions called paranodes also play a vital role in sustaining conduction
speeds in the myelinated axons, with even the slightest imbalance of the paranodal junctions having
a significant slowing effect on the conduction velocities*. The disruptions of axonal domains are an
important element of several neurological diseases’ pathophysiological pathways. This is yet another
important argument for furthering research in neuron-glia communication and mechanisms and their
corresponding pathological implications in nervous tissue diseases.

The core functionality of the nervous system, regardless if we refer to reflexes, perception,
sensation, or any processing, relies on the constant interplay of action potentials, the primary means
of conveying messages and thus information between neurons. This diverse information is encoded
in action potential frequency as well as the organization and quantity of active neurons within neural
networks. The synaptic transmission timing and the processing of signals in neural circuitry are
affected by disruptions of the conduction capabilities of the axons involved. This is particularly
important because when signals conveyed by different axons reach the same postsynaptic site within
a very short period of time of each other (miliseconds), temporal summation amplifies the overall
postsynaptic response. This concurrent input is necessary in tweaking and enhancing action potential
speeds and for classical conditioning. Besides synaptic transmission, which exhibits plastic changes
vital for information storage in the brain*>%, the activity itself can have direct impact on the axonal

conduction through dependent plasticity in neural fibers, myelinated and non-myelinated alike™>3,

Oligodendrocytes, the central nervous system's glial cells responsible for myelination, can
myelinate between 10 and 30 axons each. These cells are crucial in the plasticity of axonal conduction
within myelinated fibers and contribute to the subtle temporal regulation of neuronal activities. The
white matter plasticity paradigm is supported by the the alterations in speed and excitability of the
axons, particularly within insulated ones; this paradigm is essential in higher and advanced cognition
functions and learning®*.

Oligodendrocytes play a key role in regulating conduction speed by creating myelin sheaths
around axons. Myelinated axon clusters situated beneath the cortex function as connecting cables for
remote cortical areas, making oligodendrocytes crucial for information processing within the central
nervous system (CNS)>>°¢, Lately, there has been growing interest in oligodendrocyte precursor cells
(OPCs), which possess the capacity to multiply and generate new oligodendrocytes in the adult brain®’.
Additionally, OPCs can substitute or alter the circuitry through synapse-like structures across various
brain regions®®. Neural activity governs OPC proliferation and differentiation, which subsequently
impacts information processing by adjusting conduction speed. The initial description and
classification of oligodendrocytes in four groups was made by Pio Del Rio-Hortega. He based his work
on cell morphology and distribution®. Oligodendrocytes' primary function is to produce myelin
around axons, controlling conduction velocity in the CNS. Brain white matter is composed of
myelinated axon bundles that serve as connectors for distant cortical areas, contributing significantly
to information processing®~. Recent research has revealed that OPCs, such as NG2 cells, are mobile
cells capable of proliferating and differentiating into oligodendrocytes within the mature brain®.
Furthermore, OPCs can form synaptic-like bonds adjacent or in contact with presynaptic terminals as
part of neuronal circuits®®. Studies have shown that high-activity axons are preferentially myelinated,
probably via distant, localized translation of MBP at the myelinating wraps. This is suggested to
happen via interactions between oligodendrocytes and axons®’.

Axonal excitability is primarily determined by two factors: the ion channel activity during the
action potential generating process and maintaining the proper ionic equilibrium that make the action




potential transmission possible®2. In myelinated axons, both nodal and internodal ion channels
contribute to axonal excitability. The threshold current required for evoking an action potential is a
common tool for measuring axonal excitability in all axons®. Impaired axonal excitability can result in
suboptimal axonal conduction, leading to altered action potential timing and impaired information
processing. Various mechanisms regulate axonal excitability, including activity-dependent and
neurotransmitter-mediated mechanisms. Temporary alterations in axonal excitability, including
supernormal and subnormal activity states that occur in response to neuronal stimulation, can be
detected in myelinated and unmyelinated axons within the CNS and PNS. Bucher and Goaillard
described the innate regulation of the recovery cycle in 2011. In parallel with the intrinsic processes,
the neurotransmitters and neuromodulators themselves also directly affect the excitability of the
axons by binding to the corresponding receptors that are found on the surface of the axon®>®, Various
neurotransmitter receptors, such as those for GABA, acetylcholine, adenosine, serotonin and
glutamate were identified on axons, further away from either the AlS or the synaptic terminal®%4,

When action potentials are initiated at a specific point on the axon, they set off a
depolarization that spreads much like a domino effect. In unmyelinated axons, this propagation occurs
continuously, whereas in myelinated axons, it takes place through saltatory conduction. To determine
conduction velocity, which refers to the rate at which the electrical impulse travels along the axon,
the distance covered by the signal is divided by the time taken to cover that distance. Various factors
influence conduction velocity, such as the rate at which the membrane depolarizes and reaches the
threshold, as well as the physical size of the various parts of the axon (the diameter and the length of
an internode or the area of a node) and the electrical characteristics (the conductance of the axon,
the capacitance and the conductance of a node) in myelinated fibers®®. As spike conduction is essential
for communication between distinct brain regions, regulating conduction velocity is of paramount
importance.

Conduction velocity can fluctuate based on the specific neural area involved. For example, in
the spinal cord's sensory and motor pathways, maintaining a high conduction velocity is essential for
the quick recognition of environmental stimuli and prompt motor reactions. In the auditory system,
the accurate processing of sound source localization is accomplished via synchrony of the action
potentials, not by having every cell firing at the highest possible speed®. Additionally, conduction
velocity, together with axon length, influences the conduction delay that coordinates the neuronal
circuits timings of information exchanges and neuronal temporal coding®’.

For the avian brain, scientists have identified a disparity in conduction speeds for a fiber that
splits in an ipsi- and contralateral parts. Notably, the contralateral axon branch exhibits a conduction
velocity that is at least two times faster than that measured in the ipsilateral branch in the same
neuron®®_ This selective tuning of the velocity aids in surpassing the confinements dictated by axon
length and makes the binaural coincidence detectors activity possible. Achieving appropriate
conduction velocities is made possible through localized axon-glia interactions that dictate the
internode length®. Neuroactive substances can impact not only axonal excitability but also conduction
velocity. Research by Chida et al.>? revealed that repetitive low-frequency stimulation led to a
reduction of the conduction velocity in the hippocampus of rats for approximately 30 seconds.
Although the inactivation of voltage-dependent Na+ channels might contribute to activity-dependent
modulation of conduction velocity, the study also highlighted the involvement of kainate receptors on
the length of the axonal surface. Repetitive axonal stimulation may result in excessive glutamate
release, which then activates GIuK1 glutamate receptors on neighboring axons. Moreover, increasing
evidence show how glia release transmitters and modulators using different methods, and they could




these modulators and transmitters can also be released from the axonal body through vesicles or non-
vesicular pathways’®73,

The synaptical terminal

As an action potential arrives at a neuron's terminal, it prompts the release of chemical
compounds called neurotransmitters from the cell. These molecules are stored in synaptic vesicles,
subcellular structures that gather at specialized release points known as active zones within axon
terminals. In order to discharge the neurotransmitter into the synaptic cleft, vesicles approach and
merge with the neuron's plasma membrane, leading them to rupture in a process referred to as
exocytosis. Once released, the neurotransmitter acts as the neuron's graded output signal. The
quantity of neurotransmitter emitted depends on the frequency and number of action potentials
reaching the presynaptic terminals. The neurotransmitter then traverses the synaptic cleft and
connects with receptors on the postsynaptic
neuron, creating a synaptic potential. Whether
this potential is excitatory or inhibitory relies on
the specific receptor in the postsynaptic cell,
rather than the neurotransmitter itself.
Moreover, identical neurotransmitter substances
can elicit different responses at various
receptors. The auditory pathway offers a
remarkable model for examining synaptic
transmission, known as the Calyx of Held.

Figure 2, Multiple examples of the Calyx of Held,
from AG CKS

The distinct structure and substantial size
of the Calyx of Held synapse are essential for
conveying sound localization data through rapid
and accurate synaptic transmission in the
auditory system. Several changes in anatomy,
morphology and physiology take place during
when this structure is developing, and these
transformations are vital to its functions later on.
Its considerable size makes the calyx of Held an
ideal place for performing presynaptic
electrophysiology measurements that are inaccessible in other, smaller, regular synaptic boutons. This

exceptional feature has offered invaluable insights into mechanisms of the central neuronal
transmission, especially for its presynaptic part. We can take ion channels, the examination of
presynaptic ion channels, neurotransmitter mechanisms, and plasticity as the fields that benefitted
the most from studying the Calyx of Held.

Sound localization is a vital sensory function for many animals, depending on accurate and
specialized neural networks. The calyx of Held synapse is among the various synapses with distinct
properties that support this processing. Its morphological and electrophysiological features enable
precise signal information transmission, drawing significant attention. The calyx of Held is made of the




distal part of a bushy cell neuron from the ventral cochlear nucleus that wraps around a single principle
neuron in the medial nucleus of the trapezoid body (MNTB)’*75, It experiences swift morphological
and functional changes before hearing onset’®’® , which occurs around postnatal day 12 (P12) in
rats®?82, These alterations guarantee rapid and reliable relay of sound localization data. Intriguingly,
most developmental stages occur before hearing onset in mice, implying that inherent signaling
mechanisms, rather than sensory activity, guide calyx synapse maturation’®2*%, However, in mice,
sensory activity may have a more significant influence the developmental process for calyx formation,
and this suggests that each species’ intrinsic influences of genetic- and activity-dependent elements
are different®®’,

This particular synapse operates in an axosomatic manner and is associated with swift and
efficient synaptic transmission’. The calyceal endzone has numerous active spots, which is precisely
where neurotransmitter exchange takes place’®®. When a VCN globular-bushy cell fires off a single
action potential (AP), it can unleash a considerable number of synaptic vesicles that are filled with
glutamate that drive fast and reliable stimulation of the target neuron from the MNTB®. The strength
and adaptability of this release mechanism are regulated through calcium influx. The number,
composition, arrangement of the voltage gated calcium channels (VGCCs) that mediate the influx
within the active zone have a direct impact on their function”®°%-%,

The calyx of Held possesses distinct structural and functional characteristics that, in
conjunction with MNTB principal cell properties’**, makes the auditory information to be relayed
with a very high degree of precision and accuracy towards the superior processing units®’. We can
safely assume this network as fundamental to the auditory system.

The MNTB principal cell comes in contact with an unusually extended part of the upstream
axon — creating a magnified synaptic terminal. The sheer size of the entire complex makes
electrophysiology studies feasible in an otherwise inaccessible location — the presynaptic terminal. It
is thus possible to measure calcium currents, vesicle releasing and reuptake mechanisms, and, if
desired, simultaneous measurements in the principal cell of the MNTB®®-1%2, This unique situation of a
giant synapse with a 1:1 input-target anatomical layout also makes calcium imaging and calcium
dynamics studies possible for a single neuronal terminal'®*-1%_Naturally, this also means that the Calyx
of Held is suitable for studying vesicular mechanisms and molecules that manage exocytosis, like
synaptotagmins®’~11% and the endocytosis that follows for retrieving molecules from the synaptic
Cleft101,111—115.

The ventral cochlear nucleus (VCN) in adults contains globular bushy cells with large-diameter
axons (2-3 microns in diameter!®) that project to the MNTB on the contralateral side after passing the
brainstem midline, and form the calyx-type synapses. The general rule is one principal neuron receives
input from just one calyx, but there is some proof of multiple calyces converging to the same principal
neuron as well’6117711% Additionally, there are both excitatory and inhibitory afferents to the MNTB
neurons that come from unknown sources, with yet unelucidated functions’®!1%120, The inhibitory
effect is thought to be generated in the ipsilateral cochlea and suffer significant changes during
postnatal development!?!, The ventral nucleus of the trapezoid body (VNTB) was also shown to be a
significant provider of glycinergic inhibition for MNTB!?2,

As the calyx of Held matures, both its morphology and physiological characteristics undergo
modifications to ensure rapid and dependable synaptic transmission’#’>. During the initial and second
postnatal weeks, the presynaptic action potential waveform becomes quicker and shorter, which
decreases release probability and synaptic delays and allows the calyx to fire at high frequencies’®.
These alterations are partly the result of voltage-gated Na and K channels changes during the early
development stages, with higher channel density, faster K current activation as well as faster
inactivation and recovery of sodium currents®>123124,
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1.2 The auditory pathway

Sound is created through the vibration of an elastic medium, such as air, resulting in
alternating compressions and rarefactions. In air, the process of sound propagation occurs at a speed
of approximately 340m/s'?>. In order to generate these pressure changes, the vibrating sound source
must exert force on the conductive medium. The overarching role of the auditory system is to
perceive, interpret and integrate the surrounding auditory landscape. In order to accomplish this,
several components including the ear and subcortical and cortical auditory pathways with all their
connections and implications having to work together!?®.

Our ears are responsible for capturing the mechanical energy and transmitting it to the
receptors, where it is processed into electrical signals that can be analyzed by neurons. These three
functions are carried out by the external ear, middle ear, and inner ear, respectively!?®.

The mammalian external ear is primarily comprised of the auricle, a cartilage cup-like
structure on the lateral sides of the head. The auricle has several functions: similarly to a parabolic
antenna it aids in collecting sound efficiently and focusing it into the ear canal, or external auditory
meatus'?’, and making use of sound features for sound source localization. This, in turn, leads to the
eardrum or tympanum, with a varying dimension from species to species. The corrugated surface of
the auricle is particularly adept at collecting sound from specific positions relative to the head and is
thus not equally effective in capturing sound from all directions. Our ability to compute sound sources,
particularly on the vertical axis, depends largely on the ability to focus sound that the external ear
has'?,

The middle ear is a cavity that contains air, and is directly linked to the pharyngeal cavity
through the Tube of Eustachio. The three ossicles (small bones) in the middle ear vibrate and conduct
the sound from the tympanic membrane to the cochlea. A curiosity about them is that the first two
are evolutionary remnants of reptilian ancestors, for whom they served as components of the

jaW126,127

The inner ear is also called the cochlea and it has a coiled structure (that is approximately 9
mm in diameter in humans) and shaped like a snail's shell. A thin layer of laminar bone covers it the
temporal bone (the hardest bone in the human body) surrounds it, for protection. The cochlea consists
of three compartments that are filled with liquid, named scalae, with the scala vestibuli farthest from
the base and the scala tympani nearest to the cochlear base and the scala media, which is positioned
between the other ducts and is delimited by elastic structures, the basilar membrane and the
Reissner's membrane. These structures play a crucial role in auditory transduction!?6:127:129,

The cochlea of therian mammals is a distinctive feature not found in other vertebrates,
including monotremes. While several hypotheses have been proposed about how the unique shape
of the cochlea may enhance its function, none have been able to fully explain its origin, other than its
ability to fit a long structure into a small space'®’. The cochlea's evolution involved losing the vestibular
lagenar macula and having an endolymph that is significantly less abundant in Ca?*. The configuration
and dimensions of the cochlea in different species are influenced by a range of factors, including the
creature's size, way of life, sound pinpointing, interaction, and echolocation abilities. Before the
development of the spiral cochlea, bone had permeated the organ of Corti's soft tissues, and the
emerging laminae probably offered improved mechanical compatibility with the mammalian middle
ear, ultimately resulting in high-frequency hearing. Simultaneously, the protein prestin evolved,
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acquiring high-frequency amplification capacities that were later independently enhanced in bats and
toothed whales®?®.

Auditory nerve fibers exit the cochlea and merge with the vestibulocochlear nerve, thus
forming the eighth cranial nerve. This enters the brain and the auditory fibers relay in the cochlear
nucleus, which is made of the following parts: the anteroventral cochlear nucleus (AVCN), the
posteroventral cochlear nucleus (PVCN) and the dorsal cochlear nucleus (DCN). The fibers split into
two branches: the ascending part towards the AVCN and the descending part towards the PVCN
initially and terminates in the DCN. In each of the three CN subdivisions, the nerve fiber branches
establish a multitude of connections with diverse neuron types that vary in their anatomical position,
structure, cellular functioning, synaptic inputs, and their properties related to time and frequency
reSp0n595126’130’131.

For instance, the AVCN has spherical and globular bushy cells that form strong excitatory
synapses from the auditory nerve, known as Endbulbs of Held®®. The bushy cells display primary-like
responses, meaning their firing patterns in response to sound are almost the same as the auditory
nerve fibers’ that drive them, preserving temporal firing pattern information. Another type of neuron
found in the AVCN and PVCN are the stellate cells, which receive inputs from several auditory nerve
fibers and other neuron types!2. They exhibit rhythmic bursts as responses to pure tone stimuli
(chopper), but are unrelated to the tone stimulus frequency. They might not maintain the precise
timing of incoming spikes; however, they exhibit more refined frequency selectivity and potentially a
broader dynamic scope. This makes them more apt for encoding the spectral structure of incoming
signals!,

The posteroventral cochlear nucleus cells fire a single AP at the beginning of a pure-tone that
is presented. They are called onset cells and can come in different flavors: stellate or octopus cells.
These cells receive inputs from more than one auditory fiber, making them have a broad frequency
tuning. Even if they have very low latency jitter (10s of microseconds), their purpose is not solely to
mark the beginning of a sound. When stimulated with complex tones, such as two tones played
together, onset cells mark every beat with an action potential, not just the beginning of the complex
tone. Therefore, these cells process and offer more information about the complex tones’ temporal
properties, not just about the onset!?8131,133,134

By contrast, DCN cells have more complex response patterns (pauser-type) and can be either
fusiform or pyramidal in shape. They can be inhibited by some frequencies and excited by others,
indicating a role in detecting spectral contrasts. Additionally, the DCN receives somatosensory input
from the skin or the outer ear, making their processing even more complex. While cells in the ventral
cochlear nucleus (VCN) process the sounds’ temporal properties, cells in the DCN deal with spectral
contrast detection®3%13%,

Experts on cochlear nucleus cell physiology further categorize the cells into such as chopper-
transients, onset-lockers, or primary-like with notch, although this is beyond the scope of this thesis.

The primary cell types of the cochlear nucleus project to various locations within the auditory
pathway. Eventually, all signals from the CN arrive at the midbrain's primary auditory processing
center, the IC. Although the majority of stellate and dorsal cochlear nucleus cells project straight in
the inferior colliculus, the projections coming from the anteroventral cochlear nucleus bushy cells go
via the brainstem's superior olivary complex (SOC). The olivary nuclei contribute to our spatial
perception of sound by converging information from both ears. The complex is a cluster of nuclei
located in the mammalian brainstem that plays a critical role in sound localization in the horizontal
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plane. It is mainly composed of the medial nucleus of the trapezoid body (MNTB), medial superior
olive (MSO), lateral superior olive (LSO), the superior paraolivary nucleus (SPN) and the lateral
lemniscus nuclei'®*. Globular bushy cells of the VCN project to the MNTB, which converts an excitatory
input to an inhibitory, glycinergic output targeting all the other nuclei of the SOC- MSO, LSO, SPN,
VNLL3¢, Spherical bushy cells provide excitatory input to the ipsilateral LSO and bilateral MSO, while
octopus cells go contralaterally to the neurons of the contralateral VNLL and the SPN. Some further
smaller structures like the lateral and the ventral nuclei of the trapezoid body and several periolivary

nuclei complete the organization of the superior olivary complex in mammals!3>1%7,

The superior olivary complex is an evolutionary outcome of the need to process information
about the auditory environment with enough precision and reliability’*® and now plays a prominent
role in auditory processing through two pathways that process horizontal sound source localization.
The MSO processes interaural time differences (ITDs) and the LSO encodes interaural level differences
(ILDs). According to the duplex theory, the low-frequency sounds are used for ITDs and high-frequency
sounds are used for computing ILDs in mammals®3°.

The MNTB provides necessary fast glycinergic input for ITD and ILD computations!®!?, The
SPN, although the main target of MNTB inhibition in the auditory brainstem, has not been implicated
in contributing to sound localization, but rather to the encoding of sounds rhythms, gaps and temporal
edge5140_142.

Axonal projections from the cochlear and SOC nuclei course through the lateral lemniscus
fiber tract towards the inferior colliculus (IC), potentially emitting collateral branches to the nuclei in
the lateral lemniscus. These ascending fibers are almost always crossed, so that the regions in the
inferior colliculi and the auditory cortices and thalami respond more robustly to sounds coming from
the opposite ear'®,

The inferior colliculus structure is intricate, with a commissure connecting the right and left
colliculi, which facilitates additional binaural interplay in the ascending auditory pathway. ICs contain
many interneurons, which likely perform various operations that are just beginning to be
understood®** %, The inferior colliculus is further split in subnuclei, with the most prominent being
the central nucleus (ICC). It gets most of its inputs from the brainstem and one of the adjacent
structures, the nBIC, projects to the superior colliculus (SC), a gaze control center, to facilitate eye and
head movements towards novel sounds'*>%8, The majority axons leaving the IC nuclei go through the
brachium fiber bundle reaching the medial geniculate body, which is the principal relay for the
auditory pathway in the thalamus. The MGB is also subdivided into ventral, dorsal, and medial
nuclei!®>. Notably, most auditory nuclei have a tonotopic organization, including the CN, SOC, NLL, ICC,
vMGB, with neurons being anatomically arranged according to their characteristic frequency, with the
exceptions of lateral, dorsal and brachium nuclei of the IC. Structures in the auditory midbrain that
display a tonotopic organization are known as "lemniscal," whereas those that do not are referred to
as "nonlemniscaI."135’136’143’148’149

Most of the fibers coming from the thalamus travel towards the temporal lobes, and reach
the auditory cortex on each side. This is not exhaustive, as some MGB fibers project to the limbic
system, which is considered responsible for the affective part of the overall response to sound. The
auditory cortical fields on both sides are connected via the corpus callosum, by commissural
connections. This allows for bidirectional informational transfer among the right and left hemispheres.
In the auditory cortex, stimuli delivered to either ear can influence the discharge patterns of nearly all
acoustically responsive neurons31133-135,

13



The auditory cortex is divided into various fields, some of which exhibit clear tonotopic
organization while others do not. These fields are differentiated not only by their tonotopy but also
by their anatomical connectivity patterns, physiological characteristics of their neurons, and the
presence of specific cell markers such as parvalbumin?*>%!, Up to the thalamic level, the ascending
auditory pathway appears to be relatively consistent across mammalian species, with some variations
such as the large intermediate NLL in rats and well-developed LSO in cats. However, the auditory
cortical fields are organized differently across species, particularly in higher-order areas, leading to
different names being used to describe them. Therefore, while subcortical auditory structures have
similar anatomical structures across species, the naming of cortical fields may vary considerably. For
instance, two primary cortex areas are present in carnivores and primates, they are situated next to
each other and receive significant input from the thalamus®®2. However, while in carnivores these are
called the primary auditory cortex (A1) and the anterior auditory field (AAF)'*3, in monkeys they are
known as Al and R, but we do not know how comparable they truly are. The posterior auditory field
in cats also bears certain resemblances to the CL and CM areas in monkeys, however we do not know
about other species'®. Because the cortex is the youngest and most prone to adaptation section of
the brain, it could exhibit fundamental particularities for different species. For example, echolocating
bats have several specialized areas in their auditory cortex for processing echo delays and Doppler
shifts'°%1> that do not have an apparent counterpart in the monkey brain. For all mammals though,
the auditory cortex has a primary area, surrounded by a second-order belt. They are responsible for
communicating with other advanced cognitive structures, such as the site of short term memory and
action planning, the prefrontal lobe, or the infratemporal structures that process object recognition
158159 As far as we know, we wouldn't be able to recognize the sound of a Formula 1 V10 engine or
recall the beginning of a spoken sentence when it ends without the involvement of these high-level
cortical areas. Hence, they are also essential components of the auditory brain.

A significant number of neurons also convey information in the reverse direction (top-down
or efferent), starting from the frontal cortex and moving towards the auditory cortex, and then from
the auditory cortex to every station in the midbrain and thalamus, particularly the medial geniculate
body and the inferior colliculus'3>143148149 'Kyt 3lso the NLL, SOC, and CN3%136.143 Following this, the
information is transmitted backwards, with fibers reaching from the superior olivary complex all the
way to the OHCs or IHCs. This disposition shows how auditory processing involves and requires not
only feedforward but also feedback circuits at various stages, allowing the system to adapt to the
unique requirements of diverse environments or circumstances**.
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1.3 Potassium channels

The neuronal excitability and signal transmission are key requirements for the proper
functioning of the auditory pathway described in the previous chapter, and the neurons possess an
extended machinery for achieving this. An important part of it is represented by the voltage-gated
potassium channels (Kv). These channels are transmembrane proteins that enable potassium ions to
pass through the cellular membrane when the membrane potential changes. Their activity is
important for gauging the resting membrane potential, for action potential shaping — and
consequently the firing frequencies and patterns.

Groundbreaking work in this field was first done by Hodgkin and Hukley in 1952, and they

identified the basis of action potential depolarization: the delayed rectifying potassium currents, but
the plethora of variants and the complexities of potassium channels were not known or even
suspected at that time. We know know of about 40 subunit genes in 12 families that contribute to the
assembly and formation of a wide variety of Kv channels, each with their distinct properties and
functions®®?,

A functional potassium channel is usually made of four a subunits, that could be
complemented by B subunits or other accessory proteins. The subunits can assemble in various
combinations for achieving channels with unique properties. The selective permeability for K+ ions is
achieved through the pore region, which, from a structural point of view, is highly conserved among
the variants of Kv; this feature is combined with functional diversity that is enabled by other structural

variations of the channels®?.

The potassium channels classification shows several families that are based on the sequence
homology and the functional characteristics. The major voltage-gated (Kv) potassium channel families
that are involved in neural excitability are the Kv1 (Shaker), Kv2 (Shab), Kv3 (Shaw), and Kv4 (Shal).
Each of these has their own distinct activation/inactivation kinetics, that makes them suitable for
different roles in neuronal functioning®.

The auditory brainstem (that was presented in the previous chapter) is an excellent model for
studying the physiological roles of Kv channels in neurons. In the context of processing information
for sound localization tasks, the medial nucleus of the trapezoid body (MNTB) receives excitatory input
from the cochlear nucleus and projects inhibitory output towards several other nuclei — the medial
and lateral superior olives, the superior paraolivary nucleus and the nuclei of the lateral lemniscus.
The potassium channels that are involved in this circuitry can be classified as either fast or slow in
terms of activation and inactivation kinetics or high- or low-voltage-activated®’.

The fast potassium channels are the Kvl and Kv3. Kvls are low-voltage-activated, so they
begin activating at relatively low depolarizations. They exhibit fast activation, but not as fast as the
Kv3 variants. Their function is to establish the AP firing threshold and to control the excitability of the
neuron. Their role is to ensure one-to-one fidelity in synaptic transmission, by preventing multiple
action potentials to form as a response to a single excitatory input due to their slow inactivation
kinetics. This maintains precise timing and reduces temporal jitter'®*. The Kv3 channels on the other
hand are high-voltage-activated, thus requiring a significant depolarization for their activation, which
occurs during the action potentials. The fast kinetics make them essential for the fast repolarization
of the AP, which in turn is a requirement for high-frequency firing rates with minimal jitter'®416°,

The more slowly activating potassium channels are the Kv2 and Kv4. Kv2 channels are also
high-voltage-activated units, but they have slower kinetics. Once they are activated, they remain open
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for longer and thus contribute to the stabilization of the membrane potential during high-frequency
firing. In the MNTB, Kv2.2 channels help to hyperpolarize the membrane potential between action
potentials, a critical requirement for maintaining the sodium channels availability for future APs,
Kv4 channels are low-voltage-activated, similar to Kvl, and they generate transient potassium
currents, known as A-type currents. Their kinetics require prior hyperpolarization to remove the
steady-state inactivation before they can activate once more. The Kv4 channels influence the neuronal
excitability by modulating the number of action potentials during depolarization or excitatory

postsynaptic potentials®’.

lon channel functioning is important for understanding the various types of synapses in the
brain, each with their characteristics and roles. For the auditory brainstem, the potassium channels
play an important role, with Kv3.1 and Kv3.3 being crucial for proper physiological functioning. Part of
the work for my thesis was to gain more insights on the role of Kv3.3 subunits in synaptic transmission
in a model auditory synapse, the Calyx of Held.
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1.4 Semantics, adaptation & (en)coding

Coding & encoding

As with almost every aspect of
reality, the devil is in the details. To
ensure an accurate portrayal of a
notion, one must pay attention to the
way information is conveyed. For
humans (and not only!), semantics is of
utmost  importance. The  word
“semantics” comes from Ancient Greek
(sémantikds, "significant") and it refers
to the study of meaning or truth. Even
in academic environments, it can often
happen, without intent, to use terms in
the wrong way; This can lead to
confusion and ultimately to more time
and energy spent clarifying, rather than
tackling a certain subject of interest. To
prevent this, | will discuss in this section
some of the relevant terms for this
work.

Salvador Dali, A Logician Devil, part of the Divine
Comedy series. 1963

There can often be confusion surrounding the terminology used in neuroscience, particularly
when discussing "coding" and "encoding." To help clarify these terms, Theunissen and Miller provided
comprehensive definitions and outlined their significance in their study'®®. Two primary encoding
approaches exist: Rate encoding, where the conveyed information relates solely to the average spike
count within the encoding time frame or any weighted average throughout that period, and Temporal
encoding, in which extra information is associated with certain aspects of the spike pattern's timing
within the encoding window. Temporal coding, on the other hand, is characterized as the application
of rate or temporal encoding techniques to represent a fluctuating sensory signal. This approach
establishes a direct connection between the moment a sensory event occurs and the corresponding
neural response's timing. In simpler terms, temporal encoding uses time as the syllabus for
transmitting information, while temporal coding represents the way time is depicted — through

encoding —in neural codes.
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Adaptation

When we come across the notion of “adapting”, we are referring to a biology-specific process,
in which an organism becomes fitter to its environment. It is one of the evolutionary biology concepts,
alongside natural selection, inclusive fitness, progress and decent®®, Although adaptation is mainly a
process rather than a feature, for practical reasons, it refers to end results: the features that result
from the process. If one desires to set apart the two notions, they can use the term “adaptive trait”
for the product (i.e. function or bodily part) and “adaptation” for the process'’®*”? Biologist
Theodosius Dobzhansky gives the following definitions for adaptation:

1. Adaptation is the evolutionary process whereby an organism becomes better able to
live in its habitat or habitats'’3.

2. Adaptedness is the state of being adapted: the degree to which an organism is able
to live and reproduce in a given set of habitats’*

3. An adaptive trait is an aspect of the developmental pattern of the organism, which
enables or enhances the probability of that organism surviving and reproducing®’®.

For adaptation to be feasible, it must happen in an organism that is viable while evolving and
developing. This puts certain requirements on the process, the main being that any genetic or
phenotypic change must be relatively small, due to the sheer size, complexity and intertwining of the
developmental systems. This view has been much debated, as “relatively small” could mean rather

large genetic changes as well — the polyploidy in plants’®.

The sets of adaptive traits keep the organisms alive in their ecological niches. These could
refer to structure, behaviour or physiology. By structure we mean the bodily traits, such as size,
covering, etc, while behavioural adaptive traits can be passed on specifically, like instincts, or as the
inherited ability to learn. A few examples are foraging, sexual behaviours and vocalized
communication. The physiological adaptive traits make specialized tasks possible: secreting certain
substances, -tropisms, while also encompassing broader aspects, like body development, maturation,
homeostasis (i.e. ionic balance, temperature regulation).

One must keep in mind that similar concepts to adaptation exist and they could be wrongly
inter-used. Adaptation is different from learning, acclimatization and flexibility. These are changes,
which are not inherited. Learning means a better behavioural performance output, acclimatization is
an automatic adjustment in physiology and flexibility is the organism’s capacity to survive various
environments; all of these happen during the life span of an individual (also in the physiological
range!). To better illustrate the difference and link between adaptation and other terms, we can think
about the situation in which a person moves to a high-altitude environment: their breathing and
fitness are no longer optimal, but if they spend enough time in that environment, acclimatization to
lowered oxygen pressures occurs, for example though an increased red blood cell production. The
adaptation product is the ability to acclimatize, not the acclimatization. Some humans would have
their reproductive rates decline, and they will contribute less to the later generations. In time, and by
gradual natural selection, all individuals will become adapted to the new environment; it was very
elegantly shown by observing the performance of high-altitude long-term communities compared to
the performance of newcomers, despite them having time to acclimatize®”’.

We must not forget about the trade-offs of this process: the adaptive traits can be destructive
on other aspects of life — ostriches can run very fast, but are unable to fly, mammals hair can help
temperature regulation, but provide a niche for parasites. The overarching goal is compromising, not
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perfection — “It is a profound truth that Nature does not know best; that genetical evolution... is a
story of waste, makeshift, compromise and blunder.” 78 and “Since the phenotype as a whole is the
target of selection, it is impossible to improve simultaneously all aspects of the phenotype to the same
degree”®,

Time and the brain

According to physics, our universe has a minimum of four dimensions: three spatial
dimensions and one temporal dimension. Relativity theory proposes that these dimensions are
merged into a continuum, with invariants that are neither purely spatial nor purely temporal, but
rather spatiotemporal measures that combine spatial and temporal coordinates (spacetime intervals).
Conversely, biology reveals that space and time are experienced differently; while most of our sensory
organs can directly perceive spatial distances, there is no evidence of direct sensory perception of
time.

These two fields of study examine the relationship between observers and the observed from
complementary perspectives. Physics focuses on the observed, while biology examines the observer.
It is intriguing that physics treats space and time as nearly equivalent dimensions, whereas biology
identifies fundamental differences in how biological observers perceive space and time. Therefore, a
complete understanding of the observer-observed relationship regarding spacetime requires an
understanding of how biological agents perceive time.

The brain constructs the perception of time without relying on dedicated receptors, unlike the
direct links between spatial perception and sensory organization. Although temporal relationships can
aid spatial perception, the reverse is not necessarily true. Despite this asymmetry, our abstract
description of spacetime does not differentiate between temporal and spatial dimensions. A rather
recent study suggests that the perception of "filled" intervals, marked by enduring events, differs from

"empty" intervals, marked by isolated events®”.

Although the sensory organs do not function like a camera, which is based on capturing a rapid
succession of still images, the brains still need to resolve temporal features of the incoming stimuli,
no matter the modality. Due to the nature of our input requirements, the resolution can be either
high or low. For a fair perspective, we can take smell, vision and hearing for comparison:

Smell, being a chemical-based process, is on the lower side of the temporal resolution spectrum, with
mice being able to achieve an up to~40 Hz odour structure discrimination rate®.

The peak temporal resolution of vision, for example, is ~129 Hz for the peregrine falcon, a raptor bird
that tracks fast-moving and maneuverable prey!®!, while for mice it is 15 Hz at best®2,

With hearing, the temporal resolution can be defined as how many changes in the perceived sound
can happen each second and that rounds up to ~500 Hz, measured through gap detection
thresholds®184,

The particularity of sound is the inherent nature of it: an oscillating value of the pressure in a
conducting medium. The oscillation values simply translate to sound frequency, and an organism has
two cutoff values, a low one and a high one, with the hearing range in between. In vertebrates, it can
be from 16 Hz to more than 100 kHz, with many animals having several orders of magnitude wide
capabilities (human 20Hz-19kHz, ferret 16 Hz-44kHz, mouse 900Hz-79kHz, porpoise 75Hz-150kHz).
Although the thought of any kind of neuronal receptor directly being capable of picking up a
mechanical oscillation of hundreds of thousands of cycles per second is appealing and exotic, the
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reality is slightly different: the sound transduction is highly dependent of the intrinsic mechanical
properties of a membrane with which hair cells interact (basilar membrane). Interestingly enough,
there is a 1-to-1 action signal generation up until ~1-2 kHz, in which mechanical-gated ion channels in
the hair cells are able to keep up with the oscillations themselves. This phenomenon is called phase
locking. For the rest of the frequencies, the hair cells rely on the highly localized oscillation properties
of the corresponding part of the basilar membrane.

1.5 Motivation & objectives of the thesis

The importance of neuronal adaptive traits for fast and accurate information transmission is
best highlighted in the auditory system. Having a plethora of mechanisms which enable it in the
mammalian brain, as illustrated in the introduction section of this thesis, could put someone in
difficulty when choosing their work angle if they wanted to further the knowledge in this field.
However, previous work of our department and our lab on activity modulation of myelination'®®
provided a valuable hint for my starting point. The aim of refining the insights on the contributions of
myelin to individual sets of conditions had started to take shape and was clearly defined by the
accepted grant proposal of my Pl, Conny Kopp-Scheinpflug. Additionally, through a collaboration with
lan Forsythe’s group, we also aimed at looking at how potassium channels influence the same timing
accuracy in the auditory pathway.

From there, we were happy to have our objectives established:

- Toassess whether physiological (non-pathological) monaural sensory alterations could be
a working model for influencing the normal auditory function and establish it as our
working paradigm.

- To measure electrophysiological changes induced by our paradigm

- To describe the anatomy of myelinated fibers in the auditory system, in the context of
monaural sensory sensory alteration.

- Toinvestigate invivo electrophysiological characteristics of Kv3.3 potassium channels.
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Ambient sound stimulation tunes axonal conduction velocity
by regulating radial growth of myelin on an individual,
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Adaptive myelination is the emerging concept of tuning axonal conduction velocity to the
activity within specific neural circuits over time. Sound processing circuits exhibit struc-
tural and functional specifications to process signals with microsecond precision: a time
scale that is amenable to adjustment in length and thickness of myelin. Increasing activity
of auditory axons by introducing sound-evoked responses during postnatal development
enhances myelin thickness, while sensory deprivation prevents such radial growth during
development. When deprivation occurs during adulthood, myelin thickness was reduced.
However, it is unclear whether sensory stimulation adjusts myelination in a global fashion
(whole fiber bundles) or whether such adaptation occurs at the level of individual fibers.
Using temporary monaural deprivation in mice provided an internal control for a) differen-
tially tracing structural changes in active and deprived fibers and b) for monitoring neural
activity in response to acoustic stimulation of the control and the deprived ear within the
same animal. The data show that sound-evoked activity increased the number of myelin
layers around individual active axons, even when located in mixed bundles of active and
deprived fibers. Thicker myelination correlated with faster axonal conduction velocity and
caused shorter auditory brainstem response wave VI-I delays, providing a physiologically
relevant readout. The lack of global compensation emphasizes the importance of balanced
sensory experience in both ears throughout the lifespan of an individual.

white matter | axonal conduction | sensory deprivation | myelination | hearing

The development of a bony skull combined with increased brain size during the evolution
of the vertebrate nervous system required faster axonal conduction velocities than can be
achieved by a simple increase in axon diameter. The role of myelin in supporting such an
increase in conduction velocity was originally understood simply as a static physical insu-
lator acting to increase resistance and reduce the time scale of membrane uncharging.
However, myelinated axons are highly plastic, shaping firing rates, conduction velocity,
and reducing energy consumption of axonal conduction (1, 2). Thus, myelination is now
considered an integral part of neuronal processing in the vertebrate brain, but the mech-
anisms underlying activity-dependent myelination are still elusive.

'The function of myelin in sensory processing, cognition, and demyelinating neurological
disorders is predominantly addressed by structural analysis of myelination patterns created
by the specific sequence of nodes and internodes, as well as by the thickness of the myelin
sheaths with respect to axon diameter. While the longitudinal pattern of myelin along
axons is defined by neuronal identity (3, 4) and as such, optimizes the network behavior
(5, 6), myelin thickness is generally defined by the canonical “g-ratio” (axon diameter/
fiber diameter) with species-specific variations between 0.6 and 0.8 (7, 8). However, both
myelin thickness and g-ratio change with axonal activity. Increased axonal firing rates
following sensory maturation, skill learning, or social engagement (9-11) cause thicker
myelination of the involved axons, while sensory or social deprivation results in thinner
myelin sheaths (11-13). The mechanisms by which axonal activity levels are communicated
to myelinating oligodendrocytes and what degree of change in myelin thickness is required
to achieve a physiological objective are still largely unknown.

During development, increased neural activity regulates myelination (14, 15) via the
release of soluble axonal factors such as adenosine (16), GABA (17) or glutamate (18),
which subsequently lead to calcium-transients in nearby myelin sheaths and in the somata
of myelinating oligodendrocytes. This calcium increase triggers enhanced myelination of
active axons. Later in development, when myelin sheaths have already formed around
their axon, activity-dependent calcium-transients were only observed in the myelin sheaths,
but not in the oligodendrocyte somata (19). Therefore, once most parts of the axon are
myelinated and vesicle secretion becomes restricted to the synaptic terminal, axon-glia
communication needs to take a different form.
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Significance

Myelin ensures fast and reliable
conduction of action potentials
along axons. Once myelin in the
central nervous system is lost due
to disease, injury, or aging,
remyelination efforts by
proliferating oligodendrocyte
precursor cells occur, but often
remain incomplete. Therefore,
reaching and maintaining optimal
myelination through sensory or
social experience forms a crucial
equilibrium. Using the auditory
system as a model, the present
work shows that activity-
dependent myelination occurs at
the level of individual axons and
that activity in one input channel,
i.e., one ear, contributes to
proper myelination of activated
axons. However, activity in one
input channel cannot compensate
for activity deficits in another,
thereby causing imbalanced
myelination and mismatched
auditory temporal processing.
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Release of ATP, GABA, or glutamate from synaptic terminals
or the nodes of Ranvier requires a form of volume transmission
to reach their receptors on the oligodendrocyte somata. While
such nonspecific mechanisms would be suitable for homogenous
fiber tracts where all axons that are myelinated by the same oligo-
dendrocyte are equally active, little is known about whether adap-
tive myelination can occur at the level of individual axons,
particularly within heterogeneous fiber tracts (20). This gap in
knowledge most likely arises from the fact that axons within a
fiber tract often originate from neurons of similar class-specific
genetic identity, which attracts the same subpopulation of myeli-
nating oligodendrocytes (21), conveys similar activity levels and
dictates projections to similar targets. Together, this complicates
the use of genetic markers for pharmaco- or optogenetics as well
as input-specific neural activation. One recent study, using elegant
pharmacogenetics, showed that individual active axons within a
fiber tract will be preferentially myelinated during development,
suggesting local axo-glial communication (22).

Here, we take advantage of the auditory system, which allows
differential sensory stimulation of left- and right-side neural cir-
cuits. Two monaural fiber tracts were targeted: 1) the auditory
nerve, formed by axons of spiral ganglion neurons, and 2) the
trapezoid body (TB), formed by axons of globular bushy cells
(GBC) which cross the midline and project to nuclei on the oppo-
site side of the brainstem (5, 6, 11). Afferent auditory nerve fibers
of the spiral ganglion neurons only contain axons arising from the
same ear; however, within the TB, each bundle could contain
fibers crossing in one direction only or it could contain a mixture
of fibers originating from both sides of the head. An answer to
this dilemma will further our understanding of how oligodendro-
cytes regulate myelination in two ways. First, if all fibers in a
bundle arise from the same ear and possess similar activity levels,
soluble factors released by active axons and distributed via volume
transmission will likely reach oligodendrocyte somata and regulate
myelination globally for all axons within the same bundle. Second,
if axons within a bundle arise from different ears and possess dif-
ferent activity levels, a differential, local axon-by-axon regulation
of myelin might be needed.

Neuronal firing in the auditory pathway consists of spontaneous
activity and sound-evoked activity, the latter only starting at about
P10 in mice. A mild and reversible (11) sensory deprivation
approach was used by raising mice with monaural earplugs between
P10 and P20. This allows the degree of myelination of individual
axons within mixed-activity fiber bundles to be measured, while
additionally creating an internal control by the nonplugged ear to
assess the physiological significance of adaptive myelination.

Results

Sagittal brainstem sections show that TB fibers are organized in
bundles, isolated from each other by perpendicularly arranged
pyramidal tract fibers (Fig. 1C). To test the composition of TB
fiber bundles, anterograde tracers of different colors (tetramethyl-
rhodamine and biocytin) were injected into the cochlear nucleus
of the control and the deprived ear (Fig. 14). Coronal brainstem
sections show that both tracers labeled TB fibers, approaching
and crossing the midline from either side of the brain (Fig. 1B).
Many of the fibers form giant calyx synapses upon targeting the
medial nucleus of the trapezoid body (MNTB). In addition,
some cell bodies are retrogradely labeled, consistent with an
efferent projection of the MNTB to the ipsilateral cochlear
nucleus (23). Coronal sections were counterstained with CC1,
a marker commonly used for detecting mature oligodendrocytes
(24). An 800-um x 400-pum region of interest was defined left

https://doi.org/10.1073/pnas.2316439121

and right of the midline in coronal sections and the number of
CCl-positive cells was counted. The side receiving active input
contained 778 + 57 oligodendrocytes/mm2 (n = 3 mice), which
was not significantly different from the deprived side with
751 + 77 oligodendrocytes/mm” (n = 3 mice; paired # test:
P =0.174). There were no signs of membrane blebbing or
nuclear fragmentation in the CCl-positive cells on either side,
suggesting that the deprivation did not cause oligodendrocyte
death (Fig. 1 B, Inset).

Sagittal sections were taken at three positions: near the midline,
~200 um lateral to the midline and ~600 pum lateral to the midline
and the two colors of the tracers were then used to identify control
or deprived fibers (Fig. 1 D and E). Inspection of eleven monau-
rally deprived, bilaterally traced brains revealed active and deprived
fibers to form interspersed, salt-and-pepper like patterns within
each fiber bundle (Fig. 1D). Counterstaining with antibodies
against myelin basic protein (MBP) showed that not all TB fibers
were traced via the cochlear nucleus injections (Fig. 1E). Based
on the circular MBP labeling, axon diameter and myelin thickness
were assessed by fitting two ellipses to each axon as previously
described (11). To minimize bias, all axon and myelin measures
were taken from monochromatic images showing only the MBP
staining. Each axon was numbered so that it could be identified
as active, deprived, or nonlabeled upon overlaying the tracing
colors. Since nonlabeled fibers could potentially originate from
the active or deprived side, they were disregarded for further
analysis.

In agreement with Sinclair et al. (11), auditory deprivation insti-
gated fewer large-caliber axons in the trapezoid body, particularly
at locations further away from the midline (Fig. 17). GBC axons
undergo an increase in axon diameter as they approach the calyx
synapse in the MNTB (6, 11). Sagittal sections taken at ~200 um
and ~600 um from the midline at either side, include the MNTB
and therefore contain axons that are close to forming calyx syn-
apses. Our data revealed more large-caliber axons in the 200-um
and 600-um sections for the control fibers, but not for the deprived
fibers, resulting in significantly decreased overall axon diameters.
Sagittal sections near the midline did not show a difference in axon
diameter (near midline,,,,o: 1.30 + 0.45 um vs. near midline g yeq:
129 + 0.50 pm, 2 > 1.000; 200 pm,,.: 1.61 £ 0.59 pm vs. 200
MM e 1.37 £ 0.39 pm, P < 0.001; 600 pm,,, o 1.73 + 0.86
pm vs. 600 umyeyy;,eq: 1.27 + 0.54 pm, 2 < 0.001; n = 1,565 fibers;
11 mice; one-way repeated measures ANOVA followed by the
Bonferroni # test; Fig. 1F). In addition to the changes in axon
diameter, the present data show significantly thicker myelin in
control compared to deprived fibers at all three locations (near
midline o 0.61 + 0.19 um vs. near midline;eyyyeq: 0.52 + 0.16
pm, P < 0.001; 200 pm o 1.04 £ 0.26 pm vs. 200 pmy o
0.95 £ 0.16 um, P < 0.001; 600 pm_.__: 1.04 + 0.24 pm vs. 600
MMy rieq: 0-87 + 0.17 pm, P < 0.001; n = 1,565 fibers; 11 mice;
one-way repeated measures ANOVA followed by the Bonferroni
t test; Fig. 1G). Similar statistical results were achieved when dif-
ferences in axon diameter and myelin thickness were analyzed
within animals (gray lines in Fig. 1 Fand G) or within fiber bun-
dles (black lines in Fig. 1 F and G). The within bundle analysis
was restricted to bundles containing more than 10 traced fibers of
both colors to ensure statistical power (axon diameter,,: 1.43
+ 0.23 pm, axon diameter;eyeq: 1.23 + 0.18 um, paired # test:
P =0.002; myelin,,,;: 0.95 £ 0.10 um, myelin,, ;.4 0.87 = 0.08
um, paired # test: P = 0.005). Together, these data suggest that
activity-dependent adaptive myelination occurs on an individual
fiber basis, even when they arise from neurons of an identical
cell type, possessing the same target and run within the same

fiber bundle.
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Fig. 1. Radial growth of myelin occurs on an axon-by-axon basis. (A) Ventral view of a mouse brain illustrating the injection of different colored tracers into both
cochlear nuclei to differentially trace fibers originating from either the deprived or the control ear. (B) Coronal brainstem section (reassembled) showing traced
TB fibers from both sides approaching and crossing the midline, most of them terminating in calyx synapses in the contralateral MNTB. White arrow heads mark
retrogradely labeled green MNTB cells that project to the cochlear nucleus. Inset: CC1-labeled oligodendrocytes are marked by the asterisks and are smaller than
MNTB principal neurons (white dashed outlines). Oligodendrocyte numbers were counted in 800 x 400-um areas (blue dashed boxes) left and right from the
midline. Sagittal sections were taken near the midline, at ~200 um and ~600 um away from the midline on either side (white perpendicular boxes shown on one
side only). (C) Sagittal section of the TB fiber tract shows cross-sections of auditory fiber bundles separated by perpendicularly oriented pyramidal tract fibers.
(D) Sagittal TB section shows that fiber bundles contain fibers of both colors. White dotted lines indicate the boundaries of each bundle. () Magnification of the
section shown in D also reveals fiber cross-sections lacking either tracer (blue MBP circles only). (F) Individual axon diameters (minimum diameter of the inner
ellipse; n = 1,565 fibers) were measured for fibers at three lateral locations. Boxes show medians and interquartiles. Gray solid lines indicate the within mouse
(n = 11) comparisons and black solid lines, the within bundle comparisons. (G) Same design as in F. Myelin thickness [(minimum outer diameter - minimum

inner diameter)/2] is significantly larger in control compared to deprived fibers in all three locations.

Radial growth of myelin is achieved by adding new myelin layers
starting from the inner tongue. High-magnification electron
microscopy was used to measure the exact number of myelin layers
in control and deprived fibers and to test for possible differences
in individual myelin layer thickness. Since the injected traces were
not electron-dense, we measured these parameters in the auditory
nerve, which contains fibers solely from one ear. Cross-sections of
the proximal auditory nerve from the control and the deprived ear
were investigated using electron microscopy. Electron micrographs
revealed individual auditory nerve axons, with inner tongues and
myelin sheaths (Fig. 24). Scans of rectangular sections were per-
formed across the myelin sheaths to assess the overall myelin thick-
ness, the number of myelin layers and the thickness of individual
myelin layers. The regular peaks and troughs of the resulting his-
togram represent the extracellular intraperiod line (IPL, lighter
shade) and the major dense line (MDL, darker shade), respectively
(Fig. 2 B-D). Similar to the findings in TB fibers, auditory nerve
fibers of the active, control ear had significantly thicker myelin
sheaths (median: 0.205 pum; IQR: 0.175-0.244 um; n = 42) com-
pared to fibers arising from the deprived ear (median: 0.175 um;
IQR: 0.156-0.203 um; n = 48; Mann—Whitney rank-sum test:
P =0.003; Fig. 2E). Recognizing the peak-to-peak distance of the

scan histograms as one myelin layer, the average number of layers

PNAS 2024 Vol.121 No.11 e2316439121

was significantly larger on the control side (30.24 + 7.02; n = 42)
compared to the deprived side (25.48 + 6.53; n = 48; two-tailed
t test: P = 0.001; Fig. 2F). Using the distance between two IPLs
as a measure of layer thickness, no significant difference was found
between active and sound-deprived fibers (control median: 4.81
nm, control IQR: 4.64-5.35 nm; n = 42; deprived median: 4.82
nm, control IQR: 4.59-5.16 nm; n = 48; Mann—Whitney
rank-sum test: = 0.389; Fig. 2 D and G). These results show that
sound-evoked activity increases the number of myelin layers at
active auditory axons. There were no signs of myelin swelling or
degradation on the sound-deprived side, consistent with the
increase in myelination on the active side being physiological
rather than representing pathological degradation on the deprived
side.

It is conceivable that the earplug caused a developmental delay
in downstream auditory neurons, so four established neurophys-
iological markers of maturation were tested for active and
sound-deprived neurons (Fig. 3): 1) synaptic delay, 2) pre-, and
3) postsynaptic action potential (AP) half-width (25) and 4) lack
of regular bursting of spontaneous activity (26, 27). With respect
to the monaural earplug, cochlear nucleus neurons activated by
the control ear send sound-evoked activity through TB fibers,
across the midline toward their targets in the contralateral superior

https://doi.org/10.1073/pnas.2316439121

30f9



Downloaded from https://www.pnas.org by Universitaetsbibliothek der LMU Muenchen on July 18, 2024 from IP address 213.233.108.243.

S 2 9
Now s

Myelin thickness (um) [T]
o

| cytoplasmatic
major dense line
(MDL)

Myelin sheath (ni

" 150 150 110 100 90 80 70°
Gray values (a.u.)
extracellular intraperiod line (IPL)
§E§§E§EE membrane
EEEEEEE membrane
extracellular space

[ mep

TRTRERRRRRRT
SIS

membrane

10.0

Layer thickness (nm) ()
N A O
o o o o

control ANF deprived ANF

0 control ANF  deprived ANF

U control ANF  deprived ANF

Fig. 2. Ambient sound increases the number of myelin layers, not their thickness. (A) Electron micrograph of an auditory nerve fiber (ANF) visualizes the axon
(green), mitochondria (mi), myelin sheath (red), and the inner tongue of myelin (it; yellow). (B) Section of myelin sheath showing only 6 (out of >20) individual
myelin layers with the cytoplasmatic major dense line (MDL, dark lines) and the extracellular intraperiod line (IPL, lighter lines). (C) Histogram of all the peaks
and troughs through the whole myelin sheath acquired by a line scan using Image]. (D) Schematic of MDL and IPL in a myelin sheath. (E) Thickness of ANF
myelin excluding the inner tongue. (F) Number of myelin layers assessed from peaks in histograms such as shown in C. (G) Thickness of individual myelin layers

calculated by trough-to-trough distances in histograms as in C.

olivary complex (SOC). In contrast, cochlear nucleus neurons
receiving input from the ear-plugged ear transmit only spontane-
ous APs along the TB fiber toward their SOC targets. In the SOC,
neurons of the MNTB receive exclusive excitatory input from
contralateral cochlear nucleus neurons and as such serve as an ideal
within-subject control of activity changes following the monaural
sensory deprivation. Due to the crossed inputs, we refer to MNTB
neurons contralateral to the control ear as active and vice versa,
MNTB neurons contralateral to the ear-plugged ear as deprived
(Fig. 3A). Single-unit activity was recorded from the active and
deprived MNTB within the same mice immediately following
earplug removal. MNTB neurons were identified by their excita-
tory response to contralateral sound and the typical complex
waveform comprising both presynaptic and postsynaptic compo-
nents (28). This was used to obtain the half-width of the pre- and
postsynaptic APs as well as the synaptic delay (Fig. 3B). The time
between the peak and trough of extracellular APs is a recognized
marker for AP half-width (29, 30). Presynaptic AP half-widths,
synaptic delays and postsynaptic AP half-widths did not differ
significantly between active and deprived MNTB neurons
(preAP-HW_ .- median: 0.18 ms; IQR: 0.14-0.19; n = 28;
preAP-HW, ;,cq: median: 0.16 ms; IQR: 0.14-0.19 ms; n = 22;
Mann—Whitney rank-sum test: P = 0.501; Fig. 3C, synaptic delay,
SD iyt 0.45 £ 0.06 ms; n = 28; SDjpyiyeq: 042 £ 0.04 ms; n = 22
two-tailed 7 test: P = 0.091; Fig. 3D and postsynaptic AP
half-width, postAP-HW_;,.: median = 0.43 ms, IQR = 0.39—
0.47, n = 28; postAP-HW,,,;,.q: median: 0.45 ms, IQR: 0.37—
0.49 ms, n = 22; Mann—Whitney rank-sum test: P = 0.672;

40f9 https://doi.org/10.1073/pnas.2316439121

Fig. 3E). Regularity of spontaneous firing was quantified by the
coeflicient of variation, which is high (~2) for prehearing activity
and ~1 for firing activity in post-hearing-onset animals (27).
Spontaneous activity of MNTB neurons from neither control nor
deprived side showed any signs of bursting activity (Fig. 3 #and
G) and their coefficients of correlation clustered around 1 with
no significant difference between the groups (CV,;..: median:
0.76; IQR: 0.66-0.83; n = 28; CV yopeq: median: 0.79, IQR:
0.72-0.87; n = 22; Mann—Whitney rank-sum test: P = 0.233;
Fig. 3H).

Together, the similarity in synaptic delay, AP half-width and
patterns of spontaneous activity supports the notion that cellular
and circuit development has not been delayed during the 10-d
deprivation period. However, thicker myelin of active auditory
nerve and TB fibers could lead to temporal mismatches in down-
stream binaural processing centers.

Latency differences between auditory brainstem responses
(ABR) wave IV and wave I serve as a compelling marker for signal
conduction speed through the auditory brainstem and are known
to correlate with the extent of myelination of auditory axons in
rodents (11, 31) and humans (32, 33). Auditory thresholds were
measured in response to brief broadband sounds (clicks) and were
compared between the control ear, the closed ear with the earplug
still in place, and the deprived ear immediately following earplug
removal (Fig. 44). Thresholds were elevated by about 47 dB due
to the earplug, yielding a significant difference in auditory thresh-
olds between the control ear (median: 24 dB SPL, IQR: 22-26
dB SPL) and the closed ear (median: 68 dB SPL, IQR: 61-80 dB

pnas.org
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to the MNTB and semantics used with respect to the active and deprived ear. (B) Extracellularly recorded MNTB neuron, consisting of the presynaptic calyx of
Held AP (preAP) and the postsynaptic AP (postAP), separated by the synaptic delay (SD). (C-E) Average data for (C) preAP half-width, (D) synaptic delay, and (E)
postAP half-width show no significant differences between the control and the deprived group. (F) Patterns of spontaneous firing activity for an active (Top, blue
plot) and a deprived (Lower, orange plot) neuron for 20 s. No regularity of interspike intervals (ISIs) was observed, which was corroborated by the absence of
(G) multipeaked ISI histograms. (H) Regularity of spontaneous activity was quantified by the coefficient of variation (CV = SDISI/meanlSl). CVs around 1 (dashed
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SPL; P < 0.001). Immediately after earplug removal, thresholds
partially recovered (median: 52 dB SPL, IQR: 46-62 dB SPL;
P = 0.127; Kruskal-Wallis one-way ANOVA on ranks; n = 22
ears/11 mice, Fig. 4 A-C). Full recovery of thresholds was observed
about 25 d after earplug removal in a previous study (11). In the
present study, ABR measurements were used to assess latency dif-
ferences and relate them to changes in myelination. Since latencies
of neural responses are negatively correlated to stimulus intensities,
we corrected for the observed differences in auditory thresholds
after earplug removal by assessing the latencies 20 dB above the
respective thresholds of either ear (Fig. 4D). This correction
resulted in an alignment of ABR waves I, but the latency for ABR
wave IV was still longer when the deprived ear was stimulated
(Fig. 4E). The average latency difference (AIV-I) revealed a neu-
ronal processing delay of about 458 s for the sound-deprived ear
(median, 0 2.82 ms, IQR: 2.62-2.97 ms; median .4 3-08
ms, IQR: 3.86-3.62 ms; n = 30 ears; 15 mice; Wilcoxon
signed-rank test: P < 0.001; Fig. 4F).

Together, these data suggest that the neuronal processing delay
observed in the ABR recordings following 10 d of sound depri-
vation was caused by an additive change in myelination of fibers
along the auditory pathway.

There is a broad agreement that ABR wave I corresponds to
activity entering the cochlear nucleus (CN) and wave IV to activ-
ity of the inferior colliculus (IC). The path length between those
two nuclei in mice was estimated from coronal brain sections to
be 9.82 mm. Including these data on adaptive myelination along

PNAS 2024 Vol.121 No.11 e2316439121

the TB fibers into our reported computational model (11) pro-
vides estimates for the conduction velocity of active and
sound-deprived fibers (Fig. 4G). The distribution of conduction
velocity was narrower in the control population, and the median
conduction velocity of the controls was significantly faster (veloc-
ity,cive: median = 4.46 m/s, IQR = 3.78-5.30 m/s, n = 314)
compared to the deprived ear (velocity yiyeq: median = 4.39 m/s,
IQR = 3.42-5.28, n = 257; Mann—Whitney rank-sum test: P =
0.047; Fig. 4H). This result was then used to predict how ABR
latencies would change based on adaptive myelination alone. The
model shows that the wave AIV-I latency in controls was around
2.5 ms (gray curve in Fig. 4/), assuming each action potential
would make an alpha function-shaped contribution to the ABR
with the filter length # of the alpha function taken as 2 ms
(approximating synaptic currents in the inferior colliculus; ref.
34). This wave AIV-I latency is in accordance with the actual
ABR measurements (Fig. 4F), validating the model. Assigning the
peak of wave I as time point zero and using a filter length of
a =2 ms (Fig. 4E), the model predicts the peak of wave IV to
occur 0.355 ms earlier when stimulating the control ear (blue
curve in Fig. 4]) compared to stimulating the sound-deprived ear
(orange curve in Fig. 4/). Since the filter length « is not well
constrained, increasing it to 2.5 ms gave an upper boundary of
0.45 ms for the wave IV latency-changes (Fig. 4 1, Inser). This
delay closely approximates the mean wave IV-I differences
between both ears seen in the ABR measurements of 0.45 + 0.10
ms (n = 14), consistent with the temporal mismatch measured at

https://doi.org/10.1073/pnas.2316439121
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Fig. 4. Monaural deprivation leads to a mismatch in neuronal processing speed. (A) ABR thresholds in response to click stimulation of the control ear, the deprived
ear with the earplug in place (“closed ear”) and the deprived ear immediately after earplug removal. (B) ABR waveform examples of one mouse stimulating either
the control or the deprived ear. (C) Both datasets show four characteristic ABR peaks and enhanced thresholds (bold trace) of the deprived ear. (D) Latency-
intensity functions depict the typical increase of latencies with decreasing intensities by example of wave | stimulated by either control or deprived ear. The
black arrow indicates the correction of wave | latencies with respect to thresholds. At 20 dB above threshold (black circled symbols), wave | latencies are the
same. (E) Following latency correction for wave |, the time to wave IV was still longer when stimulating the deprived ear. (F) Average data comparing within animal
differences of wave IV-I latencies. (G) The Sinclair et al. (11) model was used to acquire the conduction velocity of the active (blue circles) and deprived (orange
circles) fibers. Different velocities according to axon diameter (um on the vertical color scale) are shown in the background. (H) Histogram of conduction velocities
(bin width 0.1 m/s) shows active dataset to have no slow fibers. (/) Model ABRs. Black: Wave | assuming synchronous spiking in the brainstem. Blue/orange: Wave
IV derived from the velocity distributions in H, for an ABR filter constant a = 2.5 ms. Inset: IV-I latency difference only slightly increases for filter constants a > 2 ms.

the level of the inferior colliculus after monaural sensory depri-
vation being fully attributed to adaptive myelination.

Discussion

The present study reveals that radial growth of myelin is driven
by axonal activity rather than being an exclusive product of the
neuron’s (or oligodendrocyte’s) genetic identity. We show that fiber
bundles carrying axons originating from the same neuronal cell
type on either side of the brain form a mosaic of interspersed active
and passive axons. This raises the question of how individual mye-
linating oligodendrocytes can identify active from passive axons
in such a mixed population.

One of the main fiber types in the trapezoid body are GBC
axons. In early postnatal development (long before earplugs were
inserted in the present study), GBC axons are guided across the
midline to find their targets in the contralateral MNTB by the
expression of the receptor tyrosine kinases Ephs and their ephrin
ligands, a large family of contact-mediated guidance molecules
(35). Particularly ephrin-AS5 is strongly expressed in the MNTB
and may cause the concentration of axons into bundles within
600 um left and right of the midline (36, 37). One might imagine
that axons growing in the same direction are facilitated in reaching
their targets by being in bundles. However, as our salt and pepper
patterns of traced fibers show, each fiber crosses the midline

https://doi.org/10.1073/pnas.2316439121

without the support of “like-minded neighbors.” The precise tem-
poral pattern of initial myelination at newly formed axons and
the rate at which myelin sheaths are generated will vary with the
identity of the neuron and the brain region, with the brainstem
typically being myelinated earlier than the cortex (38). On initi-
ation, the wrapping of individual axonal segments might be com-
pleted within only a few hours (39), and this process mainly
determines internodal patterns. In the TB, myelinated axons were
found as early as postnatal day eight (P8), based on the expression
of myelin basic protein and electron microscopic visualization of
myelin sheaths in axonal cross-sections (11, 40).

The ear canal of rodents is still closed with connective tissue at
P8, preventing the passage of airborne sound. Over this develop-
mental period until the onset of hearing at P10, the cochlea gener-
ates spontaneous activity, which occurs in bursts and propagates
throughout the auditory system (27, 41). Interestingly, MNTB
neurons that develop without sound-evoked activity for 10 d also
change their spontaneous activity from developmental burst-firing
to mature Poisson-distributed firing, suggesting that the change is
triggered intrinsically and independently of hearing onset. Therefore,
the large increase in the number of action potentials due to sound
stimulation rather than the change in firing pattern likely underlies
the rapid radial growth of myelin following hearing onset (11).

Earplugs are a widely established method to mimic mild and
reversible conductive hearing loss (11, 42—46). It is important to
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point out that reversibility of this hearing loss relates to the
removal of earplugs and the subsequent restoration of peripheral
conductive hearing, rather than to central auditory processing,
which can show persistent adaptations in temporal and spatial
processing (42, 43, 45, 46). We have employed monaural earplugs
to prevent the typical increase in neuronal activity that occurs with
the onset of hearing (27). Blocking the sound-evoked activity
while maintaining spontaneous firing enables titration of firing
rates required for normal development of axonal conduction.

Neuronal activity triggers high-frequency calcium transients in
individual myelin sheaths which subsequently promotes myelin
sheath elongation (19, 47). Although it is unclear whether radial
growth of myelin is also promoted by these high-frequency calcium
transients, both processes depend on axonal activity and require
local translation of myelin basic protein. The activity-dependent
local increase in calcium can be caused by either calcium influx
through calcium channels or by calcium release from intracellular
stores. To our knowledge, voltage-gated calcium channels have not
been described in the membrane of myelin sheaths. Therefore, an
intracellular calcium release via voltage-induced second messenger
activation, which has been described in neurons, could act as an
alternative origin of activity-dependent calcium transients (48). One
mechanism by which axons could communicate their activity levels
directly to their myelin sheaths would be for action potentials to
provide the depolarization required to increase intracellular calcium
and initiate MBP synthesis. The depolarization can be achieved by
the efflux of potassium ions from highly active axons into the inner
tongue of myelin via composite channels consisting of a low-voltage
activated Kv1 channel on the axonal surface and a connexin 29
hemichannel on the inner tongue of myelin (49). The subsequent
depolarization of the myelin sheath could then trigger
calcium-transients and the translation of MBP at the inner tongue
of individual myelin sheaths. Remote translation of MBP, directly
at the active axon—myelin sheath interface (50, 51) and away from
the oligodendrocyte soma, is well recognized and provides the basis
for an axon-by-axon adaptive myelination process. It is likely that
such a potassium flux mechanism enables activity-dependent
fine-tuning of axonal conduction velocity, but is not required for
general myelination. Connexin-29 null mutants show no major
myelination deficits and inconspicuous ABRs (52). As suggested
by our current results, activity-dependent myelin plasticity taking
place after the initial myelin formation may lead only to small
temporal mismatches of about half a millisecond. However, since
the time window during which spiking activity in the lateral supe-
rior olive is suppressed by MNTB inhibition only lasts a few hun-
dreds of microseconds (53, 54), a ~500-ps delay of the inhibitory
input will most certainly cause a deficit in the sound localization
ability. Indeed, deficits in sound localization performance and the
effects on neural plasticity following temporary monaural occlusion
by either earplugs or Otis media have been investigated for many
decades (55, 56). These studies agree that monaural occlusion causes
an initial deficit in sound localization, which over time is followed
by adaptive neural plasticity. Our present results add to this body
of work by showing that the change in myelination is an additional
factor which contributes to these adaptive processes.

In the present study, we observed increased myelination and
faster overall processing speed through the auditory brainstem for
the controls compared to sound-deprived ears. However, the
earplug-induced delay at each processing stage was small, suggest-
ing compensatory mechanisms. In rats that received earplugs at
30 d of age, a lasting change in AMPA receptor composition
toward GluA3 subunits in cochlear nucleus neurons was described,
a subunit known to be responsible for ultrafast excitatory synaptic
transmission also at the calyx of Held (42, 57, 58). Even though
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we corrected for earplug-induced differences in auditory thresh-
olds, additional changes or compensations could occur at different
levels of the auditory pathway. However, the observation that the
ABR wave IV-I difference between plugged and control sides was
still nearly 500 ps suggest a large influence of myelination. The
computational model only considered changes in conduction
velocity and could still predict at least 75% of the temporal mis-
match based on stronger myelination in the control side. Such a
temporal mismatch during early days after hearing onset is likely
to disturb the experience-dependent refinement of the sound
localization circuit (59).

Materials and Methods

Experiments were approved in accordance with the stipulations of the German
animal welfare law (Tierschutzgesetz) (ROB-55.2-2532 Vet_02-18-118). Male
and female CBA/Ca mice born at the LMU Faculty of Biology vivarium to breeders
acquired from Charles River laboratories were housed with 12-h light/dark cycles
and food and water ad libitum.

Depending on normality of the distribution, population average data are given
by the mean = SD, or the median and 25 and 75% interquartile ranges (IQR) as
box edges with full data ranges depicted by individual data points. Accordingly,
parametric or nonparametric tests were used to determine statistical significance.

Ear Plugging. Small pieces of an "E.A.R Classic II" human foam earplug were
compressed and inserted into the external auditory meatus before being sealed
with dental cement (Paladur; Heraeus-Kulzer) at P10 under MMF anesthesia
(Medetomidin: 0.5 mg/kg BW, Midazolam: 5.0 mg/kg BW, Fentanyl: 0.05 mg/
kg BW). Earplugs were examined daily and replaced every third day to avoid
uncontrolled loss as the mice grew.

ABRs were recorded in MMF-anesthetized mice, placed on a temperature-
controlled heating pad (ATC1000, WPI) in a soundproof chamber (Industrial
Acoustics). Subdermal needle electrodes (Rochester Electro-Medical, Inc.)
were placed at the vertex of the mouse's head (reference), ventral to the pinna
(active), and near the base of the tail (ground). Electrodes were attached to a low-
impedance headstage (RA4LI, Tucker Davis Technologies: TDT), and a preamplifier
(RA16PA, TDT; amplification factor: 250) and connected to the auditory processor
(RZ6,TDT) via optical cables. SPIKE software (Brandon Warren, UW) was used for
speaker calibration (MF1, TDT), stimulus (100 ps clicks; 10 to 90 dB SPL) genera-
tion and waveforms recording. Thresholds were determined as the sound intensity
at which at least two peaks could be distinguished in the average (1,000x) ABR
waveform. When switching between control ear and ear-plugged ear, only the
active electrode was swapped to the other ear. All other electrodes were kept in
place during earplug removal. At the end of ABR experiments, animals were either
keptin anesthesia for subsequentin vivo single-unit recordings or killed with an
overdose of MMF for tracing and histology experiments.

In Vivo Physiology. MMF-anesthetized mice were placed on a heating pad in
a soundproof chamber and stabilized in a custom stereotaxic device. A craniot-
omy was performed just anterior to the lambda suture and glass microelectrodes
(3MKCI; 5 to 20 MQ) were lowered into the brainstem. A ground electrode was
placed in the muscle at the base of the neck. Signals were amplified (AM Systems,
Neuroprobe 1600), filtered (300 to 3,000 Hz; TDTPC1), and sampled (50 kHz) with
a Fireface UFX audio interface (RME). AudioSpike software (HoerrTech) was used
to calibrate the multifield magnetic speakers, generate stimuli, and record action
potentials. Search stimuli to identify auditory nuclei consisted of pure tones (50
to 100 ms duration, 5 ms rise/fall time) at varying intensity (0 to 90 dB SPL) and
were presented through short hollow ear bars directly connected to the speakers.

Axon Tracing. P20 mice were killed with an overdose of MMF and intracardially
perfused with Ringer's solution containing heparin. Brains were removed from
the skull into ice-cold ACSF. Crystals of tetramethylrhodamine (TMR, Invitrogen
D3308) were grown from a 50 to 100% TMR in H,0 solution on fine tungsten
needle tips and stored until used (24 h maximum). Small incisions were made in
the meninges corresponding to the ventral cochlear nucleus on each side and TMR
crystals or correspondingly small biocytin (TOCRIS, 3349/ Sigma B4261) crystals
were inserted. The brains were then incubated for 2 h in carbogenated ACSF at
room temperature before being fixed in 4% PFA overnight.
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Immunohistochemistry and Confocal Microscopy. Sagittal brainstem sec-
tions (50 um) including the TB were taken using a vibratome (Leica, VT12005).
Immunostaining was carried out as previously described (11) using primary
MBP antibodies (ab7349 abcam; 1:150) and corresponding secondary anti-
bodies (Alexa-647 donkey anti-rat, Dianova 712-605-150, 1:140; biocytin-
targeted streptavidin Alexa-488, Dianova, 016-540-084, 1:250). Optical
sections were acquired with a confocal laser-scanning microscope (TCS SP5-2,
Leica Microsystems, Mannheim, Germany) equipped with HCX PLAPO CS 20/
NAOQ.7 and HCX PLAPQO Lambda Blue 63x/NA1.4 immersion oil objectives. For
each optical section, images were collected sequentially for the different fluoro-
phores. 8-bit grayscale images were obtained with ABC pixel sizes of 120 to
1,520 nm depending on the selected zoom factor and objective. To improve the
signal-to-noise ratio, images were averaged from three successive scans.

Electron Microscopy. P20 mice were killed with an overdose of MMF and intra-
cardially perfused with Ringer's solution, followed by 2.5% glutaraldehyde plus
2% PFAin 0.1% cacodylate buffer (CB) pH 7.0. Brains were removed from the skull
and postfixed in the same fixative overnight at 4 °C. After washing (3x) in CB,
control and deprived auditory nerves were dissected and sectioned perpendicular
to the fiber direction. The tissue blocks were washed (4x) in CB and postfixed
in 1% 0s0, in CB for 1 to 2 h. After washing and dehydrating in graded series
of acetone, the tissue was embedded in Spurr's resin (60). Before ultrathin (70
nm) sectioning, several semithin (1 um) sections were cut for light microscopic
investigation. The ultra-thin sections were collected on formvar-coated copper
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slot grids and stained with uranyl acetate and lead citrate. EM images were taken
using a FEI Morgagni transmission electron microscope (80 kV, SIS Mega view 11
camera, 1,375 x 1,032 pixels).

Computational Modeling. We used the multicompartmental model of an
axon developed in previous publications (9, 11) to assess the conduction veloc-
ity of control vs deprived fibers for the dataset collected in the present study.
Conduction velocities were obtained for measured fibers (Fig. 1 Fand G) using the
geometrically determined pair of parameters, axon radius and myelin thickness,
and leaving all other parameters unchanged. The ABR was modeled by replacing
each spike time t, (at the CN for wave | and at the IC for wave IV) by an alpha
function with parameter a:

ABR(H) ==, (t—t,)/(a”)exp[ = (t—t,)/a] = (t<t,).

Spike times at the CN are assumed to be fully coincident; spike times at the ICare
derived from the distribution of simulated conduction speeds (Fig. 4H).

Data, Materials, and Software Availability. All study data are included in
the main text.
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Kv3.3 subunits control presynaptic action
potential waveform and neurotransmitter
release at a central excitatory synapse
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Summary: Kv3 potassium currents mediate rapid repolarisation of action potentials (APs),
supporting fast spikes and high repetition rates. Of the four Kv3 gene family members, Kv3.1 and
Kv3.3 are highly expressed in the auditory brainstem and we exploited this to test for subunit-
specific roles at the calyx of Held presynaptic terminal in the mouse. Deletion of Kv3.3 (but not
Kv3.1) reduced presynaptic Kv3 channel immunolabelling, increased presynaptic AP duration and
facilitated excitatory transmitter release; which in turn enhanced short-term depression during
high-frequency transmission. The response to sound was delayed in the Kv3.3KO, with higher spon-
taneous and lower evoked firing, thereby reducing signal-to-noise ratio. Computational modelling
showed that the enhanced EPSC and short-term depression in the Kv3.3KO reflected increased
vesicle release probability and accelerated activity-dependent vesicle replenishment. We conclude
that Kv3.3 mediates fast repolarisation for short precise APs, conserving transmission during
sustained high-frequency activity at this glutamatergic excitatory synapse.

Editor's evaluation

This work shows that Kv3.3 potassium channels play a major role in shaping the presynaptic action
potential waveform of calyx-type auditory synapses. Mice that lack Kv3.3 showed auditory response
deficits, including increases of spike latency and jitter. Overall, the study shows the uniquely
important role for Kv3.3 channels in the fast synaptic transmission between the neurons that
compute sound localization in mammals.

Introduction

Kv3 voltage-gated potassium currents rapidly repolarise APs and underlie fast-spiking neuronal pheno-
types, enabling high-frequency firing with temporal precision (Rudy and McBain, 2001; Kaczmarek
and Zhang, 2017). Kv3 channels are expressed throughout the brain including the hippocampus,
cortex, cerebellum, and auditory brainstem (Weiser et al., 1994; Du et al., 2000, Lien and Jonas,
2003). They influence dendritic integration (Zagha et al., 2010) and somatic AP waveform (Espinosa
et al., 2008; Rowan et al., 2014; Choudhury et al., 2020), but Kv3 channels are also located in
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particular axons, including nodes of Ranvier (Devaux et al., 2003) and synaptic terminals (Schneg-
genburger and Forsythe, 2006).

There are four Kv3 genes (kenc1-4) specifying alpha subunits (Kv3.1-3.4) that assemble as tetramers
(Coetzee et al., 1999; Rudy et al., 1999). The transmembrane domains are generally well conserved
across subunits, but both the N- and C-terminal domains have diverse sequences, creating distinct
inactivation kinetics, interaction with cytoskeletal proteins (Blosa et al., 2015; Stevens et al., 2021)
and regulation by phosphorylation (Macica et al., 2003; Song et al., 2005; Desai et al., 2008). Kv3
channels display ultra-fast kinetics (Grissmer et al., 1994; Labro et al., 2015) with half-activation at
positive voltages, making them particularly effective in AP repolarisation (Brew and Forsythe, 1995).
N-type inactivation is a powerful means of regulating K* channel activity (Hoshi et al., 1990) and
inactivation in the Kv3 family is influenced by the subunit(s) expressed and their regulation by protein
phosphorylation (see Kaczmarek and Zhang, 2017).

Transgenic knockouts of one subunit generally show mild phenotypes, consistent with heteroge-
neous composition of native channels and functional redundancy (Joho et al., 1999; Espinosa et al.,
2001; Joho et al., 2006). Co-expression of Kv3.1 and Kv3.3 has been widely observed in different
brain regions (Chang et al., 2007) and we recently showed that principal neurons of the medial
nucleus of the trapezoid body (MNTB) within the auditory brainstem, have Kv3 channels composed of
Kv3.1 and Kv3.3 subunits. In the MNTB, in contrast to the lateral superior olive, each subunit type can
compensate for deletion of the other (Choudhury et al., 2020).

Changes in AP waveform at the synaptic terminal critically control calcium influx and neurotrans-
mitter release (Borst and Sakmann, 1998; Forsythe et al., 1998; Yang et al., 2014), this in turn influ-
ences short-term plasticity (Sakaba and Neher, 2003; Hennig et al., 2008; Neher and Sakaba, 2008;
Neher, 2017; Lipstein et al., 2021) and presynaptic forms of long term potentiation at mossy fiber
terminals (Geiger and Jonas, 2000). Indeed, tuning of voltage-gated sodium and potassium channel
kinetics not only enhances fast signaling, but also increases metabolic efficiency (Hu et al., 2018). In
the present study, we took advantage of the calyx of Held giant synapse in the MNTB to investigate the
role of Kv3 subunits at that presynaptic terminal. These binaural auditory nuclei must rapidly integrate
AP trains transmitted from left and right cochlea with microsecond accuracy (Beiderbeck et al., 2018;
Joris and Trussell, 2018; Karcz et al., 2011). The region expresses Kv3.1 and Kv3.3 subunits, with
little or no Kv3.2 and Kv3.4 (Choudhury et al., 2020). This synapse is optimised for speed and fidelity
(Taschenberger et al., 2002) and is operating at the ‘biophysical limit’ of information processing, in
that fast conducting axons and giant synapses with nano-domain localisation of P/Q Ca* channels,
combine with postsynaptic expression of fast AMPARSs, short postsynaptic membrane time-constants
and exceptionally rapid APs to enable binaural sound localisation (Schneggenburger and Forsythe,
2006; Neher and Sakaba, 2008; Joris and Trussell, 2018; Young and Veeraraghavan, 2021).

In this study, we test whether Kv3.1 or Kv3.3 subunits have a specific presynaptic role by examining
the calyx of Held AP waveform and transmitter release on deletion of either subunit. We show that
Kv3.3 subunits are localised to the presynaptic termi